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Abstract

In underlay Cognitive Radio (CR) systems, secondary usaystransmit while pri-
mary transmissions take place. However, the interfereggeegates on the primary
system, and performance degradation will occur. Thus, tifyarg and modeling
of the aggregate interference is important in charactegizhe network’s perfor-
mance. An interference analysis for a Poisson process ofddiesin a finite area
is undertaken while incorporating channel parametersassichple Gamma model
for the aggregate interference is proposed. Furthermamgylaple-ring model to
replace the annular underlay model will be developed. Thidehis versatile and
mathematically tractable, while being highly accurate.rétwer, the interference
from the nearest interferer node is analyzed, and situatidrere the nearest inter-
ferer’s interference can approximate the aggregate eremte are identified. An
outage and asymptotic analysis is carried out for the modéile effect of different

system and channel parameters are shown within the nurhesscdts.
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Chapter 1

Introduction

1.1 Wireless Communications

Wireless communications is one of the most revolutionagiregering breakthroughs
of all time, and has grown exponentially in terms of techggland users over the
past decades. Today, wireless communications has enaéeity of applications

and standards including![3]:

1. Mobile telephony 2. Broadcast technology

3. Wireless Local area networks 4. Fixed wireless access

5. Cordless telephony 6. Wireless sensor networks
7. Satellite communications 8. Radar and navigation

9. Body area networks 10. Personal area networks

Cisco states that the global wireless data traffic graa¥; in 2011, and that it
was higher than anticipated [4]. Furthermore, the Intéonal telecommunication
Union (ITU) states that by 2012, the global mobile penatrativas at6 billion,
which corresponds t86% of the world’s population[[5]. Therefore, the demand
for services and bandwidth is extremely high. But, the rddéquency spectrum
is a finite resource, and has to be utilized efficiently tovalédl these services and
technologies to operate.

However, the spectral efficiency gains (data rate that casené over a unit
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Figure 1.1: Spectral efficiency over the years. Source : €auain, from [1]
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bandwidth) are slowing over the yeafs [1]. This slowdownleady evident in
Fig. (1.1). Due to this, optimizing spectrum usage or dguelp ways to access

pre-allocated spectrum is essential for new technologies.

1.2 Methods to improve spectral efficiency

Several methods to improve spectral efficiency will be diseadl next.

1.2.1 Cognitive radio

Many spectrum bands have already been allocated for diffeezvices and providers.
However, most of pre-allocated frequency spectrum has feeerd to remain idle

for much of the time([B6]. This is a significant under utilizatiof available spec-



trum, and can be mitigated via cognitive radio (CR) [7]. A Gitla is a transmitting

entity which adapts its system parameters (e.g. frequgruwyer, multiple access
method, modulation) to suit its environmelnt [3]. Howevkg tmost well known at-

tribute of CR is the ability to access spectrum pre-allat#bea licensed user. This
ability improves spectral efficiency.

In CR terminology, the licensed users are also called pyiraaers. They have
reserved the particular frequency block from the goveraiporities after paying
a fee, and are thus licensed to transmit. The users who apstitally access
primary users’ spectrum are termed the secondary usergaitive radios. While
they are permitted to opportunistically access the spettiteir interference on the
primary network should be either eliminated or managedvbel@rescribed level.

Cognitive radios can be broadly classified based on the a¢eeBnology into
interweave CR networks, spectrum overlay CR networks, gedtsum underlay
CR networksl|[8=12]. However, other literature [10] clag€iR networks into just

underlay and overlay networks.

e Interweave networks
In interweave CR networks, the secondary users sense tlo&rigpe and
transmit only when primary user transmissions are absdrd.spectrum ac-
cess is thus opportunistic, and requires advanced spesinsing schemes
in order to begin and end transmissions immediately as sgtated [11]. In-
stead of spectrum sensing, CR nodes may also use an outidfdeacon
transmission [13] from the primary network to detect thespreee or absence

of primary transmissions.

e Underlay networks
In spectrum underlay CR networks, the secondary userslaveeal to trans-
mit even while primary users are transmitting([8,10, 11]. riimimize or
eliminate interference to the primary network, severalesees have been
proposed. The first method is to have a centralized databiisedynamic
information on the transmitters/receivers of the targetifiency in a given

area. Therefore, the secondary users can transmit belomeancgower level



if they are beyond a given distance. Due to this distances¢kendary user
signals attenuate sufficiently so that interference on tiragy receiver is
negligible. The second method is to use a beacon transrnitareither the
primary transmitter or receiver, where the secondary usansmit only when
the beacon signal power is less than a certain amount (sthiaaecondary
user is beyond a pre-determined distance). Alternativ@lgbal Position-
ing System (GPS) based schemes and spread spectrum scheradsekn
proposed for underlay networksl [8,/10]. Interference gateer by underlay

networks is the main focus of this thesis.

Overlay networks

Concurrent primary and secondary transmissions are dsweel in overlay
CR networks. However, the differing assumption from uraeretworks is
that the CR nodes have prior information on primary transioiss such as
codebook information and channel gains![10, 11]. Moreotrer,CR nodes
can actively assist the primary transmissions by using aquoof their power

to relay primary user messages.

Standards

Since CR is a new technology, no previous standard existeapfaortunistic spec-

trum access. While elements of CR are already included mdatals such as IEEE
802.11 (WiFi),IEEE 802.15.4 (Zigbee), and IEEE 802.16 (WiX) [14], IEEE
802.22, the Wireless Regional Area Network (WRAN) standaf] is the first to
fully incorporate CR techniques. Furthermore, the IEEE &myit spectrum access
networks (DySPAN) committee has developed the IEEE P198takdards.

IEEE 802.22 has been developed to access white spacesvisiteldrequency

bands in order to provide wireless broadband access toatgat. With this stan-

dard, the CR users must be aware about the availability aftspa at a given

instance. The two methods used for spectrum awareness@teagtion/database

and spectrum sensing [15]. In addition, they should be abtiyhamically adapt

transmissions to not interfere with licensed TV transnoissi[15].

The IEEE P1900.x standards develop better dynamic specoeess (DSA),

4



which includes new techniques for managing interfereneersiag, network man-
agement and coordination of wireless networks [14]. Fongla, the IEEE P1900.6
standard is regarding spectrum sensing techniques for GR Firthermore, poli-
cies regarding DSA are being developed for current teclyiedosuch as 3G/4G,
and WiFi [14].

1.2.2 Heterogeneous networks

Heterogeneous networks, another approach to improverapefticiency, is a broad
concept where different cells co-exist dynamically whikng similar frequen-

cies [17]. The cells differ in terms of sizes and power ledrisstically. For ex-

ample, large macro cells (covering a radius of many kiloestare needed for
basic coverage needs and moving subscribers. In contrastefis (put in place

by the operators to cover a radius of a few hundred metressy teay be deployed
in dense urban areas to increase capacity. Femtocellsh{\laie a small cover-
age area, and are restricted to a certain building or custpneenises) which are
even smaller may be used in individual buildings where areextly high capac-
ity is needed([18]. When services from different cells arailable, the user may
choose the best cell or use multiple cells to increase tlaga thte and lower the
outage. The performance of heterogeneous networks dgtdepend on mutual

interference levels of the cells.

1.2.3 Small cell networks

The concept of small cells deals with the dense deploymetelts within a given
geographical area to increase the capacity, spectraksféigj and power usage [19].
They are especially useful in urban environments where émeaghd for wireless
data traffic is high. Apart from the obvious spectrum effickegains, small cells
can potentially provide significant energy savings [19].widwger, administration,

organization, and maintenance of small cell networks are#ienge. Furthermore,



interference mitigation among different cells and guazaing a required Quality

of Service (QoS) are demanding [19].

1.3 Problem Statement

While all these techniques improve the overall spectrunaieficy, this thesis will
concentrate on underlay CR networks. The advantages oflagdeetworks are
their ability to access the frequency spectrum simultaslowith primary users,
and not requiring the secondary users to have a prior kngeled primary trans-
missions[[11]. Despite these advantages, interferenceeprimary users due to
simultaneous primary and secondary transmissions musirbmiped. Therefore,
the aggregate interference generated by underlay netwauks be characterized
for differing operational conditions.

A comprehensive analysis of interference for differenteied models, CR node
densities, and their spatial distributions is thereforeessary. Furthermore, due
to the complexity of existing interference models, simpkard accurate models
are desirable. Therefore, characterizing the aggregtagenence and developing

approximate models are the main focuses of this thesis.

1.4 Contributions and Outline

The main contributions of the thesis are regarding the arglgpproximation, and

modeling of aggregate interferendd.(They are broadly listed below:

e Analysis of I for an underlay network consisting of a Poisson process of

interfering nodes in a finite annular area around the primatwork.

e Development of a Gamma model fbunder a composite fading channel via

a moment matching method.

e Development of a multiple-ring model fér and investigation of its accuracy.



e Characterization of the interference caused by the nemntestering node,

and investigation of when the nearest interferer can ajmabe /.

The outline of the thesis is as follows:

Chapter 2

In Chapter 2, basic background concepts and models for sk fading, shad-

owing, path loss, spatial distribution, and others will begented.

Chapter 3

The first part of Chapter 3 comprises a comprehensive ima@rée analysis for in-
terfering nodes spatially distributed as a Poisson poimtgss in an annular region.
The moment generating function (MGF) of the aggregatefettence is derived for
generic path loss exponent values and shadowing levelscdielative distribu-
tion function (CDF) of the signal to interference and nowsigor (SINR) is obtained,
and an asymptotic analysis is performed. Subsequentlgdbeegate interference
is modeled by a Gamma distribution using a moment matchintode The accu-
racy of this approximation is confirmed, and further caltioles are facilitated by
this simple probability density function (PDF) to repreistre aggregate interfer-

ence.

Chapter 4

Chapter 4 proposes a new model for interference, and aldgzasahe effect of
the nearest interfering node. In the first part of the chapteew system model to
approximate the conventional annular underlay model ipgged. The new model,
named the multiple-ring model, consists of interferersst@ined on multiple rings
around the primary receiver (PR) instead of being spreatiadiya This model is
shown to be accurate, simple, and versatile. It can even & as a stand-alone
system model for other types/shapes of node distributidnsorder to evaluate
the accuracy, an MGF based performance analysis and an aigrgnalysis is

performed for Rayleigh fading, and composite fading andisiwng.



In the second part, the nearest node approximation for theeggte interfer-
ence is investigated. The PDF of the distance of the nearestering node to the
PR, and the MGF of the interference from the nearest nodessinged for Rayleigh
fading. The nearest node dominates the aggregate inteceetender certain condi-

tions, which include lower node densities and higher patk Exponent values.



Chapter 2

Background

This chapter provides some brief mathematical backgroumkley concepts used
in the thesis. They include wireless channel charactéoizaspatial distribution

models, and interference characterization.

2.1 The wireless channel

Characterizing the wireless channel is extremely impaoriarthis section, channel
impairments such as multipath propagation, the Doppleceftmall scale fading,

shadowing, and path loss will be discussed briefly.

2.1.1 Multipath fading and the Doppler effect

Due to multiple obstructions and scatterers in the wiretdsmnel, the received
signal is the superposition of many signals with differemtet delays and phases
[20]. These multiple copies will cause Inter symbol Integfece (I1SI), and will
severely degrade the performance of the receiver.

The received sighal may be represented as [20]

N(t)
R4 D an(tult = (o) b @)

whereu(t) is the complex envelope of the transmitted signalis the channel gain

9



for then-th multipath componenty(¢) is the number of resolvable multipath com-
ponentsy, () is the time delay for the-th componentf, is the carrier frequency,
and¢p, is the Doppler phase shift.

The power delay profile (PDP) represents the average poweciased with a
given multipath delay«) [20]. The average delay and the root mean square (r.m.s.)

delay are important statistics of a wireless channel. Theylafined as

fo TP, dT J5( T—,LLT )2P.dr
~ ando 0 2.2
e = = par s ~pdr (2.2)

respectively. If the time period of a transmitted signale$inked to bel;, frequency
flat fading occurs ifl; >> o.. Otherwise, the signal would experience frequency
selective fading which is not desirable. The term coherdraselwidth is usually
defined as

Beon = i, (2.3)

T

which is roughly the frequency range in which a signal exg®es frequency flat
fading.

The time variation of the channel is described by the Dopetict, which is
caused by the relative frequency shift between the recaivgtal and the transmit-
ted signal. If the transmitter and receiver are stationiwey,Doppler shift is zero.
However, when the transmitter and/or receiver move/mdtiesnaximum Doppler

shift is given by
fev

)
C

fa= (2.4)

wheref. is the signal frequency; is the relative velocity between the transceivers,
andc is the speed of light. The Doppler spectrum of the channelesgmts the
power associated with a particular Doppler shift (betweemd ;). In a similar
manner to the PDP, the average and the r.m.s. Doppler spagableccalculated.
Furthermore, the coherence tifig,, is defined to be approximate%g, whereB,

is the Doppler spread. If the signal peridgd<< T, the signal is said to undergo

slow fading. Otherwise, the signal undergoes fast fading.

10



2.1.2 Small scale fading models

Small scale fading is the random fluctuation of signal aragkt over short dis-
tances, and occurs due to the effects of multipath propagagmall scale fading
can be characterized by various mathematical models. T$tenbedel for a given

channel depends on its characteristics.
Rayleigh fading

Rayleigh fading is the most common model to represent wasetdannels includ-
ing broadcast and mobile systems. Popular due to its matieah@actability, this
model is valid when there is no line-of-sight path betweanttansmitter and re-
ceiver [20]. The probability density function (PDF) of theceived signal power
under this model is given by

1 =
fy(z) = %e_i 0<z< o0, (2.5)

where# is the average received signal power. It should be notedwhdeé the
Rayleigh distribution denotes the envelope amplitudeptheer is specified by an

exponential distribution.

Rician fading

Rician fading occurs when there is a dominant line-of-sagimponent. This model
is especially useful for channels such as satellite linkise PDF of the received
signal is [21]

f»y(flf) — (K;- 1)6—(K+@>IO (2 M) , 0<axr< o0, (26)

where# is the average received signal pow#r,is the ratio between the line-of-
sight component power and the power of the other scatteraponents, and,(-)

is the modified Bessel function of the first kind.

11



Nakagami-m fading

Nakagamim fading is a model proposed ky [22] which fits the empirical suza-
ments of wireless channels. Its PDF is given by
xm—l m m ma
fy(x :—<—) e 7, 0<x<oo,m>0.5, (2.7)
"= Ty 5
wherem is a parameter describing the severity of fading. The maleérsatile;

for examplen = 1 yields Rayleigh fading, anth — oc yields the no-fading case.

2.1.3 Shadowing

Shadowing is the random variation of signal amplitude dugdckages from large
obstacles such as mountains and buildings in the transmigsith. The distances
in which shadowing occurs depend on the dimensions of theadescausing the

shadowing effect [20].

Log-normal shadowing

The most common model for shadowing is the log-normal shatpmodel. The

PDF of the ratio between transmit to receive powaes given by [20]

(10log10 (%) ~pyy ;)7

S T, 0< 1< o0, (2.8)

=— ¢
V2o, 50

where¢ = 1%, 11y, is the mean ofyyz, andoy,, is the standard deviation of;.

fu ()

Becausel(2]8) is not mathematically tractable readilygsshvapproximations
have been proposed. One such approximation is the Gammd [B8¢24], where
the two distributions show a close match except in the loagréegion. Another

approximation is the mixture Gamma model developed in [25].

Composite shadowing and fading models

As shadowing and fading occurs simultaneously, it is corrérto have the com-
bined channel effect in a single PDF, rather than work wittasate distributions.

Thus, several composite models incorporating shadowingfading have been
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proposed[[21]. Rayleigh-lognormal, and Nakagami-logradrmodels have been
proposed [26].

However, the log-normal modél(2.8) does not lend itselflgdsr mathemat-
ical analysis. Therefore, by approximating (2.8) by a Gammoael, and incorpo-
rating Rayleigh fading/ [27] has derived the GeneraliZzédlistribution.

According to this distribution, the composite parameterrabterizing Rayleigh
fading and shadowing has the forlh = X, X, where X, and X, respectively
denote shadowing and Rayleigh fading; is modeled as a unit exponential random

variable, and thus the PDF &f can be written as [23]
1 =
Ix/x,(x) = Ye_x_s, 0 <z <oo. (2.9)
The shadowing componeni, can be modeled as a Gamma random variable, with

the PDF

1 A\ Al A
— - - Q.Y < 2.10
sz(y) F()\) <Qs) Y € ) O—y<007 ( )
whereI'(z) is the Gamma function. It has been shownin [28] that 6021_1 and
Qs = % whereo? is the variance of corresponding log-normal shadowing.

When expressed in the decibel scalg; = 8.686 ¢.
The composite PDF of Rayleigh fading and Gamma shadowingtamed by

averaging[(219) ovel (Z.10) &s [28]

2 (0" 1
fx(z) = W <§> 2 Ky_q (b\/E) , 0< 2 < o0, (2.11)

which is the Generalized: distribution, where) = 2, /Qi This composite model

will be subsequently used to characterize channels whehefading and shadow-

ing are present.

Gamma approximation to the Generalized# distribution

However, because the Generaliz€ddistribution [2.111) may still be cumbersome
for analysis, it has been further approximated by a Gamma|R8JF The scale and
shape parameters of the Gamma distribution have been chgsanment match-

ing. Therefore,[(2.11) can be approximated as

[ S
= < . .
fx(z) HkF(k)x e v, 0<zr<oo (2.12)

13



The scale and shape parameteenidk are (3 + 1) Q, and -, respectively.
A

2.1.4 Pathloss

Path loss is the reduction in signal amplitude over disténet@een the transmitter

and receiver. Path loss variations only occur over largadces[[20].

Free space path loss model

The free space path loss (FSL) model is the most simple pasmhmdel. It can be

written as

2
FSL = (@) , (2.13)

whered is the distance between the transmitter and receiver) athe wavelength
of the transmitted signal.

Empirical path loss models

Because free space conditions do not hold for the wirelegsoement which en-
compasses many variable factors such as buildings, tridlesahd houses, the path
loss modeling is difficult. Thus, several empirical modedsdnbeen developed us-
ing real world experimental data. These include the Okurmwédel, Hata model,
COST 231 Hata model, and COST 231 Wolfisch-lkegami madel [20]

The COST 231 Hata model for path loss (PL) can be written gls [20

PLyp(d) = 46.3+ 33.9log,, (f.) — 13.82log,, (h;) — a(h,)
+ (44.9 — 6.55log, (he))logyg (d) + Cr, (2.14)

whereh; is the transmit antenna heiglt, is the receiver antenna heiglft,is the
transmit signal frequency, armds the distance between the transmitter and receiver.

For suburbs and small cities(h,.) is defined as

a(h,) = (1.1logyq (f.) — 0.7)h, — (1.56log;, (f.) — 0.8). (2.15)

C)y is 0 for small cities and suburbs, while it 3sfor large cities.
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Simplified path loss model

The most common path loss model used in analysis is the dietpjpath loss
model, and will be used in the subsequent chapters. Acaptdithis model, the

power at a certain distanedrom the transmitter is given by
To\ ¢
P(r) = P, (-) , (2.16)
r

where F, is the observed power at a distanggrom the transmitter, and is the
path loss exponent. This model includes the free space pssmiodell(Z.13) as a

special case whemn = 2.

2.1.5 Power control

Power control is the variation of transmit power accordinghe situation such as
distance from the receiver, other users’ activities, armhalel conditions. Power
controlling schemes have a dual benefit of saving transnptierer as well as re-
ducing unwanted interference. They can be based on numé&oimss such as
QoS feedback from the receiver, distance to the receivet,l@ations of other
co-channel nodes. Several schemes have been proposed fat@&ks [30, 31].

However, this thesis mostly ignores power control schemesgpt when a simple

power control scheme based on distance to the receiver ssdsyed in Chapter 4.

2.2 Spatial distribution models

Spatial distribution refers to the random locations of iifgeer nodes in a given
area. For interference analysis, modeling the spatialibiigion of the interfering
nodes (Fig.[ 2]1) is essential. Several spatial distrilmstisave been used in liter-
ature to model the random locations of nodes. The two mostlpopnes are the
Poisson point process [32], and the binomial point pro¢&3k [A point process is

a random pattern of points in d-dimensional space (wherallystd = 2 ord = 3
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in applications)([34]. For modeling the distribution ofenterers, & dimensional

space is commonly used.

2.2.1 Poisson point process

The Poisson point process (PPP) is the most common spattabdiion used to
model the distribution of interfering nodes in a given ar88-J40]. The average
number of spatial points in a given area is the intensity. R RPtermed homo-
geneous if the intensity parameter is constant. For nonelgemeous PPPs, the
intensity parameter is a function of the location. F@r@mensional homogeneous
spatial PPP, the probability of havimgnodes in a regio® is given by [33]

P(N(B) =n) = Wiﬂe—mw), n=0,1,2,... (2.17)

where) is the intensity parameter, andB) is the area of3. The PPP model used

in the thesis will be explained in detail within the follovgsection.
Thinning

Thinning refers to the process of removing certain pointenfrthe total set of
points [34]. Thinning comes in extremely useful while mangiinterference where
the whole set of nodes may not be active (not transmittingdukch a scenario, the
thinned set of points will model the active nodes. The tmgnprocess occurs by
marking the set of points by an indicator random variabjgwhich can take the
values 0 or 1), and deleting the points marked Wit hinning has two forms: de-
pendent thinning and independent thinning [34]. Wligrare independent random
variables, it is independent thinning. In dependent timgnany point in the PPP

which has a neighboring node closer than a certain distailceerdeleted.

Clustering

Clustering is the process of taking a set of spatial paihtand replacing the point
A by a random set of point&8 4 for each pointd € A [34]. Fig.[2.2 shows an ex-
ample for the clustered PPP. Clustering is important whedetiog the interfering
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Figure 2.1: Random spatial distribution of interferer nde

nodes distributed around secondary base stations. In ssednario, the secondary
base stations will be the original set of points, and the sadé be the clustered
points after the transformation. References [35 41-4B8%icter clustering in their

analysis.

2.2.2 Binomial point process

The Binomial point process (BPP) is useful to model intenferwhen the total
number of nodes is fixed. Reference |[44] argues that the BRFbetter model
to represent the spatial distribution of nodes becauseothértumber of nodes is
often fixed. For a given area df, the total number of nodes iB (B € 7) is given
by [43],

P(N(B)=n) = ( N )p"(1 —p)¥ " n=0,...,N (2.18)
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Figure 2.2: Clustered PPP. The right image shows the otigetaf points, and the
image on the left shows the clustered points after the toamettion.
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whereN is the total number of nodes i, andp =

2.3 Annular underlay networks

The importance of CR networks in improving spectral efficienvas discussed
in Chapter 1. However, although underlay CR nodes are igésit, residual in-
terference to the primary system is unavoidable. A comprelkie understanding
of the aggregate interference is critical when designitgriarence management
schemes. Interference analysis in cognitive radio netsvhds thus been a hot re-
search topic in recent times [30]46+-53]. One method whistblean used to reduce
the interference in an underlay network is the use of an siaturegion (contention
control) [30/ 54, 55] . In such a setup, nodes in an exclusmrezround the pri-

mary transmitter or receiver are not permitted to transamt] nodes outside this
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Figure 2.3: Annular underlay network. Legend: black dotteiiferer nodes, black
square = PR, yellow square = PT.

zone are permitted to transmit below a certain power leveldiscussed in Chap-
ter 1, this process may be enabled by a beacon signal fronrithany transmitter
or receiver, prior location knowledge, or Global PositiniSystems. In a beacon
setup, if the beacon is from the primary transmitter or fréra primary receiver,
the exclusion region would be around the transmitter oriveceespectively. We
will be considering an exclusion region around the PR.

Although interferers can be distributed over arbitrarypgthregions, analysis
of such may be intractable. Furthermore, the interferergimdocated in a polygon
shaped area (e.g. square or hexagonal). An annular regignZE3) [49/50, 55,
57] is a good approximation for arbitrary and polygon shaghsttibutions, and is
mathematically conducive for further analysis.

The interferer nodes form an underlay CR network which isliigent enough
to adhere to the exclusion region around the PR. This regasnam inner radius
(guard distance) ofz; and an outer radius aRz. The guard distance ensures a
minimum performance on the PR. The interference from theeadityondRy is
assumed to be negligible due to path loss. An infinite regityn{ o0) is a special
case of the model.

The primary transmitter (PT) to PR distance is denoted?agand it doesn’t
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depend on the guard distance. The number of interferer nddisssandom. The
nodes are distributed according to a homogeneous Poissurppocess which has
the distribution of [(2.17), wherg is the interferer density, and; = w(R% —
R%) is the total area encompassing the interferer nod@s)). Non-homogeneous
situations will be application or geography specific, angsthot very useful for a
general analysis.

Not all interferer nodes may be active at a given time, andesmialy be inhibited
from transmitting due to interference between the CR ndaesiselves. However,
an ad-hoc network of interferer nodes where all the nodeswoently engage in
transmission is assumed. Our results thus give a worstwggser bound for the
aggregate interference and outage when interferer noges medium access con-
trol protocol. Such cases however can be handled by intingamn activity factor.
Conversely, without the loss of generality, we can consitias the density of all
the active nodes.

For the purposes of this thesis, we will only consider oned?i,that other PRs
are located a sufficient distance away. If the next closessPe&s tharz R away
from the PR under consideration, the exclusion region v&lbba complex shape.
Furthermore, if it is less than a distance2dt, away, the interferer area will not be

annular. However, these considerations are out of the doopleis thesis.

2.3.1 Aggregate interference

The aggregate interference experienced at the primaryezds the sum of in-
terference from all the active interferer nodes transngtin the same frequency

spectrum block. Therefore, the aggregate interferdrzam be written as

N
I=>"1, (2.19)
=1

where/; is the interference caused by thh interferer, andV is the number of
interferers.

As the PDF of the aggregate interference is intractabls,ttf@sis develops an
MGF based approach. The MGF can be obtained relativelyyelsdause, for a
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sum of independent interferers, the total MGF would be théipiigation of each
interferer’s individual MGF. The MGB/Z}(s) of the interference from a single node

can be written as
Mi(s) = Ele™*"], (2.20)

whereFE[-] denotes the expectation, and the Laplace variable. The aggregate in-
terference is dependent upon various factors. They indhelehannel parameters
such as path loss, shadowing, and small scale fading. Fortine, power control-
ling schemes and transmit powers of the nodes, the spastuitdition of nodes,
and the design of exclusion regions also play a vital rolee 3énsing procedures
of the beacon transmission/ frequency spectrum and missiedtebn of these by
the nodes also need to be considered.

Modeling of aggregate interference to fit well known digitibns has been ex-
tremely popular due to the intractability of exact analy§ikese include approxi-
mation by Gaussian distributions, log-normal distribngiptailedn-stable distribu-
tions, and as a sum of normal and log-normal distributio8s-@.].

In the following chapters, several different models foralggregate interference

will be developed.

2.4 Conclusion

This section provided background material for the thesedirg and shadowing
models, spatial distributions, and the annular underlayok model were de-

scribed.
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Chapter 3

Aggregate Interference Analysis

Chapter 2 provided introductions and justifications to th&tem model, and ex-
plained the need to characterize aggregate interferenais. chapter develops an
exact analysis and a Gamma approximation of the aggregatdeirence for the

annular underlay network model introduced in Sedfioh 2.3.

3.1 Introduction

In Chapter 2, the annular underlay model for investigathyaggregate interfer-
ence was presented. The random aggregate interferencedsepe several factors
such as channel parameters, spatial distribution of tleeferer nodes, activity fac-
tors, and power control. These parameters were briefly itbestin Chapter 2.

As the modeling of aggregate interference at the primargivec (PR) is criti-
cal to characterize performance degradation, it has redenuch attention recently.
Reference [56] analyzes the average aggregate intergevemen transmission con-
straints among CR nodes are considered, while [57] analywesapacity-outage
of a CR network due to aggregate interference. Referendesf®vs that under
certain conditions, the aggregate interference is notdagal. In reference [59],
the authors suggest that the aggregate interference candeaed as the sum of a
normal random variable and a lognormal random variableeiRete([52] consid-
ers different activity models for the CR nodes and obtaimawdants of the aggre-

gate interference by using Campbell’s theorem. Referedf@jederives the moment
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generating function (MGF) of the combined interferencehaitt shadowing for a
number of different path loss exponent values.

The aggregate interference will be investigated furthethen subsequent sec-
tions. First, the moment generating function of the aggeegderference will be
derived for the annular underlay model (Hig.]2.3). The eaactasymptotic outage
performance will be analyzed. Second, the aggregate @narte will be modeled

with a Gamma model.

3.2 Aggregate interference of annular underlay net-
works

3.2.1 Introduction

This section provides a comprehensive analysis of the ggtganterference for
the annular underlay model (Fig._R.3). The analysis comsidk relevant channel
impairments. The interfering signals are assumed to undmmposite fading and
shadowing, and path loss (arbitrary exponents). The exaséd-form MGFs of

the aggregate interference for both the generaliZedistribution, and the Gamma
approximation to it are derived. Closed-form expressianstiie outage and an

asymptotic performance analysis are provided.

3.2.2 System model

The system model of Figl_(2.3) is used for the analysis, iihsame parameters.
From the simplified path loss model, the received power aadcer from the

transmitter is given by (2.16). For brevity, we define thergitg Fyr§ to be the

power level of the transmitter (which depends on the trahgmer, gains, and

frequency). The total interference power received at thésRfRren by [2.1B). The
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interference powel; is given by
]i = Ps’l"i_aXi, (31)

whereP, is the power level of an interferer, amglis the distance between ti¢h
interferer and PRP, is a constant, and no power control occuk§.characterizes
the combined effects of small-scale fading and shadowihg. HDF ofX; follows
the Generalizeds distribution of [2.11).

3.2.3 Interference Statistics

In this subsection, the exact MGF of the aggregate intarter@and an approximate

MGF to the aggregate interference are derived.

MGF of the aggregate interference

Becauser; and X; are independent, the MG/} (s) of the i-th interferer { =
1...N)is given by [2.2D),
Mi(s) = Ex,ple™"] = Ex[Ele™"]]. (3.2)

For the homogeneous PPP considered, the CDEwhenRs < r; < Rg can be

written as

FRi(ri) = P(RZ < ’l"i)
2

? — R,
= 4= 3.3
R R, (3:3)
Therefore, the PDF af; can be obtained by differentiating the CDF as
o 27;17; ,Rg<7‘i<RE
Ja(ri) = { 0 , otherwise ' (34)

By averaging:—*!¢ using the the PDF of interferer distan€e{3.4), we get

: Re oy r
M}/Xi(s> = /RG e SPsr X, <2A_1) dr

REg
2m —(sPs X;)r—«

e R v d
A[ e rar
2 P.sX; P.sX;

= R3Esia —R%E:2ia 3.5
aAr +(RE) “ +<RG))7 (3:5)
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where E, () is the generalized exponential integral. Averaging furtlespect to
the composite fading modél (2]11), the MGF of the interfeesfnom thei-th inter-
ferer is derived as

s (Pss)%_2 a2

Mi(s)= 5
i) (—1)M34a2(1 + a)T(\)A;
whereQ(R) is defined as

(Q(RE)-9(Rg)) (3.6)

b4+§ 242 2F A — R2a+2 9 2 Rab2
o(r) = MDA DT bl o 250 20
(Pys)= « o 4P;s
N 2575 (Pys)® (1 + )
sin(m\)

X <(2+a)F(1 + A+ %)

2 RYb? 2 R
+ a(/\F<1+/\+E’_4Ps)_F(2+/\+_’_4Pss)))' (3.7)

The special functions, % (,;;) andI'(z,a) are the generalized Hypergeometric
function and the upper incomplete Gamma function respelgtif2]. Due to the
complexity of [3.6), an accurate approximation is des&ab this end, the Gamma
approximation to the generalizdg-distribution [2.12) can be used.

Using this approximation, we gét’; ,.,.(s) as

| 1 (27 \(R¥+* [ Ry \ R [ Rg
M — E I L __G I G . .
I,approm(s) 24+ k,a<Al6>k)<(P85)k <PSSQ) (PsS)k (P839>) (3 8)

wherel(z) is given by

I(x) = s Ak, k+2/a;1+k+2/a;—2), (3.9)

and , F(,;;) is the Gauss’ Hypergeometric functian [2].
Because each interferer is assumed to be independent, tikedfiGgiven N

can be written as

M (s H Mi(s HO) (3.10)
By averagingl/;,x(s) over the probability distributiod (2.17), we find
Z M) CA o (3.11)

Substituting[(3.70) |ntd]$11), we get
M;(s) = PArMi(s)-1) (3.12)
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3.2.4 Performance Analysis

This section derives the outage probability, the asymptotitage and the diver-

sity/coding gains.
Receiver SINR characteristics

Here, we derive the CDF and the PDF . The SINRt the PR can be written as

o BT @13
whereP, is the power level of the P2 is the noise variance, aridis the channel
gain between the primary transmitter and receiver. We amhger the case where
the primary signals undergo path loss and Rayleigh fadirgtdthe mathematical
complexity of analyzing for other cases. Theénjs a unit exponential PDF with
the distribution of[(2.6). The variablés and/ are independent, and the CDFpf

is

PR Y
Fy(z) = P<7PR Sx)

I+ 02
z(I + o2)
= PlY < — ™
(=)
_z(I+od)
o), (3.14)

Averaging with respect td, we get
(L'U%
) - 1—emie) g,

_ 1_6(‘135;%“)1\41( v ) (3.15)

Substitutingy, instead ofr gives the outage equation, wheyg, is the threshold
SINR level for the PR.
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The PDFf,(x) can be obtained by differentiation ¢f(3]15) as

s = (1= ({50 () - ()

- F(k+§)+H<G)_ Gk H(G

Uz

N———
N———
N——

(Uz + G)* (Uz)t \Ux
F H J
o () ~ @E ) ) (54
hereA — B=pA U=t v=_1(2)Fr="0" =
where PRM ﬁ nU = PRV T 2+ka<A10k>’ P
_ R
P H = 7o
Asymptotic Outage

Since the outage probability (3]15) is complicated, a matktecally tractable asymp-
totic expression is useful. An asymptotic outage probigbékpression is derived

for, When% is significantly larger thar®, ando?2. By expandingl(Cx), we can

I(Cx) = 2+ ak N k(2 4+ ak) 5 n O(L) ’ (3.17)

20FCE T FHICHH (o — rht2

obtain

whereC is a constant. Thus, by usidg (3117), for the expressioneoMBF [3.8) in
(3.18), and with some algebraic manipulations, the CDF fgh Ig’;% with respect
to the noise and interference can be obtained as

2
—_Tn__ ) 2876kR® Ps a_ o),
F (x)zl—e( i) R e () (3.18)

YAsy

For smallz, e* can be written a$ + x. Therefore,[(3.118) can be approximated by

xo?
F'\/Asy ('T) = 1 _( _P R_a)
2BTOKR* Py s, a

Defining A = -2+ andB = 22" p (2o Ré‘o‘),we get

T T

(A-B)—.

p

Q

(3.20)
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which is the asymptotic CDF.

Diversity Gain and Coding Gain

The diversity gain and coding gain fully characterize thgngstotic performance

of a system. The outage probability at high SINR can be writie
Pout(77) =~ (GCV)_Gd ) (3.21)

where(. is the coding gain and-, is the diversity gain. Increasing the SINR

is analogous to increasing, while having a constant and P,. Therefore,P,,,

-1
Pout ~ ((A i B) %) . (322)

From [3.22), we observe thal; = 1 andG. = 257

becomes

3.3 Gamma model approximation

3.3.1 Introduction

In the previous section, the exact and approximate MGFs wetained for the
annular underlay model. However, the complexity of theselts is high, and even
the approximate MGH(3.8) is complicated. Although the CBEY) and PDF
(4.8) of the SINR when the primary signals undergo Rayleagtirfg were derived,
obtaining the CDF and PDF of the aggregate interferedyétgelf is extremely
difficult. A simple approximation to the aggregate integfere PDF will help in the
analysis of systems such as multiple antenna (MIMO) systerdselay networks.
Therefore, an accurate but simple approximation for theexggge interference is
useful. A proper approximation should be valid under vagyimer and outer radii,
path loss exponent values, shadowing variances, and nogéids. In the rest of
this section, the Gamma approximation fowill be derived. The accuracy of the

approximation will be described later in the numerical tesssection.
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3.3.2 The Gamma Approximation

The Gamma approximation would use the approximate MGE @r8analytical
purposes. Due to the use of Gamma shadowing, the aggregaitieiance may
also follow a Gamma model, rather than a Gaussian model wdaiolbe obtained
via the use of the Central Limit Theorem. The aggregatefitence[(2.19) is thus
assumed to be modeled by a Gamma random variable. Ther#ierBDF of the
aggregate interferende is given by

fr(z) = mxka—le—%, (3.23)
wherek, is the shape parameter af\dis the scale parameter. Suitable values of
andd, to approximate the distribution dfare needed.

These parameters can be obtained by employing a moment inattiethod
[29]. For the Gamma approximation, the first and second amtching of mo-
ments are sufficient to find the shape and scale parametegheHdrder moment
matching is not needed.

The first- and second-order statistics of the aggregatdénémce are important
performance means by themselvég/], the expected value of the interference is

BA[E[I;], where the interference from a single interfedgiis given by
I, = P °X;. (3.24)
Because; and X; are independent;|/;] can be written as
E[I;] = P,E[r;|E[X;]. (3.25)
After performing the expectations, it can be shown that

E[l] = 27 P,V (W) . (3.26)

But, there will be a singularity under = 2. Therefore, by applying the L'Hospital's
rule, we can obtai’[/] whena = 2 as follows;

A (RS — RE™)

da
iw(2-a)

Ell]as = 2nP,BVe?

a=2

= 27P,8Ve? (log (Rg) — log (Re)) . (3.27)
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The variance is defined as,
Var[l] = E[I*] — E[I]". (3.28)
After obtaining an expression fdt[/?], Var[I] is found out to be

(3.29)

2—2a _ P22«
Var[l] = nBP2k0*(1 + k) <RE fe ) .

11—«
The expected value and variance can be matched with thos&afrana dis-
tribution. The expected value and variance of the Gammalaligion arek, 60, and

k.02 respectively. Therefore, by matching these moments, thpesharameter and

the scale parameter of the Gamma approximation can be fautrid be (VEa[i ][}? , and
ng}]” respectively. By substituting'[/] andV ar[I], we can find that
218 (1—a) (RE > — R&*)?
ko= —2 e (3.30)
eo (2_a)2(R2E2 _RéQ )
and ‘ - y
2\3 (2 — T RETee
o = Ps (6” ) 2= a) (REg_a RS’_Q ), (3.31)
(1-a) (Ry*— R

respectively. The accuracy of the approximation, andidigtion will be discussed

in detail in the numerical results section.

3.4 Numerical Results

This section provides the numerical results, simulatiom$ eomparisons of the
aggregate interference for the annular underlay modeltlamdsamma model of
the aggregate interference.

3.4.1 Numerical results of Aggregate interference for annkar
underlay networks

Here, we show the exact and asymptotic characteristicseobthiage probability

with the variation of the primary power level, interferindR@ower level, and node
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Figure 3.1: The outage probability V3 and P;, underyy, = 1, a = 2, 0 = 2,
o2 =0.001, 8 = 0.0001, R = 30, Rg = 15, Rg = 100.

density under differing conditions. A Gamma shadowing emvinent has been

considered for the simulation, arid? has been used for our theoretical cal-

Japprox
culations. Whew — 0, we have the situation where shadowing is negligible.

In Fig. [3.1, the outage probability is plotted with respexbbth the primary
power levelP, and interferer power leveP; for fixed values ofR, R, Rr and a
noise variance? = (.001. It uses free space propagatien 2), shadowing index
o = 2, and the interferer density = 0.0001. The outage probability decreases
slowly at highP, and, approaches the noise limited scenario forigwalues. Even
if P, is increased, ifP; increases correspondingly, the outage probability resain
unchanged.

Fig. [3.2 depicts the same scenario of Hig.] 3.1 except fordbethat in this

case, the shadowing varianee= 0. It is interesting to observe that at highey,
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Figure 3.2: The outage probability V3 and P;, underyy, = 1, a = 2, 0 = 0,
02 =0.001, 3 = 0.0001, R = 30, Rg = 15, Rg = 100.

theo = 0 plot has worse performance and vice versa at loier

Fig. [3.3 shows the exact and the asymptotic outage prohatilih respect to
P, for differing levels of shadowing and path loss exponentdigh P,, the asymp-
totic curves are a perfect match to the exact outage plotsmfsnrtant observation
is that at this interferer node density, when the path lopee&nt increases, shad-
owing has little effect on the outage. When the path loss eepbis4, the plots
for both shadowing index values show little difference; lewer, under free space
propagation, the plots vary significantly for the two difato values. This result
is consistent with the derivation obtained earlier[in_(3.22or the values forR,
Rr and R that we selected, the outage probability increases with R << R,
a highera will ensure a lower outage probability.

Fig. [3.4 compares the outage probability when the interféeasity 5 varies,
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Figure 3.3: The exact and asymptotic outage probabilithesormalized transmit
power P,, for different values ofr and« undero? = 0.001, 8 = 0.0001, P, =
30dBm, R = 30, Rg = 15, Rg = 100, andyp, = 1.

for different values of path loss exponents and shadowirgs figure shows that
the effect of the shadowing index on environments with déifie path loss expo-
nents depends on the interferer node density. When the mwhbeerferer nodes
increase to very high values,,; approaches 1, while at low interferer node densi-
ties, P,,; is governed primarily by noise. It is interesting to notetthahigh node
densities, the effect af on the outage probability is minimal.

Fig. [3.5 compares the outage probability when the interfeéeasity 5 varies,
for different values of path loss exponentand shadowing index for R, = 25
andRr = 500. Unlike Fig.[3.4, this figure has a constant primary signaéiesd
power, e.g. when power controlling is enabled on the prinsgstem. It can be

seen that the effect of the shadowing index on environmeitiisdifferent path loss
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Figure 3.4: The outage probability vs interferer densityfor different values of
o anda underP, = 30dBm, P, = 70dBm, 02 = 0.001, R = 30, Rg = 15
Rg =100, and’}/Th = 1.

exponents depend on the value of interferer node densityloiRonode densities,

the effect of shadowing when the path los exponent 4 is lower than that when

a equals2 or 3. When the number of interferer nodes increase to very higjiesa

P,.; approaches 1, while at low node densitiBs, is governed primarily by noise.
Fig.[3.6 compares the outage probability with respect tgtheary transceiver

distanceR. In this simulation, we vary? from 10m to 30m such that it lies within

the exclusion region, and also within the CR transmittirggol. As we can see, the

outage probability increases wify and also increases when the path loss exponent

« increases. It can also be observed that at lowesalues, the outage for the

shadowing indexr = 0 ando = 2 differs considerably. This is not the case at

higher path loss exponents. Also, at lowervalues, the outage fax = 2 and

34



D W N S P W U S S W W W W A A W W S W W S WP

10 [ T i aaalienl e T -
a=2 a=3 a=4

2107 .
3
[
Qo
<}
o
()
(=2
o]
>
o

ag=0
10°F : : —+—0=1 I
L —A—0g=2 ]
%
| | | | | | | |
-60 -50 -40 -30 -20 -10 0 10 20
B (dB)

Figure 3.5: The outage probability vs interferer densityfor different values of
o anda underP, = 30dBm, P,R~® = 25dBm,¢? = 0.001, R = 25, R = 500,
andyzy, = 1.

o = 2 almost coincides witlv = 3 ando = 0. Therefore, the effect of shadowing

is extremely high at lower path loss exponent values.

3.4.2 Numerical results for the Gamma approximation

Fig. [3.7 shows the CDF of the simulated aggregate interéereand the CDF of
the Gamma equivalent aggregate interference. This figwesal® that the aggre-
gate interference roughly follows a skewed alpha-stalsieidution [61], where the
skewness parameter reducesjas increased. The two curves show a tight fit for
both large and small node densif§) alues. Therefore, the Gamma approximation
of the aggregate interference is accurate.

Fig. [3.8 depicts the PDF of the approximated aggregatef@nearce for dif-
ferent node densities. As expected, when the node densitgases, the average

value of the aggregate interference increases and théegitsne heavier due to the
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values ofc anda underP; = 30dBm, vy, = 1, B, = 70dBm, Rg = 15, Rg =
100, ando? = 0.001.

increased variance. It is interesting to note that as the weasity increases, the
PDF becomes more symmetric, and shows a similarity to thes§iaol distribution
suggesting that the central limit theorem would be appatetior use in high node
density environments.

In Fig. [3.9, the PDF is plotted wheR;, Rr, and the shadowing varianee
are varied. Aw is increased while keeping the other parameters constenBDF
flattens out and shows a heavier tail. As the guard distdtcés increased for
fixed shadowing, the interference power reduces as expeutddhe PDF is much
tighter. Conversely, whe® is increased while keeping the shadowing index
constant, the PDF shows a similarity with the Gaussianitigion because many

interferer nodes are in the network.
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Figure 3.7: The CDF of the aggregate interference and then@aapproximation
for different values ofj underP, = 30dBm, Rz = 15, R = 100, « = 2, and no
shadowing.

3.5 Conclusion

This chapter investigated the aggregate interference epiimary receiver from
interferers for the annular underlay model. A Poisson ppiotess of interferer
nodes, a composite fading model with the Generaligedistribution, and arbitrary
path loss exponent values were considered. The exact amdxappte MGFs of
the aggregate interference, and the exact and asymptaaigeprobabilities of the
PR were derived. Our numerical results confirmed the arsadysil showed that the
effect of shadowing is significantly lower with higher patis$ exponent values.
The aggregate interference was further modeled as a Ganmuamavariable.
This was necessitated by the mathematical complexity afgudie MGF for fur-
ther analysis. The first two moments of the aggregate inemt® were derived
and matched to the respective moments of a Gamma distnibuliois resulted in

a simple yet highly accurate approximation of the aggrenpésference which in-
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corporated all the variable system and channel parameiés.approximation is
highly accurate in comparison to the actual distributionvfarying node density

values.

Xr
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Chapter 4

Approximation models for the
aggregate interference

In Chapter 3, an exact analysis and a Gamma approximatidretaggregate in-
terference were developed. This chapter will introduce tmare models for the

aggregate interference: the multiple-ring model, and trerest interferer model.

4.1 Introduction

Previously, Chapter 2 introduced the annular underlay meael Chapter 3 pro-
vided an exact analysis and a Gamma approximation to theggtgr interference.
This chapter will develop several different models to chtaze the aggregate in-
terference which can be used to approximate the annularlagaeodel, and which
are derivatives of that model.

Many approximations and statistical models for the aggecerference have
been widely investigated in literature. For examgle] [5@gwses a model for the
aggregate interference as the sum of normal and log-noemdbm variables. Ref-
erence([509] also obtains an upper bound for the complemeatenulative distri-
bution function (CCDF) of the total interference. [n [30fetauthors model the
aggregate interference when the CR nodes employ powerotocdintention con-
trol, and hybrid power and contention control schemes. Thieds fit some of the
interference PDFs with log-normal PDFs to reduce compjeReference [52] pro-
poses a new statistical model for aggregate interfereniog esmulants obtained

via the application of Campbell’s theorem, while [61] shdatvat when the CR ex-
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clusion region around the primary receiver (PR) is zero atlpgregate interference
can be accurately modeled as a heavy tailestable distribution. Reference [61]
further says that when a significant exclusion region is @efithe tails of the ag-
gregate interference PDFs shorten considerably. Referf@t] investigates the
aggregate interference distribution via the central lithéorem. It is shown that
interferers in the near field cause the aggregate inteiderenbe a heavy tailed dis-
tribution, and in the far field to be a Gaussian distributiearthermore, it is shown
that the presence of fading reduces the convergence of tregage interference
to a Gaussian distribution. Moreover, reference [50] presa statistical model for
cognitive radio networks.

This chapter makes two main contributions. First, a new ipletring model
for the aggregate interference from the annular underlayork is developed. This
model is accurate, versatile, and mathematically traeta®écond, a nearest inter-
ferer model to approximate the aggregate interferencevsloeed. This model is
useful when one particular interfering CR node is more daminin some practical
situations, this is indeed the case and this analysis wil imedeveloping better in-
terference mitigation procedures. The accuracy of this@apmation is evaluated

for different parameters.

4.2 A multiple-ring model for underlay interference
4.2.1 Introduction

The annular underlay model in Section 2.3 consists of a Boisld of cognitive
radio (CR) nodes over an annular area with a guard regiondiaceeinterference
(Fig. [4.1.a). However, the analysis developed in Chapterfaiily complicated.
Therefore, we propose a new model that yields simpler aicalyesults, and which
provides flexibility and versatility to handle differentnaaneters. This model is
developed as an approximation of the annular underlay miteamfiguration (Fig.

[4.1.a), repeated here for covenience from Section 2.3.
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(a) Spatially distributed interferer nodes in (b) Proposednultiple-ring model with the
the shaded region. interferer nodes on the rings.

Figure 4.1: System model. Legend: Black circle = interferatles, black square =
PR,R; = 2R, andR,, = MR.

This new model consists of a set of multiple rings around tRe(Fg. [4.1.b)
with a set of interferer nodes on each ring. The system pasmef the new
model are chosen to match those of the annular underlay mdtel MGF of the
aggregate interference for this model will be analyzed ubdéh Rayleigh fading,
and composite fading and shadowing. The probability dgfisitction (PDF) of the
aggregate interference will be obtained for deterministierferer node numbers,
and the exact and asymptotic outage probabilities areetkriv

The approximation error of the proposed model is small, aand lwe further

reduced by fine tuning the parameters.

4.2.2 Proposed System Model

The common model for an interferer system is the annular nieyenodel (Fig.
[2.3) discussed in the preceding chapter, with a guard regfioadius R, and an
outer radius ofR . Usually,ﬁ—g is taken to be betweehto 20 [49]. For this system,
we will develop a new multiple-ring model (Fig.4.1).

In the proposed model, the interferer nodes are distributedultiple rings
around the PR (Fig._4.1.b). The radius of th#h ring istR, wheret = 1... M.
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For M rings in total, M R is taken for the distancBz. The radius of the first ring
R can be treated as the guard distaize If a smaller value that®; is used, the
guard distance can be taken as the distance to-theing, v R.

The total number of interferer nodes in a certain ring is niedi@s a Poisson
random variable arising from a linear Poisson point prackssindependent of the
number of interferer nodes in other rings, and the interfaceles are distributed
uniformly on the ring. LetV, be the number of interferer nodes located onttkie
ring. P(N; = n) can be written from(2.17) as

2ntR)"™
P(N, =n) = Me—mnm’ n=0,... (4.1)
n'

wheret is any integer from to M, andp, is the interferer density of thieth ring.
The densitys; is chosen such that the average number of interferer nodige in

multiple ring model is equal to that of the annular underlayde:

M
B(RE — Rg) =Y Bi2tR. (4.2)

For the considered homogeneous scenakiwill not depend on the ring, and will

be a constant;.

4.2.3 Interference Statistics

To demonstrate the validity of the multiple-ring model, wid next derive the MGF
of its aggregate interference. This derivation will comesi®Rayleigh fading, and
combined Rayleigh fading and Gamma shadowing. These MGFessijons are
simple, exact, and can be compared against the exact MGIe afttular underlay
model (Fig[4.1.a).

As observed, the average number of interferer nodes in a ging increases
with ¢. The worst case where all the interferer nodes in the ringsransmitting is
assumed. Even if activity factors of the interferer nodescansidered, the distri-
bution can be considered to be that of the active nodes withes of generality.

The path loss will be modeled to follow the simplified pathslasodel of [(2.16).

In our system model, we assume that all the interferer noesansmitting at the
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same transmit power, and thus, the power level (defindéye9 of each interferer

is P,. The total interference power received at the PR may beemris[(2.19)

M
I = Z I, (4.3)
t=1

wherel, is the total interference generated from the interfereeesad the-th ring.

I, can be written as

Ny
I =) P.Xy[tR]™, (4.4)
=1
whereX; is the channel gain corresponding to fading or combined®hisnd) and

fading, for thel-th interferer in thet-th ring. We assume that all the fading and
shadowing of the interferer signals are independent of ettedr, even when they
are from the same ring.

If only Rayleigh fading is considered;; can be modeled to follow the expo-
nential distribution[(2)5). Similarly, if both Rayleighdang and Gamma shadow-
ing are consideredX;; was shown to be modeled as a generalizedistribution
(211). In Chapter 2, it was stated that the generaliZedistribution can be ap-
proximated by a Gamma distribution as proposed under [29].

Using (4.4) in[(4.B), the total interference can be written a

M N

I=Y Y P.X,[tR]™ (4.5)

t=1 =1
Let M;(s) be the MGF of the aggregate interference givenlby (2.20)ndJ&L5),
the MGF can be written as

Ny

Mi(s) = Ele s XXty PXelth]™)

o E[e—sPSR*a Zi‘il - ZzN:tl Xt,l]‘ (46)

Rayleigh fading

Under Rayleigh fading, all th&; ; values will be independent exponential random

variables. Therefore, we can wrife (4.6) after expanding as
M;(s) = E[Ex,,[e”#7" "/ %] Ex, [emsBlm R X
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~sPMORXara) | TIRMTERTE ), (4.7)

X EXM,1 [6

where the first expectation is with respectNo. . . N,,. After performing the inner

expectations, the MGF becomes

1 1
1+ sPR-1-)" " (14 sP,R-M—)™

My(s) = E [(

= b

o 1
1 (1+ sPsR_at_o‘)Nt] | “9

t=1
Because the number of interferer nodes intttiering is independent of the number

of interferer nodes in any other ring, we can write (4.8) as

1 1
Mi(s)=E B (4.9
(= [(1 +SPSR‘“1‘C“)N1} o [(1 + sP,R- M) (“9)

Using (4.1), the expectation with respect to the number wrfarer nodes in the

t-th ring N; can be written as

En { 1 ]:i 1 (Bi2mtR)™ o~ Bi2mtR
LA+ sPRote)M ] e (14 sP.R-ot)M !

N,
00 < Bl2ﬂ'tR > t
Z 14sPsR~at—« e_ﬁlzﬂtR

Ny!

N¢=0

R ——) (.10

Using this result(4.10)[ (4.9) can be written as
M;(s) = 6512WR<1+3PSH}*O‘1*O‘ _1) eﬁlzsz(HsPsB}*ara _1) o eﬁleMR(LrsPSRl*a]M*O‘ _1)

M 1
- 11 eﬁlz’ftR(W‘Q’ (4.11)
t=1
which is the MGF of the aggregate interference.

Composite Rayleigh fading and shadowing

When composite Gamma shadowing and Rayleigh fading ardd=yed, it was

shown earlier in the section that, ; values can be represented by a Gamma PDF.

45



It is assumed that all the,; coefficients are independent. Therefore, similar to
Rayleigh fading, we can writd/;(s) as [4.7). After performing the expectations

with respect to theX, ; values,M;(s) becomes

[ 1 1
M;(s) = F
15) | (1+0sP,R1- a)’“Nl (1 + sP,R—oM—a)FNm
[ M
= E . (4.12)
E 1+ 60sP,R-ot~ a)’““]

Similar to the case with Rayleigh fading, the number of if@ear nodes in the-th
ring is independent of the number of interferer nodes in ahgroring. Therefore,

the MGF can be written as

1
M) =Ew 7 QSPSR_al_O‘)kM] o

! 4.13)
(14 OsP, R M o)t |

Similar to the derivation 0f(4.10), the expectations wigspect to the number of
interferer nodes in the rings can be performed. FinallyMi&F of the aggregate

interference for Rayleigh fading and Gamma shadowing besom

M
Bi2mtR( ——— L 1
Mis) =] (Gromeeay >. (4.14)

t=1

Extended guard region

When the guard region is extended, the MGF of the aggregtgdenence is de-
pendent on the rings beyond theth ring (1 < v < M). Thus, the MGF of the

Rayleigh fading scenario becomes
M
=11 e G ) (4.15)

The MGF of the combined fading and shadowing case is similar.
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4.2.4 Suitability as a stand-alone system model

This section will discuss the suitability of the multiplegi model as a stand-alone
system model, and the special cases which may occur.
The analysis of the annular underlay network model (Eid.a3 fresents several

challenges.

e Theincorporation of different transmit powers, path logsaments, and shad-

owing variances is complicated.

e Non-homogeneous setups and areas with different CR nodstidsrare dif-

ficult to analyze.

The proposed multiple ring model can be used to incorpolegset conditions.
Moreover, the multiple-ring model may be used to approxeaman-annular shapes.
For example, interfering nodes over a different polygoriaegnay be approxi-

mated.

Differing parameters for interferer nodes

Substitutings; instead of;, «; instead ofa, and P, instead ofP,, in equations
(4.11) and[(4.14) will give the desired MGF when the node dierss path loss
exponents, and the transmit powers of the interferer nodasraque. The symbols
5 and P, denote the node density and transmit power of an interfetieit-th ring,

respectively. Therefore, this multiple-ring system madetxtremely versatile to
handle general cases. Comparatively, the MGF obtaineciprévious chapter for
the standard system model is fixed for a particular interfeesmsmit power and a

node density.

Non-random number of interferer nodes

Another special case that can arise is the rings havingrdetestic interferer node

numbers. Therefore, the number of nodes ontitering NV, is not random. In such
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Figure 4.2: Linear interferer network. Legend : black dohterferer nodes, black
square = PR.

a scenario, the MGF for the Rayleigh fading case becomes [#.8)

M

1

The PDF of the aggregate interference is difficult to obtawemV; is random. But,
it can be derived for this special case using the method df [BZan be clearly
seen that[(4.16) is equivalent to the MGF for a sum of Gammdaanvariables.

Therefore, using (2.9) of [62], the PDF of the aggregateriatence can be written

as
i 5xp+t 1o~ PiR-eM—®
=C , >0 4.17
tZFp+t PR M~e)P* @17
alNg .
wherep = Et]\il Ny, C = ivil (5)"" 0 = H%Zfi} Yi0t+1-is 00 = 1,

and~; = S°M M (1 — (£)%)". The PDF for the combined Rayleigh fading and

t=1 4

shadowing case can be derived similarly.

Approximating interferers in a linear network

To approximate a homogeneous linear interferer netwoid (£i2), the guard dis-
tanceR is taken as the distance to theh ring vR, and M R is approximated as
Rg. The interferers will be distributed on the rings accordioghe Poisson point

process off(4]1). The density is chosen such that:

Bin(Re — Ra) = Z BimtR, (4.18)

where 5, is the interferer density per unit length in the linear ifgezr network.
Unlike the approximation for the homogeneous annular Uagenodel,3; values
will not be equal. The average number of interferers in eaahwill be a constant
carrying the form;

p2mtR = C, (4.19)
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whereC is a constant.

Approximating interferers in a square shaped area

The interfering nodes may be distributed homogeneouslypiygon shaped areas.
As an example, lets consider a square shaped ared (HigS#8lar to the previous
cases[i is taken as the distance to theh ring v R. However, the distance to the
M-th ring M R is taken as/2Rz. While tR < R, the interferer density on the
t-th ring is a constantj;. However, wherR; < tR < v/2Rjp, the interferer density
for thet-th ring will be proportional to the percentage of distarteat tit is within

the square. Therefore, the approximation will be as foltows

M
Buq(4R%, — wRE) = > B27tR, (4.20)
t=v

whereg,, is the interferer density of the square region. The valuegfare,

R
B = B t<§,
by = (1—%)@, f<t< = (4.21)

wherew = arccos (?—5) in radians.

4.2.5 Performance analysis

CDF of the SINR

Here, we derive the CDF of the aggregate interference . TRRSlat the PR can

be written as

PRMY
= 2 4.22
Uiy (4.22)
whereF, is the power level of the PTz,, is the distance between the primary trans-
mitter and receivels? is the noise variance, aridis the channel gain between the
primary transmitter and receiver. Similar to the previoast®n, due to the math-

ematical complexity of analyzing for other cases, only thsecwhere the primary
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Figure 4.3: Square shaped interferer network. The shadsdcantains the inter-
ferers. Legend : black square = PR.

signals undergo path loss and Rayleigh fading is considdreen,Y is a unit ex-
ponential PDF given by (2.5), with = 1. The variable§” and! are independent.

Similar to the derivation of the previous chapter, the CDF ¢

=0 T
Fﬁ/(x) =1- 6( PpRpy >MI (PPR;TOC) . (423)

For Rayleigh fading, substituting (4]11) faf; (s) in (4.23), the CDF ofy becomes,

<_ w2> M QOR(H = },Rataﬂ)
F(z)=1—e\ P’ 11 PpRp . (4.24)

t=1

For Rayleigh fading and Gamma shadowing, substituing4dr M;(s) in (£.23),
the CDF ofy becomes,

Bi127tR 1 -1

I3
1+6%(¥PSR*O%*O‘
Pp Ry,

F(x)=1- e(_ P:;f%-“> (4.25)

M
€
t=1

Substitutingyr, instead ofr gives the outage equation, wheyg, is the threshold
SINR level of the PR.
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The PDF of the SINR can be found out by differentiatiAg(=) for distinct

values ofM . But, the PDF for a generdll value is extremely complex to obtain.

Asymptotic analysis

The aim in this part of the subsection is to develop an asytgpguation for the
outage probability under Rayleigh fading and both Rayldagting and Gamma
shadowing, ie. whet®, is considerably larger thaR,, vz, ands?.

We first consider the Rayleigh fading case. By expanding 1 + = + O (z?)

for smallz, we obtain

6l2th< — 1PSR = a—l) PRt
e Poi =1— (B2mtR)—5——1+ O (z%). (4.26)
PpR;m"
Therefore,
M Bz%rtR(l 1S = a—l) M P.R-ot—
e +PPRP7(¥P " ~ H <1 — 6[27TtRSPWx)
=1 t=1
~ 11—«
~ 1 —(5127TRP R Zt > z.(4.27)
t=1
Substituting[(4.27) in(4.24) and expandmg = V|a e’ =1+,
xo? P.R™© M
F. ~ 1—(1- n 21 R e
02 P.R~
21 R o O (z 4.28
(PRQ+5l7TPRpTa; >x+ ) ( )
Defining A; = PR, andB; = 5l27rR]’}R,a Mt we get
Fy,, (@) = (A 4+ Bi)a + O (2%), (4.29)

which is the asymptotic CDF for the Rayleigh fading scenario
Similarly, the asymptotic outage for composite Rayleigtirig and Gamma

shadowing is given by
Ey,., (@) = (A + By) z + O (27), (4.30)

51



andB, = B2 RULL2 S

whereA, = P

Py R’“’
Moments

The first and second order moments of the aggregate intederare important

statistics. The, expected value is found as,

Bl = (-1 Mi(s)].e

M
E[Il = 27BR"“PVe > 117" (4.31)

The second moment is found as

o _ &
EI"] = ﬁMl( $)|s=0
M 2 M
E[1% :<2w5,Rl—aP3\/e7 > tl_a>+27rﬁlR1_2a82k(k; +1)P2) " t7(4.32)
t=v t=v

Error statistics

For any new model, it is important to investigate its erratistics. The root mean
squared error (RMSE) [63] will be investigated in this rebdf 14, andl are the

aggregate interference powers of the annular underlay hexug the multiple ring

model, the RMSE can be written &/ SE = v MSE, where

MSE = E[(I4, — I)%]. (4.33)
Expanding this, and using (4131, (4.32), (3.26), and (83.29
MSE = E[I3,)+ E[I?] — 2E[L4,)E[I]

M 2
(%5,31 A a>+27rﬁ R'™7*0%k(k + 1) P2Zt1 20

t=v t=v

2—2a _ p2—2«a
+ 7wBPkO*(1 + k) (RE : it )
—
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+ (27rPSB\/_ (M))Z

2—«

RZ a RZ o
—9 <27T61R1—04P8\/672 tl_o‘> <27TP55\/67 (—)) (4.34)

2 —
Substitutings; using [4.2),M R for Ry, andv R for R, we obtain

M2 2a _ 22 . (M2 . 1/2) Ztﬂiy t1—2a>

MSE =nk(1 k92P2 R?* %
(+ B 1—a J\/[t

t=v
2

]\42 — 2 M tl_a) M2-o _ o 2—a)?

+ ArK*0*P2RERYT +( V2 )

zt ) 2o
tl a 1/2 M2 a a
Y, (2 - ) ( U ) (4.35)

t= 1/

Coefficient of Variation of the Root Mean Squared Error (CVRM SE)

The coefficient of variation of the root mean squared errghisn by

RMSE

CVRMSE = ) 4.36
E[14,] ( )
Normalized error of the mean
The normalized error of the mean (NEM) value is defined as
NEM = . 4.37
E[14,] ( )

The CVRMSE and N EM values for different parameter combinations have
been tabulated in Table_ 4.2.5 and Table 4.2.5. While thésstat for theR =
1, M = 100 pair are better, th&/ £ M only depends on the path loss exponent value
for a givenR, M pair. The multiple ring model shows better performance fghér

interferer densities, lower path loss exponents, and lelwvadowing variances.
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CVRMSE NEM

6=01,a=2,0=0
b=01,a=20=1
6=01,a=3,0=0
B=01a=3,0=1
8=00,a=2,0=0
=00l,a=2,0=1
6=001,a=3,0=0
B=001,a=3,0=1

0.0654 0.0318
0.0995 0.0318
0.1380 0.1061
0.1800 0.1061
0.1836 0.0318
0.2999 0.0318
0.2984 0.1061
0.4720 0.1061

Table 4.1: Error statistics faR = 5 and M = 20.

CVRMSE NEM

B=01,a=2,0=0
B=01,a=20=1
6=01,a=3,0=0
=01,a=3,0=1
8=00L,a=2,0=0
6=00l,a=2,0=1
8=00L,a=3,0=0
B=00l,a=30=1

0.0552 0.0062
0.0907 0.0062
0.0831 0.0203
0.1343 0.0203
0.1736 0.0062
0.2861 0.0062
0.2555 0.0203
0.4205 0.0203

Table 4.2: Error statistics faR = 1 and M = 100.
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4.3 Nearest Interferer approximation
4.3.1 Introduction

Until now, several models for the aggregate interferenceewdeveloped. In Chap-
ter 3, a Gamma model was proposed, while in Section 4.2, aptaiting model
was developed. This section develops another approximatilbed the nearest in-
terferer approximation.

With exclusion regions and path loss included, the neanéstferer may dom-
inate the aggregate interference. Furthermore, when #rereelatively few inter-
ferer nodes (low interferer density), Central Limit TheoréCLT) based approxi-
mations are less accurate. Therefore, characterizingitederence from the near-
est node, and analyzing the conditions for its dominancéha&cus points of this
section. As an intermediate step, the distance distribudfdhe nearest interferer
in the annular underlay network is derived. Moreover, aeofactor of interest is
the impact of power controlling on the aggregate interfeeen

Very few work has analyzed the spatial distribution of thanest CR interferer,
and the approximation of the aggregate interference wehrterference from the
nearest node. The works 0f [64] and [65] have approximateagtigregate interfer-
ence by that of the nearest node. Reference [64] invessigiagetrade-off between
outage probability and node density, and further studiesffects of interference
cancellation. Referenceé [65] checks the validity of thereasianode approxima-
tion and a Gaussian approximation to the aggregate inegréer However, none
of the prior work do a performance analysis for the nearedennterference us-
ing a moment generating function (MGF) based approach.heurtore, they do
not consider any power control schemes used by the intenecdes. Also, none
have compared how the approximation will vary in accuracgresor more system
parameters change.

This section’s main objective is to mathematically chaaee the interference
caused by the nearest interferer, and approximate the gaggranterference with

it. In situations where the nearest interferer is more daminthis analysis will

55



provide useful insights when designing CR networks. Funtoee, this will help
find the situations in which interference cancellation secége where the dominant
interferer is cancelled provide the best results.

The following subsections will evaluate the probabilityndity function (PDF)
of the nearest interferer distance, analyze its distriloytand approximate the ag-
gregate interference with the nearest CR interferencend.tbie approximation, the
MGF of the interference is obtained in closed-form for twses Namely, where
all interferer nodes transmit at a constant power, and wadrasic distance based
power controlling scheme takes place. A closed-form sofuis obtained for the
outage probability using the derived MGF. Finally, it wik lshown that the nearest
CR interference is a lower bound to the aggregate interéerarmich becomes tight
as either the interferer density or the distributed area®firnterferers decreases, or

when the path loss exponent value increases.

4.3.2 System model

The annular underlay network model defined in Hig.| 2.3 willcbesidered. The
interferer nodes are assumed to be distributed uniformdyring shaped area (Fig.
[4.4) with the PR at the center, which has an inner radiys and an outer radius
Rg.

The aggregate interference at the PR can be written as (FEi®) the general
path loss mode[(2.16); is expressed as

I; = Pri “X; (4.38)

whereP, is the power level (defined d%r) of thei-th interferer,r; is the distance
from thei-th interferer to the PR. When Rayleigh fading is considepédcan be
written as a unit exponential random variable of the fdr®)2In our model, we

consider independent fading of the interfering signals.
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. 4

Figure 4.4: System model. Legend: black circle = interfa@des, black square =
PR.

4.3.3 Distribution of the nearest interferer node

Our aim is to approximate the aggregate interference wethrtterference from the

nearest interferer. Therefore, the aggregate interferean be written as

I~ Pt X, (4.39)

min

whereP,,;., rmin aNdX,,;, respectively denote the power level, distance to the PR
and the fading coefficient, of the nearest interferer node.
The MGF of the aggregate interference can be obtained froB@)2 In order to

evaluate this equation, we need to obtain the PDF,gf, which is defined as

Tmin = Min ((ry, 2, ...7N)) .

Using the fact thaPr[r,,;, < x] implies at least one element of;, 7, ...ry) IS

less thane, the CDF ofr,,;,, given N can be obtained as

The PDF ofr; can be expressed as

2%t ,Rg <r; < Rg
) = Aq !
J(r) { 0 ,otherwise ' (4.41)
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From (4.41),Prob(r;>x) can be found out to bg- (R, — #*). Substituting this in
(4.40) and differentiating, we get

N
Jrminyn () = 2N (;L) r(Ry —a?)" (4.42)

Averaging [(4.4PR) with respect tb (2]17) fof #£ 0, we get

-1 (BA )NG_BAI
Sromin () = 2x2N<AI) R2 )N IT

N-1
= 2nfe” BAIxZ (8 RE_x )> . (4.43)

With some mathematical manipulations, and substituting4g, we can obtain
Jroin (@) fOr N £ 0 as

for (1) = 20B2e™Be") R < v < Ry (4.44)

WhenN = 0, f,. . (x) is non-existent with probability =77

Fig.[4.5 shows the distribution ¢f, . (z) under differings for two R values.
It is observed that whefi is higher, the PDF off,, , (x) shows a sharp drop-off.
Conversely, at loweg values, the curves show a more gradual drop with respect to
rmin. 1herefore, itis concluded that at high&rwe can expect a significantly lower
value forr,,;,, and thus a higher aggregate interference. At higherthe curves
for all g values show increased skewness towdtds It is interesting to note that

fr... (z) is not dependent oR .

Itis more insightful to obtain the PDF éggn fT%m (x) can be obtained through
G
a simple variable change &f(4144) as

2 R
From (y) = 2mnye™ () 1 <y < 72 (4.45)
kg Ra
wheren = BR%. Fig.[4.6 shows the distribution gffr?cﬂ (y) whenN # 0 under
G
differing ) for RE = 4. It is observed that when is higher, the PDF of,. . (x)
shows a sharp drop-off. Conversely, at lowevalues, the curves show a more
gradual drop with respect tg. When gets significantly lowfr.... () does not
G Ra

drop off with respect tG;%, and increases. Therefore, it is concluded that at higher
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PDF

7, we can expect a significantly lower value f—@;—” and thus a higher aggregate
interference. It is interesting to note that the shapesetthves are not dependent
on £E.

We can observe that the nearest interferer terminal would hanuch higher
effect on the PR’s aggregate interference whes lower. Moreover, in practice,
when designing a CR system at higheralues, increasing the inner radius instead
of reducing the node density is a more effective techniquensure a guaranteed

PR performance while maximizing the amount of CR nodes eyepolo

4.3.4 Derivation of the MGF

In the following subsections, we will derive the MGF of thegaggate interference
when the CR nodes employ constant transmit power and whé&@Rhedes employ

a distance based power control scheme.
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Constant power interferer nodes

When the power levels of each interferer is constant, andeymendent on distance,
(2.20) can be written as

M;(5) = Ex g, [e""] = By, [Ex[e”*mnX]], (4.46)
whereP, is the constant power of a interferer. Averaging with resped’, we find

1

WhenP,sr— < 1, we can expand (4.47) as an infinite series, and get

i (—Pssr,a) ] (4.48)
t=0

For most practical values of system parameters, the suromaill converge. Us-
ing (4.44) and averagin@ (4.48), we obtain the MGF as,

Tm'Ln

M[(S) — 6—A15_|_7T667TBR2G
e n ta BR2 Etg BR2
X Z((—Pss)< 2];;_2 G)— 2}(%;_2 E)>> (4.49)
t=0

The exact MGF can be obtained similar to the derivation dfZBas
Mgmact(s) = efAIMi(s)=1) (4.50)
whereMi(s) is the MGF of the interference from a single interferer, giby
Mi(s) = E[e~sFriXi], (4.51)

The PDF ofr; is given by [4.411), and the PDF df; is given by [2.5). Averaging

with respect to these gives the result

Vi) = (REOVEE) ) - OVGE- 1) . 4s)

whereW(z) = 2 F(1,2/a; 14 2/a; —x).
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Figure 4.7: System model for a CR setup employing power obritegend: black
circle = nearest interferer node, black square = PR, redrsqu&R receiver.

interferer nodes employing power control

In this subsection, we consider a distance dependent pa@ngotscheme [30] [66]
where the interferer nodes control their power in order &ue& a constant average
received power level to a single CR receiver. A practicahepia for such a scenario
would be wireless sensor nodes transmitting informatichéa base station.
Without loss of generality, we can take the PR to be locatéukeatrigin and the
CR receiver be located a distanBe; from the PR along the-axis (Fig.[4.7). Let
0 be the angle from the positiveaxis to the nearest CR transmitter. We assdme
to be uniformly distributed betwedhand2r. Let P,.. be the average power level
ensured at the CR receiveRq is assumed to be a constant in the analysis. But,
if required, it can be modeled as a random variable. The gedransmit power of

the nearest interferer can be written as

Ponin = Prec (r2, + B2 — 2 minRor cos 6) 2 . (4.53)

min

Let Ip¢ be the interference from the nearest interferer node whepdtver control

scheme takes place. The the MBF, . (s) of this can be written as

Mipo(s) = EolBy,,, [Exle”*fmmrmin]]. (4.54)

Tmin
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Substituting forP,,;, and carrying ou the expectation with respect to [X,_(4.54)

becomes,

1
Mipe(s) = Ep lEr LHP—TH : (4.55)

After performing a series expansion, (4.55) becomes,

o0

Mipe(s) = Y (=5Pe)!

t=0

X E@[Ermm[ o2 it Re g 27 min Rorcost) %t]] (4.56)

Whena is an even number, we can simplify (4.56) using the binomigbesion

and obtain the following equation fM}zf;;(s) after averaging with respect tcand

T'min

Mipo (S) = P

MI‘:l

N

Z at 3 k

+ 271- /Beﬂ-BR Tecs < 2 ) ( )
—\ k)= \2

Al — 1IN E,_(mBR, Ey_(mBR3
@ | ( %égg—f)_ ) 05

where || denotes the largest integer less thanThe convergence of (4.56) is

relatively lower compared td (4.49). In the case thatz is a random variable,

further averaging needs to be donefon (4.57).

4.3 5 Moments

Moments of the nearest nodes’ interference may be impowhet cconducting
further research on the approximation. Specially, the dingt second moments are
highly important.

Constant power interferer nodes

The general #t order moment of the interference from the nearest node can be
obtained from[(4.49) as
B = (<1 (s)).e
N dsn !
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By(nBR%) By(rSR3)

= n!wﬁPf(—l)"e”BR%;( o — R ) (4.58)

interferer nodes employing power control

Similar to above, the generalmorder moment for the power controlling scenario
is obtained from[(4.57) as

0 2 at
Ellpe] = 2nlm?BPL,(—1)"e™ 6 Y " (= Pres)’ Z( k)

t=0 k=0
_ (4l - 1)” Ek_l(ﬂ'ﬁR2 ) Ek_l(ﬂ'ﬂRz )
R2CkR ? (21)! Rék—2l—2G - R2Ek—21—2E (4'59)

4.3.6 Outage Analysis

In this section, the outage probability at the PR will be dedi The signal to
interference and noise ratig)(at the PR is denoted similar to the previous section.
The CDF ofy can be obtained as

F(z)=1- e(‘PpR““>MI (P Z_a) : (4.60)
p

For the constant transmit power interferer nodés;r) becomes

2 2
—(ArB+ ”ﬁa> (BRQ— ”%)
F(r)= 1 —e ( PTRETE) _ e\ TC T BR

> P \'(Ew(tBRE) Ew(rBRE)
" t;((_PpR-a)( Rg™  RE™ )) (*+.61)

For interferer nodes employing power contfol (4.3/4).z) becomes

1)0'72L
FFax)= 1 —e_(AI“PpR*Q)

cvo'2 o0 t % at L%J
2" e Z( pa) 2\ )2
t=0 k=0 =0
_ 4] — 1)” Ek_l(ﬂ'ﬁRz ) Ek_l(ﬂ'ﬁRz )
R2k 2l( ( — _G . — _E ) (462)
CR (2[)] Rék 20—-2 R2Ek 201—2

Substituting the threshold leve},, for x gives us the outage probability.
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4.4 Numerical Results

In this section a comparison is done between simulatiortseand the theoretical
equations in order to assess their accuracy. Furthermer@rmance trends due to

parameter changes will be examined.

4.4.1 Numerical results of the multiple-ring model

This section shows the accuracy and performance of theptailiing model. The
exact and asymptotic variation of the outage probabilitthwt, is shown. Sim-
ulations are performed for both shadowing and non-shadpwivironments to
confirm our theoretical results. Moreover, comparisong/beh the multiple-ring
model and the annular underlay model are performed. Thewolgy parame-
ter values will be used: noise varianeg = 0.001, interferer node power level
P, =30dBm,~yr, = 1 andR,, = 30 for all the plots for comparison purposes.

It is necessary to establish the accuracy of the multiplg-nnodel for varying
path loss exponenty and shadowing levelsj. In Fig.[4.8, the theoretical results
match perfectly with the simulations, and@sincreases, the asymptotic curves co-
incide with the exact curves. When the path loss exponergases, shadowing has
little affect on the outage. But, for free space propagatios- 2), the shadowing
effects are substantial, and the curvedot 2 undera = 2 has worse performance
than the curve for Rayleigh fading under= 3. For the choserR,,, the outage
increases withy, but this may not be the casef,. had been significantly smaller
thanR.

We now compare our proposed model (Fig.] 4.1.b) with the arnwiderlay
model (Fig[4.1.a) in Fid._419. We simply consider all ringhvequal density such
that 5, = 0.01. Then, the equivalent node density in the annular underlagiain
is 6.25 x 10~*. For these curves, the outage probabilities are virtudiyiical for
higher path loss exponent values, and extremely close diregdespace propagation,

while shadowing doesn’t seem to affect the accuracy of thageusignificantly.
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Figure 4.8: The exact and asymptotic outage probabilityhesgrimary system
power level P, for different values o and o under, = 0.01, R = 20, and
M =5.

However, as was shown before, the error statistics of theetraeteriorates when
shadowing is present. The perceived increase in accuratheasutage at higher
path loss exponents is mainly due to the affects of noise.

It is important to calculate the error of the proposed modakl to observe
how the error changes as a function of ring radii. In Hig. K ib@ percentage
error of the multiple-ring model is compared for differeitand M values. The
parameters for the annular underlay model@are 0.001, a guard distance of 20,
and the outer distance ®00. R and M pairs of 0,5), (10,10), and 6,20) are used
for comparisons. The node densjtyfor each case will b®.016, 0.008889, and
0.004706 respectively. FoiR = 10, t is taken from2 to M, and forR = 5, t is
taken from4 to M. The percentage error reduces with With respect ta?,, the
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Figure 4.9: Comparison of the outage probability vs primsygtem power level
P, with different values oty and«, for the multiple-ring model and the annular
underlay model unde$;, = 0.01, R = 20, andM = 5. The values fo3, Rs and
Rg have been chosen accordingly.

percentage errors for all 3 cases rise up to a certain leveltreen keeps constant.

Furthermore, it is necessary to compare the performandegiroposed model
under varying CR node densities. In Hig. 4.11, the outagéhtdproposed system
model is almost identical to the annular underlay model. édwer, there is no
increase of error as the interferer node densitincreases. The approximation
error probability unde®, = 60dBm is2.9% for § = 0.001, 2.9% for 5 = 0.01,
and1.9% for g = 0.1.
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Figure 4.10: The error percentage of the outage of the nkedtipg model vs the
primary system power levet,, for different values of\/ and R unders = 0.001,
a = 2,ando = 0. The value of5, has been chosen appropriately for each case.

4.4.2 Numerical results for the nearest interferer approxmation

In this subsection, we show the behaviour of the exact oytagigability, and the
nearest interferer approximation with respect to changuegorimary power level
P, and the guard distande, for different conditions, and obtain insights into the
situations where the nearest interferer approximatiopjdicable.

The outage with respect to the primary transmit power |éydbr the scenario
when interferer nodes employ basic power control is ploiteeig. [4.12. We con-
clude that the approximation is very tight for law, . values. WherR increases,
the outage probability increases correspondingly becaiitbe need to transmit at a

higher power, and the approximation diverges from the exalcie. Thus, although
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Figure 4.11: The outage probability vs the primary systemvgydevel F,, under
different values of3, for the annular underlay model and the multiple-ring model
a=2,0=0,R=5,andM = 20.

the approximation shows a tight match whpr = 0, it shows a significant vari-
ation atRcr = 275. The rest of this section will compare the performance of the
constant powered CR case.

Fig.[4.13 compares the outage probability of constant pewetterferer nodes
under different primary transceiver distanBevalues. AsR increases, the outage
probability increases significantly. This is because, wReancreases, the primary
signal power diminishes and the interference power has a significant effect on
the receiver. But, it is interesting to note thatdoes not have any bearing on the
error between the exact outage probability and the appratiam. In addition, Fig.
[4.13 compares the theoretical values of the outage pratyatoilthe ones obtained

through Monte-Carlo simulations. We see that the simubatiand theory match
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Figure 4.12: Outage probability 3, for power controlled interferer nodes under
Rer = 0andReg = 275 for 5 = 0.0001, o = 2, Rg = 200, Rz = 25, R = 30,
Pr.c = —30dBm, vy, = 1, ando? = 0.001.

well.

Fig.[4.14 shows the variation of the outage probability withpect to the guard
distanceRs, under three different node densityvalues. It is observed that at
higher R, the exact outage probability, and the outage given by tlaeese in-
terferer approximation converge. This is because the geanamber of interferer
nodes reduces d%; is increased and therefore, the nearest interferer is nore d
inant. In addition, we see that the accuracy of the appratximalepends on the
interferer density. At lowep values, the approximation is a close to the outage
probability, while at highers, the two curves are more divergent. AL; is in-
creased further, the performance of the PR is mainly ingdblity noise due to the
interference power reducing due to path loss. Therefoesgtinves flatten out.

In Fig. [4.15%, we plot the variation of the outage probabilifyh respect to the
interferer power level;,. It is seen that when the path loss exponerns high,

the approximation is extremely accurate to the actual aggeeinterference. This
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Figure 4.13: Outage probability 3, for different values ofR, with Rz = 500,
Rg =50, P, = 20dBm, 3 = 0.0001, o = 2, ypy, = 1, ando? = 0.001.

is because at higher path loss factors, the interferencensndted by the nearest
interferer. In many practical wireless channels such agnsd urban environments
or hilly terrain, « is particularly high and the nearest interferer approxiomats
extremely valid. For a path loss exponent value of 2 (freesjpaopagation), when
P, is low, the aggregate interference can be validly approtechhy the interference
from the nearest interferer. Even whénis increased for free space propagation,
the error is minimal and when we redugethe error gets further reduced.
Therefore, the nearest interferer approximation is reasiynaccurate under
several conditions. These include high path loss exporedoes, lower interferer

node densities, and higher guard distande&s)(

4.5 Conclusion

This chapter included 1) a new multiple-ring model to analilze aggregate inter-

ference, and 2) the nearest interferer approximation t@fjgeegate interference.
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Figure 4.14: Outage probability 8 for different values of3, with Rz = 200,
R =40, P, = 50dBm, P, = 30dBm,a = 2, yr4, = 1, ands? = 0.0005.

For the proposed multiple-ring model, channel effects sisgbath loss, fading, and
shadowing were incorporated while shadowing was not censilfor the nearest
interferer approximation due to mathematical complexity.

For the multiple-ring model, the number of interfering CRdese in a partic-
ular ring was modeled as a Poisson process, and two fadinglsnagre consid-
ered; namely, a Rayleigh fading channel, and a compositegadodel with the
Generalizedk distribution. The exact MGF of the aggregate interferenas ab-
tained for both the cases. For the special case of a fixed nufdéirministic) of
interferer nodes in the rings, the PDF of the aggregatefaramnce was also derived.
The exact and asymptotic outage probabilities were deraed it was shown that
the multiple-ring model can be used to accurately approtartiee annular underlay
model.

In the nearest interferer approximation, the interferénom the closest inter-
ferer node was approximated to the aggregate interfer@iwdistribution of the

distance from the PR to the nearest interferer was derivdcaanlyzed. The ex-
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Figure 4.15: Outage probability ¥ for different values of? anda, with Rg =
200, R¢ = 20, R = 10, P, = 60dBm,~y7;, = 1, ando? = 0.001.

act MGF of the interference for the approximation was detifg two scenarios;
namely, when the interferer nodes employ no power contnaol vehen they employ
a distance based power control scheme. The outage prapakak analyzed using
the derived MGFs when the primary signals also undergo Reyfading. Simu-

lations confirmed the analysis and established that theoajppation is extremely
tight under certain conditions. These conditions are higlath loss exponents,
lower node densities, and larger exclusion regions. Furtbee, the transmitter re-
ceiver distance of the primary network has minimal bearinghe accuracy of the

approximation.
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Chapter 5

Conclusions and Future Research
Directions

5.1 Conclusions

This thesis investigated the aggregate interference opriheary receiver from a
random number of cognitive nodes accessing the licensexirape concurrently
with the primary system. The annular underlay network ofnitage radio nodes,
which was modeled as a Poisson point process, was considered

Chapter 2 analyzed the aggregate interference under capag/leigh fading
and Gamma shadowing from interferer nodes in the annularemoflhe MGF
of the aggregate interference, moments, outage, and asiimexpressions were
derived. The variation of outage under different shadowimgditions was lower at
high path loss exponent values. Furthermore, the aggregatéerence was shown
to be reasonably approximated by a Gamma distribution.

In Chapter 3, a new Multiple-ring model for the interferemees proposed. The
proposed model was shown to be highly versatile and matheaigtsimple while
being extremely accurate. The accuracy vs complexity was/sho be adjustable
by varying system parameters. Moreover, the ability of theppsed model to
accurately model different systems was discussed. Funtrer, the interference
from the nearest interferer node was analyzed. Under oesiagtem conditions,

the nearest interferer dominates the aggregate intedeyamd yields a reasonable
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approximation.

5.2 Future Research Directions

Several improvements and extensions can be performed fotime.

e Secondary medium access control
The analysis did not consider mutual interference among @fRes. For ex-
ample, if a particular CR is receiving, another nearby CRdnaission will
cause interference. Thus, medium access in the secondavgrkecan be

considered for a more realistic analysis.

¢ Non-homogeneous cases
While interferer nodes were assumed to be a homogeneousoR@socess,
this may not always be a valid assumption, and non-homogenaaalysis
could prove useful. For example, in a city, node density ei#ses as the
distance from the city center increases. Moreover, interfeodes distributed
in clusters can also be considered where the aggregatéenetece is due to

signals from multiple clusters.

e Mobility of nodes
The interferer nodes have been assumed to be static. Ingerdttese nodes
can move around randomly. Such mobility leads to time varyiterfer-
ence, and analytical results may be derived for those cddeseover, the
power level of the interferer nodes has been assumed to te istanost
cases. However, due to various dynamic power control scheame system

configurations, the power levels of the different interferedes vary in time.

e Correlated fading/shadowing
The work has assumed independent fading/shadowing onrtke lhietween
the different interferer nodes and the primary receiver.o8gible extension

is to consider correlations in these variables.
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¢ Analysis of different channel models
This extension to the work includes carrying out the intexfiee analysis for

different fading/shadowing and path loss models.

76



Bibliography

[1] Qualcomm. (2011) The visible light communications mo-
tivation. [Online]. Available: http://visiblelightcommom/

the-visible-light-communications-motivation/

[2] 1. Gradshteyn and I. RyzhiKlable of Integrals, Series, and Products, 7th ed.
Academic Press, 2007.

[3] A. Molisch, Wireless Communications. Wiley-IEEE Press, 2011.

[4] Cisco. (2012) Cisco visual networking index: Global mo-
bile data traffic forecast update: 2011-2016. [Online]. iAva
able:  http://www.cisco.com/en/US/solutions/collaters341/ns525/ns537/
ns705/ns827/whitpaperc11-520862.html

[5] ITU. (2012) Key statistical highlights: ITU data releagune 2012.
[Online]. Available: http://www.itu.int/ITU-D/ict/stastics/material/pdf/2011
%20Statistical%20highlight3une2012.pdf

[6] S. Haykin, “Cognitive radio: brain-empowered wirelessmmunications,”
IEEE J. S&l. Areas Commun., vol. 23, no. 2, pp. 201-220, Feb. 2005.

[7] J. Mitola, “Cognitive radio: An integrated agent araature for software de-
fined radio,” Ph.D. dissertation, KTH Royal Inst. of Techn@tockholm,
Sweden, 2000.

[8] I. F. Akyildiz, W.-Y. Lee, M. C. Vuran, and S. Mohanty, “MNé
generation/dynamic spectrum access/cognitive radio legise networks:
A survey,” Computer Networks, vol. 50, no. 13, pp. 2127-2159,

77


http://visiblelightcomm.com/the-visible-light-communications-motivation/
http://visiblelightcomm.com/the-visible-light-communications-motivation/
http://www.cisco.com/en/US/solutions/collateral/ns341/ns525/ns537/ns705/ns827/white_paper_c11-520862.html
http://www.cisco.com/en/US/solutions/collateral/ns341/ns525/ns537/ns705/ns827/white_paper_c11-520862.html
http://www.itu.int/ITU-D/ict/statistics/material/pdf/2011%20Statistical%20highlights_June_2012.pdf
http://www.itu.int/ITU-D/ict/statistics/material/pdf/2011%20Statistical%20highlights_June_2012.pdf

[9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

2006. [Online]. Available: http://www.sciencedirectmtscience/article/pii/
S$1389128606001009

R. Menon, R. Buehrer, and J. Reed, “Outage probabiligeldecomparison of
underlay and overlay spectrum sharing techniquesPrwc. IEEE DYSPAN
2005, Nov. 2005, pp. 101-109.

B. Wang and K. Liu, “Advances in cognitive radio netwerlA survey,’|EEE
J. Sel. Topics Sgnal Process., vol. 5, no. 1, pp. 5-23, Feb. 2011.

S. Srinivasa and S. Jafar, “Cognitive radios for dynaspectrum access -
the throughput potential of cognitive radio: A theoretipakspective,1EEE
Commun. Mag., vol. 45, no. 5, pp. 73-79, May 2007.

E. Hossain, D. Niyato, and Z. Habynamic Spectrum Access and Manage-

ment in Cognitive Radio Networks. Cambridge University Press, 2009.

M. Vu, S. Ghassemzadeh, and V. Tarokh, “Interference¢ognitive network
with beacon,” inProc. IEEE WCNC 2008, Apr. 2008, pp. 876—881.

M. Sherman, A. Mody, R. Martinez, C. Rodriguez, and Rd&e “IEEE stan-
dards supporting cognitive radio and networks, dynamictspm access, and

coexistence,JEEE Commun. Magazine, vol. 46, no. 7, pp. 72—79, Jul. 2008.

C. Stevenson, G. Chouinard, Z. Lei, W. Hu, S. Shellhamraed W. Cald-
well, “IEEE 802.22: The first cognitive radio wireless regab area network
standard,1EEE Commun. Magazine, vol. 47, no. 1, pp. 130-138, Jan. 20009.

K. Moessner, H. Harada, C. Sun, Y. Alemseged, H. N. TlanNoguet,

R. Sawai, and N. Sato, “Spectrum sensing for cognitive ragébems: techni-
cal aspects and standardization activities of the IEEE 8830orking group,”

|EEE Wireless Commun., vol. 18, no. 1, pp. 30-37, Feb. 2011.

A. Damnjanovic, J. Montojo, Y. Wei, T. Ji, T. Luo, M. Vgjayam, T. Yoo,
0. Song, and D. Malladi, “A survey on 3GPP heterogeneousarésy |IEEE
Wireless Commun., vol. 18, no. 3, pp. 10-21, 2011.

78


http://www.sciencedirect.com/science/article/pii/S1389128606001009
http://www.sciencedirect.com/science/article/pii/S1389128606001009

[18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

[27]

[28]

R. Research. (2011) Efficient use of spectrum. [Onlikejfailable: http://
www.rysavy.com/Articles/20105_Rysavy Efficient Use Spectrum.pdf

J. Hoydis, M. Kobayashi, and M. Debbah, “Green small-acetworks,” Ve-
hicular Technology Magazine, IEEE, vol. 6, no. 1, pp. 37-43, 2011.

A. Goldsmith Wireless Communications. Cambridge University Press, 2005.

M. Simon and M. S. AlouiniDPigital Communications over Fading Channels,
2nd edition.  Wiley, 2004.

M. Nakagami, “The m-distribution, a general formula iiotensity distribution
of rapid fading,” Satistical Methods in RadioWave Propagation, pp. 3—36,
1960.

I. Trigui, A. Laourine, S. Affes, and A. Stephenne, “@gée analysis of wire-
less systems over composite fading/shadowing channétsaeithannel in-
terference,” inProc. IEEE WCNC, Apr. 2009, pp. 1-6.

P. Bithas, N. Sagias, P. Mathiopoulos, G. Karagiarsiahd A. Rontogiannis,
“On the performance analysis of digital communicationsr@eneralized-K
fading channels JEEE Commun. Lett., vol. 10, no. 5, pp. 353—-355, May 2006.

S. Atapattu, C. Tellambura, and H. Jiang, “A mixture gaadistribution to
model the SNR of wireless channels,” vol. 10, no. 12, pp. 434303, Dec.
2011.

G. L. StuberPrinciples of Mobile Communication. Kluwer Academic Pub-
lishers, Norwell, MA, 2001.

D. Lewinski, “Nonstationary probabilistic target actutter scattering mod-
els,” IEEE J. Antennas and Propagation, vol. 31, no. 3, pp. 490-498, May
1983.

I. Kostic, “Analytical approach to performance anasy®r channel subject to
shadowing and fadingJEEE Proc. Commun., vol. 152, no. 6, pp. 821-827,
Dec. 2005.

79


http://www.rysavy.com/Articles/2011_05_Rysavy_Efficient_Use_Spectrum.pdf
http://www.rysavy.com/Articles/2011_05_Rysavy_Efficient_Use_Spectrum.pdf

[29] S. Al-Ahmadi and H. Yanikomeroglu, “On the approxinmati of the
generalized-K distribution by a gamma distribution for ratig composite
fading channels,TEEE Trans. Wireless Commun., vol. 9, no. 2, pp. 706—713,
Feb. 2010.

[30] Z. Chen, C.-X. Wang, X. Hong, J. Thompson, S. VorobyovGe€, H. Xiao,
and F. Zhao, “Aggregate interference modeling in cognitagio networks
with power and contention control EEE Trans. Commun., vol. 60, no. 2, pp.
456-468, Feb. 2012.

[31] N. Hoven and A. Sahai, “Power scaling for cognitive @din Proc. IEEE
WNCMC, vol. 1, 2005, pp. 250-255 vol.1.

[32] J. F. KingmanPoisson Processes. Oxford University Press, 1993.

[33] I. Janine, A. Penttinen, H. Stoyan, and D. Stoy&mtistical Analysis
and Modelling of Spatial Point Patterns (Satistics in Practice).  Wiley-

Interscience, 2008.

[34] A. Baddeley, I. Barany, R. Schneider, and W. W&patial Point Processes
and their Applications. Springer, 2007.

[35] K. Gulati, B. Evans, J. Andrews, and K. Tinsley, “Stétis of co-channel
interference in a field of Poisson and Poisson-Poissoneskstinterferers,”
|IEEE Trans. Sgnal Process., vol. 58, no. 12, pp. 6207-6222, Dec. 2010.

[36] E. Salbaroli and A. Zanella, “Interference analysisiRoisson field of nodes
of finite area,”|EEE Trans. \eh. Technol., vol. 58, no. 4, pp. 1776-1783, May
20009.

[37] E. Sousa and J. Silvester, “Optimum transmission ramga direct-sequence
spread-spectrum multihop packet radio netwotEEE J. Sel. Areas Com-
mun., vol. 8, no. 5, pp. 762-771, Jun. 1990.

80



[38]

[39]

[40]

[41]

[42]

[43]

[44]

[45]

[46]

[47]

E. Sousa, “Performance of a spread spectrum packed redwork link in a
Poisson field of interferersJEEE Trans. Sgnal Process., vol. 38, no. 6, pp.
1743-1754, Nov. 1992.

J. llow and D. Hatzinakos, “Analytic alpha-stable reommodeling in a Poisson
field of interferers or scattererd EEE Trans. Sgnal Process., vol. 46, no. 6,
pp. 1601-1611, Jun. 1998.

P. C. Pinto and M. Z. Win, “Communication in a Poissondief interferers—
part I: Interference distribution and error probabilityZEE Trans. Wireless
Commun., vol. 9, no. 7, pp. 2176-2186, Jul. 2010.

C.-H. Lee and M. Haenggi, “Interference and outage iis8an cognitive net-
works,” IEEE Trans. Wireless Commun., vol. 11, no. 4, pp. 1392-1401, Apr.
2012.

R. Ganti and M. Haenggi, “Interference and outage irstdted wireless ad
hoc networks,1EEE Trans. Info. Theory, vol. 55, no. 9, pp. 4067-4086, 2009.

G. Alfano, M. Garetto, and E. Leonardi, “Capacity sogliof wireless net-
works with inhomogeneous node density: upper boun&&E J. Sel. Areas
Commun., vol. 27, no. 7, pp. 1147-1157, 2009.

J. Chen, M. Ding, and Q. Zhang, “Interference statsstiod performance anal-
ysis of mimo ad hoc networks in binomial field$EEE Trans. Veh. Technal.,
vol. 61, no. 5, pp. 2033-2043, Jun. 2012.

D. Stoyan, W. S. Kendall, and J. Meck&pchastic Geometry and Its Appli-
cations. Wiley, 1996.

M. Aljuaid and H. Yanikomeroglu, “A cumulant-based caeterization of the
aggregate interference power in wireless networksPrioc. IEEE VTC, Ot-

tawa, Canada, May 2010, pp. 1-5.

M. Timmers, S. Pollin, A. Dejonghe, A. Bahai, L. Van deerRe, and

F. Catthoor, “Accumulative interference modeling for ciiye radios with

81



[48]

[49]

[50]

[51]

[52]

[53]

[54]

[55]

distributed channel access,”Hnoc. |EEE CrownCom, Sngapore, May 2008,
pp. 1-7.

S. SINGH, N. Mehta, A. Molisch, and A. Mukhopadhyay, “kent-matched
lognormal modeling of uplink interference with power catand cell selec-
tion,” IEEE Trans. Wireless Commun., vol. 9, no. 3, pp. 932-938, Mar. 2010.

L. Vijayandran, P. Dharmawansa, T. Ekman, and C. Tdbara, “Analysis of
aggregate interference and primary system performanceite irea cogni-
tive radio networks,1EEE Trans. Commun., vol. PP, no. 99, pp. 1-12, 2012.

A. Ghasemi and E. Sousa, “Interference aggregatiopégstsum-sensing cog
nitive wireless networks JEEE J. Sal. Areas Commun., vol. 2, no. 1, pp. 41—
56, Feb. 2008.

T. Velivasaki, T. Zahariadis, P. Trakadas, and C. Chgsdnterference anal-
ysis of cognitive radio networks in a digital broadcastipgatrum environ-
ment,” inProc. |IEEE IWSS P, Jun. 2009, pp. 1-5.

A. Rabbachin, T. Q. S. Quek, H. Shin, and M. Z. Win, “Cdgr@ network
interference,1EEE J. Sdl. Areas Commun., vol. 29, no. 2, pp. 480-493, Feb.
2011.

M. Aljuaid and H. Yanikomeroglu, “Investigating the gssian convergence
of the distribution of the aggregate interference powelangé wireless net-
works,” IEEE Trans. Veh. Technol., vol. 59, no. 9, pp. 4418-4424, Nov. 2010.

M. Vu, N. Devroye, and V. Tarokh, “On the primary exchlasregion of cogni-
tive networks,”|EEE Trans. Wireless Commun., vol. 8, no. 7, pp. 3380-3385,
Jul. 20009.

A. Hasan and J. Andrews, “The guard zone in wireless az reiworks,”
|[EEE Trans. Commun., vol. 6, no. 3, pp. 897-906, Mar. 2007.

82



[56] M. J. Rahman and X. Wang, “Probabilistic analysis of naltinterference in
cognitive radio communications,” ifroc. IEEE GLOBECOM, Dec. 2011, pp.
1-5.

[57] M. Derakhshaniand T. Le-Ngoc, “Aggregate interfereaad capacity-outage
analysis in a cognitive radio networklEEE Trans. \eh. Technol., vol. 61,
no. 1, pp. 196-207, Jan. 2012.

[58] M. Hanif, M. Shafi, P. Smith, and P. Dmochowski, “Intedace and deploy-
ment issues for cognitive radio systems in shadowing enuients,” inProc.
IEEE ICC, Jun. 2009, pp. 1-6.

[59] A. Babaei and B. Jabbari, “Interference modeling anoi@dance in spectrum
underlay cognitive wireless networks,” PProc. IEEE ICC, May 2010, pp.
1-5.

[60] K.Woyach, P. Grover, and A. Sahai, “Near vs. far fieldehference aggrega-
tion in tv whitespaces,” ifProc. IEEE GLOBECOM, Dec. 2011, pp. 1-5.

[61] X. Hong, C.-X. Wang, and J. Thompson, “Interference elod) of cognitive
radio networks,” irProc. IEEE VTC, May 2008, pp. 1851-1855.

[62] P. G. Moschopoulos, “The distribution of the sum of ipdadent gamma ran-
dom variables,Ann. Inst. Satist. Math., vol. 37, pp. 541-544, 1985.

[63] D. Wackerly and W. Scheaffeiathematical Statistics with Applications.
Thomson Higher Education, 2008.

[64] V. Mordachev and S. Loyka, “On node density - outage plolity tradeoff
in wireless networks,TEEE J. Sal. Areas Commun., vol. 27, no. 7, pp. 1120-
1131, 2009.

[65] Y. Wen, S. Loyka, and A. Yongacoglu, “The impact of faglion the outage
probability in cognitive radio networks,” iRroc. IEEE VTC 2010-Fall, Sep.
2010, pp. 1-5.

83



[66] M. Hoyhtya and A. Mammela, “Adaptive inverse power agohtusing an
FXLMS algorithm,” inProc. IEEE VTC, Apr. 2007, pp. 3021-3025.

84



	Contents
	List of Tables
	List of Figures
	Abbreviations
	List of Symbols

	1 Introduction
	1.1 Wireless Communications
	1.2 Methods to improve spectral efficiency
	1.2.1 Cognitive radio
	1.2.2 Heterogeneous networks
	1.2.3 Small cell networks

	1.3 Problem Statement
	1.4 Contributions and Outline

	2 Background
	2.1 The wireless channel
	2.1.1 Multipath fading and the Doppler effect
	2.1.2 Small scale fading models
	2.1.3 Shadowing
	2.1.4 Path loss
	2.1.5 Power control

	2.2 Spatial distribution models
	2.2.1 Poisson point process
	2.2.2 Binomial point process

	2.3 Annular underlay networks
	2.3.1 Aggregate interference

	2.4 Conclusion

	3 Aggregate Interference Analysis
	3.1 Introduction
	3.2 Aggregate interference of annular underlay networks
	3.2.1 Introduction
	3.2.2 System model 
	3.2.3 Interference Statistics 
	3.2.4 Performance Analysis

	3.3 Gamma model approximation
	3.3.1 Introduction
	3.3.2 The Gamma Approximation

	3.4 Numerical Results
	3.4.1 Numerical results of Aggregate interference for annular underlay networks
	3.4.2 Numerical results for the Gamma approximation

	3.5 Conclusion

	4 Approximation models for the aggregate interference
	4.1 Introduction
	4.2 A multiple-ring model for underlay interference
	4.2.1 Introduction
	4.2.2 Proposed System Model
	4.2.3 Interference Statistics
	4.2.4 Suitability as a stand-alone system model
	4.2.5 Performance analysis

	4.3 Nearest Interferer approximation
	4.3.1 Introduction 
	4.3.2 System model 
	4.3.3 Distribution of the nearest interferer node 
	4.3.4 Derivation of the MGF
	4.3.5 Moments
	4.3.6 Outage Analysis

	4.4 Numerical Results
	4.4.1 Numerical results of the multiple-ring model
	4.4.2 Numerical results for the nearest interferer approximation

	4.5 Conclusion

	5 Conclusions and Future Research Directions
	5.1 Conclusions
	5.2 Future Research Directions

	Bibliography



