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Abstract

This thesis presents performance evaluation of high bit rate cellular packet data
systems employing adaptive transmission techniques. The performance evaluation is
based on the I1S-856 (HDR) and 1XTREME systems, both of which have been proposed
as an evolution of the 1x c¢dma2000 cellular standard. Link performance has been
estimated by symbol-level simulation of the forward data-traffic channel in the
presence of additive white Gaussian noise (AWGN). Link level results are then used in
a system level simulator of 19 three-sector cells. The system level simulator uses the
standard channel models recommended by the International Telecommunications
Union (ITU) in pedestrian and vehicular radio environments. The systems use
modulation and code rate adaptation to achieve 1% packet error rate (PER). System
performance is evaluated in terms of average sector throughput, packet delay, peak data
rate, and fairness metrics. Performance advantages of HDR over 1XTREME are found
and analyzed, including an approximate 20% higher average sector throughput in the
low-speed pedestrian channel when using the proportionally fair scheduler. Results of
this thesis provide useful guidelines for the deployment and better understanding of

these new wireless packet data access systems.
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Chapter 1

Cellular radio communication

1.1 Introduction

Initially, radio communications were carried out utilizing high powered, high
mounted base stations and big portable radios to provide voice communication
services. The idea was to offer a maximum coverage and a good quality of the
radio signal; the allocated frequency spectrum was used only by a few channels,
and therefore, the radio spectrum was not efficiently used in terms of users served
per frequency allocation. The advent of more efficient and smaller
semiconductors and integrated circuits reduced the size and cost of portable
radios, expanding the corporate based market of radio communications to the
general public. The original radio communication system needed an improvement
in terms of capacity and spectrum efficiency in order to take advantage of a
potentially large market.

The initial solution to this capacity and spectrum efficiency problem is known
as the cellular concept [1]. The cellular concept is the basis of all present cellular

systems and it represents a major achievement in the radio communications field.



The main idea behind the cellular concept is that of frequency reuse depicted in

Figure 1.1; here the total coverage area is divided into imaginary regions in space

Figure 1.1. Frequency reuse in a coverage area.

called cells (which are drawn as hexagons in Figure 1.1 for the purpose of
illustration, but in reality have different shapes due to radio propagation
considerations). The first cellular systems comprised cells which serve a region in
space with a low powered base station utilizing part of the allocated frequency
spectrum; neighboring cells used different portions of the allocated spectrum, and
cells separated by a considerable distance reuse the same set of frequencies. The
reuse of the frequencies is possible if the separation of both regions in space is
large enough to cause the mutual interfering signals to be at a tolerable level. The
development of the cellular concept provided the necessary steps toward the
materialization of the first generation of cellular systems which are still in use

mainly in South and North America.



The classical cellular network architecture (Figure 1.2) is based on the cellular

concept. Each cell is served by a base transceiver station (BTS) and the BTSs are

Figure 1.2. The cellular network.

connected to a base station controller (BSC) which in turn is connected to other
BSCs and the central unit called the mobile switching center (MSC). The MSC
handles the interconnection of the mobile stations with each other and with the
Public Switched Telephone Network (PSTN), and it is also responsible
along with the BSCs for ensuring uninterrupted communication throughout the
entire region covered . The region between the base station and the mobile station
is called the air-interface, and the network that supports over the air-interface
connections is called the core network. Mobile terminals are also part of the

cellular network (not shown in Figure 1.2)



The base station’s main function is to serve the mobile stations as a point of
interface between the air-interface and the core network. It is the point where
users access different services provided by the cellular network.

Multiple access techniques are used to divide the radio resource among the
users. Three multiple access techniques are commonly employed in cellular
systems: frequency-division multiple access (FDMA), time-division multiple
access (TDMA), and code- division multiple access (CDMA). In FDMA the
allocated frequency band is sub-divided into smaller sub-bands (Figure 1.3-a);
each sub-band is permanently assigned to a particular user that accesses the
system for the total duration of the connection. More efficient variations to this
technique are employed, in which the sub-bands are temporarily assigned to low
priority services (low bit rate packet data transmissions) and hopped to a different
sub-band when higher priority services try to access the system. This former
technique is employed in the Cellular Digital Packet Data (CDPD) system [2]. In
TDMA (Figure 1.3-b) several users share a common sub-band at different ordered
time slots, and in CDMA (Figure 1.3-¢), all users utilize the same allocated
spectrum at the same time; the different transmissions are separated by different
orthogonal and/or semi-orthogonal codes embedded to the transmitted signals [3].
Hybrids of these multiple access techniques are usually used in real systems such
as FDMA/CDMA, TDMA/CDMA or FDMA/TDMA, the later used in most so-
called TDMA systems (i.e., GSM, 1S-136, PDC etc). Another multiple access

technique that has gained some attention recently is space-division multiple



access (SDMA), where the transmissions to multiple users are separated in space
by controlling the radiation of the base station antennas.

It is necessary to ensure uninterrupted communication when the user is
moving from one access point into a neighboring one. The process of handing

over a user from one access point to another is known as handoff.

A
e S =
) i i@
Time Time Time
(a) FDMA (b) TDMA (c) CDMA

Figure 1.3. Multiple access techniques.

There are different types of handoffs depending on the mode of operation and
the system where they are employed [4].

The two most representative types of handoffs are hard handoff, and soft
handoff.

Hard handoff (Figure 1.4-a) occurs when the mobile station is transferred to
a new access point by first breaking the connection with the old access point. It is

a break before make connection over the air-interface.



Soft handoff (Figure 1.4-b) is a make before break transfer of a mobile station
over the air-interface. During the execution of this handoff, the mobile station is
connected to at least two access points at the same time before breaking with the

old access point.

(a) Hard handoff (b) Soft handoff

Figure 1.4. Hard (a), and Soft (b) Handoffs.

In order to achieve an efficient operation of the cellular network, it is also
necessary to control the power emitted by the mobile and base station
transmitters. The primary reason for this is to ensure a minimum acceptable signal
to interference ratio (SIR) of the received signal by off-setting the attenuation
caused by the variable distance separation between the transmitter and the
receiver. Power control helps to increase battery life and the capacity (users/cell)
of the system.

Power control is particularly important in CDMA systems, where all users are
transmitting in the same frequency band, and hence all interfere with one another.
In CDMA systems, power control is also used to keep the mean powers of all

received signals at the base station at the same level; this not only increases



capacity, but also reduces the near-far problem. The near-far problem in CDMA
occurs when two users are simultaneously transmitting with the same power to a
base station receiver; the user closer to the base station can effectively capture the
receiver leaving the other user without service. In order to solve the near-far
problem, the system has to control the transmitted powers of the mobiles, so that
they reach the base station with equal mean powers.

Radio resource management (RRM) is another important system level concept
in cellular radio systems. Once a band of frequencies is allocated for the use of
radio communications in a cell or a particular region, it is desirable to make
efficient use of it among the multiple users trying to access the common service
access point (i.e., base station). RRM primary objectives are to guarantee a
desired quality of service and provide continuous support of the multiple radio
connections throughout the entire coverage region. RRM primary functions are to
allocate and if necessary re-allocate channels for the connections, selection of the
best service access point for the connections, and congestion control. RRM relies

on multiple access techniques, handoff, and power control.

1.2 Review of present and future cellular radio standards

Presently deployed cellular systems constitute what is called the first and
second generation of cellular systems; from these groups the most representative
standards are, the Advanced Mobile Phone System (AMPS), Global System for
Mobile Communications (GSM), and the CDMA digital cellular standard IS-95.

Future cellular radio standards known as third generation (3G) systems are now



fully specified. The initial deployment of the 1x (1.25 MHz) version of the IS-
2000 system began already in 2001in the U.S and Korea. Similarly, the initial
deployment of the 5 MHz W-CDMA system began in 2001 in Japan. This section
provides a brief overview of these systems with emphasis on the 1S-95 and IS-

2000 systems.

1.2.1 Advanced mobile phone system (AMPS)

The AMPS system belongs to the first-generation (1G) of cellular systems, it
was developed in AT&T Bell laboratories with the idea to provide voice services
only. It was first deployed in Chicago in 1983 by Ameritech [5]. AMPS is an
analog system using frequency modulation (FM), and FDMA as the multiple
access technique. Each channel occupies a 30 kHz bandwidth of a total of 832
possible channels, and frequency division duplex (FDD) is used to separate the
transmission and reception paths of every full-duplex channel. AMPS is still used
in South and North America, but its use has started to decline mainly due to the
competition from second-generation systems that provide more services with
better quality, more capacity, and lower cost of deployment and of mobile

terminals.

1.2.2 Global system for mobile communications (GSM)
GSM is the second-generation cellular system (2G) standard with more
subscribers worldwide. It was first introduced in Europe in 1991 in order to serve

as a Pan-Eropean cellular system. GSM uses digital modulation with hybrid



TDMA/FDMA, and each channel bandwidth is 200 kHz. The services provided
are divided in three groups [6].

e Telephone service;

e Bearer service for the provision of data services up to 9.6 kb/s; it includes
the support of packet switching protocols, and automatic request for
retransmission (ARQ) for error detection;

e Supplementary services include number identification services, call
forwarding, multiparty services, call restriction services etc.

GSM represents an evolution of 1G systems due mainly to the digital services

provided, and its network architecture.

1.2.3 CDMA digital cellular standard IS-95

CDMA 1S-95 was adopted as a U.S digital cellular standard in 1993 by the
Telecommunications Industry Association (TIA). IS-95 is a dual mode system
that provides a digital cellular service through spread-spectrum techniques [7]; it
also provides first generation analog service to ease the transition from first to
second generation cellular systems.

The network structure of the I1S-95 system is the same as the classical network
previously depicted in Figure 1.2, with an MSC that controls and handles the
radio connections, interface with the PSTN, and base stations that serve as points
of access for the mobile stations to the cellular services. The path from the mobile
station to the base station is called the reverse link, and the path from the base

station to the mobile is called the forward link. A number of different radio



channels are specified per link. In the forward link they include, the pilot,
synchronization, paging, and traffic channel. In the reverse link they include, the
access, and traffic channels. Traffic channels are used to convey voice or data to
or from an individual mobile station. The pilot channel is used as a reference for
coherent detection at the mobile station receiver, paging channels are used to
signal a mobile station of an incoming call, and the sync channel is used by the
mobile station to acquire system time synchronization. Table 1.1 shows the most

important parameters of the IS-95 air interface standard.

IS-95 forward link

The forward link of the 1S-95 system consists of up to 61 traffic channels, up
to 7 paging channels, 1 sync channel, and 1 pilot channel. All channels are
orthogonally multiplexed to a common RF carrier using Walsh functions [8]. The
different base station transmissions are separated by different offsets of the same
short pseudo noise (PN) sequence. Hence, channelization in the forward link is
achieved by a combination of orthogonal Walsh functions and short PN
sequences. The Walsh covered symbols quadrature-modulate a short PN sequence
before transmission in a form of QPSK modulation of the RF carrier.
IS-95 reverse link

The reverse link of IS-95 consists of traffic channels, and access channels.
Channelization on the reverse link is achieved by different phase shifts of a long
PN code sequence, the different phase shifts are obtained by masking of a 0 offset

PN sequence, the mask is partially derived from the electronic serial number
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(ESN) of the mobile terminal. Therefore separation of different transmissions on
the reverse link is achieved by means code multiplexing. Modulation on the
reverse link is by means of an 64-ary orthogonal modulation in base-band, and

OQPSK modulation of the RF carrier.

Bandwidth 1.25 MHz

Chip rate 1.2288 Mchips/s

Frequency band reverse link 869-894 MHz
1930-1980 MHz

Frequency band forward link 824-849 MHz
1850-1910 MHz

Bit rates for data services Rate set 1: 9.6 kb/s

Rate set 2: 14.4 kb/s

1S-95B: 115.2 kb/s

Soft handoff Yes

Power control Reverse link: open loop +
closed loop (fast)

Forward link: closed loop (slow)

Modulation Forward link: QPSK
Reverse link: OQPSK
Speech code 8, 13 kb/s
Frame length 20 ms
Error control coding Convolutional codes (constraint length

=9, forward link code rate = 1/2 or 3/4,
reverse link code rate = 1/3 or 1/2)

Table 1.1 1S-95 parameters [ 9].

1.2.4 Third generation standards

First and second generation cellular systems were primarily designed for voice
and low data rate services. 3G systems are designed to improve 2G voice services,
and include multimedia services and wireless Internet access. In the International
Telecommunications Union (ITU), the 3G cellular systems are called

International Mobile Telecommunications-2000 (IMT-2000). The objectives of

the IMT-2000 systems are
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e Flexibility to include new services;

e Provide data rates up to 384 kb/s for high mobility environments;

e Provide data rates up to 2 Mb/s for low mobility environments;

e High spectrum efficiency in comparison to 2G systems.

It has been recognized that a unified approach to a ubiquitous global 3G
system is not possible at this time [9], and that some future 3G systems will
evolve from the different 2G systems in existence. 2G systems based on GSM
will evolve through the Enhanced Data for GSM Evolution (EDGE) system, and
the General Packet Radio Service (GPRS) core network for packet switched
services [10,11]. EDGE and GPRS use the GSM network infrastructure.

2G systems based on the IS-95 cellular standard will evolve through
cdma2000 for the circuit switched and medium data rate services. For packet
switching services at high data rates (up to 2Mb/s), several systems have been
proposed including High Data Rate (HDR) system by Qualcomm Inc. [12, 13]
and 1XTREME by Motorola and Nokia [14]. These systems are called 1x
Evolution Data-Only (1xEV-DO) and 1x Evolution Data-Voice (1xEV-DV)
respectively. These systems are aimed to provide higher data rates than 3G
solutions designed around circuit switched technology. The specifics of the data
optimization techniques utilized by these systems will be explained in later
chapters. IXEV-DO is a separate standard called 1S-856.

Cdma2000 is a solution that utilizes a multi-carrier forward link with in
principle up to 12 parallel CDMA carriers of 1.25 MHz each, and the same chip

rate as that of IS-95 (see Table 1.1). Direct-spread with chip rate of 3.6864
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Mchips/s is used on the reverse link. The first release will be deployed with one

carrier (a 1X mode), see Figure 1.5 for 3x mode version of this system.

A new system standard has also been developed for future new service

providers called WCDMA [15]. WCDMA uses 5 MHz bandwidth on both the

forward and reverse links; two versions of channel duplexing are specified, time

division duplex (TDD), and frequency division duplex (FDD) [16].

The major technical improvements of 3G systems with respect to 2G systems

arc

L ]

Fast forward link power control;

Improved error correction techniques for data transmission (Turbo
coding);

Pilot channel on the reverse link for coherent demodulation;

Wider bandwidth;

Optimized packet switched network for high bit data rate transmission;

Capacity enhancement enabling techniques such as smart-antennas [17].

IS-95 IS-2000 (3x mode)

Forward link

/\ | /\ |
> > Reverse link
f f

1.25 MHz 3.75 MHz

Figure 1.5. Bandwidths of IS-95 and cdma2000 ( a possible configuration).
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Beyond 3G cellular systems, a scamless Internet Protocol (IP) core network is
envisioned, providing services between different wireless and wired applications.
A user may have access to different systems adapted to a particular need and
environment through a common packet switched platform [18, 19]. Future cellular
radio systems will provide even higher capacities and higher data rates for future

services.

1.3 Thesis objectives and contributions
The primary objective of this research work is to analyze the forward link
performance of high bit-rate packet data systems designed as an evolution of the
IS-2000 system through the development of a system level simulator, with
emphasis on the 1XEV-DO system or HDR. The entire system will be modeled
under different radio environments and system level assumptions to compute
performance metrics that will help to understand its capabilities and limitations.
The system level simulator will be useful for the future study of RRM algorithms,
scheduling algorithms, and network optimization techniques.
The specific contributions of this research work are
e A complete modeling of the radio environment of a cluster of 19 tri-
sectored cells is carried out; vehicular and pedestrian environments are
considered following the recommendations of the International

Telecommunications Union (ITU) for the evaluation of radio transmission
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technologies for IMT-2000 {20]. Measured antenna data are used to model
the antenna gain-pattern in the simulation.

Link level simulation results are presented for all HDR and 1XTREME
transmission formats in order to use them in the system level simulator.
The link level simulation results are obtained in an additive white
Gaussian noise (AWGN) channel due to the very small slot size in the
system (1.67ms and 5ms) that causes the channel to be practically time-
invariant during a single-slot packet transmission.

Scheduling of the transmissions is important to ensure optimum utilization
of the radio resources, and fairness among the users accessing a system;
two scheduling mechanisms are evaluated; a modified round robin

scheduler, and a proportionally fair (PF) scheduler.

The following metrics are used for the comparative performance evaluation:

Distribution of bit rates over the set of users
Distribution of average throughput over the set of users
Average throughput per sector

Distribution of delays over the set of users

Distribution of average delay over the set of users
Average delay per sector

Distribution of the number of allocated transmission slots per user.
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1.4 Related work

System level simulators have been developed before for the performance
analysis of 3G cellular radio systems. In [21} an advanced WCDMA system level
simulator has been developed, in which traffic and mobility of the users are
simulated using statistical models specified in [22]. Another WCDMA system
level simulator has been described in [10], where the authors model the mobility
of the users by adding the speed-dependant time-correlation to the fading signals
generated, calling this procedure a semi-static approach.

In [23], the authors provided simulation results for the average throughput in
one sector of the central cell of a cluster of 19 cells for the HDR system. The
results are shown for 6, 3, and Omni-sector deployments, and for 1 and 2 access
terminal (mobile station) antennas. The advantage of multi-user diversity is
identified with the use of the proportionally fair scheduler over the round robin
scheduler. No effects on the throughput due to speed, or specific radio
environment are presented, and additional important metrics such as fairness,
delays or data rates achieved are not discussed.

In [24], IXTREME forward link level simulation results are presented and the
average sector throughput is calculated for vehicle speeds of 0 and 3 km/hr. Two
schedulers are presented. The equal average power scheduler equalizes the
number of frames assigned to each user for transmission, and the equal average
data scheduler equalizes the amount of data delivered to all users. The former

scheduler is used to avoid the unfair situation occurring in the latter in which one
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user close to the serving base station can get higher data rates than another user

farther away.

1.5 Outline of the thesis

A system level simulator for the IS-2000 compatible high bit-rate packet data
systems has been developed and performance results have been obtained and
presented with different system level assumptions.

Chapter 2 presents a description of the air-interface, physical layer, and
design principles behind the high bit-rate packet data systems for IS-2000, with
especial emphasis on the HDR system.

Chapter 3 addresses the cellular radio environment assumptions used in this
research work; path-loss model, large and small scale fading models are presented
and justified.

Chapter 4 describes the link level simulation procedure and presents the
results.

Chapter 5, The structure of the system level simulator is presented along with
the channel predictor, the schedulers, and the best sector selection methods.

Chapter 6, The performance results are discussed; throughput, delay, and
fairness metrics are obtained and analyzed under different radio environments and
system level assumptions.

Chapter 7 Presents the conclusions of this research work and future research

directions are suggested.
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Chapter 2

High bit-rate packet data systems

2.1 Introduction

HDR and 1XTREME have been proposed for standardization as evolution of
the existing 3G IS-2000 standard [25], [12]. These systems are known as the
1xEvolution of IS-2000 and are expected to provide high packet data rate services
for nomadic users [26]. The nomadic user expects to be able to access the same
Home data services while he/she is traveling or has reached his/her final
destination. It would be desirable to access the data services independently of
location or motion, and the performance of the services provided should at least
equal those of the present cable or DSL wire-line systems. IxEvolution systems
try to fill the present gap of an efficient high data rate wireless system through the
use of data optimization techniques such as: packet switching and data rate
adaptation.

The 1xEvolution systems take advantage of the radio frequency equipment
and base stations already deployed of the IS-95 cellular digital network to provide

the adequate coverage; 1xEvolution terminals will differ only in their base-band
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processing portion. The network architecture is expected to follow an Internet-
Protocol structure, with the ultimate intention of implementing Mobile IP.

This chapter offers a description of the 1xEvolution systems with special
emphasis on HDR. Section 2.2 addresses the air-interface, physical layer, and
network architecture descriptions of HDR. Section 2.3 presents a brief description

of the IXTREME system.

2.2 The HDR system

Most of our description will be focused on the forward link since it is
expected that most of the data services provided will have a highly asymmetrical
behavior [9] (i.e., most of the data traffic will flow from the network to the mobile

terminal).

2.2.1 HDR air-interface overview

Recognizing that the requirements of data and voice are very different in
terms of delay constrain, bandwidth utilization, and traffic characteristics, the
HDR system’s first fundamental design principle is to separate voice from data
services by using non-overlapping frequency spectrum allocations. The 1.25 MHz
IS-95 or 1x ¢cdma2000 RF carrier can provide voice and low/medium rate data
services, and a separate carrier with the same RF components as the IS-95 system
is used exclusively for the high bit-rate data services provided by HDR. The
separation of the services is a natural choice since optimization of radio resource
utilization is less effective when very different services are sharing a common

frequency band at the same time. A high bit-rate data user can take much more
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bandwidth and power resources from a network than a voice user, therefore, its
requirements in terms of coverage and quality of service are quite different,
making it difficult to optimize a single network for both services.

The forward link packet transmissions of the different users are time-
multiplexed as shown in Figure 2.1; and the base station transmits at the
maximum power at all times. The pilot signal is not continuously beaming on the
forward link, since it is also time division multiplexed with the data; this
allows for the reduction of the interference when packets of a given user are not

being transmitted in a different sector.

evs User 1 User 2| User3 User 4 User 1| «--

< b4 i
2 slots 1 slot

Preamble & Pilot &
user signature  MAC layer signaling

Figure 2.1. Forward link packet transmission.

The preamble is sent at the beginning of every packet transmission attempt in

order to assist the mobile terminal with synchronization and identification of the
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data packet. (The preamble in HDR is covered by a specific Walsh cover or MAC
index)

The wireless channel is characterized by rapid variations of signal power
caused by multi-path fading and Doppler frequency shifts [26]. These features
make the wireless channel a very unfriendly environment for the transmission of
information. Techniques to combat fading are necessary in order to be able to
successfully transmit information through a wireless channel.

Transmission on the forward link of HDR is enhanced through the use of
adaptive modulation and coding (AMC) and hybrid-automatic repeat request (H-
ARQ) techniques, [27], [28], [29], [30]. AMC takes advantage of the time-varying
nature of the fading channel to change the modulation and coding rate of the
transmitted signal; More bandwidth efficient modulations (e.g., larger
constellation sizes) and higher code rates are used when the signal experiences a
boost in power, and more robust modulation (e.g., smaller constellation size) and
lower code rates are used during fades of the signal. Since the fading signal
experiences actually wider peaks than deep fades, the adaptive technique provides
higher efficiency and higher data rates.

The modulation and coding rate formats used in HDR are presented in Table
2.1. The information of the transmission format to be used, and the best sector
that should transmit the data is sent from the mobile to the base station through
the Data Rate Control (DRC) channel. The DRC indicates through a 4 bit symbol,
which one of the 12 possible transmission formats the selected sector is going to

use to transmit the packets to the particular user. The DRC symbols are covered
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with a specific Walsh function; each Walsh function represents a particular sector
of the active set that is chosen as the transmitting sector [31].

A Type I Hybrid-Automatic Repeat Request (H-ARQ) scheme is used on the
forward link to further decrease the error rate of the air-interface and maximize
throughput [32]. A packet is transmitted in one slot of 1.67 ms of duration on the
data traffic channel. The mobile terminal sends an acknowledgement message on
the ACK channel of the reverse link if the packet is decoded successfully,
otherwise it sends a negative acknowledgement message and the packet is re-
transmitted. The Type II H-ARQ is a technique that adapts to the changing
conditions of the radio channel by utilizing incremental redundancy and packet
combining. In the simplest form of incremental redundancy the transmitter
responds to re-transmission requests by sending additional parity bits to the
receiver. The receiver appends these additional parity bits to the original packet
received, effectively increasing the decoding power of the decoder. The
combining of the re-transmitted packets; the noisy packets (i.e., packets not-
successfully decoded) in one transmission are not discarded but soft combined
with future noisy packets to effectively decode the packet.

Code combining is a technique that is more effective in high-interference
environments where the classical ARQ scheme of repeating the transmission of a
packet until a good one is received, fails. Soft combining implies that soft samples
of corresponding bits of packets transmitted in different slots are combined, using
e.g. maximal ratio combining. In HDR both incremental redundancy and soft

packet combining are used. Soft combining is performed whenever an encoded bit
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of a packet is received again (the same bit has been received already at least once

in earlier packet transmissions).

Format | Data rate (kb/s) | Max. no. of slots | Modulation | Code rate | Packet size
(bits)
1 384 16 QPSK 1/5 1,024
2 76.8 8 QPSK 1/5 1,024
3 153.6 4 QPSK 1/5 1,024
4 307.2 2 QPSK 1/5 1,024
5 614.4 1 QPSK 1/5 1,024
6 307.2 4 QPSK 1/3 2,048
7 614.4 2 QPSK 1/3 2,048
8 1,228 1 QPSK 1/3 2,048
9 921.6 2 8PSK 1/3 3,072
10 1,843 1 8PSK 173 3,072
11 1,228.8 2 16QAM 1/3 4,096
12 2,476.6 1 16QAM 173 4,096

Table 2.1. HDR forward link transmission formats [31].

The SIR values computed in the mobile terminal are subject to errors of

prediction and measurement, therefore the mapping of predicted SIR values to

formats in Table 2.1 has to be conservative in many cases in order to achieve a
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desired packet error rate performance. The conservative nature of the mapping
can affect the maximum throughput achievable by the connections due to excess
SIR values (i.e., higher than expected SIR values) [33]. The H-ARQ scheme takes
advantage of excess SIR values by acknowledging the packets transmitted before
the maximum number of slots is reached. The H-ARQ technique can effectively
increase the data rate and maximize throughput. The specific mapping table from
SIR values to formats is presented in chapter 6.

The transmission of a packet in one of the formats can take a maximum
number of slots for re-transmission as specified in the third column of Table 2.1.
Figure 2.2-a shows the case where the transmitted packet is acknowledged before
the maximum number of slots for re-transmission are used, in this case the packet
has been effectively sent in fewer slots than expected, and hence higher data rate

has been achieved.

. /\ Forward

Forward
Traffic Traffic
channel channel N
L4
t t
DRC DRC
channel g channel N
| i t 4
(Reverse ¢ o request for t e.g: request for t
link) 1,228.8 kb/s data rate, 1,228.8 kb/s data rate,
and 16QAM modulation format and 16QAM modulation format
ACK
channel ACK
(Reverse channel
link) "t’
1slot=1.67 ms NACK ACK lslot=1.67 ms ACK
a) b)

Figure 2.2. a) Normal termination of a packet transmission on the forward link
(data rate achieved = 1,228.8 kb/s); b) Early termination of a packet transmission
on the forward link (data rate achieved = 2,457.6 kb/s)
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Figure 2.2-b depicts the case where the packet uses the maximum number of
re-transmission slots; in this case the rate of transmission of the packet is the one
specified in the second column of Table 2.1 for any specific format used. In all
cases the re-transmission of a packet occurs at every fourth slot to allow for time-
diversity and give time to decode a packet and transmit the acknowledgment to
the corresponding sector.

In order for Type II H-ARQ schemes and the format of transmission
adaptation technique to work properly, it is necessary to estimate the channel-state
at the receiver for channel prediction and format of transmission determination. In
HDR the mobile terminal estimates the channel condition by measuring the
received signal to interference ratio (SIR) from the pilot signal. The value of SIR
is then mapped to a transmission format that the forward link connection can
support with adequate error performance. The mapping from a channel estimation
metric to a particular format implies the use of channel-prediction methods
because the times of estimation and actual transmission are different. Channel
prediction is particularly difficult in multi-path fading channels with mobiles
traveling at high speeds. High speed translates into small channel coherence-time
or rapid variations in channel conditions. Many researchers have addressed the
prediction of channel conditions in fading channels, [34], [35], [36]. The
prediction method used in this research work is presented in Chapter 6.

On the reverse link of HDR, packets of different users are transmitted at the
same time in the same frequency band using code division multiple access

(CDMA). The packets of the different users are separated by distinct long code
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sequences, therefore the reverse link of HDR is a standard direct-sequence
CDMA system that also uses soft handoff and power control to adapt to the
varying conditions of the wireless fading channel.

On the forward link of HDR the sectors are transmitting at all times and at the
maximum allowable power. No soft handoff or power control is in operation.
Adaptive Modulation and Coding and Type II H-ARQ are used instead as
mechanisms for channel adaptation. In the forward link of HDR the traffic
channel is transmitted by only one sector, estimated to be the best of the sectors in
the active set. The selection of this sector depends on the application, but it is
usually the strongest sector as perceived by the mobile terminal.

The network layer protocol that will support the transmission of packets will
likely be based on the Internet-protocol due to its widespread use. The chosen
protocol for the transmission of packets is the Point-to-point protocol (PPP) [37],
[38], this is a protocol used to communicate between two entities (i.e., a laptop
and a host) and it is functionally below TCP/IP. PPP is the most common protocol
used for modem connections today. PPP uses low overhead, methods to support
differing quality of service requirements, and support of different authentication

methods such as the challenge handshake authentication protocol (CHAP).

2.2.2 Forward link physical layer description
The HDR forward channel consists of the pilot channel, medium access
control (MAC) channel, forward traffic channels, and control channels [31]. All

the channels on the forward link are time-multiplexed in one slot, see Figure 2.3.
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Figure 2.3. Slot structure in HDR.

The pilot channel is used for SIR estimation, selection of the best sector from
the set of available sectors, and coherent demodulation. The MAC channel is sub-
divided into two channels, the reverse power control channel and the reverse
activity channel. The reverse power control channel transmits the power control
commands to the mobile terminals, and the reverse activity channel is used to
transmit MAC layer information in order to control the mobile terminals reverse
channel transmissions. The forward traffic and control channels are used to
convey dedicated data or control information to a mobile terminal. The forward
traffic channel is a packet-based channel that provides variable data rates from
38.4kb/s to 2.4Mb/s as specified previously in Table 2.1. A simplified block
diagram of the forward channel structure is depicted in Figure 2.4. The data on the
traffic or control channels is first encoded using turbo codes with rates 1/3 or 1/5
[39]. The output of the encoder is scrambled and interleaved before modulation.
Modulation in the forward channel can be QPSK, 8-PSK or 16-QAM [40]
depending on the format chosen by the mobile terminal (see Table 2.1). The

modulation symbols at the output of the modulators are de-multiplexed into 32
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streams of symbols; 16 streams take the in-phase branch, and the other 16 take the

quadrature-phase branch.
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Figure 2.4. HDR forward link traffic/control channel structure.
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Each stream is spread with a 16-ary Walsh function to achieve 76.8ksymbol/s,

and at the next stage the 16 streams of each branch are combined to form the main

stream at 1.2288 Mchips/s that is time-multiplexed with the rest of the forward

channels. Symbol repetition and puncturing is performed between the modulator

and de-multiplexer.
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The in-phase and quadrature-phase branches at the output of the time-division
multiplexer are fed into a complex spreader. The complex spreader combines the
short PN sequences PNy and PN with the data in the I' and Q'-phase branches

according to equation (2.1).

I*=I'PN,-Q'PN,
(2.1)
Q’ =I'PN,+Q'PN,

The complex spreader is performing complex multiplication. Complex
spreading after Walsh spreading helps to ensure a low cross-correlation between
the different channels separated by Walsh sequences. Walsh sequences have to
be synchronized to be orthogonal. Due to multi-path, the synchronization of the
Walsh functions is not ensured and complex spreading on top of the Walsh
sequences helps to keep a low cross-correlation even in the presence a multi-path
environment. The instantaneous relative powers of the in-phase and g-phase
channels can differ, causing an imbalance of the transmitted signal and
inefficiency of the power transmitter amplifier. Complex spreading further
improves this situation by balancing the in-phase and g-phase channels. Base-
band filters are used to meet bandwidth constraint requirements and minimize
inter-symbol interference (IST) [41]. In HDR the signals from sectors of different
cells are identified by a particular time-shifted version of a short PN code, this can
effectively reduce inter-cell interference since the cross-correlation between codes

generated in this way is low.
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2.2.3 Reverse link physical layer description

The reverse channel in HDR is sub-divided into the access channel and the

reverse traffic channel. The access channel is further sub-divided into a pilot

channel and a data channel. The traffic channel consists of the pilot channel,

reverse rate indicator (RRI) channel, the data rate control (DRC) channel, the

acknowledgement (ACK) channel, and the traffic channel.

The access channel is used to initiate communication with the active sector,

and transmit short packets. The traffic channel is used to send user data; the rate

on the reverse link varies between 9.6 kb/s to 153.6 kb/s. The RRI channel is used

to indicate the rate used on the reverse traffic channel. Table 2.2 summarizes the

most important parameters of the HDR system.

Bandwidth 1.25 Mhz

Chi rate 1.2288 Mchips/s
Frequency band reverse link Cellular and PCS
Frequency band forward link Cellular and PCS

Bit rates for data services

Forward link: 38.4 kb/s to 2.5 Mb/s
Reverse link: 9.6 to 153.6 kb/s

Soft handoff

Forward link: No
Reverse link: Yes

Power control

Reverse link: open loop + closed loop
Forward link: Sector always transmits at
maximum power.

Adaptive Modulation & Coding
(AMC)

Forward link: Yes
Reverse link: No

Hybrid-ARQ Yes

Modulation Forward link: QPSK, 8PSK, 16QAM
Reverse link: BPSK

Slot length 1.67ms or 2048 chips

Error control coding

Forward link:
1/3 and 1/5 rate turbo encoder
Reverse link:
1/4 and 1/2 rate turbo encoder

Table 2.2, HDR parameters.
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2.2 The 1XTREME system

1XTREME represents a proposed evolution of IS-2000 that provides packet
data services, and real-time services simultaneously in the same 1.25 MHz
bandwidth. Best-effort packet data services are characterized by tolerance to
delays, and low error rate requirement; examples of these services are email, and
Web browsing. Real-time services are characterized by intolerance to delays, and
higher tolerance to error rates than best-effort packet data services; examples of
these services are voice and live video services. As in HDR, the 1XTREME
system utilizes adaptive modulation and coding, hybrid ARQ, and turbo codes.

Table 2.2 shows the forward link transmission formats used in I XTREME.

Format | Modulation | Code rate
1 QPSK Ya
2 QPSK %
3 8-PSK |2
4 8-PSK ¥4
5 16-QAM Ya
6 16-QAM Y
7 64-QAM 2
8 64-QAM Ya

Table 2.3. 1XTREME forward link transmission formats [42]
The base-band 1XTREME forward traffic channel structure is depicted in

Figure 2.5 [19]. Data is transmitted in frames of 5ms of time duration. The data is
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transmitted in N parallel streams (N <14), and each stream is covered with a
different 16-ary Walsh function (Code Division Multiple Access). As in HDR the
active sector selects the transmission format on the forward link based on SIR
measurements at the mobile terminal, and the results of this measurement are sent

to the active sector by the Reverse link Quality Indicator Channel (R-QICH) [23].

data .
—p cre | Tail Turbo Rate LB Block B v todulasor TP W,
bits Encoder| |Matching| |interleaver
Forward

sfp ' channel
signal

16
Format Wi

selector

Figure 2.5. Baseband 1XTREME forward link channel structure.

2.3 Summary

The primary design fundamentals behind HDR and 1XTREME were
discussed, including the Adaptive Modulation and Coding (AMC), and H-ARQ
channel adaptation techniques. A brief description of the structure of the forward
and reverse link channels was also presented. A more detailed description of the
HDR and 1XTREME physical layers will be presented in chapter 4 under the

scope of the link-level simulator description.
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Chapter 3

The cellular radio system environment

3.1 Introduction

The cellular radio system environment can be characterized by its geometric
structure in space and the propagation details of the wireless channel.

It is necessary to define the layout of the cells across the coverage area in
order to make possible the analysis and design of cellular radio systems. In the
most common geometrical model, all the cells in the coverage area are
represented by non-overlapping hexagons, and the serving base station of each
cell is located in the center of the hexagon. Sectors of a cell are modeled by
equally dividing the area of the hexagon according to the number of sectors used.
This type of cell-layout model neglects the fact that cells actually overlap causing
changes in the performance of the system. In systems that utilize hard-handoff
the overlapping region can cause undesired frequent switching of the mobile
terminal between different base stations, and in soft-handoff systems the
overlapping region will represent the most likely region for soft-handoff to occur.

The cellular radio environment modeling is also influenced by the propagation

characteristics of the wireless channel. The information-bearing signals
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transmitted over a wireless channel are affected by a number of adverse random
propagation phenomena. These adverse phenomena represent a major limitation
when high bit rate with low bit error rate transmission is desired. The cause of the
wireless channel behavior is frequently attributed to path-loss, reflection,
diffraction, and scattering.

Path-loss causes the attenuation of the signal as a consequence of the space
separation between the transmitter and receiver antennas. The ratio of power
transmitted to power received is proportional to the distance of separation. Several
models have been proposed for the estimation of path-loss such as the Okumura
model [43] commonly used in urban areas, the Hata model [44], and the Walfish-
Ikegami model proposed by the committee 231 of the European co-operative for
scientific and technical research (COST) [45].

Reflection, diffraction and scattering are related electromagnetic propagation
phenomena encountered when an electromagnetic wave travels through a region
with physical obstacles. All these phenomena are present in the wireless channel,
and their effect is to cause multi-path fading of the transmitted signals [2].

Shadow fading is another phenomena observed in the wireless channel, it is
the mean signal variation over large areas due to large obstacles such as buildings
and hills; it has been characterized by a Gaussian random variable. Shadow fading
takes into account the fact that different locations with the same transmitter-
receiver distance have different path-loss.

Multi-path fading is the rapid fluctuation of the signal transmitted over a

wireless channel. The rapid fluctuations are due to the self-interference caused by
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delayed replicas of the transmitted signal that combine in the receiver antenna.
When the channel bandwidth is smaller than the transmitted signal bandwidth, the
delayed replicas arrive at the receiver with large differences in time, causing inter-
symbol interference (ISI) and frequency selective fading. When the signal
bandwidth is smaller than the channel bandwidth the signal undergoes what is
called flat fading [2], [46]. In a CDMA system the RAKE receiver helps to
resolve the different paths when the multi-path fading is frequency-selective.
Other types of multi-path fading are fast and slow multi-path fading. In fast fading
the channel-variation times are faster than the symbol period, in this type of
channel there is a high frequency spread caused by the high Doppler shift of the
frequencies. High Doppler shift is caused by high mobile speed. Slow fading is
characterized by channel-variation times larger than the symbol period.

This chapter presents the cellular radio environment models and assumptions
taken in this research work. Section 3.2 describes the cellular layout used. Section
3.3 presents the path-loss Walfish-Ikegami model, the cell size computation, and
the shadow-fading model used, and finally section 3.4 addresses the multi-path

fading model.
3.2 Cellular geometric structure

The cell layout is depicted in Figure 3.1, as given in [22]. There are 19 cells

consisting of two rings of 3 sectors each. There are 57 sectors altogether.
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Sector 1
Cell 2
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Figure 3.1. Cell layout as recommended in [6]. Bore-sight of antennas is shown

with small arrows at the center of 3 sectored cells.

3.3 Path-loss and shadow fading models

The path-loss in free-space, assuming an isotropic antenna is given by

Equation 3.1 [2]

(2

c

d = distance separation between the transmitter and receiver antennas;

¢ = speed of light; f, = frequency of the transmitted sinusoid waveform in Hz.

36



The free-space path-loss formula is used in the design of line-of-sight (LOS)
communication systems where there is an unobstructed path between the
transmitter and receiver antennas; an example of such a system is the microwave-
radio-link communication system. The cellular radio system environment rarely
presents LOS radio links. More accurate models have to be used to estimate the
path-loss attenuation in cellular radio environments. A commonly used path-loss

estimation formula is given by Equation 3.2 [2]

L=T, (do)[;?“j (3.2)

0

In equation 3.2, dy represents a reference distance taken close to the transmitter
antenna, Zr (d,)is the average measured path-loss at reference-distance dp, and n

is a exponent that indicates the degree of attenuation suffered by a signal
depending on distance separation; n ranges between 3.0 to 5.0 [10]. The exponent
n depends on the structure of the physical surroundings. The model in equation
(3.2) is known as the general empirical model for the estimation of path-loss.

In this research work the COST231-Walfish Ikegami model is used [45], [47].
The Walfish-Tkegami model is applicable for transmitter-receiver distances
greater than or equal to 20 meters, and base-station antennas above or below the
roof tops. For non-line-of-sight (NLOS) propagation the Walfish-Ikegami model

is given by
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L= th + Lrts + Lmsd (33)

where
Lbf =32.4+20log(d) + 20log(f.); (3.4
L, =-16.9-10log(w) +10log(f.) +20log(H ~ h, )+ L, ); (3.5)

L., =54—18log(1+h, — H)+18log(d) + {— 4+ 0.7(5%— Hlog( £.)—9log(h) (3.6)

are free space, roof-top-to-street diffraction, and multi-screen diffraction losses
respectively; The path-loss in equations (3.3)-(3.6) is expressed as a function of
the separation distance between transmitter and receiver antennas ( d ), the carrier
frequency in MHz ( fc ), the street width ( w ), building separation ( b ), base-
station and mobile station antenna heights (A, h,,), average rooftop height (H ).

L, is the orientation loss. We have assumed L, =0dB, which is a usual default

value.

Cell size calculation is performed using the Walfish-Ikegami model and
values presented in Table 3.1. The path loss is computed along the bore sight line
of the antenna. After inserting the parameters given by Table 3.2 in equations (3-

3)-(3-6), and given L, =130.87dB; the cell radius is computed to be 473

(max)
meters, which implies site-to-site separation of 709 m.

The directivity loss (horizontal pattern) of the antenna (EMS, RR65-18-00DP)
used is available as a data file. The directivity loss vs. relative orientation with

respect to the antenna bore sight can be seen in Figure 3.2, The 3dB bandwidth is
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0., = 66° ,and the front-to-back ratio for this antenna is about 35 dB. This ratio

affects the maximum available SIR in each sector.

Parameter Value Comments

(a) Transmission 42.3dBm (17 W) -

Power per sector

Pr . .

(b) BS Bore-sight 17.54 dBi Antenna EMS WIRELESS
antenna gain, G, . RR 65-18-00DP

(c) Antenna cable 3dB -

Loss, L, .

(d) Effective data 80% of Pr,_, -

transmission power

(e) Total transmitted
power on the traffic
channel at the bore
sight of the antenna.

a+b-c+d=55.87 dBm

(f) Penetration loss,

L

D"

10.0dB

(g) Minimum
required received
data channel power
on BS antenna bore

sight line, P,

rec '

-85 dBm

Includes large scale fading
margin

(h) PSD of thermal
noise

-174 dBm/Hz

Ignored

(1) Maximum
allowable over-the-
air loss, Lb(max).

e-f-g=130.87 dB

Table 3.1. Link budget values for the forward Link

Parameter Range Values Used in Simulation
Carrier frequency 800 < f <2000 MHz 1960 MHz
Distance to BS antenna 0.02<d<5km Variable
BS antenna height 4<h, £50m 3 m above average roof top
MS antenna height 1<h <3m 1.5m
<n, <
Building separation & - 40 m
Street width w - 20m
Average roof top height H - 18 m

Table 3.2. Values of parameters used in cell size computation.
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Figure 3.2. The directivity loss pattern for the EMS RR65-18-00DP antenna.

The log-normal shadowing effect is modeled by a zero mean Gaussian
random process added to the path-loss in dB [47]. Therefore, the signal power

averaged over small scale is given by

Ploc =P, +G, +G'4(6)— L, — L'vwr) — X', i=1A 57. (3.7

where, P'wcis the received power by a mobile terminal from sector i, F, is the
transmitted power, G, is the base station antenna gain, G'a(@) is the directivity
loss, L, is penetration loss, L'yis given by (3.3), L' is the path-loss between a

mobile terminal and sector i, and X'is the shadowing variable.
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On the dB scale, X'is a zero mean Gaussian random variable with standard
deviation o . A typical range of values for oy in macro-cellular environments is
5-12 dB. In micro-cellular environments, a typical value of o is 4-13 dB [47].

We use 6.5 dB in our simulations.
The cross-correlation of the log-normal shadowing term for signals arriving

from base stations i and j is denoted by «.

E[X'X/]
JVar(X)\var(x/)

a’ l';tj’ i:l,A ,19, j-:l,A ,19 (38)

In this work we assume a constant value of & = 0.5 for shadowing cross-
correlation of signals received from different cell sites. The cross-correlation of
shadowing variables between signals from different sectors of the same base

station is one [47]. To ensure proper cross-correlation of the log-normal
shadowing variable, X' is generated as a linear combination of a component
representing the base-station dependent shadowing Z'such that E[Z'Z’]1=0 for
i # j, and a component Z common to all base stations. In order to generate cross-

correlated Gaussian sequences, the shadowing variable can be written as

Xi=aZ+bZ",i=12,...,19;a=0, b=0. (3.9)
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where Z,Z"are i.i.d Gaussian random variables with zero mean and standard
deviation o, =0y.

Note that

o = E[X " 1=a’E[Z* ]+ b*E[Z" 1= (a* +b")o,2

Therefore, (a* +b*)=1 (3.10)
From (3.8) - (3.10)

EX'X/1=aoy’ =a’E[Z’],

Therefore, a’* =, b* =1-a. (3.11)

By taking a:b:,/% in Equation (3.9) we can generate Gaussian random

sequences with 50% cross-correlation and standard deviation oy .

Shadow fading is spatially auto-correlated (i.e., values of shadow fading terms
are correlated in different points in space). Spatial auto-correlation of shadow
fading has to be taken into account when the mobile is moving. In this research
work the spatial auto-correlation is modeled as an exponential function as

proposed by Gudmundson in [48].

_{Kadm?2 _ |¥lavm2

Oky= E[X i X v =(0g)* e Y =(0y)* e (3.12)

where dg,. is the decorrelation distance, and v is the mobile speed. In [20], and

[22] d,, =20m is suggested for vehicular test environments, and d,, =5 m for
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outdoor to indoor and pedestrian environments. In our simulations, we use these
two values for vehicular B and pedestrian A environments, respectively. The
vehicular B and pedestrian A radio environment specifications and definitions are
given in [20]. A vehicular B environment is characterized by larger cells, higher
transmit powers and higher mobile speeds; the pedestrian A environment main
characteristics are small cell size and low mobility.

The update rate of the shadowing factor should in principle depend on the
mobile velocity and the relative contribution of shadowing to L'sws +X'. We
have decided to update the shadowing variable at Ad =d /10 intervals.

The exponential auto-correlation function given by (3-12) can be generated

with a first order discrete time recursive filter [47];
X' =& +1-5u,; (3.13)

where X, is the updated shadow term at position k+1 that is correlated with the
previous value X, at position k. £is a parameter used to control the spatial auto-
correlation of shadowing, and v, is a zero-mean Gaussian random variable with

standard deviation o, . The auto-correlation of (3.13) is given by

@(n) =E[Xikxfk+n]=ﬂavzf‘”| : (3.14)
1+¢&
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Comparing equation (3.12) and (3.14), it is possible to find a value of ¢ and
o, to make the auto-correlation of the recursion in (3.13) equal to that in (3.12).

Choosing
E=e¢ ‘Y ; and avzzlﬁaxz. (3.15)

The auto-correlation of the discrete recursion in equation (3.13) becomes

|njAd In2

D(n) = (O'X2 Ye o de (3.16)

Therefore the recursion in (3.13) can be used with the values in (3.15) to generate
a sequence of correlated Gaussian random numbers; each number in is

associated with the position kAd .

In order to model shadow fading for our simulation we are interested in 19
sequences of Gaussian random numbers with fix cross-correlation of 50%, auto-
correlation given by equation (3.16), and with standard deviation oy . In order to
achieve the above constrains the following procedure is applied.

We first generate 19 sequences with cross-correlation of 50% as follows

vi:\/—T—Z+\ﬁ i=12,...,19 (3.17)
2 2

where
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Z = Gaussian (0 mean, o, 2 )
Z' = Gaussian (O mean, o, )
2 1+ 2
0'22 =0, =T f (Gx )
1-¢
_AdIn2
f = ddec

The sequences in (3.17) are used next to generate the 19 sequences with desired

auto-correlation and fixed cross-correlation of 50% as follows

Xim=& "% +0-8&v,' i=12,..,19; 0<k<N; (3.18)

where N is the desired length of the sequences. Figure 3.3 shows the comparison
between an ideal auto-correlation function and the auto-correlation of 200,000

shadow numbers generated using equations (3.17) and (3.18). o4 =6.5dB and

dyec =5 m (Ad = 0.5m) are assumed.

Auto-correlation of shadow deviates

45
40 A

35 \ y
30 \

25 \ i (6.572)exp(-delta_d*In2/5)
X ~—&— simulation

20 \\

"\
” N‘\wg
10

Auto-correlation

o} 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30
d (meters)

Figure 3.3. Ideal and simulated auto-correlation of 200,000 log-normal shadow
fading variables.
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3.4 Multi-path fading model

To take into account the impact of fast fading of the signal on the performance
of the systems, Rayleigh fading is modeled. In a Rayleigh fading channel, the
probability density function ( pdf ) of the received signal power Y is given by the

exponential distribution

1 _
(V= }:e“”” (3.19)

where 7 =10"""%is the small scale averaged signal power. P,. (dBm) is given by
(3.7). In the simulation, an exponential random variable with mean P, is obtained

by multiplying P,. by the normalized exponential random variable y with 7 =1.

rec

Alternatively, (3.7) is replaced by

Plrec = P +Gy + Gy CIE Lp —Lyamy = X' + Yam) i=LA ,57, (3.20)

where p (y)=e7.

The Rayleigh fading process exhibits an auto-correlation that can be described
using Clark’s model [49]. In Clark’s model, the field incident on the mobile
antenna is assumed to be comprised of N azimuthal plane waves with arbitrary
carrier phases, arbitrary azimuthal angles of arrival, and equal average
amplitudes. The equal average amplitude assumption is based on the fact that in

the absence of a direct line of sight path, the scattered components arriving at a
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receiver from all directions will experience similar attenuation over small
distances. In this model, the auto-correlation function of the real and imaginary

parts x,(z) and x,(¢) of the complex envelope is given by [47]

¢xRxR (T) = ¢x,x, (T) = QPJO(ZﬁDmaxT) 3 (321)

where J, is the zero-order Bessel function of the first kind, €2, is the total average
received power from all multi-path components, and f,__ is the maximum

Doppler frequency. The power spectral density ( psd ) of x,(¢) and x,(¢) is

given by [47]

If Q, = E[r*(1)]/2, then

Q 1
. 5 |f| s fDmax ’
S (F)= S5 () =4 2 b 1= (1 F) (3.22)
0 otherwise.

Where 7(1) is the received band-pass signal. It should be noted that the psd of
the real and imaginary parts of the amplitude of the base band signal is singular at

f=xfp . A modified Smith method [50] is used to generate a Rayleigh

random process with the auto-correlation that approximates (3.22). In this
method, first, N samples of a complex Gaussian white noise in frequency domain
are filtered to obtain psd given by (3-22). Then IDFFT is used to obtain a

sequence of N correlated complex Gaussian random variables in the time domain.
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A block diagram of the modified Smith method is given in Figure 3.4. Since psd
of a discrete time process is periodic with period equal to f ..., instead of
sampling a Gaussian white noise in frequency domain in | f |S w88 (3-22)
suggests, one can sample the Gaussian noise in O0<f<f, and
Fsampiing = FDimax ST S faamping 1NtETValS. More specifically, in this method, a white

Gaussian noise in frequency domain is passed through a low-pass filter with filter

coefficients given in (3-23).

(o)

r7z k -1
k | —— arctan| ———r k=k ,
\/'” 2 (Jzkm—lj "
B - (3.23)
0 k=k,+1LK ,N-k, -1,

k F——arctan —i”L—:——l—- k=N-=-k_,
2 2k ~1

m

k=N-k, +1K ,N-1
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Figure 3.4. Block diagram of the modified Smith method.

In (3-23), f. = fomax ! Jsamping 18 the ratio of the maximum Doppler frequency

to sampling frequency and %, :I_ me_I, where N is the number of sampling

points in the frequency domain and the corresponding number of points per period
of the auto-correlation function. After filtering the sampled white Gaussian noise
in frequency domain, the inverse discrete Fourier transform (IDFT) is used to
obtain the complex fading random process in the time domain. The filter
coefficients are chosen in such a way that the real and imaginary parts of the
output variables are statistically independent. The modified Smith model
presented has the advantage of less computational Complexity in comparison with
the standard Smith model. In the standard Smith model [2] two branches similar
to the one in Figure 3.4 are used to produce the desired result due to the
independence requirement of the real and imaginary parts of the Gaussian

sequences after IDFT operation.
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The normalized real and imaginary parts of the output of the IDFT are

x,(n) = xz(n)+ jx,(n) (3.24)

where 7 refers to sampling time ¢, . The auto-correlation is given by

Proxy (D=0, (D) =T 28, T)- (3.25)

where 7 can take discrete values only.
Simulated and theoretical pdf’s of Rayleigh variables generated using the
modified-Smith method presented above are shown in Figure 3.5. In this figure

the comparison is made with the normalized pdf function for which

20% =Q, =1. Figures 3.6 and 3.7 show a comparison of the theoretical and
simulated auto-correlation of x, for user speeds of 3 and 60km/h. At these speeds

the Doppler frequency is 5.3 and 105.6Hz respectively. As can be seen by the
auto-correlation functions, when higher speeds are involved, the correlation of

Rayleigh fading numbers decreases faster in time
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pdf comparison for Rayleigh fading
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Figure 3.5. pdf comparison of theoretical and simulated correlated Rayleigh
process.

Auto-correlation of Rayleigh fading
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Figure 3.6. Auto-correlation comparison of theoretical and simulated Rayleigh
process at 60km/h with f, = 1.9GHz.



Auto-correlation of Rayleigh fading
at 3 km/h and fc = 1.9 GHz
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Figure 3.7. Auto-correlation comparison of theoretical and simulated Rayleigh
process at 3km/h with f, = 1.9GHz.

3.5 Summary

We have presented the algorithms and equations to model the cellular radio
environment for this research work. The cell layout defined in [22] is going to be
used for vehicular B and pedestrian A radio environments as defined in [20]. The
COST-231 Walfish-Tkegami model will be implemented for path-loss estimation.
Shadow fading will be modeled as a log-normal process with fix cross-correlation
to model shadow fading coming from different cell-sites and exponential auto-
correlation as proposed in [48] to model spatial correlation. The method proposed

in [50] will be used to model multi-path fading at different speeds.
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Chapter 4

Simulation structure and link level simulations

41 Introduction

There are two possible approaches for the simulation of a cellular radio
system. In one approach the system is simulated entirely from the transmitter-
receiver modeling of a single radio link to the modeling of radio-links and
operations for a multitude of mobiles and base stations present in the network.
This approach is the most accurate one, but its complexity is extremely high
considering the number of waveforms to generate and the simulation run-time. A
preferred two-stage method is to separate the simulation of the transmitter-
receiver pair from the simulation of the operations and signals of the entire
system.

In the two-stage approach, the simulation of the transmitter-receiver pair is
called the link-level simulation, and the entire-network simulation is called the
system-level simulation. The link and system level simulations have to be
properly interfaced to obtain the desired network performance results.

Section 4.2 describes the general simulation structure applied in this research

work and the interface between the link-level and system-level simulations.
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Section 4.3 presents the link-level simulation structure and results for HDR and
IXTREME; in this section a more detailed description of the physical layer of
HDR and 1XTREME will be presented. System-level simulation will be

described in Chapter 5.

4.2 General simulation structure

The combined link-level and system-level simulations represent the modeling
of the entire cellular system. First the link-level simulations are performed
independently and the results are fed into the system-level simulator. A block
diagram description of this operation is shown in Figure 4.1. The link-level

simulation section comprises a link level simulator that models the transmitter-

PER(%) vs. Es/No|’
Performance ‘

System
Performance
metrics '

Link-level
Simulator

System-leve
Simulator

Link-level
Parameters

System-level
Parameters

Link-level simulation System-level simulation

Figure 4.1. General simulation structure of HDR and 1XTREME.

-receiver structure with a time resolution of a modulation symbol; the

encoder/decoder, modulator/demodulator and signal processing associated with
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the operations of a single transmitter-receiver pair are modeled. The link-level
simulator also includes the model and assumptions of the channel between the
transmitter and receiver. For this research work the channel used in the link level
simulator is an Additive White Gaussian Noise (AWGN) channel. The reason for
this choice is that HDR and 1XTREME are systems designed for bursty packet
transmission within short-time slots (1.67ms for HDR, and 5ms for 1XTREME)
during which the fading radio channel is practically time-invariant, even for
highly mobile user terminals (up to 60km/h). Hence, the SIR seen by the mobile
receiver over one slot is practically constant and AWGN results are applicable. At
60km/h and carrier frequency of 2GHz the coherence time of the radio channel
[2] is on the order of 5ms. Hence, the radio channel will display some variability
over one IXTREME slot. This variability is accounted for in system level
simulations. It also needs to be mentioned that HDR and 1XTREME systems are
primarily designed for nomadic users as pointed out in Chapter 1. Nomadic users
can be stationary for the duration of a given transmission session.

The parameters of the link-level simulator are the different formats of
transmission, the modulations used, the packet sizes, the code rates, interleaver
method etc. The desired output of the link-level simulator is the packet error rate
(PER) for every format of transmission in the AWGN channel for different fixed

values of energy-symbol over noise ratio (E,/N,). The AWGN curves of PER
(%) vs. E /N, out of the link-level simulator are fed into the system-level

simulator for its operation. The system level simulation will be described in

Chapter 5.
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4.3 Link level simulations

4.3.1 Structure and functionality of the HDR and 1XTREME forward
links.

4.3.1.1 BDR forward traffic channel transmission formats

The HDR Forward Traffic Channel is a packet-based, variable-rate channel.
The user data for an access terminal is transmitted at a data rate that varies from
38.4kbp/s to 2.4576Mbp/s. The data is encoded in blocks called physical layer
packets. The physical layer packets and rates supported by the HDR Forward
Traffic Channel are specified in Table 4.1, along with the corresponding
modulation/coding schemes (MCS) and maximum allowed number of re-
transmissions. Table 4.1 includes also bit rates resulting from early termination of
retransmissions, occurring when a positive acknowledgement is sent by a mobile
before the maximum allowed number of retransmissions is reached. Link-level

simulations have generated AWGN PER vs. E /N, curves for all rates listed in

this table.

56



Transmission Max. Transmitted Packet Preamble Data Rate Turbo Modul.
Format Number | Allowed Slots Size Size (kbp/s) Code
Slots (bits) (chips) Rate
1 16 16 1,024 1,024 384 1/5 QPSK
2 16 15 1,024 1,024 40.96 1/5 QPSK
3 16 14 1,024 1,024 43.89 1/5 QPSK
4 16 13 1,024 1,024 47.26 1/5 QPSK
5 16 12 1,024 1,024 512 1/5 QPSK
6 16 11 1,024 1,024 55.85 1/5 QPSK
7 16 10 1,024 1,024 61.44 1/5 QPSK
8 16 9 1,024 1,024 68.27 1/5 QPSK
9 16 8 1,024 1,024 76.8 1/5 QPSK
10 16 7 1,024 1,024 87.77 1/5 QPSK
11 16 6 1,024 1,024 102.4 1/5 QPSK
12 16 5 1,024 1,024 122.88 1/5 QPSK
13 16 4 1,024 1,024 153.6 1/5 QPSK
14 16 3 1,024 1,024 204.8 1/5 QPSK
15 16 2 1,024 1,024 307.2 1/5 QPSK
16 16 1 1,024 1,024 614.4 1/5 QPSK
17 8 8 1,024 512 76.8 1/5 QPSK
18 8 7 1,024 512 87.77 1/5 QPSK
19 8 6 1,024 512 102.4 1/5 QPSK
20 3 5 1,024 512 122.88 1/5 QPSK
21 8 4 1,024 512 153.6 1/5 QPSK
22 8 3 1,024 512 204.8 1/5 QPSK
23 8 2 1,024 512 307.2 1/5 QPSK
24 8 1 1,024 512 614.4 1/5 QPSK
25 4 4 1,024 256 153.6 1/5 QPSK
26 4 3 1,024 256 204.8 1/5 QPSK
27 4 2 1,024 256 307.2 1/5 QPSK
28 4 i 1,024 256 614.4 1/5 QPSK
29 2 2 1,024 128 307.2 1/5 QPSK
30 2 1 1,024 128 614.4 1/5 QPSK
31 1 1 1,024 64 614.4 1/5 QPSK
32 4 4 2,048 128 307.2 1/3 QPSK
33 4 3 2,048 128 409.6 1/3 QPSK
34 4 2 2,048 128 614.4 1/3 QPSK
35 4 1 2,048 128 1,228.8 1/3 QPSK
36 2 2 2,048 64 614.4 1/3 QPSK
37 1 1 2,048 64 1,228.8 1/3 QPSK
38 2 2 3,072 64 921.6 1/3 8PSK
39 1 1 3,072 64 1,843.2 1/3 8PSK
40 2 2 4,096 64 1,228.8 1/3 16QAM
41 1 1 4,096 64 2,457.6 1/3 16QAM

Table 4.1. Physical layer packet sizes and rates supported by the HDR Forward

Channel.
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4.3.1.2 IXTREME forward shared channel transmission formats

The Forward Shared Channel (F-SHCH) is one of the two new channels on
the forward link of cdma2000 introduced in the 1XTREME system. The
IXTREME Forward Shared Channel uses an adaptive modulation and coding
scheme (MCS) with four possible types of modulation: QPSK, 8PSK, 16QAM
and 64QAM. The packet lengths and rates supported by the Forward Shared
Channel are specified in Table 4.2. The Forward Shared Channel can be mapped

to multiple (N up to a maximum of 14 codes) parallel code channels of Walsh

length 16.

Transmission Packet Data Tuarbo Modulation
Format Size Rate Code Scheme
Number (Bits) (kbps) Rate

1 384 x N 76.8x N 17 QPSK
2 576 x N 1154x N 34 QPSK
3 T68 x N 153.6x N e 16QAM
4 864 x N 172.8 x N 3 8PSK
5 1152 x N 2304 x N % 16QAM
6 1728 x N 345.6 x N 34 64QAM

Table 4.2. Physical layer packet sizes and rates supported by the 1XTREME
Forward Shared Channel (N is the number of orthogonal codes allocated to the
Forward Shared Channel)

4.3.1.3 Turbo encoder and decoder

The HDR Forward Traffic Channel physical layer packets (excluding the 6-bit
TAIL field) and 1XTREME Forward Shared Channel packets (including two
reserved bits) are encoded with a turbo encoder of code rate R (see Tables 4.1 and
4.2). The turbo encoder will add an internally generated tail of 6/R output code

symbols, so that if the number of input bits to the turbo encoder is Nyyrbo, the
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turbo encoder generates Ny, -ho/R encoded data output symbols followed by 6/R

tail output symbols.

4,3.1.3.1 Turbo encoder

The HDR Forward Traffic Channel and the 1XTREME Forward Shared
Channel use the same turbo encoder, as shown in Figure 4.2. It employs two
systematic recursive convolutional (RSC) encoders [51], [39], connected in
parallel, with a turbo interleaver preceding the second convolutional encoder. The
recursive convolutional codes are the constituent codes of the turbo code. They

have the same transfer function given by

G(D)=|1 EQQ?.). .@ 4.1
d(D) d(D)

where d(D)=1+D2+D3, np(D)=1+D+D?3, and »n1(D)=1+D+D?+ D>,

Initially, the states of the constituent encoder registers in Figure 4.2 are set to
zero. Then, the constituent encoders are clocked with the two switches in the
upper positions. The encoded data output symbols are generated by clocking the

constituent encoder Ny rho times with the switches in the upper positions.
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The resulting constituent encoder output sequences are then punctured as

specified in Table 4.3. Within a puncturing pattern, a ‘0’ means that the symbol

shall be deleted and a ‘1’ means that the symbol shall be passed.

Code Rate R
Output 34 172 1/3 1/5
X 111111 11 1 1
Y, 100000 10 1 1
Y 000000 00 0 1
X’ 000000 00 0 0
Y, 000100 01 1 1
Y, 000000 00 0 1

Table 4.3. Puncturing pattern for the data bit periods. The table is read first from
top to bottom and then from left to right. (e.g., for code rate %, 8 coded symbols
are passed out of 6 data symbols)
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The turbo encoder shall generate 6/R tail output symbols following the

encoded data output symbols. The tail output symbols are generated by clocking

each constituent encoder separately three times with the switch in the lower

position. The resulting constituent encoder output symbols are then punctured and

repeated as specified in Table 4.4.

Code Rate R
Qutput 34, Y 1/3 1/5
X 111600 111000 111000 111000
Y, 100000 111000 111000 111000
Y, 000000 000000 000000 111000
X’ 000111 000111 000111 000111
Y, 000100 000111 000111 000111
Y, 000000 000000 000000 000111

Table 4.4. Puncturing and repeating pattern for the tail bit periods. For rate 1/3,
the puncturing table is read first from top to bottom repeating X and X’, and then
from left to right. For rate 1/5, the repeated coded symbols are X, X’, Y, and Y’;.

4.3.1.3.1.1 Turbo interleaver

The turbo interleaver, which is part of the turbo encoder, interleaves the

Nryurbo bits input to the turbo encoder. It is functionally equivalent to an approach

(see Figure 4.3) in which the Ny,rpo input bits are written sequentially into an

array at a sequence of addresses from 0 to Ny,po-1, and then the entire

input
addresses

output
addresses

|4

]vturbo Iength

7 aen

Figure 4.3. Interleaver structure.
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sequence is read out from a sequence of addresses that are defined by the
procedure described below:

1. Counter values (0 to 2%+5-1) are written by rows into an array of 25 rows by 2"
columns, where n=[log, N, |-5.

2. The elements within each row are permuted to C(i)*(j+1), where indices i, j are
the original row and column indices of the element, and C(i) is a row-specific
value from a table lookup (defined in Table 9.3.1.3.2.3.2.2-2 in [31]).

3. The rows are shuffled according to a bit-reversal rule. For example, for i=12
(01100), the bit reversed value of i is 5 (00110).

4. The elements in the array with values less than Nyyp0 are finally read out by

columns. The new sequence consists of the interleaver output addresses.

4.3.1.3.2 Turbo decoder

Turbo decoder is based on an iterative application of maximum a posteriori
(MAP) decoding to each constituent code.

A MAP decoder accepts as soft inputs the a-priori log-likelihood ratio (LLR)
La(X) and soft channel input { Lo(X), Le(Y0), Le(Y]) } and delivers as soft output
a-posteriori LLR of information bit which can be split into three terms: Lg(X),
Lo(X) and extrinsic information Le(X). It makes possible the information
exchange between decoders: each constituent decoder performs MAP decoding,
and its outputs are used as the soft inputs for the next constituent decoder. Figure
4.4 demonstrates how soft information is forwarded/feed-backed inside the turbo

decoder and how the turbo decoding works with the tail bits appending/removing.

62



Superscripts 1 and 2 are used in this figure to differentiate the a-priori and
extrinsic information for MAP1 and MAP2, which correspond to the Constituent

Encoder 1 and 2 in Figure 4.2, respectively.

> MAP1
L(X)=L2(X) [Add3] [Deleted L(X)+L,(X)
Zeros Tails [~1 -
DePuncturing
and
DeMultiplexing Decision
+
o))} .
MAP2 12 ( ¥ N
e 12(x)
Turbo Add 3 Delete 3 Turbo ¢
‘ interleaver B Zeros Tails » Delnterleaver

:
’

() L (x)=1,(x)}
Figure 4.4. Turbo decoder.
The turbo decoder operates in serial mode (i.e., the MAP1 decoder processes
before the MAP2 decoder starts operation). The turbo decoder operates as
described below:

1. In the first step, the a-priori probability is unavailable. An equally likely
assumption is made by setting Lal (X)=0.
2. The MAPI decoder takes in the channel soft input { Lo(X), Lo(Y0), Le(Y]) }

from the upper branch of the DeMUX, and the zero a-priori. It updates the a-

posterior probability of the information bit based on its code constraint and then
delivers both the channel soft input and the extrinsic information, Lq(X Ll (X),

as soft input to MAP2.
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3. The systematic bit X of the constituent Encoder 2 was punctured in the
Puncturing and Multiplexing block at the transmit side. Hence, zero is inserted as
L(X) in the lower branch of DeMUX outputs, which is then sent as input to

MAP2. Although DeMUX delivers zero Lo(X) to the MAP2 decoder, MAP2 will

learn its channel soft input of the systematic bit Lo(X) from MAPI, along with the
a-priori LLR Lg2(X) by taking Lg2(X)=Le!(X).

4. The extrinsic output Lez (u) from MAP?2 is interleaved and fed back to MAPI.
5. Subsequently, MAP1 has available an estimation of the a-posteriori LLR. 1t

may consider this as a-priori LLR of its information bit X, i.e. Ly (X)=Le2(X),

and update it as the new log-likelihood ratio.

6. This process continues until a desired performance is achieved, at which point a
final decision is made by comparing the final log-likelihood ratio
Lo(X)+Lel (X)+Le2(X) to zero.

It should be noted that each constituent MAP decoder works on both encoded data
symbols and tail symbols. As the two don't share the 6-bit tail, the a-priori LLR
values for the 6 tail bits will remain at zero during iterations. Thus, the output
from each constituent MAP decoder shall be deleted the 3 tail bits, whereas at the
input to each constituent MAP decoder, three zeros shall be appended (see Figure

4.4).
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4.3.1.4 Signal constellations and spreading

The modulator generates in-phase and quadrature streams of QPSK, 8PSK,
16QAM or 64QAM modulation symbols, depending on the data rate. The signal

constellations for the four modulation schemes are shown in Figures 4.5 — 4.8.

Q Channel

B | Channel

Figure 4.5. Signal constellation for QPSK modulation.

Q Channel

A C= cos(z/8)
S= sin(xr/8)

010

B | Channel

110

Figure 4.6. Signal constellation for S8PSK modulation.
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4.3.1.4.1 HDR forward traffic channel spreading

In the HDR Forward Traffic Channel, the modulated symbols after channel
interleaver are repeated or punctured as necessary. The resulting sequences of
modulation symbols are de-multiplexed to form 16 pairs (in-phase and
quadrature) of parallel streams. Each of the parallel streams is then spread with a
distinct 16-ary Walsh function to yield Walsh symbols at rate 76.8ksp/s (or chip
rate of 1228.8kcp/s). After that, the Walsh-coded symbols of all the streams are
summed together at the chip level to form a single in-phase stream and a single
quadrature stream at a chip rate of 1.2288 Mcp/s.

The resulting chips are time-division multiplexed (without changing the chip
rate) with the preamble, Pilot Channel, and MAC Channel chips for the

quadrature chip level scrambling operation. The scrambling sequence is a

quadrature sequence of length 215 (i.e., 32768 PN chips long). This sequence is
called the pilot PN sequence and is generated by the following characteristic

polynomials:

Pr(x)=x 19+x104x84+x7+x04x2+1 (in-phase sequence I-PN)

PQ(x)=x 15451245 1 4 104x 94 xS 4x44x3+1 (quadrature-phase sequence Q-PN)
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4.3.1.4.2 IXTREME forward shared channel spreading

In the 1XTREME Forward Shared Channel, the modulated symbol sequences
are serial-to-parallel converted to form up to 14 pairs (in-phase and quadrature) of

parallel streams. Each of the parallel streams is later spread with one of fourteen
16-ary Walsh codes (W,'® toW,'®) to yield Walsh symbols at rate 76.8ksp/s (or

chip rate of 1228.8 kcp/s); one Walsh symbol per modulation symbol is used.

Following orthogonal spreading, the modulation sequence is quadrature

scrambled by a quadrature pilot PN sequence of length 215 (i.e., 32768 PN chips

in length) generated by the following characteristic polynomials:

PI(X)=X15+X 13+ x94x84+xT4x5+1 (for the in-phase sequence IPN)
PQ(X)=X15+X12+X11+x10+x6+x5+x4+x3+1 (for the quadrature-phase sequence
QPN)

Each of up to 14 orthogonal Walsh code channels assigned to packet data
traffic is assigned 1/14 of the power allocated to the traffic channels; 80% of the
total sector transmit power is allocated to the traffic channels. Hence, effectively,
the signal carrying the packet data traffic experiences processing gain of 16/14, or
0.58dB. In other words, spreading the modulation symbols by a factor of 16 in
each of the 14 orthogonal code channels reduces the symbol energy required to
achieve a given PER by a factor of 16/14 in comparison to a link without
spreading using the same modulation/coding scheme and symbol rate. The
spreading and scrambling operations are not explicitly implemented in the link

level simulations. The processing gain is taken into account at the system level.
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4.3.1.5 Slot and code channel structure

4.3.1.5.1 HDR forward channel structure and slot structure

The Forward Traffic Channel data modulation chips are time-division
multiplexed with the Preamble, Pilot Channel, and MAC Channel chips as shown
in Figure 4.9; the chip rate of 1228.8kep/s is preserved in the TDM operation. All
time-division-multiplexed channels are transmitted at the maximum power of the
sector. Forward Traffic Channel Physical Layer packets are transmitted in 1 to 16
slots. The Forward Traffic Channel data symbols fill the slots as shown in Figure
4.10. Due to the 16-way parallelizing operation and subsequent 16-ary Walsh
spreading and chip-wise addition of parallel streams, effectively each chip carries

one QPSK, 8§PSK or 16QAM symbol.

Channel [Add 16 bit QPSK/ |
: Add 6 —>0
Bits Frame 'l Encoder b Turbo L] Symbo.l Dy Channel ~ 8PSK/
Quality Tail Bits Encoder Reordeting] /" | Interleaver 16QAM |Q O
indicator 4 Modulator,
Scrambler

16 C??ﬁ\nnels

Symbol g 16—aryL—|> Walsh -—|> Walsh —lb -—|->

+_

@ | Sequence

Repetition/ . Quadature
DEMUX Walsh Channel | | Chip Level .
@Q" Pfr{z::g:]q& 11016 EL Covers Gain=1/4F#{ Summer —Qb Spreadmg_@>
4 4 | Walsh
Channels
IPN QPN —

1.2288Mcps 1.2288 Mdps
TDM

64101,024PN Chips - QWalsh
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Figure 4.9. HDR forward channel structure.
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Figure 4.10. HDR forward channel active slot structure (a) the first slot (b) the
non-first slot for multi-slot transmission.

A slot during which no traffic is transmitted is referred to as an idle slot. Idle
slot structure is shown in Figure 4.11. During an idle slot, the sector transmits

only the Pilot Channel and the MAC Channel.

MAC | Pitot | MAC MAC | Pilot | MAC
64 96 64 64 96 64
Chips |Chips {Chips Chips |Chips |Chips

idle Slot

Figure 4.11. HDR forward channel idle slot structure.
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4.3.1.5.2 1XTREME code channel structure

The 1XTREME Forward Shared Channel structure is shown in Figure 4.12.

From other users

g X1
Add 24 bit Add 8 M-ary o
Channel <
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for userm » Lé)gge?;c:? o Extract the Pairs at a Rate of
(1.2288Mops) ®1 76.8 kbps/(2xScrambling Bit
’ P Repeatition Factor)

Figure 4.12. 1XTREME forward shared channel structure.

4.3.1.6 Hybrid ARQ for HDR

The HDR Forward Channel employs Type II Hybrid Automatic Repeat
Request (ARQ) scheme. The hybrid ARQ scheme employs turbo codes as inner
forward error correction (FEC) codes, and cyclic redundancy check (CRC) codes
as outer error detection codes. It also takes advantage of incremental redundancy
and soft packet combining. The application of type II hybrid ARQ allows for bit
rate adaptation to the current radio channel conditions even after the specific
transmission format (modulation & coding, and packet size) is selected. Due to

the inclusion of incremental redundancy in the HDR hybrid ARQ scheme, it
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needs to be simulated at the link level, leading to the need for considering link
level performance of 41 transmission formats as listed in Table 4.1.

The HDR Forward Channel uses multi-slot transmission with 4-slot
interlacing. The consecutive slots allocated for transmission of a given packet are
separated by 3 slots allocated to other transmissions. If a positive is received on
the reverse link ACK Channel and the Physical Layer packet has been received
before all of the allocated slots have been transmitted, the remaining reserved
slots are made available to the next Physical Layer packet transmission. Figure
4.13 illustrates the multi-slot interlacing approach for the 153.6kbps data rate case

where 4 slots per packet are used. In this case, up to 4 re-transmissions are

allowed.
Forward Traffic Transmit Transmit Transmit Transmit
Channel Physical Slot 1 Slot 2 Slot 3 Slot 4
Layer Packet ,
Transmissions
with 153.6kbps é

Slots ——8# 1  nyl  ns2 ne3  ned ne5 nab ne7 a8 e ned0 el ned2
DRC Channel Siot

Transmission
Requesting
153.6kbps
DRC
Reguest for
153.6kbps

Figure 4.13. Example of slot interlacing for multi-slot packet transmission in
HDR forward channel.

Hybrid ARQ scheme used in 1XTREME does not employ incremental
redundancy, and therefore it is easy to account for its function at the system level.

Hence, it is not simulated at the link level.
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4.3.1.7 Soft packet combining and incremental redundancy

The HDR Forward Traffic Channel uses soft packet combining and
incremental redundancy to achieve slot-by-slot data rate adaptation to the channel
conditions. The Physical Layer packet is first encoded using a rate 1/3 or 1/5
turbo code. With the selected modulation and coding scheme (MCS), the initial
slot transmission of the packet consists of only those encoded bits that fit in the
slot (Figure 4.10-a). On receiving a negative acknowledgement (NACK) for the
packet, incremental amounts of redundancy (i.e., the remaining parity bits of the
encoded data) are transmitted. If all the encoded data have been transmitted, the
cycle is repeated, starting again with the very first coded bit. On receiving a
positive acknowledgement (ACK) for the packet before the maximum allowed
number of re-transmissions (slots), the current Physical Layer packet transmission
stops and the next Physical Layer packet transmission starts. This procedure
effectively matches the code rate and bit rate to the channel SINR. In addition, the
transmission of parity bits dispersed in time provides a diversity gain during
decoding. Soft packet combining and incremental redundancy operations require
the receiver to store soft information corresponding to the Physical Layer packets
that have not yet been decoded successfully. Each time the receiver obtains a
repetition of coded bits, it combines them with previously stored soft information
corresponding to the same coded bits. This process is repeated until the receiver

has acummulated sufficient SINR to allow correct decoding to be performed.
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4.3.1.8 AWGN performance evaluation and its relevance
In our link level simulations PER vs. E /N, curves in AWGN are determined

for all HDR and 1XTREME transmission formats, as listed in Tables 4.1 and 4.2.
Not all functions depicted in Figs. 4.9 to 4.12 are relevant to such performance
evaluation. Figures. 4.14 and 4.15 show the functional modules of the HDR and

IXTREME forward channel transmitter relevant to the AWGN performance

evaluation.
Source Turbo Encoder (SJPPSSKK// Puncturing
{Pakcet Size-6) = with an internally 16QAM — & -
bits Generated Tail Modulator Repetition

Figure 4.14. HDR forward traffic channel structure in simulation.

Source Turbo Encoder QP1S GFE/)?:\AS/K/
(Pakcet Size-6) = with an‘internally —# 64QAM g
bits Generated Tail
Modulator

Figure 4.15. 1XTREME forward shared channel structure in simulation.

The PER curves obtained from AWGN link level simulations will be used at
the system level for transmission format selection and packet erasure
determination. In spite of the fact that the HDR and 1XTREME systems operate
over fading mobile radio channels, AWGN link level curves can be used to
simplify system level simulations due to the fact that both HDR and 1XTREME
use very short transmission bursts over which the SIR seen by the mobile receiver
is either constant, or can be represented as constant for the purpose of

transmission format selection or packet erasure determination.
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4.3.2 PER vs. E_J/Ng curves in AWGN
A packet error rate (PER) curve vs. E /N, in an AWGN channel is created

using the link level simulation for each data rate, modulation and coding scheme

given in Tables 4.1 and 4.2.

4.3.2.1 HDR forward traffic channel PER curves

Figures A.1 to A.6 in Appendix A present PER AWGN curves obtained after
8 iterations of the turbo decoder for all transmission formats and bit rates
specified in Table 4.1. In the figures, data rate in kb/s, physical layer packet size
in bits, and maximum allowable number of transmission slots are denoted as R,
Mp, and S, respectively. Figures A.7 to A.11 compare the HDR Forward Traffic
Channel PER curves corresponding to the same bit rate transmissions in different

formats.

4.3.2.2 1XTREME forward shared channel PER curves
The PER vs. E_/ N, curves for the cases of N = 2,...,10 can be obtained from

those in Figure A.7. Due to the absence of incremental redundancy in IXTREME,
these curves will be the same as those in Figure A.7, except the corresponding
values of E /N, will be reduced by a factor N (on a linear scale). The processing
gain of 16/14 is notincluded in the link-level curves, and will be accounted for in

system level simulations.
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4.4 Summary

The general structure of the HDR and 1XTREME simulations was depicted in
Figure 4.1. The link-level and system level simulations are performed separately.
The link-level simulation involves the modeling of the most relevant functional
block diagrams of the channel structure for HDR and 1XTREME, including
Turbo encoder/decoder, modulator/demodulator, and repetition/puncturing
operations. The AWGN channel is assumed for the link-level simulations due to
the short-time duration of the packets. The fading channel is practically time-
invariant in these short periods of time, and hence it behaves as an AWGN
channel. In the following chapter the description of the system level simulator

will be presented.
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Chapter 5

System level simulation

5.1 Introduction

The system-level simulation of a cellular network implies the modeling of the
radio environment and the specific operations involved in the transmission of
information from multiple base stations to multiple mobile terminals. The main
objective of this research work is to perform the system-level simulations of the
HDR and 1XTREME systems in order to obtain system-level performance
metrics for comparison purposes.

The system-level simulation as previously depicted in Figure 4.1 (Chapter 4),
combines the results of the link-level simulator and the parameters and
assumptions about the radio environment and radio transmission operations. The
link-level simulations described in Chapter 4 provide the performance results of a
single transmitter-receiver pair in the form of AWGN PER vs.E, /N, curves for
each transmission format, and the different models described in Chapter 3 provide
the basis for the modeling of the system-level radio environment.

System-level simulation is performed in two stages as shown in Figure 5.1.

First, a signal-to-interference ratio (SIR) lookup table is generated with the
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estimated values of SIR for all the mobiles located in the given sector of the
central cell. The SIR lookup table is used by the second stage of the system-level
simulator, which performs the scheduling, frame-erasure determination, and

computation of performance metrics operations.

| ! iy
I I i SIR lookup Radio i |
I I i table environment E |
I | i generation parameters ‘ : |
Pl 11
| ' v —— l
System
- Scheduling Performance
- frame erasure metrics

Transmission
Operation
Parameters

LLink—levelsimulation | L System-level simulatio |

Figure 5.1. System-level simulation structure.

In this chapter the description of the system-level simulation will be presented
focusing on the HDR system. Section 5.2 describes the method for the generation
of the SIR Jookup table for the multiple mobile terminals present in the network.
Section 5.3 addresses the modulation & coding scheme (MCS) selection
procedures. Section 5.4 presents the two schedulers used: a proportionally fair
(PF) scheduler and a modified round robin scheduler. Section 5.5 describes the
algorithm used for packet erasure determination. In Section 5.6 the description of

the entire system-level simulator is presented by combining the information of the
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previous sections. Finally a description of the unique assumptions of the

IXTREME system-level simulator is presented in Section 5.7.

5.2 SIR lookup table generation in HDR

The SIR lookup table contains the estimated SIR values of a set of users
uniformly distributed in the sector 1 of cell 1 (see Figure 3.1). The SIR values are
estimated for two different radio environments and a slow best sector selection
method that result in two different SIR lookup tables.

The ITU pedestrian A, and ITU vehicular B radio channels are modeled
following the definitions in [20]. The main characteristic of the ITU pedestrian A
channel is that multi-path components are closer together in time as a
consequence of the denser distribution of scatterers around the mobile receiver,
also the Doppler shift is usually quite low (e.g 5Hz) due to low speed of the
mobile terminal. Table 5.1 shows the relative delays and powers among the

different multi-paths for a ITU pedestrian A channel.

Multi-path Excess delay Average power
(nano-seconds) (dB)
1 0 0
2 110 -9.7
3 190 -19.2
4 410 -22.8

Table 5.1. Power and delay profile of the ITU Pedestrian A channel [20].

The ITU vehicular B channel is characterized by more multi-paths distributed

over a larger delay spread due to the presence of several scatterers separated by
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larger distances than in the pedestrian environment. Doppler shifts are higher due

to higher speeds of the mobile. Table 5.2 shows relative delays and powers of

resolvable multi-paths as defined in [20].

Multi-path Excess delay Average power

(nano-seconds) (dB)

1 0 2.5

2 300 0.0

3 8,900 -12.8

4 12,900 -10.0

5 17,100 -25.2

6 20,000 -16.0

Table 5.2. Power and delay profile of the ITU vehicular B channel [20].

We assume the Rake finger synchronization with the resolvable paths is

perfect. For a chip period of 7, =814ns, pedestrian A results in a flat fading

channel whereas vehicular B is frequency selective. Pedestrian A and vehicular B
environments have basically one and three resolvable paths respectively. Paths 1
and 2 together comprise the only resolvable significant path in pedestrian A. In
vehicular B environment, paths 1 and 2 together, path 3, and path 4 comprise the
three significant resolvable paths. Contributions of the other paths to the desired
signal, are neglected but they contribute to interference.

The evaluation of SIR is accomplished with the techniques described in
Chapter 3. The parameters and models used are summarized in Table 5.3.

The simulation plan consists of 100 drops of 16, 8, and 4 mobiles in the
embedded sector. Each drop lasts for 30 seconds during which SIR values for the

set of uniformly distributed mobiles are computed and stored in an array. These
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Parameter Value Comments

General:

Carrier Frequency 1960MHz

BS Antenna height 21 m

AT Antenna height 1.5m

BS Bore-sight antenna EMS WIRELESS RR 65-
gain (Gantgs) 17.54dBi 18-00DP (section 3.3)
AT Antenna gain 0 dBi

Cable loss 3dB

Tx power per sector

(Pt2) 17 Watts (42.3dBm)

Effective Data Tx Power 13.28 Waitts (41.2dBm) 0.8*17Watts

System Bandwidth (W) 1.25 MHz

Chip rate (Rc) 1.2288 Chips/sec

Thermal noise density 0 Watts/Hz Neglected

Number of cells in cluster | 19

Number of sectors per BS | 3

Cell Layout UMTS 30.03 v3.2.0
Site-to-Site separation 709m Computed in section 3.3
Implementation See section 5.2 for
imperfections 13dB explanation
Shadowing & fading:

BS correlation for shadow Among different BS’s
fading 0.5

Sector correlation for Among different sectors
shadow fading 1 of the same BS

Std deviation for shadow

fading 6.5dB

Spatial auto-correlation
function

Exponential, [20]

Rec.JTU-R M.1225
section 1.2.1.4

Sm for ITU pedestrian A. 20

De-correlation Length m for I'TU vehicular B
Rayleigh fading Modified Smith method
simulation Based on IDFFT [50]

ITU veh. B and ITU ped.
A channels

Specified in {20]

Speed for ITU ped.A
=3 km/h

Speed for ITU veh. B
= 60 kim/h

Path-Loss:
COST231-Walfish-
Path-loss model Ikegami
Building separation 40m
Street width 20m
Average Building height 18m 6x3m

City

Medium city and sub-urban

Influence on the K;term
in the path loss model

Lori

0dB

In Path-loss model

Table 5.3. Parameters and assumptions of the system level simulation.
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values will later be used for throughput and delay performance evaluation. The
30-seconds simulation is considered enough for the purposes of our study, longer
simulation time was tried at 100 seconds and no substantial difference was
observed. The uniform number generator was verified by plotting the probability
density function of the uniform numbers generated, and by plotting the positions
that the users will take in a hexagon area (x and y coordinates). This revealed no
clusters or a tendency of users to be positioned in a particular area, but on the
contrary users were spread uniformly. SIR determination and cell site selection
methods are described in the following.

We assume that all the users experience the same type of channel during the
whole duration of the simulation. The simulations are run for pedestrian A and
vehicular B radio environments.

The SIR values are computed following a mechanism of best sector selection
called slow best sector selection (SBSS). In SBSS, the mobile chooses the sector
with the highest desired signal received power at the beginning of the drop (time
= 0s). Taking into account path-loss and shadow fading only, the SBSS tries to
select the best average sector. The SBSS method was chosen for its simplicity of
implementation and relatively good results for 30s drop-time simulation. A fast
BSS not only implies the selection of a best sector more frequently (e.g., every
few slots), but also the added complexity of not allowing the switching to a

different sector while a packet re-transmission process is in progress.

5.2.1 Power captured by the rake receiver.

The path power gains « are normalized such that
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number of paths
o =1 (5.1)

=]

The path power gains represent the fraction of the total signal power in a path.
However, the fractional power recovered by a finger of the Rake receiver depends
on the number of paths separated in time by less than one chip-time which form a
set of non-resolvable paths. It also depends on the auto-correlation of the

spreading waveform R (7). The auto-correlation function is approximately

triangular, such that

1~Ij— ~-T.£7<T,
Ry (7) = T (5.2)

c

0 otherwise.

We assume that the Rake finger is locked to the strongest path within a set of
non-resolvable paths. Therefore, if 7 is the path delay with respect to the
strongest path in a set of non-resolvable paths, R, (7)is the fraction of the power
gain of a path in the set of non-resolvable path that is recovered by the Rake
finger.

For the ITU pedestrian A channel all paths are non-resolvable with a chip

period of T, =814 ns, therefore they result in a single Rayleigh fading path (ie.,

flat fading). The Rake receiver synchronizes on the strongest path (first path

shown in Table 5.1). The second path is attenuated through R (7). Substituting
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the 110ns of relative delay into (5.2), a 0.63 dB attenuation is found for the
second path, and hence the relative power of the second path is —10.33 dB, and it
is combined with the power of the first path. The third path’s relative power is
attenuated by 1.15 dB to become -20.35 dB, and the fourth path becomes -25.8
dB; the third and fourth contributions to the captured power are neglected due to
their small relative values. The fraction of the total received power that is
captured by the Rake receiver is then

Power captured 10%/10 410977069710

Total received power - 100/10 + 10—9.7/10 + 10—19.2/10 + 10—22.8/10

=0.97 (5.3)

The ITU vehicular B channel has three resolvable paths (neglecting the 5™ and
6™ paths due to their small relative powers). The first resolvable path is the
combined 1% and 2™ paths at 0 and 300 ns respectively (see Table 5.2); the second
path is the one at 8,900 ns, and the third path at 12,900 ns. The Rake consists of
three fingers perfectly locked to the paths at 300, 8,900, and 12,900 ns. The path
at 0 ns contributes to the output power of the first finger with a reduced
contribution according to (5.2). The fraction of the total power received captured

by the first, second and third fingers are
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B, 10010 410225110 078

pp 1070 £1072510 41072810 £ 1000 11072210 4 11000 T

P, 107128110

—P:; = 10910 1 1072510 L 1 128710 4 1 -10M0 | 125210 | {1600 =0.03 (5.4)
—10/10

Py 10 ~0.057

PR =100/10+1O—2.5/10+10~12.8/10+10——10/10+10—25.2/10+10—16/10

Where P, is the power captured by finger i, and P, is the Total received power.

5.2.2 Evaluation of SIR values in the ITU pedestrian A radio channel.

In the ITU pedestrian A channel individual paths in the multi-path profile are
not resolvable at 1.2288Mc/s, and hence the signals experience flat fading. To
account for the desired signal and interference powers received by a mobile, 57
independent Rayleigh fading processes of 30s duration, and time resolution of
1.667ms are generated per dropped mobile to represent the received signal and
interference from 56 interfering sectors. Fading rate determined by Doppler shift
of 5.28Hz corresponds to the assumed 3km/h speed of the mobile. 97% power
capture factor is used for the signal as computed in (5.3).

The effective signal power received by the i"™ mobile from its serving sector
accounting for path-loss, shadow fading, Rayleigh fading, and excluding the

overhead bits is given by

P=097P(R)W (5.5)
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where P, is the small-scale average power received by the i™ mobile from the

serving sector, accounting for path loss and shadow fading; R; is a Rayleigh

variable representing small scale fading of the signal channel to the i"™ mobile.

P. is computed as follows

P =P (dBm)—L(dB)+G,,, (dBi)—G(6)(dB) - L (dB) - X' (dB) (5.6)

where P

I max

and G

e gs are transmitted power and bore-sight antenna gain (Table
5.3); L'is the path-loss between the serving sector and the i™ mobile terminal;

G(0)is the horizontal directivity loss of the antenna that depends on the angle

between the mobile and the serving sector; L_is the cable loss, and X' is the

contribution of shadow fading.

Interference is computed as

57
I, = ZE(RZ- )’ Watts (5.7)
=1

i#serving
sector

The signal-to-interference ratio SIR; for the i™ mobile is the ratio of P; in (5.5) and
Iiin (5.7).

As an intermediate verification of the SIR evaluation procedure, cumulative
distribution functions (CDF) of the SIR values obtained with SBSS have been

determined and they are plotted in Figure 5.2.
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CDF of SIR for ITU Pedestrian A Channel at 3 km/h
(slow sector selection)
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Figure 5.2. cdf’s of SIR values in ITU ped. A radio environment with SBSS at
3km/h.

5.2.3 Evaluation of SIR values in the ITU vehicular B radio channel.

In the ITU vehicular B channel there are effectively three paths which are
resolvable at 1.2288 Mc/s, and contribute non-negligible power to the output of
the Rake combiner. We assume the first finger of the Rake locks on to the path at
300 ns, and the non-resolvable path at O ns contributes to the output power of the
same finger, but is reduced proportionally to its time offset. Second finger of the
Rake locks on to the path at 8,900 ns, and third finger on to the path at 12,900 ns.
The other paths in the profile are ignored since they contribute negligibly to the
output of the Rake. However their contribution to interference is taken into
account.

To account for the desired signal and interference powers received by a
mobile, 59 independent Rayleigh fading processes of 30s duration, and time

resolution of 1.667 ms are generated per dropped mobile to represent 3 Rayleigh
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fading signals from the serving sector captured by the three fingers of the Rake,
and interference from 56 interfering sectors. Fading rate determined by Doppler
shift of 105.5 Hz corresponds to the assumed 60 km/h speed of the mobile. 78%,
3%, and 5.75% signal power capture factors by the three Rake fingers are used, as
computed in (5.4).

The effective received signal powers for the three fingers of the Rake in the "

mobile are given by

Ps, =0.78P,(R,")*  combined 1% and 2°¢ path of the profile
Ps, =0.03P.(R,")* path at 8,900 ns (5.8)

Ps, =0.057P,(R,”)* path at 12,900 ns

Where P, is the small-scale average power received by the i"™ mobile as computed
in (5.6); R,”is the Rayleigh fading signal contribution coming from the serving

sector and the " resolvable path.

Interference per finger is computed as follows

57
I, = > P(R)’+(Ps,+Ps,)
leserving
sec tor

57
I,= ) P(R)+(L.15Ps + Ps,) (5.9)
i
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57
I, = Y P(R)*+(1.15Ps;+ Ps,)

i=1
i serving
sec tor

The factor 1.15 is the result of the interference caused by paths at O ns and 300
ns in the second and third fingers (this is 90% of total power received from all the

multi-paths from the serving sector, therefore 0.78x1.15 =0.9)

Maximal ratio combining is assumed, therefore SIR at the output of the Rake

receiver is given by

P
SIR=10log, | 25+ £52 , Py (5.10)
L, L

Similarly to the pedestrian A channel case, as an intermediate verification of
the SIR evaluation procedure, CDFs of the SIR values obtained with SBSS have
been determined for the vehicular B channel, and they are plotted in Figure 5-3.

The SIR values computed in (5.5)-(5.9) are further modified by the
implementation imperfections encountered in non-ideal systems. The
imperfections taken into account are
e Inter-chip interference (ICI)

e [oss of channel orthogonality due to transmitter non-linearity

e Non-ideal waveform quality
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CDF of SIR for ITU Vehicular B Channel at 60 km/h
(slow sector selection)
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Figure 5.3. cdf of SIR values in ITU veh. B radio environment with SBSS at
60km/h.

e ADC quantization noise

e Adjacent channel interference

Measurements of the effects of these imperfections have been performed by
different research groups. The effects of the different imperfections on the signal
level are given as ratios of signal power to imperfection-interference power, and
are denoted as SIR, in Table 5.4, which includes measurement results obtained by
Ericsson Wireless [52]

For the ITU pedestrian A channel the SIR estimated using (5.5)-(5.7) is

modified as follows to account for imperfections

SIR

SIR,, = (5.11)

I+—
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T
where o =105 /19

(5.7).

, and SIR is the original SIR value as computed using (5.5)-

For the ITU vehicular B channel the original SIR estimated using (5.8)-(5.10)

is also modified as in (5.11) to account for imperfections. Figures 5.4 and 5.5

show the cumulative distribution functions of the modified SIR values for

pedestrian A and vehicular B channels respectively.

Total: (SIR,")

Imperfection SIR, (dB)
Inter-chip interference 16.5
Loss of channel orthogonality 29.0
Non-ideal waveform quality 18.1
ADC quantization noise 20.0
Adjacent channel interference 27.0

12.95

Table 5.4. SIR, due to imperfections, source [52].

CDF of SIR for ITU Pedestrian A Channel at 3 km/h
with 13 dB Implementation Imperfections
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Figure 5.4. cdf’s of estimated SIRs in pedestrian A channel with SIR," = 13dB
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CDF of SIR for ITU Vehicular B Channel at 60 km/h
with 13 dB Implementation Imperfections
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Figure 5.5. cdf’s of estimated SIRs in vehicular B channel with SIR ;" = 13dB

5.3 MCS format determination

The delay between the MCS request made by the DRC channel and the actual
transmission of the packet in HDR is approximately 3 slots, therefore the SIR
value three slots ahead SIR(n+3) needs to be predicted from the actual value
SIR(n) if a proper format determination scheme is desired. An effective prediction
algorithm for the wireless channel is a complicated task out of the scope of this
work. For a good review of research in this area refer to [53]. In this work, out-of-
date channel information reduced by a margin is used to select a suitable
transmission format.

A 1dB margin (to account for estimation and prediction inaccuracies) is used

to find an estimate at SIR(n+3)

SIR(n +3) = SIR(n) — 1dB (5.12)

92



We call this SIR predicted SIR.

The MCS format determination is achieved by choosing at all times the
highest possible transmission format. The MCS format determination procedure
makes use of the AWGN PER vs. SIR curves generated in the link-level
simulation.

The MCS format determination procedure compares the SIR value computed
in (5.12) with the SIR value needed to achieve PER = 1% for the maximum

number of re-transmissions allowed for each format (ie.,SIR,, ). The SIR,,

values for all transmission formats are presented in Table 5.5. If SIR is higher
than more than one value of SIR,, in Table 5.5, the highest format is chosen.
With this latter criterion it is very unlikely that formats 4, 5, and 8 will be chosen
because of their close proximity to the higher formats 6, 7, and 11 respectively.
The procedure selects the DRC with smaller maximum number of slots in
Pedestrian A,and the DRC with larger maximum number of slots in Vehicular B

due to higher uncertanty in SIR prediction with higher mobility.

5.4 Scheduling of transmissions

In a time-division multiplex system like HDR and 1XTREME forward links,
scheduling determines which one of the requesting users is served by the system.
Scheduler design is of vital importance to quality of service and overall
performance of packet data services. The scheduling algorithm depends on the

optimization criterion for system resource allocation.
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Format Mazx. Packet Turbe Modulation SIR 4,
Number Allowed Size Code
Slots (bits) Rate
1 16 1,024 1/5 QPSK -13.5
2 8 1,024 1/5 QPSK -10.4
3 4 1,024 1/5 QPSK -7.4
4 2 1,024 1/5 QPSK -4.3
5 1 1,024 1/5 QPSK -1.0
6 4 2,048 1/3 QPSK -4.2
7 2 2,048 1/3 QPSK -1.2
8 1 2,048 1/3 QPSK 3.7
9 2 3,072 1/3 8PSK 1.6
10 1 3,072 1/3 8PSK 7.1
11 2 4,096 1/3 16Q0AM 34
12 1 4,096 1/3 16QAM 9.2

Table 5.5. SIR required to achieve PER = 1% for the maximum number of re-
transmissions allowed for each format (SIR,, ).

A scheduler tries to maximize some performance metrics (e.g. average sector
throughput), while trying to maintain some degree of fairness, and subject to
packet error rate not exceeding 1%. Performance of Round-Robin, and
Proportionally Fair schedulers is investigated by simulations. This work assumes
full packet-queues for each user, which means that there is always data to transmit

to a given user.

54.1 Round robin scheduler

When this scheduler is used, data packets are transmitted to users in a round-
robin fashion. However, since the channel conditions change from one packet
transmission to the next, users must qualify for transmission before they are
granted transmission permission. To qualify for transmission a user must have a

predicted SIR greater than the minimum SIR to ensure 1% PER at the lowest bit
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rate. According to the results of the link-level simulation of HDR, this threshold is

approximately —13.5 dB.

At all times the round-robin scheduler must verify if a given slot is available.

A slot is available if no user claims the slot for the re-transmission of a packet;

users that are in the process of re-transmitting a packet have priority every 4 slots

until the maximum number of allowed re-transmissions have been reached, or

early termination occurred.

The round-robin scheduler works in a three-cycle scheme as follows:

1.

If a slot is available, the round-robin scheduler goes around the circle
of users and tries to assign the slot to a user whose predicted SIR is
above the minimum threshold, and who is not in the process of
transmitting another packet.

If the round-robin scheduler makes full circle, and no user is assigned
to the slot, it starts another round around the circle, trying to assign the
slot to the first user whose predicted SIR is above threshold, and who
is in the process of transmitting another packet.

If the round-robin scheduler makes second full circle, and both 1 and 2
slot assignment attempts fail, the round-robin scheduler picks the user
whose predicted SIR is below threshold, and is the highest of all users

at the time,

The round-robin scheduler’s main purpose is to ensure the maximum degree

of fairness in the allocation of radio resources.
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5.4.2 Proportionally fair (PF) scheduler

One of the most commonly used criteria for scheduler design is to maximize
the overall system throughput under certain fairness constraints on each user’s
utilization of system resources. The scheduler described in the following
maximizes the system overall throughput while ensuring fair utilization of
resources.

A scheduler that is based only on the SIR received by a mobile will maximize
the average throughput per sector, but at the expense of giving priority to the

users close to the base station. Hence it is unfair to the users far from the base
station. The PF scheduler [23] will schedule the user with highest ratio Rreq/ R.
Rreq is the rate requested by the mobile according to the SIR predicted; R is the
average rate received by the mobile in a window of time in the past. In this
approach users are scheduled in such a way as to maximize a performance
criterion that offers maximum possible average throughput per sector (by
scheduling users with higher rates), while maintaining a reasonable level of
fairness (by scheduling users with lower R). The PF scheduler schedules the
transmission of a user packet when the user sees the best relative channel
conditions.

As in the round-robin scheduler, the PF scheduler must give priority to a user
in re-transmission. A slot is available if no user in re-transmission claims the use
of the given slot.

Specifically, the PF scheduler works as follows:
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1. If a slot is available, the user with ratio lmmlcv {Rreq/ R'} out of N users

is scheduled for transmission. Ties are broken randomly.
2. The average rate of the i user is updated with the following first-order

recursion

Rivn {p%)iz"‘n +tiR"n (5.13)

[ [

where R',is the current transmission rate of i user, computed as

_ Packetssize , , (symbols) (5.14)

slot - time

R,

R'» =0, when user i is not receiving service in slot n

t.is the duration of the averaging window; a higher value of r, makes

the update of R’ slower. A slower update of R'can effectively
increase overall throughput because the algorithm waits longer for the
channel to improve, but at the same time delay per user increases. We
have chosen a value for 7, that works best in terms of delays per user
and overall throughput achieved.

Users that are in the process of receiving a re-transmitted packet are allowed

to receive another packet in parallel.

5.5 Packet erasure determination

The purpose of the packet erasure determination procedure is to determine if a
packet has been successfully delivered over the allowed maximum number of re-

transmissions for a given selected transmission format. The SIR values used for
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erasure determination are the actual average SIR values that include Rayleigh

fading, shadowing and path-loss (read from a look-up table as computed in

Section 5.2). An actual average SIR value is obtained through averaging of actual

SIR values obtained from the look-up table for the slots used for the successive

transmissions of the packet (multi-slot transmission). Arithmetic averaging of SIR

values expressed on a linear scale is performed.

All 41 AWGN PER curves determined for HDR explicit and implicit
transmission formats and bit rates (listed in Table 4.1) are used in the packet
erasure determination procedure as follows:

1. If the actual average SIR is equal or larger than SIR (@PER = 1%) on the
curve corresponding to the current number of packet transmissions (or number
of slots used up to the present moment) in the selected transmission format,
then the transmission is successful, and the achieved bit rate corresponds to
the AWGN PER vs E, /N, curve used;

2. If the actual average SIR is smaller than SIR (@PER = 1%) on the curve
corresponding to the current number of packet transmissions (or number of
slots used up to the present moment) in the selected transmission format, then
the transmission is unsuccessful, and another transmission is requested. If the
unsuccessful transmission was the last allowed transmission, the packet is
discarded.

Only successfully received packets are counted towards throughput; PER
= 1% is implicit (packets received successfully in the manner described above

contain 1% of packets with errors).
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5.6 HDR system level simulator

The SIR look-up table generation, MCS format determination, scheduling and
packet erasure determination procedures described in previous sections are
combined to create the system-level simulator for HDR.

The current SIR values of n users and 18,000 slots are used by equation (5.12)
to roughly predict the SIR values three slots ahead for each user. The predicted
SIR is used by the format determination, scheduling, and frame erasure
determination procedures according to the descriptions in Sections 5.3, 5.4 and
5.5 respectively. The performance metrics are finally computed in the last step of
the system level simulation. The procedure runs with a time resolution of one slot
(1.67ms) for 18,000 slots per drop (30s), and is re-initialized for every drop for a
total of 100 drops of 16, 8, and 4 users each.

The results of the system-level simulation will be presented in Chapter 6.

5.7 1XTREME system level simulator

The system-level simulation in 1XTREME has a similar structure to the HDR
system-level simulation in its basic components, with the exception of two
differences.

In order to capture all the variations of a Rayleigh fading channel, the time
resolution of the simulation must be smaller than the coherence time of the
channel at the maximum speed simulated. The coherence time of a fading channel
is a time interval over which a fading channel does not change substantially. In

order to quantify the coherence time some authors define it as the interval in time
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during which the auto-correlation of the desired signal reaches 50% of its

maximurn, this time is given as [2]

£ e 5.15
coh 1679‘;" ( )

where f;, is the maximum Doppler frequency. At 60 km/h the maximum Doppler
frequency is 105.5Hz and T.,,= 1.7 ms. Hence, if T,,,= 1.7 ms and slot duration
is 1.67 ms like in HDR, then the channel and hence the SIR in principle does not
change during a slot.

In HDR system-level simulation the resolution used is 1.67 ms, therefore a
value of SIR corresponds to the value of the SIR in one slot. The slots in
IXTREME on the other hand are 5 ms long, therefore the channel changes
considerably during a 1-slot duration, and as a consequence there is more than one
SIR value per slot. The simulation time-resolution used in 1XTREME is 1.25 ms,
hence four SIR values are computed per slot describing well the changes in the
channel. This issue is only present at 60 km/h, at 3 km/h T,.,= 33 ms, and hence
one SIR is sufficient per 5 ms slot to model the channel variation in 1XTREME.
We need only one SIR value per 5ms slot to be able to:

e Choose the modulation and coding scheme (MCS).
e Determine packet erasure for that MCS from the AWGN PER.

Hence, a mapping from four SIR values to one is needed in 1XTREME.
There are various methods to map these SIR values to an equivalent SIR in

AWGN channel [54]. For each MCS, the equivalent SIR value in AWGN
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channel should result in the same PER as the sequence of four SIR values in the
fading channel.
The mapping used in vehicular B channel is geometric averaging, in which the

arithmetic average of SIR values in dB is used as the equivalent SIR value

¢ o1&
s (5.16)
I 42( 1. )dB

=, 4

In 1XTREME the Hybrid-ARQ procedure is implemented in the system level
stmulation, whereas in HDR it is included in the link-level simulations. Hybrid
ARQ is implemented by soft combining of repeated packets over multiple slots
based on the approach of Chase in [28]. Once a packet is given transmission
permission, an either even or odd channel is assigned to the packet. If the base
station does not receive an ACK after the time out, the packet is retransmitted on
the subsequent even or odd time slot. In this scheme, it is assumed that the
maximum processing and propagation delay is no longer than 2 slots. Each
subsequent noisy-packet accumulates the SIR value of its predecessors to simulate

the soft-packet combining procedure.

5.8 Summary
The system level simulation of HDR and 1XTREME involves not only the
estimation of SIR values of users in a cellular network for different types of

environments, but also the simulation of procedures such as: Prediction, Format
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of transmission determination, Scheduling, and Frame erasure determination. All
these procedures have to be performed in coordination with one another, and
within the desired range of PER per user (usually around 1%).

In this chapter, the different functional-blocks and procedures used to perform the
system level simulation of HDR and 1XTREME were presented. One mechanism
of sector selection called slow BSS, and two scheduling procedures, the Round
robin, and the PF schedulers were introduced. A simple mechanism is also
proposed for prediction with desired PER, given by (5.12).

The results of the system level simulations are presented in Chapter 6, along with

the analysis and future recommendations.

102



Chapter 6

Performance of HDR and 1 XTREME

6.1 Introduction
The performance metrics presented in this chapter are obtained for users

located in one of the sectors of the central cell of the network depicted in Figure
3.1 (Chapter 3). The performance metrics obtained for HDR and 1XTREME are

¢ Distribution of peak bit rates over the set of users

e Distribution of the throughput over the set of users

e Average throughput per sector

e Distribution of delay over the set of user

e Average delay per sector

e Distribution of the number of slots allocated per user

These performance metrics are evaluated within the following scenarios

e Radio environment: ITU pedestrian A and ITU vehicular B channels

e Sector selection: slow best sector selection (SBSS)

e Scheduling method: Round Robin (RR) scheduler, and Proportionally

Fair (PF) scheduler.
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This chapter is divided into 6 main sections, each of which presents the values
of every performance metric for HDR and IXTREME. Last Chapter presents the

discussion, conclusion, and guidelines for future research in this area.

6.2 Distribution of peak bit rates over the set of users

Figures 6.1 to 6.8 depict the distribution of peak bit rates over a set of 16
users. These are the rates requested by the mobiles over the DRC channel to the
base station. The rates requested are such that a PER=1% can be achieved in the
decoder given the predicted SIR (Table 5.5 in Chapter 5 shows the mapping of
SIR predicted to format of transmission on the forward link). A total of 16 users
are present in the embedded sector, and the simulation is run for 30 seconds of

real time.

6.2.1 Pedestrian A channel

Figures 6.1to 6.4 show the distributions of peak bit rates over the set of users
for pedestrian A channel with slow sector selection for the Round-robin and PF
schedulers. Note that the PF scheduler in all cases for both systems, schedules
higher data rates than the RR scheduler; this is due to the proportionally fair
scheduling algorithm which always schedules users during relatively best channel

conditions.
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6.2.1.1 iIXTREME
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Figure 6.1. Distribution of peak bit rates in an embedded sector for 100 drops of
16 users each for the ITU pedestrian A channel with RR scheduler.
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Figure 6.2. Distribution of peak bit rates in an embedded sector for 100 drops of
16 users each for the ITU pedestrian A channel with PF scheduler.
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6.2.1.2 HDR
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Figure 6.3. Distribution of peak bit rates in an embedded sector for 100 drops of
16 users each for the ITU pedestrian A channel with RR scheduler.
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Figure 6.4. Distribution of peak bit rates in an embedded sector for 100 drops of
16 users each for the ITU pedestrian A channel with PF scheduler.
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6.2.2 Vehicular B channel

6.2.2.1 IXTREME
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Figure 6.5. Distribution of peak bit rates in an embedded sector for 100 drops of
16 users each for the ITU vehicular B channel with RR scheduler.
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Figure 6.6. Distribution of peak bit rates in an embedded sector for 100 drops of
16 users each for the ITU vehicular B channel with PF scheduler.
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6.2.2.2 HDR
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Figure 6.7. Distribution of peak bit rates in an embedded sector for 100 drops of

16 users each for the ITU vehicular B channel with RR scheduler.
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Figure 6.8. Distribution of peak bit rates in an embedded sector for 100 drops of

16 users each for the ITU vehicular B channel with PF scheduler.
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It is observed that in all cases the tendency is to request higher bit rates; this
is more pronounced for the pedestrian channel at 3km/h with PF scheduler due to
the better performance of the predictor in this slowly changing channel. The
1XTREME system requests higher bit rates than HDR, but it will be shown later
that the average sector throughput is lower for 1XTREME, which tells us that

prediction is more accurate in the HDR system due to the shorter time-slot.

6.3 Distribution of throughput over the set of users

Figures 6.9 to 6.16 show the probability and cumulative distributions of
throughput achieved per user in a 30 seconds simulation run with 16 users in the
embedded sector. Results for the two systems are presented in pedestrian and

vehicular channel, with PF and Round-robin schedulers.
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6.3.1 Pedestrian A channel

6.3.1.1 IXTREME
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Figure 6.9. Distribution of throughput per user over the set of users (100 drops of
16 users each) in an embedded sector for ITU pedestrian A channel with RR
scheduler.
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Figure 6.10. Distribution of throughput per user over the set of users (100 drops
of 16 users each) in an embedded sector for ITU pedestrian A channel with PF
scheduler.
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6.3.1.2 HDR
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Figure 6.11. Distribution of throughput per user over the set of users (100 drops

of 16 users each) in an embedded sector for ITU pedestrian A channel with RR

scheduler.
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Figure 6.12. Distribution of throughput per user over the set of users (100 drops

of 16 users each) in an embedded sector for ITU pedestrian A channel with PF

scheduler.
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6.3.2 Vehicular B channel
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Figure 6.13. Distribution of throughput per user over the set of users (100 drops
of 16 users each) in an embedded sector for ITU vehicular B channel with RR
scheduler.
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Figure 6.14. Distribution of throughput per user over the set of users (100 drops
of 16 users each) in an embedded sector for ITU vehicular B channel with PF
scheduler.
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6.3.2.2 HDR
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Figure 6.15. Distribution of throughput per user over the set of users (100 drops
of 16 users each) in an embedded sector for ITU vehicular B channel with RR
scheduler.
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Figure 6.16. Distribution of throughput per user over the set of users (100 drops
of 16 users each) in an embedded sector for ITU vehicular B channel with PF
scheduler.
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In the pedestrian channel the median throughput for HDR is approximately
50 kb/s, and 95 kb/s for round-robin and PF schedulers respectively. IXTREME
results are 45 kb/s and 73 kb/s. In the vehicular channel the throughput achieved
per user is lower across all systems and scheduling algorithms. This is due to the
higher uncertainty of the channel at higher speeds, and as a consequence more re-
transmissions per given packet. The throughput gain of the PF scheduler with
respect to the RR scheduler is lower in the high-speed vehicular channel due to
the marginal multi-user diversity gain. The marginal PF scheduler gain due to
significant channel uncertainty in high-speed vehicular environments has also
been observed by other authors [55].

It is realized then, that throughput per user increases in these systems when
the scheduler takes the channel conditions into account, highlighting the
importance of an intelligent scheduling algorithm. Better performance results are
also obtained for those systems that implement as short as possible time-slots. In
shorter time-slot systems, the range of speeds for which the coherence time of the
channel is less than or equal to the prediction time-interval is wider, which
translates into more accurate prediction for a given speed, and therefore higher
throughput. There are practical limitations as to how short the slots can be,
including minimum packet sizes needed for optimum turbo-decoding
performance. Lower speeds also tend to show higher throughput due to greater
multi-user diversity gain.

The standard deviation of the throughput per user is also of interest, since it is

an indication of the scheduler fairness. For the case of the pedestrian channel, PF
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scheduler, the standard deviation of throughput per user is 55.6 kb/s for HDR and

36.1 kb/s for IXTREME. A higher standard deviation suggests a fairer scheduler.

6.4 Average sector throughput

Figures 6.17 to 6.20 show the average sector throughput within the embedded
sector for pedestrian A and vehicular B channels in 1XTREME and HDR with
slow sector selection, and the RR and PF schedulers. As expected, higher
predictability of SIR in pedestrian A channel results in higher throughput. In
every case we drop N users (N = 4, 8, 16) 100 times; after each drop, 30 seconds
of transmission follow. Average throughput per sector is computed as the number
of free-error bits delivered successfully per drop for all N users and averaged over

the 100 drops.
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Figure 6.17. Total average throughput per embedded sector as a function of the
number of users per drop for 100 drops, RR scheduler.
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Figure 6.18. Total average throughput per embedded sector as a function of the
number of users per drop for 100 drops, PF scheduler.
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Figure 6.19. Total average throughput per embedded sector as a function of the
number of users per drop for 100 drops, RR scheduler.
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Figure 6.20. Total average throughput per embedded sector as a function of the
number of users per drop for 100 drops, PF scheduler.

As expected, the PF scheduler offers more throughput gain than RR scheduler
in all scenarios and for both systems. In the pedestrian channel with PF scheduler,
HDR’s throughput increases from around 1,200 kb/s to 1,600 kb/s, with the
number of users increasing from 4 to 16. This is the consequence of multi-user
diversity. A similar effect can be observed in 1XTREME, although to a lesser
extent than for HDR (an increase from around 1,200 to 1,300 kb/s). Clearly, the
multi-user diversity gain decreases with increasing duration of the slot. In the
vehicular channel, the multi-user diversity gain is marginal for both systems and
the channel uncertainty not only almost obliterates scheduler gain, but also lowers
the average sector throughput to about 600 kb/s.

It can be noted that due to shorter time slots, HDR takes greater advantage of
multi-user diversity than 1IXTREME. Scheduling gain due to multi-user diversity

is significant in the pedestrian channel, but negligible in the vehicular one.
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6.5 Distribution of delays

Figures 6.21 to 6.28 show the probability density and cumulative

distributions of the packet delays per individual users. Packet delays are given in

seconds and are defined as the time interval between the moment the mobile

requests the packet, to the instant in time the packet is successfully received at the

mobile. Note that this times includes the time it takes the scheduler to deliver the

given packet, and the possible re-transmissions needed for the packet to get

through successfully.

6.5.1 Pedestrian A channel
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Figure 6.21. Distribution of delays per delivered packet over the set of users (100
drops of 16 users each) in an embedded sector for ITU pedestrian A channel with

RR scheduler.
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Figure 6.22. Distribution of delays per delivered packet over the set of users (100
drops of 16 users each) in an embedded sector for ITU pedestrian A channel with

PF scheduler
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Figure 6.23. Distribution of delays per delivered packet over the set of users (100
drops of 16 users each) in an embedded sector for ITU pedestrian A channel with

RR scheduler.
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Figure 6.24. Distribution of delays per delivered packet over the set of users (100
drops of 16 users each) in an embedded sector for ITU pedestrian A channel with
PF scheduler.

6.5.2 Vehicular B channel
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Figure 6.25. Distribution of delays per delivered packet over the set of users (100
drops of 16 users each) in an embedded sector for ITU vehicular B channel with
RR scheduler.
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Figure 6.26. Distribution of delays per delivered packet over the set of users (100
drops of 16 users each) in an embedded sector for ITU vehicular B channel with
PF scheduler.
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Figure 6.27. Distribution of delays per delivered packet over the set of users (100
drops of 16 users each) in an embedded sector for ITU vehicular B channel with
RR scheduler.
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Figure 6.28. Distribution of delays per delivered packet over the set of users (100
drops of 16 users each) in an embedded sector for ITU vehicular B channel with
PF scheduler.

The previous figures mainly show that the PF scheduler delivers packets to
users roughly as fast as the RR scheduler, which suggests that the PF scheduling
algorithm achieves a good level of fairness. There is slight increased in delay for
the vehicular channel in both systems and all cases due to the uncertainty of the

channel at the higher speed, which increases the number of re-transmissions and

therefore the packet delay.

6.6 Average delay per sector

Figures 6.29 to 6.32 depict the average delay per delivered packet within the
embedded sector for pedestrian A and vehicular B channels in 1XTREME and

HDR. These are the averages of Section 6.5, but adding the cases for 4, and 8
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users located in the embedded sector (Section 6.5 shows the distribution of delays

for 16 users located in the embedded sector).

6.6.1 1XTREME

1.2
1
0.8
@
P
% 0.6
ot -
o
0.4 = R
/E// ~*~pedestrian A
5 ~*-yehicular B
0. W
0 r . . . : .
0 5 10 15 20 25 30 35

Users/drop

Figure 6.29. Average delay per delivered packet in an embedded sector as a
function of the number of users per drop for 100 drops, RR scheduler.
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Figure 6.30. Average delay per delivered packet in an embedded sector as a
function of the number of users per drop for 100 drops, PF scheduler
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Figure 6.31. Average delay per delivered packet in an embedded sector as a
function of the number of users per drop for 100 drops, RR scheduler.
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Figure 6.32. Average delay per delivered packet in an embedded sector as a
function of the number of users per drop for 100 drops, PF scheduler.
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The average packet delay increases as the number of users increases due to

greater scheduling delays. The vehicular channel shows greater delays due to the

greater uncertainty of this channel with respect to the pedestrian channel.

6.7 Number of slots allocated per user

Figures 6.33 to 6.40 show the distributions of slots allocated per user when 16

users are dropped 100 times in the embedded sector. Note that the number of slots

allocated should be around 375 slots for IXTREME and 1120 slots for HDR in

this particular case of 16 users in the embedded sector.
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Figure 6.33. Distribution of the number of slots allocated per user over the set of

users (100 drops of 16 users each) in an embedded sector for ITU pedestrian A

channel with RR scheduler.
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Figure 6.34. Distribution of the number of slots allocated per user over the set of
users (100 drops of 16 users each) in an embedded sector for ITU pedestrian A
channel with PF scheduler.
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Figure 6.35. Distribution of the number of slots allocated per user over the set of
users (100 drops of 16 users each) in an embedded sector for ITU pedestrian A
channel with RR scheduler.
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Figure 6.36. Distribution of the number of slots allocated per user over the set of
users (100 drops of 16 users each) in an embedded sector for ITU pedestrian A
channel with PF scheduler.
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Figure 6.37. Distribution of the number of slots allocated per user over the set of
users (100 drops of 16 users each) in an embedded sector for ITU vehicular B
channel with RR scheduler.

127



30

25

20

PDF
o

10

Figure 6.38. Distribution of the number of slots allocated per user over the set of
users (100 drops of 16 users each) in an embedded sector for ITU vehicular B
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Figure 6.39. Distribution of the number of slots allocated per user over the set of
users (100 drops of 16 users each) in an embedded sector for ITU vehicular B
channel with RR scheduler.
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Figure 6.40. Distribution of the number of slots allocated per user over the set of
users (100 drops of 16 users each) in an embedded sector for ITU vehicular B
channel with PF scheduler.

The number of allocated slots can serve as a measure of fairness of the
scheduling algorithms. Let us define the fairness metric F as follows

F= Max. number of slots allocated to the worst 10% users in the sector ©.1)

Min. number of slots allocated to the best 10% users in the sector

A small value of F is an indication of un-fairness, whereas a value of F close
to unity is an indication of a fairer scheduler. The values of F in the various

scenarios considered for RR and PF schedulers are given in Table 6.1.

Scenario RR PF

Pedestrian A-1XTREME 0.59 0.79
Vehicular B-1XTREME 0.48 0.74
Pedestrian A-HDR 0.34 0.48
Vehicular B-HDR 0.14 0.21

Table 6.1. Fairness metric F for the number of slots allocated per user over 16
users per sector.
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6.8 Summary

We have presented performance results for 1IXTREME and HDR obtained
using the system level simulator developed in this research work. Due to shorter
time slots, HDR takes greater advantage of multi-user diversity than 1XTREME.
Average sector throughput with 16 users per sector in the pedestrian A channel is
much higher for HDR (over 1.6 Mb/s) than in 1XTREME (less than 1.3 Mb/s).
Both systems achieve similar throughput in relatively fast fading (110 Hz)
vehicular B channel. Fairness has also been quantified and discussed throughout

this chapter.
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Chapter 7

Conclusion and future research

IXTREME and HDR average sector throughput results for pedestrian A and
vehicular B channels with slow sector selection are summarized in Table 7.1 for a
representative number of users.

These results indicate that HDR yields higher throughput than 1XTREME
particularly in the low-speed pedestrian A channel with the PF scheduler. Key to the
better performance of HDR is the greater advantage it takes of multi-user diversity
through the use of the PF scheduler and shorter time-slot duration. Interesting to note is
that for RR scheduler the IXTREME system shows higher throughput performance than
HDR, highlighting the great importance of a good scheduling algorithm for this system.
The greater overall gain is achieved when PF scheduler and HDR are used. Note that
going from RR to PF scheduling scheme, the 1XTREME shows a throughput
improvement of 52%, and 7% in pedestrian A, and vehicular B respectively, whereas
HDR shows 150%, and 47%.

The smaller throughput improvement of 1IXTREME vs. HDR in PF scheduler could
be attributed to the higher scheduling frequency in HDR (shorter time-slot duration). The

higher scheduling frequency, the higher multi-user diversity gain.
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kb/s RR (kb/s) PF (kb/s)
Pedestrian A-1XTREME 841 1280
Vehicular B-1XTREME 585 625
Pedestrian A-HDR 640 1620
Vehicular B-HDR 420 620

Table 7.1. Average throughput per sector for pedestrian A and vehicular B channels with
16 users per sector and slow sector selection.

The difference in gain between the pedestrian and vehicular channels when the PF
scheduler is used can be attributed to the fact that in the systems with users that have
higher Doppler shift, there is already a time diversity gain. In other words the gain
offered by a PF scheduler due to multi-user diversity is more significant in pedestrian A
channel at lower speeds.

Note that simulation results suggest that the forward link transmission using 64 QAM
with code rate 34, which is admissible by the 1 XTREME numerology, is unfeasible in the
case of pedestrian A channel. That is because of the 13dB upper bound on the maximum
achievable SIR due to receiver imperfections. In the vehicular B channel the maximum
achievable SIR, limited by the multi-path and other cells interference makes 64 QAM
with code rate %, unfeasible even without accounting for implementation losses.

Values of the fairness metric F as defined in Chapter 6 were given in Table 6.1. One
can note that the PF and RR schedulers are fairer in pedestrian A channel with respect to
vehicular B channel in both systems, although the absolute values of F in HDR are

smaller. It is observed that the PF scheduler is fairer both in pedestrian A and vehicular

132



B channels in 1XTREME and HDR. The increase in faimess is 34% (54%) in
IXTREME in pedestrian A (vehicular B) channel and 41% (50%) in HDR pedestrian A
(vehicular B) channel. Therefore, the gain is slightly higher in vehicular B when going
from the RR scheduler to PF scheduler. If fairness is defined based on equal access to the
system resources, the parameter F is a good measure of fairness in resource allocation.

In terms of average packet delay (Figures 6.29 to 6.32) it is observed a clear longer
latency in the vehicular channel with respect to the pedestrian channel due to the more
frequent number of re-transmissions needed to successfully transmit a packet as a
consequence of inaccurate channel prediction. Due to the different structure in terms of
packet size and time-slot format of HDR and 1XTREME it is difficult to draw accurate
conclusions regarding which system offers more or less latency. HDR delays are in the
order of 35msec in pedestrian A, and 60msec in Vehicular B. 1IXTREME experiences
400msec delays in pedestrian A, and 600msec in vehicular B. All these delays are at the
physical layer level.

HDR has been standardized as IS-856, on the other hand 1XTREME is still a
proposed system under development. Both systems are still in their infancy and therefore
require optimization and improvement in theoretical and practical fields. This research
work has demonstrated the capabilities of these two systems to offer wireless internet
access at the speed of present wireline-DSL connections. The effects of different
channels on the scheduling algorithms and on the capacity and performance of these
systems has also been addressed.

This research work has served three general purposes. Firstly, the main goal has been

to provide performance comparison at the system level of two important high-bit-rate
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packet data wireless transmission systems. Secondly, it has been in our interest to provide
a platform for a system level simulation of packetized data wireless systems using
cellular infrastructure based on a TDM forward link with adaptive modulation and
coding. Finally, the system level simulator developed has helped us identify important
parameters and features affecting the performance of these systems.

Future research activities should include the study of improved scheduling algorithms
for vehicular environments, and a comprehensive study of the effects on the system

performance of different parameters such as, antenna pattern, sectorization, and other.
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Appendix

Link level simulation results

A.1 HDR forward traffic channel PER curves
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Figure A.1. PER vs. E_/ N, curves in AWGN for transmission formats 1 — 8 in Table 2-

lafter 8 iterations of the logMAP turbo decoder. Bit rates R in kb/s, packet size M), =
1024 bits, max no. of slots Spax = 16.
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R=307.2 kb/s, 8 iterations
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Figure A.9. PER vs. E /N, curves in AWGN after 8 iterations of the logMAP turbo
decoder. Packet size M, bits, bit rate R =307.2 kb/s, max no. of slots S,
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R=614.4 kb/s, 8 iterations
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Figure A.10. PER vs. E_/N, curves in AWGN after 8 iterations of the logMAP turbo
decoder. Packet size M, bits, bit rate R = 614.4 kb/s, max no. of slots Spax.
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A.2 1XTREME forward shared channel PER curves
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Figure A.12. PER vs. E, /N, curves for IXTREME Forward Shared Channel in AWGN

after 8 iterations of the logMAP turbo decoder. Bit rate R kb/s, packet size M, bits: (a)
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