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, 4 Abetract ! .,y
VLSI circuita and ayatema are 80" complex that they
demand a etructured deeign approach with a high degree of

automation. Progremmable Logic Arrays (PLAs) aatiefy this

“demand and because of their functional generality ‘and

.-
&

‘reguler ztructupl, PLAs are 'extensively ‘used - in - VLSI
“ circuits teo implement combinational{andvsequentiai logic.
" The use of PLAe»"ﬂ vnéf“circuits hovever, presents a major

r‘drawback in poor silicon area utilization. This the51s deals

|

thh the problem of reducxng the PLA.area.

One technique ‘which when utilized fully, results 1n.
aignifigant reductioncof gilicon area of PLAs, folding.
The major result presented is a’ new folding algorithm.

Experimental results show that compared to the most popular

’PLA folding algorithm, our algorithm gzves better results on
' 20 test PLAs while. usxng abo%: the same amount of computer

Mtxme. .

~ ,
The minor results presented are a dynamic CMOS PLA

generator‘ and a Quigk’“state assignment.methbdffor finite -

state machines. - . .
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. - . Chapter 1 .
‘ Introduction

L]
<]

As a result of improvements in fabrication technology,
v;ry Large Scale Integrated (VLSI) circuits have become so

dense that a single silicon chip may contain hundreds of

-

thousands of ‘transistors. Many VLSI chips, ' such as
microprocessors, now consist of multiple complex subsysiems.
with the incfoasc in the number of transistors in a single—-
chip: the complexity of-desigﬂing a VLSI ;iréuit also has
increased draﬁatically. The use o£ pieratchy in' the design
ﬁrbcossos. a ;egulaé'la}out strategy and the effective use

of computer aids can considerahly reéucg the complexity of
VLSI design. One ﬁgethod of implementing circuiiry vhich
takes ldvintage of regular . layout and a high degree- of
autdﬁiéibqvis the use-of array logic. a

The',terq "arfay logic™ refers to a oﬁe- or

two-dimensioh;l mgmory-iike structure which can be
progfammed to realize an _arbitracy 3set of combinational.
tunctions."The :uncticn of ih array logic'structure is
siuilaf to a lookup t@ble in which the -input ,oigna1§ are
,uicd_'ha, "address bits" to extract p:é-degermined results
\“gtorod;_in' the —array. Examples -of array logic include)
wctnbofgor arrays [wéin; 67), Storage-Logic Arrays )
_[Pati 79],' Read-Only~-Memory (ROM), ' and Prograﬁhablﬁ) Logic
Arragl g??bis). The most popular and,commonl} used gf thesé“:

¢ B 1



ot ' ~ . = A
E R R T L T g TR T T A T ) R B R e ‘:;w:z;;;'as;:.::;z‘.fu::;::m

+

is the Prdgrammabdle Logtc;Arrny (PLA). _
" Pgure 1.1 shows a basic PLA structure in Cchquntic‘
form. A PLA has a highly rogulnr structure conoiltipg of evo
adjscent rectangular arrays called the AND (input) array and
| the OR (output) "array. The OR array is htructurally*
identicnl to the AND array but rotated 90'. Columns in tho ;
AND array reprosont input signnln\ and  their conplauoncl.v _
Columns in thec OR array represent output signals. Rows {3 W
~ both the AND and OR arrays represent product terms formed by -
i the input ‘signals. The inpﬁt buffers in the AND afray
isolate the PLA from the outside circuitry and also vprsvido
the complkménts of the”input signals. The inverters attached
to theleutpu;‘iines buffer the output signals. FPigure 1, L
shovs the PLA structure at the symbolic level. This symbolic
representation is not bound Jto any particular IC technology
or physxcdﬁ implementation. It does ' however, detinQ the
_topological o{ganization of tyf layout. 3 _

PLAS provide a direct implementatidn of combinational
logic expressed in two-lgvel Boolean sums-of-products form.
Sequential logic in classical ﬁoore or Mealy style also can
Be‘implemen;ed in‘PﬁAs vith feedback paths. The AND Q;ray -
selec;ively produces —the nécessary product terms for a
sum—of-product; realizatioa of the desired Boolean
funct}ons. OR array then, selectively produé?s ';uns of
product terms, thereby‘generating the ?LA; output:. These
selection processes are called personallzlng or pxtxﬂ%!nnlng
the PLA, and are accomplished by placing or connccting
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.appropriete"‘e,fces etfthe row-column.intersections,_which..w
arg, 1nd1cate;f;:4crosses in Fxgure 1.1, - ' h —
/ A cross (x). in position (1 ;) the AND erray
_indlcates ‘that’ ‘the input represented by the column j'fis~
present 'ih' the proouct term nepresented‘hy'the row i. This
is 1mp1emented by, placxng a trénsistor *at the row—column'
1ntJrsectlon (i,3) to whlch the 1nput j forms the gate,. n.
cross in p051t10n (1, J) 1n ‘the OR array 1nd1cates that
product term represented by ' the fow i is present in the
'output term~represented by the Qolumn J;‘Thls 1s 1mplemented
by plac1ng a tran51stor at the’ row~ column 1ntersectxon (4,3)‘/

to wh1ch the product term i fo*ms the gate. ‘ . /‘

d

'AfThe‘ way in which a PLA is programmed can be descrlye |
‘in symbolic form by a matr1x called PLA personality mayrlx.
F1gure. 1.2’ shows the personallty matrix of the exampfe PLA
in Fighre 1.1, The left part in Flgure 1. 2 represents the
AND array and the rlght part represents the OR arr?y In the

- : /.

e . B /

A B c ' b F1 F2 .

S b RN P 1 9.  Fl=A+B s
SRR D - 0 1 F2 ='B'C + CD' + C'D + A'C!
- P 0 0

- - 0 - 0 ]',‘

0. - o - o 1 .

IR SR - - 1.0

Fig. 1.2 - Personality matrix of the PLA in Figure 1.1

a
$
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“AND array, a '1' in the'poeition (i,i) meine,that.the jth

| vinput is preaent in the xth product term, and a '0' in that

__'pos;tzon means that the~ complement of the ]th 1nput is
“ preaent'in the ith product term. A ret ﬁlndicates‘ that the
ith product term does not depend on the 1nput j. In the OR
~, arraxy a '’ 1n the position (i,j) means that ith product
“term ‘is present in Jth output and a- '0' 1n that pos1t10n ‘

1n61cates ‘that jth, output does nog,depend on the 1th product

-— ot

term.  For example, th,‘gLA personal;ty matrlx 1“5
illustrates that the 1nputs A and B are ‘p"se” | |
product terms R1 and R2 respectlvely and[thes wo product
. terms-are preeent in the output term E1. Qutput e thev
~ sum of the pgoduct‘terms‘B'ch,qD'; C'Dvand{Alﬁfvtfdf.

BN Advantages and stadvantages of PLAS SN
Because of their highly regular layout structure. and
‘ ease of the design, PLAs offer many advantaEEs comparedxgg
‘custom random ‘ﬁoglc de31gn. For.:VLSIwappllcatlone, £astv
t'turn-around and low des1gn cost 'achieved ‘through designg
automatzon make PLAs very attract1ve. Unlxke ROMs, whlchv

contazn entrles for all posszble m1nterms, a spec1£1c PLA

vstructure need conta1n only a row of c1rcu1t elements for

each of the produet terms ‘that are actually requ1red to
‘ \ N ;

) impleﬁEnt a given ‘set of logic 'funetions.v Hence, PLAs

1mplement log;c functxons in much less area than ‘ROMs. The
'most szgnxflcant advantage of the regular structure is that

the layout of a PLA can- be automatzcally generated from the '
, 24 .

~



PLA pereonalzty matrlx. 4cv;~'~. . ‘-\,9
Industry has ava11edvitsel£ of these advantages. Large

PLAS used in 1ndustr1al applzcatzons may have as many as . 50

v.;1nputs, 50 outputs and 300 product terms and it is

-~‘ant1c1pated that_ much larger PLAs will/~h\ used in custom

VLSI circuits in the near future. Successtul appllcations of

" PLAS as stand -alone ch1ps [Logu 75] and as conStructs within

" large -LST ch1ps [Cook 791, [Logu 81l have been reported For

| "‘exampIe, Slgnetxcs Corporation, one of the fxrst to market
‘an uncommitted PLA, descr1bes uses for thexr 821x2 ser1es
[S1gn 79]) as a sequent1al controller in a parxty checkerx\
Large ‘state-of- the*art m1croprocessor chips, for example the
Motorola 68000 Intel 8086 Hewiettrpackard 52 -bit and the
“':Bell'i Mac 32 m1croprocessors, have ‘many . PLA structures
1mpiement1ng control lqglc. PLAs are also used to implement
'code conversxons, mlcroprogram address convers1ons dec1slon

4

‘tables _'bus pr1or1ty resolvers, counters ‘decoders [Carr 72]
/

/

and even. small ar1thmer1c log1c un1ts [Schm 80]. ‘i;: /Q_
/

'Unfortunately, . the‘ advantages cited above are
s1gn1f1cantly offset or negated by poor s:lxcon ut1lizationv

-in many appl1cat1ons.‘PLA denslty 1s Uefgned as’ the /total

" number of crosses (trans1stors) used tbspersonelize the PLA
dxv1ded by the’ number product terms t1mes the ‘number ofw
1nputs and outputs, I e. the number of 'cross-po1nts' in the'
.PLA. PLA sparslty ds: def1ned as the' reciprocal of PLA'
denS1ty. It has béen reported that for typical applxcat1ons,-

the PLA dens1uy is . only about ‘10 20% wh1ch means about
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4 80-90% of total PLA ‘area 4s unused  and thus - vasted .
[Wood ZQ]. This is because a major Qortion of the PLA area)“
is 'occupied. by interconnectzons (cross points ‘ wrthout
- .transistors) whxch do . not directly contribute ‘to the 10915‘
funcrion ‘of‘ the PLA.‘ Wasred area also ' degrades th?(
performance of‘, the-”‘circuir by - 1ntroduc1ng paras1t1c

'.<resistances and capaéﬁtances. Therefore, methods “to reduce
:'the area of the PLAs are of. cr1t1ca1 1nterest. In this

L4

_ thes:s, we ‘will cons1der one pgrtlcular method ot ,@§?uc1ng

\\ . t Y ,‘.-_y‘ ’ ‘v -
PLA area. v o BRI lfi ‘ |
' ' ' | ,5>\\'\' ARSI
1. 2 Tho PLA Desrgn Process R /Hf“ ‘ \\x\:v ;g‘b

In order _to see<5 how PLA' area may be reduEed\ let us

£irst‘consider'the stepg in the PnAydesrgn process.»As}s wn

in Figure 1;3,‘implementing'cbmbinétionélfiogic ae'a'gLA can
be divided intc three major sgbtasks" fnnctionaid'design,,‘

‘ topolog1cal desxgn and physxcal deszgn. .

|  Functional des1gn is the process of translat1ng &;he :

“n dé31gner s Specrf1catxon of the funct1on to} be performed by
. a PLA 1nto a set of twq\level sum-of-prodUcts Boolean
equatzons. Topologrcal design is. the process of transformrng
the Boolean equatxons 1nto a toplog1cal representation of
the PLA structurew— such as a PLA personallty matrix or a ?
‘stick dragram, whrch de;cr1bes the 1nformatxon necessary to

' program the PLA. The phys;cal design is the translatzon of
the topologrcal representatzon 1nro the mask layout of the

PLA. dThe ‘final layout will depend on  the fabrichtion )
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technology being>usedi PBA‘area centbe‘reduced“in"eecht,of“
the tnreevdeSign'steps. At_tne physicalideefgn levelnthé PLA
erea'canlpe'reducéd by using.minimuu dinensions‘for various
mask ;layerej where;er_ possible.. The,nost“significant area
Kﬁreductions can be mede ‘in functxonal and topological
’ designsﬁ ‘In' the ﬁollow1ng paragraph, we w1ll look at the
' area‘teduction techn1ques which cap be applxed in the
. functional and topologiCalpdesign steps. | |
| ;IThejarea of a PLA i5~direct1y7re1ated to ‘the number of
inputs, tne *number " of outputs,)and the number of product
.terﬁs; PLA functional - optimization is the_uprocess _ of
_m{nihiéing*.eachbof these guantities. Any logic mfnimi;etién;
algorithm which properly handles "don't care" conditions.
| should 0e able to eliminate redundant 1nput and output
var1ables. Therefore separate algorlthms tp detect redundantf‘
1nput " and output var1ables are not really necessaryrﬂ

Consequently, the ‘main aim of functlonal optimization is to

EN

DESIGNER'S | . | BOOLEAN = PLA MASK
SPECIFICATION} EQUATIONS | - PERSONALITY | LAYOUT

FUNCTIONAL | - | TOPOLOGICAL . | PHYSICAL
DESIGN. - | “DESIGN |  DpEsiGN
. . Fig, 1.3 -rThe‘PLA'desiqn process

.
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B -
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ninimize the number of product terms '-\ |
Product term minimization tedhniques dan be classified
into two categories: classical minimizatioh ‘and heuristic
minimization. Most classical minimization algorithms are
based on one procedure. This procedﬁre first eliminates as
‘manyv literele es p0531ble from. eech product term by
recursively epplying the theorem XY + XY' = X, The resulting'
terms are called prfme Impllcants. Next, the:mln1mum cover
| ofothese prime implicantshis found. ' The ‘miQIMlh cover is
defined as a set of~‘prime implicants whfch ‘when ORed
together is equel to the function being sxmplified and which
contain the mintmum number of literals. Detailed description
of theSe methods may be found in [Roth 78].
Finding the - minimum mumber of product terms has been
"shown to be an NP-complete ﬁroblem [Gare 79 Mart 83]. ?hat
is, the running time 'o£ the algorithm above growys
» erponentielly with the number of product terms.
Consequently, for a large set of equations with many inputs
and outputs we must rely on heuristic algoritbme which give
neer optimum solutions in a reasonable amount of time.

' _Ezisting heuristic product term reduction algorithms d
K\fan bé‘dleesiiied into two cetegorieSf iterative methods and
vvone-pess seerch methods. IteretiVe methods seek vainal
"minimal product term solutions by iteretiue,improuement,
without’ genereting all prime 1mplicants. Theviproduct‘ term

.reduction methods MINI [Hong 74] and PRESTO [Svob 75] are

based on this. approach.” These methods"iteratively apply
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three proceeees to the'gdvenﬁlfet‘ot'product‘terma: replace
. each \product term lby the smallest product covering iteb
unique part; rew;1te peira of product terms into nev fonma'
£1nd a a prime 1mp11cant coverxng a product term and delete

- all.product terms covered by. the prﬂme implicant. The other
‘ class‘ of product - term reductioh ‘methods eeduentially
approach the final solution through a heuristically guided
one- pess seanch The product term reduction methods BSPRESSO
[Bray-ezl and PRONTO [Mart 83], are based on this approach.

. ESPRESSO, which is an ‘indirect search method, can_}be
summarized as a three step procedure: find a "best"
vpartition‘ tree“ for the. given set loglc equations; find at
«minimal cover for each of these leaves, merge the. leaves.‘
PRONTO is ~a direct search method which finds the.minlmal
ptoduct.term solution by expahdlng the-giveq product “terms

in directions which can possibly cover some other uncovered

el

-

‘.:product terms. ) |
In addltion to reducing the product terms, the area dk;
a PLA can be further reduced by preprocess1ng the input
" variables. S1mp1e log1c operations (AND, OR NAND, NOR, XOR,
EXNOR, etc.) among 1nput variables are sometimes effective.
For 'example, decoded PLAS 1ntroduced ‘by IBM are shown to
have greater compactness than the PLAs discussed ‘eo“ far
[Flex 79]. Ip a decoded PLA, 1nput vet1eb1es are part1tioned

into groups )and ) ut) variables "in _.each group are

preprocessed befofe b ing. connected to a PLA. Since each

| group“need not contain . same number of variables and also
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| dttterent“groups mey share some input variables, there are a

large number . of possible partitions of given input
variables. Optimum input partitioning is a complex problem.

Hence, ‘the input variables are usualIy partitioned into

disjoint groups of two variables each For a group that'(has

"and. A + B are generated outside the PLA and fed into the AND

e

- low. Hence, the current research has been Q1rected toward

topological optimization meﬁhods,~TopIoglcél opt imizat ton is

A and B as its members, the terms A' + B', A" + B, A + B'

array as input s1gnals. A,simpler PLA may also be obtained

by introqucinq add;txonal 1nverters on output ' linés, since

¥

any function f and 1ts complement '£' di!ﬁer in size,

'.. Even thh full exp101tatxon of loglc m1n1mxzat1on at’

the functzonal level, the dens1t1es of most PLAs reme1n very

"~ the process of rearranging the ﬁbsitions and directions of

winpst, output - and product’ term lines in the OriginaI~P£A;

w;thout affect1ng the logic funct1on 'being performed, in.

‘order to reduce the sxlxcon area occup1ed by . the PLA A,,,,°

number of toplbgical 'optimizatzon methods have Dbeen

" suggested 'in' the lxterature [Gree 76 Pa11 81]. The most

promising method among them is. PLA fold1ng.
L The concept of PLA foldxng was or1glna11y 1ntroduced by
wood [Wood 79] and has since been " “the topic  of numerous
research papers. Foldzng is a techniqde which aims at the
reduct1on of the area occup1ed by a ngen ‘PLA by explottxng

its low density. There are three types of foldzng: column

"folding, rov folding and mixed folding.

o . N . . /‘

e



column folding can be applied to the inputi

output signal lines. Column -folding consists of d.,idinq sn‘

» &; '

input (output). column 1nto two parts so thst Efi_‘inputs .

top of the PLA and the other is run froom the bottom.iThe PLA
in Figure - 1.1 h after column  folding is shown ‘in .
‘Figure 1.4(a). In'tBi; Figure, tﬁe first,, second and ssvsnth‘
columns :sré divided into two parts by the "breaks" in the
columns. The inputs A and D are fed from the top and bottom
' respect1vely of the column ‘1. The 1nputs A' a:d D' are ted
from the top and bot tom respzct1ve1y of the' column 2. The
outputs F1 an? F2 are ava11ab1e at the top ard bottom,
respectively of the COIUmn 7. Note that the rows of the PLA
in F1gure 1.1 have been reordered in F1gure 1.4(a).

_ Row fold1ng consists of d1v1d1ng a row of the’ PLA into
two part; so that two product terms can share the same
physical row. If all the "cuts" or "breaks" of the rows
occur ' in the AND plane, then one product term on a folded
iov}yill be available only on the left hand side of the _fLA
~and the othbt product term.willibe availablejonly on’the
Aright héhd side. Thersfore, the OR srray'is divided into the -
left hand OR‘St;ay and the right hand OR array, result1ng in-
a PLA with an OR-AND-OR structure. The PLA in Figure 1.1
Jsfter “rowl'folding into an OR-AND-OR structﬁte‘is shown in

Figure‘1.5(a).’1n'this Pigure, the first and the second rows
4 ,
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Fig. 1.4 - (a) PLA in Figure 1.1 after column foldxng (b)
Polded PLA personalzty

have been divided into two parts by the breaks in the rows.
The-product Ferms R1 and R3 of the PLA¢ in Figure 1.1 are
formed at the 1leftside and rightside respectively of the
row 1, The product terms R6 and R2 are formed et the
leftside and r1ghtszde respect1vely of the row 2 Note that‘
the output F1 is available on.the left of the AND array -
" (left  OR array) and the output F2 is available on.the right
hand side of the AND array (rigﬁt OR arrSY) 1f all the
"cuts™ occur ih‘ the OR array, then’ Jhe .product term on a

folded row v111 be formed in: the left hand side of the PLA‘

and the other product term will be formed on the right hand

side, Therefore, the AND array is divided 1nto left hand AND

array endvhright» hand AND array resulting in a PLA with an

e
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Fig. 1.5 - (a). PLA in Ffburé 1.1-after row folding into an
OR-AND-OR structure (b). Folded PLA personality

AND-OR=AND structure.

TM!%ed folalng.is tﬂé process ofrperforming both row and
column folding on -a given PLA, either simﬁltaneoﬁsly or
sequentially.ié?multaﬁeous mixed folding allows chanéeovers
from icolumn to row folding, or Vice versa, after each
selection of ; coiumn or rov folding pair. In sequential
mixed folding, all the colﬁmn“(row) folding pairs ar;\féan "
first and then all the row (column) folding pairs of the
column (pgw) ‘fglded PLA are . found. Row folding iﬁduces
consttaffiz on the relative p1§cementS~o£ thé columns and
~'<':oh;m.l‘1 - folding induces constraints og the relative

placements of the rows. Hence, mixed fblding_ has more

constraints to satisfy. than just' row or column folding
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av;(l;o’nc.' 'rho a;;a “ ‘a;ving; obtainod by, mixcd folqu will ’
depend on the sequence‘of folding applicd. Figure’ 1.6(a)
'lhowl thc PLA in Figure 1.1 after m:xed tald1ng.

In this thcsis, ve will consxder ‘colum foldxng, row
folding "with OR-AND-OR structure and ’sequen:zal mixed
folding. The w#y in which a PLA is programmed and folded can
. be describcg’in symbolic fdrm by a?m;trix called the folded
PLA pérsonallfy'hatrlx.'As in thhwcase of PLA “ﬁersonaliﬁy“
matrix, the symbols '1°', '05 and, ‘'-' in a folded PLA
-petaolility indicate information necessary to program 2 PLA
The other symbdls “indicate the locations of b:gaks in aJ~
fbldodeLA. A '2' indicates a break inithe product term line

folléving' a '1' and a '3' indicates a break in the product

FI A' A O ¢
. /I\ f \\7 ’
‘ 0 0 0 -
+ 1] 6 o 1
‘ gf 1 2 10
l i .
A ol o 1 -
. (a) . _‘ K . (b)

T

Fig. 1.6 -‘(qﬁ PLA in Fxgure 1.1 after mixed - foldlng (b).
. Folded PLA personalxty ,

/

-
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term lino tollowing a'0"., Tholc tvo oynholu may be prolont\
in row folded PLA personality. A '4' indicates a broak‘in,
the column following' a '1' and a '5"1ndicatol s break in
the column following a '0', These two symbols may bo'proaont
in a column folded PLA personality matrix. A 6’ 1né}cn{§|
bteaks in the product term lino and in cho tho‘column,
tollowing a '1" and a '7' ind1aatos breaks in the product
term line and in. the column folloving a '0'. Any ot these
symbols (' 2' to '7') may be present in a PLA personality
matrix after mixed folding. The folded personalities of gLAl'
in Figures 1.4(a), 1.5(a), and 1.6(a) are illuat;ated‘ in
Figures 1.4(b), 1.5(b) and 1.6(b) .respectively. h

Polding a éLA can potentially reduée its area by as
much as 50% if all theﬁéolumns or all the rdis are folded,
\-and by 75% if all the column® and all the rowr are folded.
\In practice, these lower bounds gre rarely achieved. -

» ) . ) ~

1.3 Thesis 6bjoctivc and Outline N

The major objective’ of this thesis.is t§ dcvg;op and
implement a2 new folding algorithm and to incorporate it into
.a PLA design system. The minor objective of. this thog}o is
'to develop additional prbgrams which, when added to th
existing softwate; ‘will m&ké.i‘completd PLA design system.
_To this end, a program to make sytomatic state aasignments”

- for finite state mach:nes and a ‘program to generate dynamic_

CMOS PLAs have been developed.

r
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i

detazls of -PLAS. A dynamzc CMOS PLA generator 1s described

long with the ‘PLA deszgn system at the Un1vers1ty of

\)

Alberta. C1rcu1t s1mulat1on results of the dynam1c CMOS PLAs

)

g are also presented

}>In Chapter 3, se"consxder PLA iold1ng?algor1thms.*A .

mathematxcal formulatlon of the foldlng problem is ‘derived.
4

A graph theoret1c 1nterb.etat1on of the PLA fold1ng problem

and,a heurlst1c foldxng algorxthm by Hachtel et alr are

presented _ . SR ,

’ The drawbacks of the Hachtel s PLA ﬁofding algorithm
and a‘jnewd‘algorxtbm which overcomes them are d;scussed in
»the fémrtb'chapter. The 1mplementat10n of our algor1thm is
presented" andtcompared‘ with ‘tHe . results of ~Hao‘ht‘el's

’algorithm‘rwe oonclude' the - chapter with suggest1ons to

‘ LR
: further 1mprove the results of PLA fold1ng algor1thms and to -

expand the PLA des1gn - system. ‘Chapter 5, summarizes and

. “concludes the thesxs.;Qh

ﬂxugfhe outset of\Chapter 2, weﬁexplaxn the operational .
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Chapterﬁz

‘ Operatxon and Desxgn -of PLAs‘

| nE B

g

We beg1n this, chapter with the oﬁerat1onalr detalls of
NMOS and . CMOS PLAs. Then we describe the PLA de31gn system
at the Un1vers1ty\of Alberta which 1nc1udes a dynam1c CMOS'
PLA generator’ anf a program to make qu1ck state assxmgnpnt5~’
for finite state machznes. Circuit sxmulatxon results ﬂiﬁth’
gu1ded our dec151£n regardlng the various trans1stors b the
dynamic CMOS PLAs are presented. At the end of’ thxs. Chapter

‘we discuss the time performahce of dynamic CMO§ PLAS.

- 0

»5.1 PLA Operation ,
PLAS can  be| implemented both in bipolar and MOS

technology. In MOS |technology PLAs are typically lhplemehted

with NOR-NOR logi
PLAs, let us conszd r. an NMOS PLA as an example.
N The stick d1agr m of an NMOS PLA 1mp1ement1ng the log1c
functions-Z, = AB + '8’ and Z, = CD C'D' is shown‘ in
‘Flgure 2 1ﬁ Tha correSpond1ng transistor schematic.diagram,
isashown 1n,Figure‘2, . InaEigure‘?;1, the blue  lines - are
Qmetai rdns,.the,red lines are p;lysilicoheruns ahé the green
lines are diffusion |runs. The: blaek points  indicate -
contacts. ‘BEach . input| buffer drives two lines ftuqning

v vert1ca11y through the array, one forvan~input term -and --

: One*‘feEThit s c0mplement; The outputs of the AND array are

18

. To underStand the logic function of
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~formed by horizontal lines with pull-up ttensistors at the

left-most d. The product terms formed in the AND erray are

determinew :by the locations and gate connections of the\
. pull- down¥tran51stors connecting the horizontal ‘lines to‘
ground. Each output running horizontally from the AND array‘
carries the NOR combination.of all input 81gnalsptconnected
to transistors onfthat7output. For example,‘the horizontelg'

~ row. labelled R in Figure 2.2 has two tfansietors attached

_to it in the AND array, one controlled by A' and‘one by B'
If either of these 1nputs is high, then R, will be pulled
‘toward gtound and w1ll be at Iow; logic’ evel Thus,
R, = (A' + B’ )"# AB.i Similarly, in ‘the OR array, each
output is the NOR of the 51gnals connected to transzstors on
that ‘output. In Figure 2.2, both R, and R, lead to~the gates
‘otvitransistors‘ leeding from the output line 2,". If either
_l the R, ©of R, is high, 2," will be low. Thus,
| z,' = NOR(R,,R;) BV(AB + A'B')". Up to this p01nt the RLA
1mplements the NOR "NOR canonical form of Boolean ,functione-
of its inputs. g | 8 | |
i The output lines’ of the CR 'atray ‘are tun",through o
inverting drivers. At this point the output 2y = AB + A B'.
This expr;ssion 111ustrates why the two PLA arrays, each
implementing the NOR functions,tere usually referred\to;ae
“the AND 'arrayl and the ‘OR .array. ?ollowing the -outputg
1nverteré : lthe g outputs ‘ilappear directly ‘as  _.the
sum-of the products cahonical form oﬁ Boolean functions of

the PLA 1nputs, that 1s, the OR of the AND term.
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" We have chosen’ CMOS fabrication technology to implement
PLAs since it is the only fabrication technology available'
to us through Northern Telecom. The advantages of CMOS PLAs
over NMOS PLAS are low power disnpation~ and high noise o
immunity. There are two types of CMOS PLAs availab1e° static
'and dynamic.~Due?to tHE,_inherent nature of static CMOS
}iogic;” (for"each, N—qhannel .transistor there must be a
| _corresponding ' P-channel transistor),h static' CMOS  PLAs
reduire ‘more silicon area'and.ar: slower thanfthe dynamic
CMOS PLAs. Therefore, in our implementation, we have used
only the dyﬁgmic CMOS PLAS. . ) | |
| Dynamic CMOS PLAS have structures Similar to NMOS %FAS
and they also use NOR-NOR implementation of logic funtcion.‘
A stick diagram of a dynamic CMOS PLA implementation of the
logic ‘function ‘! described in Figure 2.2 iis.-shown‘:in
Figure 2.3, _The transistors in both the AND array and the OR '
‘array 'are' N-type. The product term lines discharge
transistois at the bottom of the AND array ﬂand the T output
'lines~ discharge transistors at;the’left"of the OR array are
also N~type.gThe7productltermgline precharge tranSistors"at
the"right ofjthe-the OR array and the output'iine precharge
transistors at the ~bottom of the - OR array are P-type.
Dynamic 'CMOS"PﬂXs use two ciock pulses as il}ustrated‘in-
';Figure 2.4, The operation of 'dyhamic CMOS PLAs can be”
Tsummarized as follows. | ‘- 5 | - ~$fﬁ
When both phase-1 and phase 2 are low, t%e transmiSSion |

gates'isolate‘the incoming input signals from the AND array.
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- Fig. 2.3 - Stick diagram of a dynamic CMOS PLA

The - N-type d;scharging~tfansistors“atfthe‘bottom of the AND
'array and at the left.of the OR a;ray afe off disconnectihg
(/Ahg\ d1ffusxon lxnes from the ground. The P- type precharglng
tran51stors at the right and at the bottom of the OR array

‘are on. Therefore, the product term lines are precharged to
S

hlgh log1c levels and the output llnes are precharged to low

“-

+ logic levels.

When phase-1‘ is high and _phgse-zl: is' low, the'
transmission gates connect the*incomihg inputosignélﬁ to the
AND array input polysilicon lines.. Now, the = P-type

‘précharging _tranSisto:s' at»_the‘right andfag ;Be bottbm of

° 4 . —
. AN
M
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Fig. 2.4 - Clock pulses for:dynamic CMOS PLAs

‘ @

the OR array are off. The N- type dlscharg1ng transxstors at
the left of the OR array are also off and the N- tgpe
d1scharg1ng tran31stors at the -bottom of the AND array are
on, thus connecting the ANDoarray diffusion 11nes to ground.
buring this time, theninput si'gnals which ate at high' logic
1evels will turn on.the N-type transistors indthe AND atfay'
to whose gates ‘they are connected Therefore, tf any of .the
input signals connected to a product term is hagh¢ then that
c product term* line will be discherged to iowﬂlogic_level,

_ When .phase-1  and phaee-zf'ate' high, the N-type
diSche£ging transistors at the left of the OR array are also
on. %During this time, the orodnct term iines still %t high

- 1ogic letelsfwill keep the N- typel tran31stors in-'the OR
“artay' on to whose gates they are connected Therefore, 1f,>}

'+ any of the product term lines connected to an output line is =~



“above the snverter will be high.

c S 2

} ——

at a high logic level, then that output line will be
o, ' ‘ ,/"“) m .
discharged through the N-type transistordat the left of ‘the

OR array..In. other words, the logic level on the output line

o
i

© 2.2 PLK Design System

| Flgure 2.5.is a block dxagram of the PLA design syatem
at’ the Un1ver51ty of Alberta. The system takes the desxghor
from equatxop-spec1f1cat1on_ to mash ~layout. The program
PARSE-PLA is a _an eQuation translator deVeloped‘at the
ﬁniQersity of ﬁaterloo. PARSE-PLA casts the funct1onal

descriptions of the PLAs into PLA personalities. Inputs to

'thefPARSE-PLA are of two types: Combinational networks and

finite state machines. A combinational network is described

as a set Boolean equations. Use of temporary variables to

define complex functions 1is also petmxtted An input

‘descr1pt1on ‘for a 4-bit binary to gray code converéioh is

shown in Figure 2.6(a). The output from PARSE-PLA is showo
in Figure 2‘6(b) Input deScriptions ot f1n1te étate
machines are g1ven as microcodes. That 1s, an. order for the
states is f1xed and the default transxtxon 15 assumed to b
from one state to the next state in order. This is the
microéode'viev point, where each state mayrbe thought of as
a line of microcode; each - line ‘may test fot certain

coqditions and jump if they.a:e met. If no jump .is called

‘for, then the next state in the selected ordering is

executed. A traffic light controller described in microcodes,
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COMBINATIONAL ], - ' FsM - “FSM
NETWORKS DESCRIPTION | DESCRIPTION
DESCRIPTION WITH STATE WITHOUT ,STATE

_ ASSIGNMENTS " |__ASSIGNMENTS
v i | Y g | L 4
-Y — -
PARSE-PLA “ FSM <

Y PLA PERSONALITY

—

PRESTO J

| runcrionacry

'Y OPTIMIZED PLA

> _ PERSONALITY
" L 4

: FOLD > PLACIF
R i‘(*- [Ys . T ]
* -

| _ FOLDED PLA PERSONALITY
1 - Fig. 2.5 - A PLA design system

'ig-illustrated in fﬁgure 2.7. ,
Note that the assignments of binary codes to the

’ digfer;ﬁt‘states must be made before using PARSE-PLA. These‘
state assignments should be made so as to reduce thg size of
.the‘RLA and to ensure‘correct circuit operation free of race,
orv_hazard problems. Fof.fidite state machineé with ghémall
vnuﬁber pf»stateé, one couid,gry Aii possible assignments and

chooSé  the one which fields thé "best" results. This is
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PLA 4-bit-binary-to-gray; : .14
OUTPUTS g0,91,92,93; p7
b0-xor-b1 = b0 *# b1' + b0' * b1; -10- 0100
bil-xor-b2 = bl * b2' + b1' % b2; 01-- 1000
b2-xor-b3 = b2 * b3' + b2' #* b3; =-01- 0100
g0 = b0-xor-bi; : ' --10 0010
gl = bi-xor-b2; ‘ -=01 0010
g2 = b2-xor-b3; -~ ‘ --=1 0001
- g3 = b3; 10-- 1000 .-

END. : : . .e

Fig. 2.6 z (a). An input file to PARSE-PLA (b). Output from

PARSE-PLA -

—

known as manual assignment. Even for problems of moderate
size, however, the number of possible assignments is too

large and hence computer aids must be used to make'automatlc

- state assignment. The .3ptimum state assignment is the one

wvhich produces the "lowest cost" realization of the finite

§tate ‘machines, i.e. ;inite‘sta;e machines with a minimum

number of transistors. The optimum state assignment problem

is NP-complete [Giov 85]. A nﬁmbif of,heﬁristic optimal
state assigﬁment' methods have been reported in the

literature [Davi 67, Curt 69, Stor 72 and Giov 85]..Even

though these methods produce 'fgood' assignments, the}

~usually resort to very compléx procedures. Experiments have

shown that state assignments do not affect the cost of PLA

implementation of finite staté machines to a great extent

1
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[Kang 8111 ‘Tﬁpfgfsro,' ve havd"devglopeé aviimpi;r'Stat§
~ assignment algoritﬁmkil§ustra£ed in Figure 2.8.

This algorithm‘vgepe}ates unique, unit-distaht Gray
codes with a;starting staﬁe 0. Por finite state machines
vith 2" (n > 1) étatés}wthe fi;sf and the last chfsvwil%.f
alio be ét uﬁ?@-distancé.~ﬁven though, this algorithk\ ?6;5
not .produce 'a good statj:fi;idQnment from a classical
‘switching theory point of Vié“;lifi is better than w:gndoﬁ ”
state assignment -in most ;caébﬁf The user may wish to pse
thesefcodgs aérﬁ stﬁrtingfpoint~for,his _segrch for Better
state assignments. -&%w' | |

This algorithm is implemented in the program FSM which
appqﬁrs »in Figﬁre 2,5. When designing finite state machines
Sp PLAS, the program FSM takes ;n input~fi1e'simiiar'to ~thg
_one describea in Figure 2.7 without the descriptions of '
state assigﬁ;ents, makes the state assignments and hproduces,
the corresponding input file to PARSE-PLA.

~ PRESTO is the heuristic logic minimization prograﬁ,
vf;ttgh by ‘Svoboda [Svob 75]. It w;s'tfanslated for use on
VAX at the UniversityqofiCalifornia, Berkeley. PRESTO takes =
PLA pe;dbnalifies from PARSE-PLA and produces functionally
optiﬁi;ed PLA personalities. ' ‘

FOLD is the PLA’folding program which will be described
in detail. in éhapter'3'and vChapter v4. it‘ is fggpablé, of
performing iﬁpué column folding, output column folding and
rov folding in any desired sequence. It accepts the PLA

petionalities from PARSE-PLA or PRESTO and produces folded
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f.PSM traffic;

INPUTS Cars, timeout-short, timeout-long, Start- up;
OUTPUTS Start= timer, HLQ\@,; FLO, PL1;
A .

- STATES Highway- green = xbn, ,

] Highvay-yellow = %0?, . ’ !
Farmroad-green = %10,
Farmroad-yellow = 111-

RESET Start-up : Highway-green;

STATE Highway-green > FLO;
Cars * timeout-long : Highway- yellow > Start-timer;
OTHERWISE : Highway-green;

STATE Highway-yellow > HL1, FLO; h ,
timeout-short : Farmtoad-green > Start timer; ‘
OTHERWISE : . nghway yellow; .

STATE Farmroad-green > HLO; ‘ S

: Cars' + timeout-long : Farmroad-yellow >
Start-timer; :
OTHERWISE : Farmroad-green-

A Farmroad-yellow > HLO FL1;
PR imecut-short : Highway-green > Start-timer;
OTHERWISE : Farmroad-yellow;

L] .
. N 1 ’ ‘

13

Fig. 2.7 - Microcode description of traffic 4ight controller

\

PLA personalities. k ' ; -

PLACIF aécepts ;iA’personalities as input.and prdduce;.
the mask layout for the corresponding dynamic CMOS PLAS in/
CIF. This is done by - selecting and replicating 15;:
cohponenté in a‘ PLA' cell 1library. The PLA cell libéarf
consists of a transmissibn gate, buffer, precharging and.

"discharging transistbrs and a basic <cell ' of dimension
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. Procedure etateeelign;‘
var int 8§, L, { ,J;

record _ Lo v
. " int digit; - . : Ny
int binerill, . R s
int gray[ o
CcoDnESs|(
begin ..
Get the number ot states (S)' . .
Calculate the state lines required (L); - -~
for i = 1 to S CODES[i]. digit’ = i- 1

for i := 1 'to §

convert CODBS[i].digit to L b1t binary and ass1gn it
to CODES[i].binary;

“foroiti= 1 to § c
for i t= 1 to L '

£ (§ <L) copes(i).gra [ )|
= CODES[i]),binaryl[j conzs[:] b1nary[3+1],
~else CODES[i]. gray[;{ = CODBS[i]. binary[J]

end; !

Fig. 2.8 - An algorithm for quick state assignmeﬁt

70 um X 35 um which is manipulated and replicated to make up

the AND and OR arreYB of the PLAs. The basic cell which is

3

- 111ustrated in Piqure 2.9, corresponds to an 1ntersect1on of

v

?
a product term row and an 1nput column in the AND array.

When. rotated 90° ‘it e;eo serve; ps the iutersection betweenl
an output column and two product term rows in the OR array.
This can’ be clearly seen in Pigure 2.10 which is the plot of
the dynamic CMOS PLA in Figure 2.3 produced by PLACIF. ” ..

. AS illustrated in Pigure 2.11, the varxous symbols in &

PLA personality matrix can be tealzzed by adding or delet;ng'

_ certein artifacts from tHe basic_cell .xo program AND array,

a diffusion run from the left o; rzght vertical .diffusion



.
" .

'line is ucod £o connect with the motal produc¢ ‘term llno via
a contact. Bither the wleftv'ory right polytilicon run

\,interrupto . this path forming ”the ,gato of an thypo'
transistor. If the left polfoi}ioon'(unfnvortod input line)
controls: the transistor a '0' is formed which providesﬁthc.
signal inversion necessary in the NOR-NOR reptesentation of
the CMOS PLA.  Right side polysflicon (1nverted input lxne)‘
provides the complementary £unction (£orma a '"1').A product

lxne may connect to an 1nput or 1ts complement or it may not‘

‘depend on the input at all

, | ' _ .
,//’“‘\\ | To progrnm.the OR array, f/.e. to connoct ; produét terﬁ‘
ta an output, a vertical diffusion is used. to cohnect the
-nea{est ﬁor1zonta1 diffusion 11ne with the’ output mot?l line

via a contact This dxffus1on run interrupts the product

11ne in polysxl1con thus forming a P-type transxstor.

To implement a fold in a row in the AND array, one of

the metal strips ‘(marked M1, M2 in Figure 2.11(a)) is

.’ ¥ :‘ o ' ‘ O
. i 70 micgons
— 1
‘3 " -
e contact
o -
o ,
[#]
‘3. metal
oo ~
o . \0
LI ‘ .
: diffusion

?ng;:ﬁ,S - Basic cell of dynamic‘CMd% PLAS

1



2.,

]

S .

Fig. 2.10 - Plot of a‘.djh‘am_ic _CidQS PLA
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(a) Implementing:
i, a '0' in the
AND Array,
ii. when rotated -
90°, a '1' in
the OR'Array.

(b) Implementing:
i. a 'l' in the
AND Array,
ii. when rotated
90°, a '1' in
the OR Array..

(e) Pl and P2 are -

removed to implement
a fold in a column.

LY

(d) Either M1 or M2 is
' removed to implement:
i. a fold in the row
in the AND Array,
ii . a fold in the OR
Array- column.

: _l?‘ig. 2.11 - Ma}n_ipu,lati_on of the basic cell

132



-Fig. 2.12 - Plc;t\ of a dynauiicmCMOS. PLA after mixed folding
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-

'reﬁdved from'the basic cell. To implement a fold in a column
in the AND array, the bottom parts of the poiygiliéon Jlines
in the basic cell‘ (marked P1, P2 in F%éuré 2.11(c)) are
removed. A fold in a OR array column can be impleheéted by -
removing one of the metal (M1, M2) strips from the basic
cell and rotating it by 90°. Figufe 2,12 is the plot of the

-mixed folded PLA personality shown in Figure 1.6(a).

——

N

2.3 Circuit Simulation of the Dynamic CMOS PLA N

In large PLAs, .thé resistances and capacitances of
.8ignal lines affect the‘ﬁerformance of the ELAs‘to"a ;great
extent. ‘fpe‘ values of these resistances and capacitances
must be appropriately ihcluded %n the circuit simulations’ in
orderi to accurately evaluate?&he performance of the PLAs.
The dimen;ions,of fhe various tfansistofs in the PLA must be
>chosenfto compensate their parasitic effects. o

" In éccordahce with’bracticai PLA sizes, we assuméd a
PLA g}th 25 inputs yariables, 50.6utput terms and 50 product
terms, for the simulation. The AND array and OR array
trangistor '\densities atev'assumedi to be -50% and 20%.
respectively. Our approach in designing the éLAs is to use .

“minimum dimension (5 wm x 5 um) transistors to personaiize
the PLA,*and‘getermine the dimensions of the precharging,
discharging and ;buffer transistors f%ﬁsed ‘on simulation
~resu1ts.‘Each signal line has been modelled as a pair of
resistance and capacitance as shown in Rigure 2.13. The

complete PLA model is shown in Figure 2.14., 1In drder to
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Fig. 2.13 - Transmission line model
simplify the simﬁlafion’ﬁests, the PLA has been identified
as ha?ing four sub-cirquits as indicated in Figure 2.13.‘
They are: ;
1, input buffer circuit,’ |
2. Product term_énd precharge 1ine,‘
3. AND array discharge line,
4, .Output;liné.tv ‘
The ;ariablgs indicated inyFigure 2.14 are the following:
1 vRM.‘ and CM, are the resistance and capacitance of a
metal (product tefm)“line in the AND array, )
2, RD, and CD, are the resistance and capgcitance of a
diffusion (Qround) line in the AND arfay, ,_/
“3. RP, énd CP,.are.tﬁg resistance and capacitance of a Loly ‘
| (input) line in tﬁé}KND array, |
4. BM; and CM; are the resistance and capacitance of a
metal (output) linesih the OR array,

5. RD, and CD; are the resistance and capacitance of a

diffusipﬁ (V4o) line in the OR array and

*
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INPUT o OUTPUT

INPUT BUFFER

) B

RP1

H-

CP1

PRODUCT TERM PRECHARGE

I

L CM2

i

RM2

—ﬁl

Nl

OUTPUT
LINE

X
o
*

AND ARRAY DISCHARGE

4,

Fig. 2.14 - PLA model for simulation

B A

vdd

.
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6; RP. and CP, are the resistance and capacitance of a poly
(product tgrm)»lino iﬁ the 6R array.
The following {Northern Telecom CMOS 1B process) constants

‘have  been used to caléulate these resistances and
7 ’ .

capacitancgs; | ',///

(ii Caﬁacifances / g
Diffugion ‘= 3.0 x 10" Farad/cm?
Poly . i\3.2.k 10-* Earad/ch’
Metal = 2,3% 10°% Farad/cm’

Gate Capacitance = 4.06 x 10°* Farad/cm?

(ii) Resistances

- Diffusion (N+) 15 ohms per Qquare'
Poly (N+) = 25 ohms per square

Metal = 0.03 ohms per square

‘ As noted earlier; the ANb énd OR array in. the\ dynamic
CMOS - PLA are made up by replicating a simple cell of
dimension 70 um X 35 um. We will wuse th}s dimension to
c#lculate the lengths of the signal_lines and. hence the
values of the resistances and capacit@nces in Piqure 2.12,

These calculations are summarized below.

AND array diffu§lon line:
Area for one product term
= 9 x 35 x 10°* cm? = 315 x 10-* cm?

Area for 50 product terms 7
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, L - S . -
- 51% é 10°* x 56 cm‘? 15750 x 10°* cm?
oDy = 15780 x 1070 x 3 x 1070 B = 0.4725 pr
RD. = (50 x 35 x 15)/9 ohas = 2917 ohms
AND array matal/llneef‘ | |
Area_ for one input variable' , -
= (52 x5+ 18x9) x 10°° cn® = 422 x:To;' cm?

‘Area for 25 ingut varxables .
_ = 422 x 10" x 25 cin® = 10550 x 10-* cm
o cﬁ, - 10550.x 10°% x 2.3 x 10°* F = 0.2426 pF
RM, = 25 x (52/5 + 18/9) x 0.03 ohms =~ 9.3 ohms

_AND array poly Iine:
' Area for 66;.produét term
= 5x35x 10°* cm® = 175 x 10" cm?
Area for 50 product terms ~\M
= 175 x 10 x 50 cm® = 8750 x 10°* cm?
Line capacitance '?EL
= 8750 x 10°* x 3.2 x 10" F = 0.28 pF
With 50% density in the AND array,” each input or its
complgmpnt”°is present in about 13 (12.5 t§ be exact)
product ternms. - | . wio
Minimum gate area = 25 Xx jO" cm? .
Gate area for 13 transistors = 355 x 10°* cm?

Gate capacitance

.



A

© - 325 x 10-° x 4.0& x 10-° F - 0 132 p!
0 - CP| = 0, 28 pl" + 0, 132 p’ = 0,412 p’
RP, = (50 x 35 x 25)/5 ohms = 8750 ohms

- OR array diffusion 1lne: -
::::) -~ Area for one output term.
N = 35 x9 x 10-* cé'

Area for 50 output ter

5 x 10°* cm?

-

5750 x 10-* cm?

LAY

= 315 x 10°* x 50 o

%-CDy = 15750 x 10°* x 3.0 x 10°* F = 0.4725 pF

. L

RD; = (50 x 35 x 25)/9 ohms = 4861 ohms

OR array metal 1]ine:
Area fér 2 product terms
. = (52 x5 + 18 x 9) x 10-% cm? = 422 x 10-°
Area -for 50 product terms
= 422 x 10°* x 25 cm? = 10550 x 10-° cm?.
% CMz = 10550 x 10°* x 2.3 x 10°* F = 0.2427 pF
h RM; = 25 (52/5 + 18/9) x 0.03 ohms = 9.3 ohms

OR array po?y'llne: B
~ _ Area for one output term

N

~ = 35x5 xJIO" cm? = 175 x 10°% cm?

o

Area for 50 output terms

cm?

3
P



= 175 x 10" x 50 cm? = 8750" x 10" cm?
‘L1ne capacxtance

- 8750 X 10" X 3.2 x 10" F = 0 28 pF

W1th 20% density in the OR plane, for 50 output terms;:

each product term is present in 10 output terms,
‘hGate capac1tance B '"'tv,' 'v~, ‘ )

= 25 x 10°° x 10 X 4 06 x 107 F = 0. 1015 pF

& CPp = 0 28 pF + 0. 1015 pF = 0 3815 pF.-

RP, = (50 x 35 x 25)/5 ohms = 8750 ohms
- In ‘the follow1ng paragraphs, ‘ theg‘ dimensions  of
E'ﬁtrans1stors are expressed by W/L where W and L are the width
and length of a tran51stor‘f1n mrcrons (gm) respectlvely

” R1se t1me is def1ned as.the,t1me’taken for the voltage,at a

&

node. to rise from 10% to 90% of the maxlmum supply voltageu'a

’CV,,)  Fall »txme i deflned* as’ the' tlme taken for the

voltage at a node to fall from 90% to 10% of the, max imum
~voltage.” W1th -the supply voltage of 5. OV' the’10% -790%

' range is frow 0 5V to 4, 5V. The nodes where th& voltages are

»measured 1ocatlons are“ 1nd1cated by Ny 1n the follow1§§j

'_F1gures. R \” Jore R ; el e

At the start of sxmurgtlon tests minimum d1mensxons
~(5/5) <were used for_‘the‘ trans1stors | ;a’Mﬁ?R under

oon51derat1on. ;nf places. 7where_«this ch01ce d1d not glvef

a0

°

£aster r1se or fall tzmep the widths of the tran51§tors vere -

'1ncreased in steps of 5 um- keep1ng the length at 5 Mum,

“
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Input buffer desi§ﬁ£‘~// ﬁ | S "
" Thé " input  buffer ‘éﬁrcuit,“with iQhé' resxstance ‘and’
cépaéitéhce va;ues éaiqﬁléféd is 1llustrated in Fxgure 2. 15
'This‘ﬁdircﬁifjbwas Simulated to determine the dimensions of
the tranqistots‘MW,‘Mé, M3 and M4fin-thé.input bdffer 'whicm
would glve equal rise ‘ané Qfail t1me5 both for an 1npu€
varlable and its‘ complemenp. Tﬁe response tlmes were -

measured fat ‘N1 and. N.. Buffers Qith M1 = 15/5 M2 = 5/5
, oy ' .
M3 = 15/5 and’ Mé = 5/5 glves the follow1ng results:

f "rlse time ‘ofv _an lnpUt signal = 21.9 ns Lo,
Lo i o L :‘; o | »
.4 fall time of anvinpqi signal = 23.8 ns_
CINPUT -

. 8750 ohms ‘ o ) 8750 ohms ‘-)
[ T I
‘ |||' e |||?
0.412 pF . , 0.412 pF =
. N , . N2 : Sl
[ ¢ a ' C : . v
oo X

s

 Fig. 2.15 - Input buffer circuit.
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rise time of the complemént of an input.signal = 16.6 ns

fall time of the complement of an input signal = 19.2 ns

Product term precharge transistor design:

The circuit which was simulated to deﬁerhine the
: pféduct term precharge: t?énsiétor size is shown
nFiguré 2.16. The re#pdnsé time was m§asuredJat N;.“Baﬁed on
a” 6umber ’of'tests, we'decided fo uSe prechafge transistor;‘
| of d1men§xons M5 = 15/5 whxch takes 27.1 ns to precharge a
product term lxne. |

o . . o : :
“AND array discharge transistor design:

e ~, INPUT = | . 'Y
R I : b P 3
1 N3 8759.3 ohms Ng * - -

0.2426 pF 0.3815  oF ‘

vdd-

3 \ - N ’; TS
v 2917 ohms ;
) ‘uﬁvl 3 oo W .
gﬁﬁﬁs' 5. o
\ ‘ "h‘ ’ L
0 o 4725 pF - ; .
fo ‘ : :
: ¢)]—q ’ ) P ‘
SRR ) Ty

¢

'Fig. 2.16 - Product te;m precharge'cifcuiﬁ

in -~
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The ‘circuit in Figure 2.16 was ohée'agaih simulated
with M5 = 15/5 to determ1ne the d1mensxon of ‘the AND array
'd1scharge trans;tors (MG) which would g1ve the fastest t1me

to cond1t1onally dlscharge product term l1nes. The response.'

time was measured = 15/5 takes 32,5 ns to

'd1scharge a product term'fx
Output line dischatrge transistor design: .. =~ o
The circuiﬁ uséd'for this simulation test is deplcted
an Figure 2. 17. W1th a m1n1mum/gxmen51on M7 it took 18.5 ns . .
5, IR
3 mto precharge an output line. With a m1n1mum d1mens1on MB, it }

iﬁ took“14 2 ns to dlscharge an. output l1ne. The response times

LA
R

were measured at Ng. ¢
S | - vad
-] 0.2427 pF
‘ HHI
’ z 9.3 6hms
INPUT = |

_L?asel s |
: sonm . '

. 1 IR R
0.4725 pF -

¢144{ M7
. , ' K © : ’ ] vdd

%

Fig. 2.17 = 0utput line precharge and discharge tran31stors
: adits _ design
Pt I ’ - L 1
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Tining Analytil. _
| In the worsﬁ case, the t1me taken by a dynamzc' PLA ‘of-‘
they dimensiona desc;zbed ‘above t& respond to a changg’inl

1nput signals is given by T =T, + T, + T,, whére:

Ty MR
“ '{ time taken td‘brechatge § product tery line, '\ ,
t@ﬁe taken to precharge an output line N
1, ' e Lo o  ‘¢5\~
T, R ; txme t%}en 'by',tﬁe ‘input‘ buffers to.
|  charge up the input poly lines and the time
-taken‘ tom éond1tzonally d1scharge a produc& v

term 11nq,

Ty = tlme taken to dlscharge an outpug;l1ne.

‘wlth the'tran51tor-d1men51ons we have chosen, : :@[&
T, = MAX {27.1 ns,18.5 ns}. | | \
o =27.1ns | : o
. T, -238+325-568ns”
Py - 14.2_ns _ |
4T = 98.1ns.



Chapter 3
PLA Folding

/

The objective of a PLA foldiné algorithm is to find a
ﬁaximal set of column (row) pairsjin a PLA where each pair
'cén be implgmented in the same bhysical column (:6w) withv
&ili the‘ technologica1'and design constraints satisfied., In
‘order to mathgmatica{ly formulate the PLA folding problem,
wé ‘must - ¢onsf§et the"const;aihtg that PLA folding in its
various forms must sétisfy. To accomplish this, let us
consider column folding of ‘a PLA in detail.
| An example PLA"is $ho§n in' Figure 3.1. An input or
output vé}iable c; is known as'a "primary variable". The set_q

C of primary variables c, is the union -of set: X of input.

x1 x2 x3 x4 y

yl y2
i \4 AV * B\ ’/3\7 R
) - * ¥
1o

, | - ’3ﬁa- ——F (o

cl, c2 -~ ¢33 ¢4 c5 6

,Fig. 3.1 - An example PLA

45 -
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_variables x; ‘and the set Y of output Qariables'y.. R is the .
' set of  the product term rows r,. Associated with each
‘prima'ry variable ¢, is a set R(c,) & R, ‘R(c,) contains ail
product term rows ‘r, which depend on x,; or which.build uﬁ
Yi. In ogﬁer,words, element (ry, c;) in the PLA personality
is & '1; or a '0', similarly, associated with each row r, is
a set C(r;), the union of the'set of input variables present"

in the. product term row r, and tﬁe set of output variables

AV
Two columns ¢, and c, are disjoint if- R(c.)f\R(c,) = 9.

"in which the product term r; 1s present.

More specifically, two input columns are d1s:o1nt if the
iogic variabie ‘they represent does not occur in the same
product term for any of the output functions and two oﬁtput'
colﬁmns are disjoint if'the logic function they represent
does not have common product terms. A’ column folding pair is
def:ned as an unordered pair f = (c.,c,), where ¢, and ¢,
are- 4dlsjoint . columns, 'I‘hé\, 'column Foldlng seté
F = {£1,e0eeeybid, is a set of all possible column folding
pairs in a PLA. hd o _

An OFdeFed column folding palﬁ is as an ordered pa1r
o= (c.,c,) in wh;ch the signal line corresponding to c is
~assigned tq be on top and the signal line corresponding to
c, is assigned to the boti:om of ® folded column in the
féldéd' PLA. An ordered column fdldlng set 0= {0y,¢e..,0},.
is a set of ordered column folding pair#. .

4n 'ogder' to implement an ordered column folding pair

(ci,c,) in the same column' with c, at the top and ¢, at the

F)



bottgm) without affecting the logic being pergorméd Uby the
PLA, all\t%e'roys in R(c,) must be above all rows in R(c;).:
In other words, each \‘ordered column foldihg‘ pair
o, = (c,,c,), induces a ;paftial order Kirrefléxf@e and
asymmetric) relation Q, = 3(c.) X R(c;)C B x R on the rows
of the PLA. For notational purposes; ﬁe.will write this
relation as Q, = R(c,) < R(é,) which indicates all the . rows
in R(c,) are above all the rows in R(c;). We will also write
_ each péir (fm, Fn) € = Q, as }, < fﬁi Since partial ordering
can bg embedded into a linear ordering, the rows of the PLA
" can be reordered so that é. and c,; can share one vertical
éolumn. | _

| In order to ass;gn4‘o eecond column folding pair
(cx, cy) to the top iné'gottom respect1vely of a column in
the PLA, the rows of the PLA must be reordered once again so
~that Q2 = R(cx) < R(c,) also holds. Let us defiﬁe the
relation Q(R) to be the union of the relations Q, induced by
the ordered folding pairs of 0. Not all ordefed_folding sets
0 for a partiéular PLA can be implemented because of
confl1ct1ng ordering among rows. This is because Q(R) is not
a parg;al ordering on R since it is not transitive.
Therefbre, we define Q'(R) as the transit‘ﬂ;vclosur; of
Q(R). The !mplementablllty of an ordered column folding set
0 is determined by the following theorem..
Theorem 1: A set CFP of ordered column folding pairs

{(c.1, ciz2), 1= 1...m}, can be,assigned to m vertical

lines if and only if Q*(R) is a partial order on R, the

4
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f

set of the rovs in the PLA, /.e. Q*(R) is asymmetric. -
frdot:wl ’
Necessity: ‘

Qf(R) éefines the ordering of the rows of the PLA which
will enable us to ~implement the column folding. It is
phjsically - impossible to. reorder the rows of the PLA if
Q*(R) is symmetric. \
Sutticionqy:

By definition, if Q*(R) i's asymmetric then the relation
Q induced by each ordered column folding pgir o in CFP
holds. Therefore, the rowé of the PLA can . be reordered 50
that each ordered folding pair in CFP can be implemented. ® &fj
" For the PLA  shown 'ih Figure 3.1 the ' set
F = {(ci,ca),(ca,cs)}, is the column folding set since
(cy,c3) and (c,,c;) ére disjoint column pairs. The set
0O = {(c.,c;),(c,,c.)ﬂ,~is an ‘ordered column foldidg get in
vhicH we specify that ¢, has to be on top of cz2, and ¢3; has
to be on top of cs in the folded PLA. The ordered column
~ folding pair o, = (ci,c2) induces the relation
- Q@ = R(ey) < R(cz), and the ordered column folding pair
02 = (cy;c,y) induces the relation Q,l- R(c,) }< R(c.). Q,
congists of“'r, < 'r,; ry < Iy, rz <ryand r; < r.. Qs
consists of r; < Ty, £z < rs, ry < r, and ry <. TCs. The
ordered folding set O = {(ci,cz2),(cs,ca)} of this PLA is not
implementablg. This is because Q, contains r, < r; and Q;
cohtgiqs ry < ¥, and therefore Q*(R) is non-asymmetric. Such

nonQasymmetric relations are also known as alternating

\
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cycles.
| We can now state the optimum column folding problem
.mathematically’as follows:

Given the personality of a PLA, find an implementable
ordered column folding set of maximum cardinality.

The con#;raintJ for row folding can be derived in a
similar way. Qet RFP = {(r.,,f.;)} i = 1...n) be the set of
disjoint ordﬁred;#ow folding pairs in which row r,, and row
ri2 ére,assaéned to the left ahd right respectively of 'thg
row i.,'Eaéﬁ“ ordered row-foléing pair (r,y,r,3), induces a
relafion Cl(r,y) x C(ry2)C C ; C on the columns of the PLA,
We will represent this relation by Q, = C(r,,) < Clr,s),

- which indicates thét?§ll the éblumns in C(r,,) are on the
left side of all éhe columns in C(r,,). Let Q}C) be the
 union of the relations Q,, induced by the ordered row
dfolaing pairs of RFP and‘{et Q‘(é) be the transitive closure
of Q(C). The cohst:éint‘ for the implementability of an
v*ordered row folding set RFP can be stated as £ollows:} |
Theorem 2: A set REP of ordered row folding pairs
{(r,y,r{3),i = 1....n}, can be assigned to n herizontal

lines if the ‘tpgnsiéive closure Q°*(C) ofv Q(c) is
‘asymmetric. |

The proof of this theorem is similar to the proof of
Theorem k11_ The optimum row folding problem'éhn be stated
qathematicéily,as follow§: | |

‘Given the personality of a PLA, find the implementable
ordered row folding set of maximum cardinality.

’
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Mixed '!olding consist  of. 'findiné the maximal,
| implemintablc sets of tow and column folding pairs. The
constraints for the_implementability of such sets is stated
in the following theorem. |
Theorem 3: A set C?P‘ of ordered column folding pairs
{(ci1,c42), 1 = 1,,..m} can be assigned to m vertical
lines and a set RFP, of ordered row folding pairs
{(cyy,0y2), i = 1..f.n} can be aésigned to n horizontal
lines if and only ifi
a) Q°(R) is asymmetric,
b) Q’(C) is asymmetric,
c)V (c,,c,) e CFP, (c.,cj) ¢ Q*(C) and (c;,c,) ¢ Q' (C),
and |
d)Y(r,,r,) ¢ RFP, (r,,r;) ¢ Q*(R) and (r;,r,) ¢ Q*(R).

Proof:

Necessgity:

The necessity of conditions a) and b) ,foliows from
Theorems’ 1 and 2.‘~The .necessity of condition c¢) can be
proved bj contradiction. Let (c,,c)) be a column folding
pafr in: CFP. This means only one line is provided for this
pair of Yaiiables. However, if (c,,c;) or (c,,c;) is an
element of the partial orde:ing}Q‘(C), then ¢, and ¢; must
be assigned to different lines in order to fulfill . the
ordering and hence, the contrad§ction. The neéessit? of

condition d) can be shown in a similar way.

» ' . ‘ "
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Sufficiency:
If‘ (C.,C,) € Q’(C) and .(C],C|) e Q‘(C), th'f; ZT:EC|
can be ordered in any way. They can be assigned to the same

line and can the;éfo;e be a column folding,pair. Because of

9

w
ﬁ»v

conditioen b), Q*(C) is a partial ordéring of the columns. .

Both conditions b) and c) toge@herhallob a linear ordefinq
of elements in the column folding,pair.‘The sufficiencj of

the conditions a) and d) can be shOanin a similar way. » .

The mathematical deécription of the optimum, -‘mixed folding’

problem of a PLA can be stated as:

’

Given the persomality of a PLA, find the ihploﬁontablo
ordered row folding set and the implementable ordered
column folding set of maximum total cardinalities.

All three types of optimum PLA folQ}ng problems have

been shown to be NP-complete [Hach 80]. The fact that this

prbblem' is NP-complete . suggests a need for heuristic .

algorithms. A number of heuristic PLA folding algorithms
have been reported in the literatuﬁe. The algorithm proposed
by Hachtel et al., [Hach 80, Hach 82] gives good, fast
results. The running time of this alg&rithm is only in t%é
order a of few minutes even for large PLAs with about 50

inputs, 50 outputs and 100 product‘termg. Grass [Gras @2]

presehtedpa branch and bound aMorithm which has been

. reported as giving sligh;ly better results tggﬁﬁﬂechtel's
algorithm, However, as.reported in Grass"paper,uteééiné of
this algorithm was 1limited to PLAs with no moxe than 30
vinputs, 20 outputs'and 72 prodﬁbg tefms because of the

enormous computation time and sb&?ége requirements of this

. T
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‘algocjthm, Another heuristic PLA to,ldinqw algorithm 1: '* ”'-
bipartite folding. A bipartite tolumn folding is a folding

in wvhich the breaks in all the @oldqd‘cdidmns occur at the
same point (row). Because of the sinéle, break level for
cbfﬂﬁns, the PLA is ’diQided into two parts: the upper .
folding region which contains those folded input and output
columns that are above’ the"break‘"and th@hlower fold1ng“
region which contains the foldqﬂ.znput and”*output 'columns
below the break. The bipartite calumn folding of an example
PLA in FPigure 3.2(a) is shown in Figure 3.2(b). Szm1lar1y,

in bipartite row ‘folding all the breaks in Ehe-folded‘rows -

occur at the same point (colung) A b:partxte ‘iold1nq” :

algorithm developed by Egan et al. [Egan 82, Bgan 84f’7

&7

A A'B B CC DD - FlF2
'y LY\{__\# YVY VY f Q \r]‘
i - | i : : ¥—*3
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— % v
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. Fig, 3 2 - (a) An example PLA (b).-Bipag
%Q;zs Q‘) . ' o hae ul s b



“_been shown to give results comperable to that of Hachtel's,

for simble row or column tolding. Egan's papers stress thet
the 'nature of their folding method tacilitatel‘ better

' resiults in the case mixed foiding. The éisadventaqe of his

algorithm is its running time, which could be in the order
of a few hours 25: largeLPLA;, | |

* In selecting a £olding‘elgorithm for implementatied, vew
vere looking for the following properties; first, it sheuld
be ableltb efficiently handie lergev PLA 1nput‘ data, and
secondly it must be fast, eot all these algorithms,. the
adgorithm given bf Hachtel et al., seems to give good, fast
results eQen for lergevPLAs. Therefore, we have implehepted‘,

“ . - . « “ '
their algorithm as a first steﬂ*i@ﬁgtudying PLA folding.
P ‘ .‘<, < © .

;'3.jlh'¢raph Theoretic Interpretation of PLA Folding

» Hachtel, et al., have developed ; graph theofetic
interpretation of wthe foldxng problem which is uaetul in
understanding their heurisitic PLA folding algorzthm.

‘They define a column . Intersection graph of a PLA,
G.-‘kv,s), in.which each node v, represehts coluﬁn ci and E
is the set of undirected edges givgn by | |

E = {e= (v,,v,) | Re,)NR(c,) » ¢}, z

In other words, each edge in E represents a pair of columns

which are not disjoint and therefore unfoldable. This

- definitjon implies that any pair of nodes which are not

adjacent (connected) represents a folding pair. The column

interseetion ‘graph of the PLA personality of Figure 3.1 is
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s)qa;n,.,in F‘::.g"u‘re .3(a). | .
| Hachtel et al., also define:ﬂ"a mixed granh
G(O) = (V, E ACO)) for a glven ordered folding set 0. G(0) 1s,
a gtaph w1th two sets of edges: a ‘set of undlrected edges' E
- and la. set of d1rected edges A V‘and E are the same ag for
the column 1ntersect1on graph and A(O) is deflned as a set-:
of dlrected edges o, 5uch that no two edges_shate a éommon
node. It should be noted that for a glven PLA ”persohality,
f-A(O) is not unxque: " |
' R match1ng 15 deflned as a set of edges ‘such that 'dogﬂ
h}twq edges share a common- node. There;ore, by de{1n1t1on A(O)
is a matchlng 1n g;aph G(O) The two nodes - def1n1ng each
‘k:edgﬁ—/of A 1dent1fy a d15301nt column pair. In add1t1on, the‘
d1rect1on of the edges 1dent1f1es the relative posit1on _of

_the ‘two columns in the folded PLA The graph G(O) associated

]

cl — c3

- s oy . \
. v 2C2 - ’ , : C2 . : _ Ch -
’ a () ;

e

. Fig. 3.3 - (a). Column intersection graph (b). Mixed Graph
. JV“&‘. v ;‘ . . » . . ‘ ‘ . B o .

N



W ’ ’ '

w1th the ordered fold1ng set 0 » {(c,,c3)f

personalaty of the PLA~‘of ‘Figure{ 30

Figure 3.3(b) | . -  v E "”‘ . “‘ oo
_In order to characterize an implementable ordered

fold1ng ‘set’ in graph1cal terms, Hachtel et al. 1ntroduce

the followlng deflnltlons and lemma.

Alternatxng Path: A sequence of vertzces T = [v,;v,,..,vzg]
oﬂ"  mixed draph G(0) = (V,E, A(O)) is an alternating
paéh 1f' (Vquthu) E'_A(O),/Lfor ‘k'“tv 1,2,400.,n and

(véklv‘Zkfl) € E, for k =,1 ‘2,.’. n""1‘.

Alternating : Cycie:' G1ve9 GQO) = (V,E;A(0)),  let
T = [v,,vz,..,VZk], v, ¢ V)fe an alternatlng path. Then'

the sequence 7, = [7, v,]‘ is/ an. alternating cycle if

[vzk,v,] ¢ B, | &% o d

Lemma: leen~G(0) =~(V E»A(o)) ihere G = (v, E) is the coldmn.
%# 1ntersectzon graph of a PLA and where A(O) is a matching”

1 ~of G, the 1nduced ordered fold1ng set O 1s implementable

1f and only 1f G(O) does not contain alternatxng cycles.

] /

Proof Th1s lemma can be proved by contrad1ctlon.
Suff1c1ency ' _
Assume A(0) is implementable.,"For'* the sake of

. contrad1ct1on, assume that G(0) - has an alternating cycle

T, [c.,cz,..,c" Ca ,cn,c1]} By def1n1tlon pf alternatingbd
‘ wi’ N 5 :
cycle,’(c,, cz) e A, hence (c1, c29 € " Tnas 1mp11es that -
R(C1) < R(Cz) 3 . Ny }‘" “ ,1“’.1_ . ,( 1)

:‘Q - ‘a "»A' .
Agaxn by def1n1t1on of alternatlng cyéﬁe, (cz, c;) ¢ E Noi

con51der a row r e R(cz)ﬂR(c3) From (F),
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_ , Y
- n(c,) < r. | N ¢ 7)
:Now \w def1n1tlon of r we have r eR(c;), and- by defin1t1on
of altepqaplng cycle, we have { '
Rlc,y) < Rlca). o ' e o (3)
fThus from (2)'we have R(c,) <'r < R(é ). '?rO

Hence the relation R(c,) < R(c.) is in Q'(R) since Q*(R)
'e;rapsxtlveﬁ_ny the same argument we may conclude that -

. Rle)) < Rlcpa) AR BTV
Now, let £ ¢ R(ca)MR(cya ). ‘ |

-y "

From (4) we have Rlc,) < £. ' ' (5)
Finally, let r' ¢ R(c, )f\R(c, . Sinceﬂby the definition of

‘alternatxng cycle, R(cn_1) < Rc,),

N XY ) ' : . | o (6)
But, -szgce T'e R(é),,from (4)‘wé’muse have ‘
e 1 i o ()
l_wh1ch contradxcts the,hypothe51s that A@#Q is imgleheﬁgéble
‘_sznce this 1mpl1e§ 9 (R) is a part1a1 order.-'jﬁi; , .} .

fNeCos&xty- E o, ' o

' S 5
- Assume that G(O) = (V E,A(0)) has no alternating cycles. For

f | - §
,bhe sake of cont#ad1ctlon,,*assume that Q‘(R) is not a

partielv order. ,Therefore, there ex1sts two rows f, and r'
’ I .

'f>ahd

- such that |
f.' <r"li ~ . - Ly - . . N ni '(8)

By;(B) éhd.by de£1n1t1on of ttan51t1ve closure, there ‘exits

 a sequence /
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| L N L T e T T ¥
such that ‘ | . o | : o
CE, e R(sa1),  £s e R(tyy), e
2 e Rsaa),  Bs € R(taal oives \
r'y e R(t.,) and i
for i -‘1,.;.;n, -
0w = (Syitu) e AGO). | (1)
.‘ This implies that » V‘ . - »
RGO NR(ses )k 9, i -L1,,,:nf1, R “ - (12)
Eurtﬂefﬁ&re, by.(S)”add‘by defimitibn of transtive élosure,
there exits a séqbénce_' . . x'¥{ - _ "‘
‘[l"1;1"'2_)..‘.\.r;;n,f"1‘.]: | ' ‘~(13')‘
such that | | |
L'y € -R(s,,‘), r'; e R(t”);, ’
r'; e R(sy,), ‘r', g_R(t,z); ,...1h‘ |
ty e R(tya) and %
for i = 1,.;.:m, | e Y R *:?4aj;
. Oy = ('Sy"r.'f,yl) e A(O). . L . - (&14)’
| This iﬁplies that ) S f ~%‘ ‘,.\
RS, NR(L,, ) g, i=tems T sy
By, (12) aqd f(fs)  éﬁd'gbyj'qg§?ﬁ$&?bn4of E, we have.tﬁat, i
for i = 1,.;.,n—1, . | o
s | W , . &
\'{t.""s"' } ¢ E ’ "(176)_
& e e

and that,vfor'i :rl}.;..m-1,.'

: ;{tyf[Sy{: }-C E;
. . o, ,

A

!

Thus - ) v

[le;t*1ISXZJO‘;ISY11tY1I ;"'lemItYMstf] L‘ (18)'

A -
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~§ . is an alternating cycle. in G(o) =  .(V,E,A(0)) which

. ‘\ ) ' . .
whcontradxcts the hypothesxs.

" The.o;dered fold;ng set 0 induced by the set of

LY
W,

ﬁ&rect;d‘ edges in the,'graph of Figure 3.2(b) is not

1hp1ementable sxnce the sequence [1 2,3,4] is -an alternat1ngl

\

cycle. : : A \

The fundamental theorem of Hachtel et al., pertgining

oy

"the gragﬁ% thepretlck 1nterpretatlon of the PLA fold1ng :
‘problem 1s stated as follows.
~*Theorem 4- . '
”Let P ‘be the follow1ng graph problem: leen_-fhe_ coldmn
Jlntersectzon graph G - (V E) for a PLA personal1ty, £1nd.
.'j‘ maxxmum cardxnalzty set A such that-_
i 1? A(O) is a match1ng of G = (V, E)'fI _
2. G(O) - (V,E A(O)) has no albernat1ng cycles. .
| P 1s equ1valent to the optxmum PLA fold1ng problem.

o,

'Thié’theorem 1s a dxrect consequence of the lemma "stated ;
¥ aooye, " \".f o N ’ B |
dwpe heuriStlc PLA fold1ng algorithm developed Aby

‘ Hachtel, et al., constructs a set A sat1sfy1ng propert1es 1
‘ and.‘g of .thef problem P. The cohstruct1on is done
incrementelly,_‘f. by ‘adding directed edges to the set A

one at a t1me, w;thout backtrack1ng.

o
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ﬂhs.erhe"Algorithm and the‘neurictics ‘ ——
' The structure of Hachtel 8 elgorxthm £or column £olding
‘is descr1bed in Pldgln Algol in Figure 3, 4., .The uppercase
letters indicate ‘sets .of columns and the. lowercase letters
represent 1nd1v1dual columns. Procedure ~ VSELECT f1nds‘
columns to be on. top of a folded pair of columns and USELECT
.finds the columns to be on bottom of the. folded pair of
columns. Procedure CYCLE checks. if- column folding pairs
,ﬂe creates alternat1ng cycles. Procedure TRANS keeps track Icf
*\relat1ons induced by selected column fold1ng pairs in a data

SCLOS finds the

structure called RQW-MhTRIx
transitive closure' of'such're Procedure SORT dorts
the relatlons stored in ROW-MATRIX into a linear order1ng. A
detalled descrxpt1on of these procedures will - be‘g1ven
later. | | _ ‘ |
" In brectical PLAs, the number of implementable folding :
pairs is 11m1ted only by the creat1on of alternat1ng cycles’
and not by the avaxlab111ty of disjoint -pairs. Hence, the
selection procedures _VSELECT and: USELECT must slm at
’minimlzing(rthe‘ number of alternating cycles for the pairs -
_which remain to be considerednfor folding. To show how thzs“"
.»mis»‘ done, first let us. defme the degree of a column or row_.ﬂ

" to be the number of . "cares (tran51stors) in that column or

row. The number’ of pairs in R(cy)’ ﬂ R(c,) 1ndwr

ed by folding

an ordered .column pair (cy, Cu? 1fft§§ pro:” i e degree
' /%a? -
of c., and. the degree of c,. The e*s;lp>a1rs.ﬂ.,;_h*fx:n,-ﬁnfluence‘S

the 1mp1ementab111ty of" other column paars by bu11d1nq up



Pro??a- FOLDI.
begin
A« ¢
vl ‘, Ul - v.r ..
Label : whxle (v' # ¢)
begin
v « VSELECT(V' ),
U'(v) = {u | ueU,uvs v, {uv]l ¢ E};
while (U'(v) » ¢) do
begin
u ¢« USELECT(U'(v));: _ :
if (cvcr..z(u v, ROW-MATRIX)) : .
U'(v) (v} T {u}.
else begin = '
ROW-MATRIX ¢ TRANS(ROW MATRIX v,u);
ROW-MATRIX « TRANSCLOS(ROW—MATRIX);
A «Ar {(v,u};
V' « V' - fv,ul};
U' «u --{v,u};
goto Label;

. end . : : 3 :
end ‘ . -
V' o« V' - {v}; '
_ end ..
Write A;
SORT (ROW-MATRIX) ;

end. o ; ' - /
« ¥ coe :
, )

Fig. 3.4 - Hachtel's PLA, folding algorithm

A\l
.y
\
L
o

alternaéihg'cycles.~Therefore, particular atteht@on-mﬁst'”ﬁe
paid to the" degrees of the columns- being céns"idered for

fold1ng. Selectxng v and 'thh max;mum degree w111 induce a -

large number of’ paxrsp._n‘ the relat1on_ 1n1t1ally and

therefore, potentzally 1ngroduce alternatxng cycles for moé
S R

,

of later celumn pa1rs. Seleaging'v angbu Wlth m1n1

degredﬂwxll leave%columnsff"flergé‘hldegree to Be fo&fe-
later roh;. However, chances oprairspaf thdﬁﬁgcolumns belngiff‘

dxsjoxnt are: sl1ght and the number of £ﬁ1d1ng pa1rs w111 be

oy e
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reduced. Therefore, the remdining strategy is to either
select v with minimum degree and u with maximum degree, or

to select ¢

5 Ewith maximum degree and u with minimum degree.

It has b;Ln reported iqtgachtel's‘papers that the former
strategy gives better reguiﬁg for p;acticél PLAs which }ate
‘usually ve}y. sparse. Ou; experiments show that the latter
strategy also gives béttgr-results in some instances. Hence,
in our implementatioﬁgghe'ﬁSer is.alléwed to choose eéither

one of these strategiesﬁ”.}v | ' .

3.3 Implementatiad' o
'Thélaléorithm described above has been .implé?ented as
the program EOLD1 in the C laﬁguage under Berke;s{‘Un%§_4.2
operating system on a VAX 11/780. This program is éﬁpaﬁﬁe of
performing column folding, row folding and mixe& folding.
Inpuﬁ colymns are folded only with input columns aﬁd output
coiumns' ére folded only with output columns. Row folding
produces only the OR-AND-OR strﬁctute, since® the dynamic
CMOS PLA structure described in Chapter 2 does not allowJ;he
’AND-OR-AND,ﬁtrucgure. For state maéhines, the' feedback paths
are ohly alloweé(on top of the right OR array. |
We have used a simple and efficient matrix-like data
. structure suggested by Grass [Gras 82] to keép track of the
reléﬁions,‘to check}fd?  a1t§fnating cycles, to £ind the
pgahsitivev,gldsures of'relét;;;s, andfto sort the relations
3£6 fihditheifinal placements ¢of rows and cpldmns, The nature

of thisi data structure will be discussed in connection with
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t

the procedure TRANS in the next seétidn because ' TRANS
maintains this data structure.
Procedure TRANS: o ’

This'procédure keebs track of the relations induced vby
selected folding pairé. The column rblatiohs induced by row

folding are entered in a matrix called COL-MATRIX of‘ size

.m x m, where m is the number of columns in the PLA. Tﬁe,row
v~‘re1ations induged by column folding are entered in a matrix
cillea' ROW-MATRIX of size n x'n, vhere n is the number of
rows in the PLA. Procedure TﬁiNS maintains CQL-MATRIX' a?d

ROW-MATRIX. Cohsider the column folding pair (c,,c;) of the

PLA in Figure 3.1. This pair ‘induces the rglation
Qy = {r1 <r3, r1 <r4, r2 < r3 and r2 < r4}. This relation
is entered in ROW-MATRIX as shown in Figure 3.4. A
(TRUE) in position (i,j) in ROW-MATRIX indicates the

relation r, < r;. A '0' (FALSE) in that position indicates a

"do not care". The column relations induced by row folding

rl r2 rl r4
£l 0 0 1 1
@%Q"
r2 0 0 3 ] 'ﬁgﬁ
Co yﬁ% @f
oy
r3 0 0 0 0 LR
g 1 = RbE
2 -
0 =‘%anNQT CARE'
s b 0 0 0 0 o

'Fig. 3.5 - Data structure for ROW-MATRIX

don
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¥
?are‘similarly %ntered-in COL~MATRIX.

Besides entering the actual relations induced by the
fclding pairs,; it is necessary to include 'eddltional
relations to ensure that row foldxng paxrs conform to exther'
the AND-OR- AND or OR-AND-OR PLA structure, to mainta1n the
column (row) folbs already made when row (column) toldxng in
the case of mixed folding, and 'to avoxd crossovers in the
feedback connections in the case %of folding PLAs which
‘implement sequential logic. This will oe elaborated upon.

” Consider the’ case of row folding under OR-AND-OR
istructure. In order to ma1nta1n this structure and also for
ease of sorting the relations ‘at the end of the folding
operation, we couldimake all the outputs produced by left
rows "less }than": all fthe inputs ‘and all the inputs "less
tnen" all the outputs produced by right rows. |

In mixed folding, the final positions of input, output
and product term lines are determxned only after f1nd1ng all
the column .and row folding palrs. Therefore, additional
'relat1ons which will maintain the integrity of folds made up
to the po1nt should be entered appropr1ate1y. Consider a
situation where row folding has -been performed first,
inducing a relation ¢, <}c;. Folding the columns c, and ¢,
implies that the position of c.dénd c, will be the same ‘in
the ‘final PLA structure. Now, suppose column'folding is
performed and (c,,c,) is selected as a column folding 'pair.

In order for COL-MATRIX to indicate that the position of the

c, is the same as the position of c.,'we should enter the
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additional relation ¢, < c,. In general, for column folding
after row folding, wve should make the tollowihg additional
relations. If (c,,c,) ¢ CPP and if c, <Jc. is in COL-MATRIX
then ¢, < ¢, 8hould be added to COL-MATRIX or if
(é.,c,) ¢ CFP and if ¢, < ¢« is8 in COL-MATRIX then‘c.' < Cy
should be added to COL-MATRIX. Similaf adjustments must be
made in ROW-MATRIX when berforming rov folding after colum;
folding.

When folding sequential logic implemented as PLAS,  it
is advisable to keep all the- inputs and outputs being
connected by the feedback connections as close as possible
and ordered so that ﬁhere a?; no crossovers in the feedpack
connections.'Sometimeé the designer may want to keep all the
feedback conqectidné goggthegl on one. gside bf the PLA, for
example, on the tob‘side of the right OR array. In such
cases, additional relations'should be entered before folding
in order to achieve ihe required structure. Our data
strycture can easily incorporate such requireménts.
Procedure CYCLE: |

Procedure CYCLE checks whether a folding pair would
create alternating cycles when added to the ' folding pairs
alre@dy selected. PFor ‘simple column folding, théAqonly
constra{ht for a disjoint folding pair to be implementable
is that the relations .induced by the set of ordered folding
pairs should not contain alternating cycl;s;on the rows, In

the matrix representation of the relations, this constraint

can be checked easily and efficiently. If (c,,c,) is the



pair being considered for folding;,end.any of the relafions
induced by the reversed ordered pair (c;,c,) is already
present, then (c,,c;) creates an\elternecingw‘;ycle. As ~&n
example, coneider column folding of the é§9mpae PLA shown in
A Figu:e‘a.l when (c1,c2) has been folded first, inducing the
relations Ty < 3, Ty <.Ta, 2 < Cy and ra <(\Cs. If we are
checking to see if (c,,c.) is implementable} we note that of
. the revefseé pair (c..c;), will induce a relation r, < r.
vwhich 'is already present, and therefore (cs,ce) 1is not
implemeﬁtable. Checking for alternating cyclee for simple
row or column folding can be done in constant time‘ in this

manner.

In the case of mixed folding, the procedure for

/

" “checking for alternating cycles ,is more complex. For

example, consider petforming coiumn folding after row

folding. Row folding can be performed ‘with the only

constraxnt that it does not create any alternating cycles in.

the columns of the PLA, /.e. Q'(C) remains asymmetric. Now,

in order to be an implementable column folding pair (c.,c,)

must satisfy the followfng conditions:

1.  (ci,cy) ¢ Q°(C) and (c,,c.) f 2 (c),

- 2. (ey,c;) should' not create any alter2§t1ng cycles among
the rows, that is, Q'(R) should remain:-asymmetric, and

3. (ci,c;) should not create any' relations involving the

two elements in an& of the row folding pairs.

In our implementation, the» first condition is taken

care of by eliminating all the column fold%nglpairs vhich
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are part ol the relation in Q°(C), after the completion of -
row tolding.rfhis also reduces the number of pairs being
considered for' column folding. The second condition is
checked for, in’the same.way as in simple‘column folding; 1f
this condition is satisfied, then we check’for the third
condition. The relation "in ROW-MATRIX ig copled inté ‘a
temporary ‘matrixfﬂuthe relations hinduced by the column
folding pairs are added to tﬁe temporary matrix and the
tranlitiyo"CIOlure of the temporary matrix isAfdunq. Then
the matrix is checked fdr‘ the presence of' any relationé
involving the two eleméhts in any of the row fold1ng pairs.
If any such relation is found, the column pair being
considered is not implementable. The complexity of checking:
alternating cycles for mixed féiding is "oln?). This is
because, in ‘ﬁhé vorst case, the transitive'qlosure of the
temporary matrix should be found.

Procoduro TRANSCLOS ; ‘

Bvery time a fold1ng pair is added to the folding set,
the relations induced by that pair are\\sntered in the ;
éorrcgponding matrix or mﬁtrices and fhe'transitive closure
of the _rélatgons is found before adding another‘pair. We
haye;used‘ﬁarshall's algorithm shown in Figure 3.5 té find

Athe ‘transifive closure of the relations. The complexity of
this algorithm is O(n’)
Procodurc SORT: _

After the folding process has been completed it is
‘,neces‘s“’ary. to‘ :s’or; tl_m\e re}lﬂohs‘ into a linear ordering so as

»
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‘ Procedure TRANSCLOS (var A : array[1..n 1..n] of bcolcnn)1 .

sy

“ begxn o

var i,j,k ¢ integer; .
bogin ~ '

. for k := 1 to n do
for i := 1 to-n do

® for j := 1 to n do 4
if (A[i,j] == FALSE) then ’r
A[i,j] = Ali,k]) and A[k,t];
end. : ’

»

Fig. 3.6 —‘Warshall s algorithm for trans1t1ve closure

i
.Q

ﬁv ‘ﬁ.ﬁzﬁrn  }§ : 'M g . LR
Procedure SoﬁT(vaf : array[1..n,1..n] of boolean);
var C ar?ay[1...n] of boolean;

1£¥ 1ﬂ£eger-

for i tm 4 to n do c[i] = FALSB;
- ;or iit# 1 ton do |
- ;; “1£ (c[i] = FALSE)
: ;,~":~togsart€‘?c n, A{,‘ ,
.ndf - --tﬁ 2 | .
'Amrv'iw.w ; . B
procedurg topsdrt(i,C,m,A)% ‘

zbegxn
cl

var J,.yxn ger; .. b

1ﬁ~m‘?RUE,
f0ra 4% 't to n do

;:{, 1£ ((A[N][J] = TRUE) and (Ctjl = FALSE))

’ m;ﬂ tOPSth(] C,n A);
prxnt(x) N

vhnd.ﬁA

\

»

_gig{ 3.7 - An aigorithm for topological sorting

to dééérmine the final folded PLA structure, rIoPological
sorting is a process of assigﬁing a linear ordering to the
vertices of a directed graph so thét if thete is ah arc from
vertex ito vertex j, then i appears before ] 1n the l:near

order1ng. The relat1ons in COL-MATRIX and ROW-HATRIS are

¥
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v

sorted usihg the procedures in Flgu;e 3. 7

ol
(«

+

| When topsort f1nlshes searchrag all vertlces adjacent
. ‘ ¢ )

~to a ngen vertex x, it prlﬂts X, The“‘effect of calling

\

' } ’ ; »
topsort with i s' X 15' to print“in a reverse‘?rder all

‘_ 3.4 Complextty Analysxsj(

'constant t1me. The.

ssnnce all the columns should be

arternatlng cycles

‘vertxces ¢@ a dlrected graph acce551ble from X by a path in‘

'the graph. In our programs, since the relatlons be1ng sorted

L]

,are,-asymmetrxc (noz' back arcs), kthls " method works

efficiently. The complexity of, this algorithm is O(n’);
i ;L-,-: S ,._p”( S +

/ For ghe analys1s of the&complex1ty of thls PLA foldlng

';algor;thmqwletsus con51der column fold;ng Let c, r be the

o

number of < :umns and rows respect1Vely of a PLA The worst-

”_Mcase complexfty of- procedures VSEZECT and USELECT are Ofc),

xamlned to. select a column<

S

- with m1n1mum or ma imum degree. As explalned 'ear11er,

can be checked (procedure G!CLE) 1nf?

\

IS

elatlons 1nduced by each selected column

-

foId1ng pa;r can be ‘entered in constant trme Cprocedure'

€

TRANS) Thls constant is glven by the degree of 5theA .top -

| column multxplzed by the degree of the boftom colﬁmn.
v Procedurz/?RANSCLOS is an O(r ) aﬁgorlthm and procedure Sort.f

‘ol

I1s an O(r ) algor1thm.f The number of passes through the;

.. SR
algorzthm 1s c \slnce :rere can be cz fold;ng pa1rs 1n the«

. wor, t case. Therefq;e, the overa&l worst case complexltyebf.

T o ‘.
the column,f foldlng \algorthm “i‘ q(c r ) n. our

1mp1ementatlon';theg numbersof passes through Eh&s algorr;hm];

- — \ S

R P 9
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c?, is minimiZed by separating input column folding from
output column fold1ng. ‘ 'T R | : ,rk

The anorlthm for row foldlng is 1dent1cal to that of
the column’ foldlng. Hence“the complexxty of the row” foldzng

algorlthm is o(r: c ). ance we are con51der1ng og}y the'f

sequentlal mxxed folding, the complexity of mlxed ﬁg}d1n'di
‘also ww1ll be the sum of the complexltles of column and rdpi
fold1n9 Howeyer, it should be noted that ‘the procedure;
CYCLE ,requlres‘_only constant t1me in row foldlng aIOne but .
Ofc? ) trme when performlng row foldxngmafter column foldxng
Therefore,a the constant factor for the*row (column) foldzng
after column (row) foldlng will be hlgher ‘than row (colummn)
foldlng alone.  ;€, ‘-.’ s‘~"¥?t§isv“‘ ' '\'f :'r;. |
Storage reqturemenwa"%"" : {', #nﬂﬁl PR y" R
“"_Thev largest gmount of Mstorage ‘requrred is for the_
Amatr1ces COL MATRIX and 'ROW-MATRIX. ?he'storage'requ1red for
COL MATRIX is Z X z, where 2 is ¢he sum. of the 1nputs\gnd
the outputs 1n the PLA. The storage requlred for ROW-MATRIX
': 1s R x R, where R is the number of product terms ‘in the PLA.-

Program FOLD1 can handle PLAs. w1th upto 125 1nputs,. 125

7'}outputs and 250 product terms. o L:;r '-U,.étlh "Q P
3.5 Results o . jmcf'?f | a’fr", : : m#g
¥;We have tested thzs algorlthm on 20 exampl s& Ten

‘ of them are comb1nat10na1 networks and the_ other ten are
2 _synchronous state machlmes. The comb1na1t1onal loqxc P As

- are networks used for code convers1ons. For example,‘rthe’

: . ) P . ool . -
T ) e : o RN i X o ) a0 . -
N . ) l » W : ) oo . L
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" ’ﬁest PLA #guis'a'ngtwork*for 32-bit binary to grey ,codé

)

F

various geﬁﬁbooﬁg,‘ and they are extensively .  used in
pract}cai §§plications. For example, the test PLA = #16
‘describqs‘a vending‘machine. The.réswlts of row folding are
listeé in Table 3.1, the reqults,vof;boiumn foléih are

listed in Table 3.2 and the results of mixed :foldind are

*listed in Table 3.3, o 4
. N » ,

° |

¢ - "a‘. .
) SN - SRR S

B L 90

conversion, The state machine examples have been taken from
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Table 3.1 « Results of column folding using-algorithm FOLDY -
a a ., . ' ' ' ‘ ‘ A . . . - k. ., Y' ; '“,

X

No. PLA SIZE # OF . 4§ OF. CFP . TIMEY % AREA

(IXOXP). . TRANS STATES ~ -“Sec  SAVING
1 8x8x15 a0 7 2.8 44
2. 10x9x18 54, " 0. 6 6.3 Y |
3 tzxa0xee. 81 . R 13 13.8° - 41
T s textexar. 92 et 15 225 4f
5 exioxiz 00l 0 - e5 T 2.8 28
6 10x20x30 '1?217} o 10 245 3
7 26X20x43 o 20 816 4
8/ 32x33x63 g 0 Y 31 315.6 49
9 5&32;32y,,7 192 0 16 - 28.0 - &t
10 8xBx107 - 812 0 4 295 25
el s § E _ ,
11 4x5x4 22 5 2 1.3 23
f@& . 6XTX9 | sé; 4 2 | 2.8 *16
13 1ixexiz . 82 = 7 4 .. 5.5 25
s 14x12x17 152 7 9 o 9.9 35
s 14x14x19 167 3§ R 8 1.5 33
16 11xex2s 197 . 14 \& . 2317 25
17 o 1x10x25 226 2 s fngS' 2
18 16xi3x2e. 234 16 " 10 22.6 - 36 .
19 “t2xafk26 275 i o 23.6 29 - |
20 © 15x14x33 3ji '-17""_ 10 - 39.2 35

Py

't :_ includes time taken by_pARss-éLA-7nd PRESTO . .

s

IJ \ . C ) . . ‘ T | .. '. « ' ‘



Table 3.2 -Results of row folding using algéri}hm‘FOLni.

.
No. PLA SIZE # OF 4 OF  RFP TIMEt % AREA
= (IXOXP) 'TRANS STATES | " sec  SAVING
1 8xBx15 44 0 3 C 2.3 20
NN . L ~
.2 10x9x18 54 0 5 . 6.0 28
“"’ sz‘zg%z'?l_ii > 81 0 5 o130 21 .
*Wismgx;ﬁ o 9 L0 14 19.6- 46
5 Bx10x12 1bo.i~ 0 0 2.4 0 MW
6 fox20x30 - 122 "“2@ R I T I T P
7 26x20x43 1313 0. M A‘{ 66.6 26 -
8 322X 188 0 '30**"' R ‘29‘9,6"“’%,_ ©
9  5x32x32 192 0 -0 8.6 ' .0
.10  Bx8x107 812 0 e 102,70 .
11 4xs5x4& 22 5 0. 1,0 0 Tn
*12 6X7x9 62 ¢ 0 2.7 0
18 11x5)}<12}‘ B2 7 yo o so 0 |
14 1‘4*12;{?7/‘) 132007, % o 754. 0 ‘
15 - 14x14x19 167 10 0 8.9 ¢ 0.
16 11x9x24_. 197‘;'u¢4- ' 'S 211 0 0
17 11x10x25 226 12 o 18,0 - 0
18 15x13%26 o234 16 0 FLE I
~19"_ ~12‘x'20~>'<263 &"_; Ty | 0o 17.1 _‘p R
20 15x14x33 o o N\ 25,4 0

't : includes time taken by PARSE-PLA and PRESTO "

.
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Table 3';3.-Rei‘.ults of mixed foldmg usmg algonthm FOLD1

’ . ’ ) . o ' SRS i 4

No. PLA SIZE i 4 OF fOF CFP RFP . TIMEt X AREA ./\
,  (IxOxP)  TEANS sm'rms | : sec SAVING ‘
1 8xBx15 a4 .t o 7 5
2 10x9x18 ¥ B §§?R;' ' '
. 3 ¢12x20>‘1 w 8:' ’
4 16x16x31 . 92
5 8x10xi2 100 3.0 28
6 foxaox30 . 122 3.8 38
. i g6xoxey 13 198.9 . 's8
g 32x32x63_'?‘ 188 751.4 62
. € sx32x32 192 o0 16 29.3. 44
’w: 10° éxax107'- ia13: .0 Jig?ﬁ' 292,2 25
R R 4x5x4 22 5 0,2 -0 1,20 23
12 6X7x9 62 ¢ 2 0 3.0 16
13 q1xsx12 82 " -7 4 0 5.3 25 )
."*%®“€Z;$%f?7viofusz . 90 9.8 35
i TS 141419 - 167 < 10 - 9 0 115 33
16 tixox2e, 197 w5 0 . 23.8 25.°
17 1ixuox2s _;3%%;3" 27 s 0 a0l . o2e
18 15-:{1"3x"2;6, ?234 16 10 0 225 36
\ s *19 t2x20x26 . 275 14 9 0 23.8 29
i 20 - 15X14x33 31 1710 0 . 35;8 35
t: includes time taken by PARSE-PLA and PRESTO »Q
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" 77, A New BLA Folding Algorithm- g
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'I‘he mam drawback of Hachél 8 PLA foldlng algorithm 15 o

o

. thet each xt1me ‘a folding pa1r is accepted the algor1thm e

rd

f 'epecihnes ethe part1¢ular pos1tlons to t e.. elements .‘in the
v.fold:.ng pair. Thxs in wrn f1xes a. p w&:ular dzrecnon to
w» the‘%‘?dering of the relations 1nduoed b the fold1ng pa1r.
T

In‘ Hachtel's column. folding algonthm descrzbed 1n

. . . »

Chapter 3, procedure VSELECT specxfxé‘ally searchee for a -
‘column to be ,;on-dpo o§ a folded column and USELEC‘i‘arqhes.
for a‘'celumn ‘t_o,be on.the" bottom of that folded column. 1If
this pair does mot create alternatmg" cycles, it is added to

" th'e"fo'lding set A and an ordermg ‘of the rovs 15 "“'hxed ,

i

—immediately which will enable | the impleme‘ntat-xon ogthat

J_Eolding pair., 'A'.numb"er of:uoh arbltrar‘r decigions about the.

Niirection.s of _input (output) SQQnals in the gtlded columns
@ W

\ull restrict the abxl‘;ty ‘to, make further folds in the

‘future. Thls can ‘be explamed usmg an example PLA shown m
E B .

, Fi—gure 4 1. P S |
It (c,,‘ cz) s selected as the f1rst column foldtng
pe,‘tr v:.th ¢y on top and Cz .on the bottom of a fq‘%ﬂed column,
this- will 1nduce a. relat1bn r, < rz on the L%ws of the PLA\

If (cs, c.) is selected as the second column fold1ng paxr

-

thh c,; on top and Ca on the, bottom of a folded column: this

2w

wxll mduce a relatxon rg < r.. wwn:h_ tlus arrangement, 1t 15 o
Lo . IR yoouw- o, . e

*

, . ° “», . ) : . .
74 -° LA . R P o A
; 5. B . . Y .



{
_ bottom of/\a folded column, ‘then it is quzte easy to fold

\ 7 " ‘ "' + v
’
. *‘w&)' *
) e o . + . . >

Fi?. 4.1 - An example 'P~LA.

i

1me551b1e to fold columns cs 'and ¢, as illustrated in

'E1gure 4.2(a). However, if the dzrectzon of the foldzng paxr

Py

(c,, c.) is reversed so that ca will be on top and ¢, bn the

-

2 columns Cs and ¢, as shown 1n F1gure 4 2(b).

~the relative pos1txons of columns € and Ca could have been"

A PLA fold1ng algor1thm Jhould not make arbn::‘»ar:y‘v‘1

dec1szons about the relatxve placements of elements. in- tﬁéTQ”
\foldlng pa1rs. Instead the relat1ve pos1t1ons should be
establlshed only when a partlculat fold;pg pair forces the:
program to deczde the relative pos1t1ons of the elements in.

‘the already selected fold1ng paxrs. In the example given,

1;
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'*w?& jéq'q 3.2 - PLA in Figure 4. i after column folding

:“Ieft Eiipeq1fi1%\unt1l the pair. (c., C.) forces the program
- to- state gﬁet c. “rs on top and c,; ison the bottom of a

R T R
folded colgmn. Thfs 1dea forms the: basis for our  folding
¥ S

-«algorithm.

- 4

Thi's observation about the positions of;%ﬁe élementsfin

" the folded' columns can be restated in terms qf-the'greph :

Jmodel discussed in Chapter 3 The examplé>BLA in Pigure 4.1

be represented by a m1xed graph G = (V E,A) shown in
Fxgure 4. 3(a) In th1s graph each vertex rn \' represents a .
column, the dashed 11nes represent the adjacent columns that
are not foldable 'and the= solxd lines represent disjoint

colﬂmns: l.e."the ordered fold1ng set A, In this graph,

" conflicts in ‘the’ ordered fold1ng set eref/{nd}bated: by

"”elternating'cycles.'An alternating cyc;e'is a cycle in’ which'. -



-

opoints, anv,altgrnating. éyclg‘¥irl be-drgated@"However, ?f

C5 Cé6

K

Fig. 4.3 - Mixed graphs of PLA in Figure 4.¥

-

s

edges alternate befween the members of E and memgers of A.

Note that in Figure 4.3(a) there canm not be a digected edge

between vertices ¢ and c, becauée, no matter which way it .

»

-

the .direction of directed edge c,c, is revefsddk then c,c,

could be joined by a “directed "edge withbut creating
‘alternating cycles as shown in Figure 4.3(b).

. : : - » ) B \\
4.1 A New Strategy . '
. e PR : -

The obsérvation made in the ,example. PLA," §uggests- a

P

posSible:‘new ‘strategy for maxiﬁizing the number bf'foiding

e 4
pairs.

€

1. Ini;ially, choose any folding pait and form a set of

* “ifidependent folding palirs of_gggiggq;cg;djng;ig;,_;;q
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folding peirsv?c., c,) and (c,, c,) are independent if:
Kc},c.) f B,\. ' a
. (ci,c,) ¢ E, **
(c,,cx) ¢ E, and '
(c.e)) §E.

i Thesq independent toli;ng pairs form the fcfding‘ et A°,

Each foldxng“pazr in A° is 1ndependent of all other fold1ng

'“pazrs in A® and all edges in A° are. undlrected except™ for

‘thé’ first _one. .
2. Ch008e additxonal foldxng paxrs which:
a. do not create ml;ernat1ngﬁpycles, and -

I

'b. determzne ~the direction of as few ex1st1ng edges in

E Y

¥

A™ (A after mth edge has been added\tSO A°) as.

- possible. o
/
Note~\;hat adding edges to A° to produce A" may

determine the direction .of some edges in A™, For example,

»

’ L2 . .
suppose A™ is as shown in Figure 4.4(a). Here, the

| direction of (c,, c3) is specified but the direction of

ey

(cy, ca) is so far unspecigied. Suppose we want to -add ;

(cs,ce) to A" Wo form A™, To do th1s, ve must speczfy/the

‘fdireétion of both (cs, c4) and (c,, c.) in order ‘to voxd

Voo

alternatlng cycles. The 1§1nal result w111 be as shown 1n

Figure 4.4(b). | o -
The reason for selectinadche independent fbldin&*bairs

in the fxrst step is th1s.‘Accord1ng to the definition of

!the independent foldxng set, each member of a foldﬂﬁé pair

L4

in A°.is disjoint from each member in other foldxng pa1rs/1n

!

»



v
-
-
17 T C2 cI 7\ C2
I' \ ! AN
’ ” ) t,' .
/ . ¢ \
/ \ ’
. \ ’
/ ’ \
h A}
P \ ’ Y
U . 4 Y
’ \ ¥ 4 \
4 . i R )
‘ ) - -
€6 “~<. -=-"C5 C6 ~~<o ro.e=mcs
S - - NP - -
.o P - -
- - . Sw -
- - A ] - 3
. ,Jbs_ P ‘ e T A
- - - -
¥ -~ S~ 7 al” S -
C3 < ach . c3 < c4
L .
(a) : (b)
+ "

Pig. 4.4 - Mixed graphs of PLA in Figure 4.1

. A

A®, Therefore, the set of induced relatlons by aadh folding
/,pair in A° w111 be disjoint from the). et of relations
induced by the other folding pairs in A°. This gives us the
\/f:eedom to>alter the d1rect1on of the foldzng pairs ' in A°‘
f: (except the fxrst“pa1r) and thereby the directxon of the’

‘brdered relat1ons 1nduced by them\ 1n such a way as ;tq{

max1m1ze the number Qf fo&d1ng paxvs obtained. In the above ‘)

e 1\ 4

example, the folding' pa;r (c,,~e.) \\s 1ndependent of tﬂﬂk
. .-~fi
first €/1§1ng pair (c,, 33) We choée to assxgn 'a dzrectionﬁ,"
to the folding pair (c,, q.) whlch enabled us to fold

columns cy and .c,.

. K

- For the same reason, in step 2, dther foldxng pairs a?e

selected in such, a way thet ve ‘can delay the 3;9t'hws,
regarding the direction of the folding'pairs in A, as long

’ s
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" as possible. The directions o} the folding pairs are. degtai'e& 4
only\'wﬁen the perticuler.selecﬁ:on of folding pairs fotces }
us to do so. ‘ | -~

These two steps arue used 1n our algorithm. It should be‘
“noted thet«jthe first tolding pair in A° crxtxcally
“influences  the ‘cardinality " of . the set A°. Therefore,

_,perticuler attention must be paid to the selection of- the/
£irst fdlding pair in order to maximize the cardﬁhality of

" the set Ah~ﬁgur experimental results 'suggests that using
Hachtel's meﬁhcd of selection described 'in Chapter 3 reSultS'
in bettef teeulte in most cases, There}ore hisﬂ method has
begp‘:?eed.‘jn Q#?;'aigbrithm. ‘Howevﬁr, .we feel that ;ore

research need to be ‘done in drdef to establish a é?iterien )
for the selection of the first folding("@r that will yield
a maximum ce;:l?nelity,pet A°,

As exemple, the coiumn folding,AelgOr1thm» is
d"ﬁfib°d in Pldbln -Algol ip .Figure 4.5. The‘ follpwxng
variables are used in this’ ‘algorithm, P is the set of%all

\ pogsible folding pezre. A, the set of implementable foldxng

pai 'L 1nit1e11y empty. 01, P‘ refer tg?the ith foldxng
r§4 \ I:? "’t‘ 4’» : A
&?ﬁgig_ *in A end P respeefiveﬁy and "u2 arq
q‘ .6 Q s

.- c&tdznelxtzes\og .the sets’ A and P respectzvely.
i In the 1mp1ementat10n of thrs algor1thm ve also used
Ehe data structures ROW-MATRIX and COL-MATRIX descr1bed in

Chapter 3 to keep treck of the row and column relations
4 - .
nlnduced by column and ow foldlnq palrs respectively.

).

Procedures TRANS dYCEg d TRANSCLOS%&:@;also utilized.
o o d,‘ < i

AT L
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t
L | ¥
Program FOLD2; . ’
begin : o ‘
| Ao | ¢ ‘
Build P, the set of all posszble folding pairs; I

. Select the fxrst folding pair p: ¢ P and add it éo A

with its direction flx /

"Find all the inde endent folding pairs and add-them to A

with their direction unfixed; -

For i t= 1 to N1 DELETE(A.,P); -
. N T ﬂ .

Find N2; * R O
v .whxlo (Nz > 0) do begin - j |
| For i := 1 to N2 if CYCLt(p.) RIMOVI&p., P); )
Find the.merxts ‘of the-remaznxng paxrs in P; /ﬁ
» Select.a pair p, e Pi;-with a miqiﬁﬁm merit M /
1t (M, > 0) S | // )
Fix the direction of the pa1rs in A whzch‘would
« create alternating cycles with p,;; ‘ / | e
Add.p, to A thh its d&rectxon unflxed. A
‘n:x.n'rs(p., P), N | / ~
. Find Nz- o | , o ‘, o RGN
end; _‘“ ;g} ‘_7,’ ’,‘. S —
ffﬁgy Ei&gphé%dzrectxoﬁg-;f the ppirs in A whose d1rect1ons 7
. afe not already fixed; - | b0 oo
| ’wr1te(A) o R o ‘ | o
'end- ;:) ‘ ‘ " 32,'-
' Fig. 4.5 - A new PLAffolding’alg?rithm, ‘1;
= i . -

Cd . s N
. -_‘ . 1

N
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’ kaing~ the \qirectionefbf' a column £olding pair means§

‘that a dec1s1on is made ‘/egardxng the poSztxons lei*thQ‘

p

columng in the foldlng palr. The. row relatlon whith will .

enable us to implement this eolumn fold :‘ié- entered

’immediagely inbeROW-MATRIX.J If the dlrecttqﬁ of awcqlumnv

folding p;ir‘is Lnflxed‘vit meansxthat the pOtentiel 'columnt
‘foldzng peir is added to thr foldxng set A but the p051t10nsf:
T-of the co;umns in the fold1hg pair are not yet determlned‘.

Hence, the row relatxon 1nduced by thxs pa1r w1ll ‘not be

\

pfocedures -aesctibed in Chapter*3, add1n§;a column foldfng

palr (c., c,) to A with 1ts dgrectlon {Ixedels equ1valent té

<

'S

A«Au{(c.,,c,)} - Ié
ROW-MATRIX « TRANS ( ROW- -MATRIX,c,,c ) ;!

© o NT= N ey

A

! . . T ) ‘.‘, ; “.
v ~

‘enteredVin ROW-MATRIX at that moment.' In terms of the_,\‘

~Ad ing thlS pair w1th its dlrectlon unfixed is equ1va1ent to '

A..AU{(c,,c,)} - |

= + H : —_
N1 N‘l s ‘ ..

At any given instance the set A may conta1n foldlngV“'

pa1rs whose dlrectlons are fixed as well as foldxng palts
A

whose d1rect1ons are yet to be establ1shed The mérlt of a

fblding palr p. e P, is glven by the number of folding pairs

" in A whose dlrectlons must be fixed before addxng P to. AL

If A, = (Cm, Can), then DELETE(A.,P) removes . all: the.‘

\vfolding pairs in P, wh1ch have either: cm or Cn as One of

theéir members. Procedure CYCLE checks if a folding. pa1r

”fwould create alternat1ng cycles with the ex1st1ng relatlons.

N

~

e
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- Procedure REMOVE removes a ‘particular folding pair from the
RN ‘ / 1 e . . N . “ . j
‘setfP. T VA < o !
: [N f . ’ b . :
Inplementatlon' _ 3 ‘

'The set of all -possible column folddng pailyfip'*is_‘
ma1nta1ned in a matrdx-like‘data structure cali%d MATC of
131ze c X ¢, whére < 15 the sum of the number of Enputs “and
outputs in the PLA “A '0' (FALSE) in pos1tlon (1 J) in. MATC
1nd1cates that colnmns =¢. and c)‘ qre not d;s;o1nt and"
therefore unfolﬁable. A f1f (TRUE) in that position
1nd1cates that dolumns c, angd. ey are dlSjOlnt and théretore
‘ziih' be a fold1ng palr./Th1s data is found by checklng each
column of the PLA fbr dzsjo1ntness w1th all other columns.'

P -

"then the flrst foldang pair Ss selected by u51ng the;
/ / A

”}heuristids/dlscussed in. Ch&pter 3 end added to A w1th
'd1rect1on‘flxed Th1s means’ the ‘row relatlons induced by the
this pa1r ‘are preserved in a s1m11ar way in ROW MATRIx\as in
algonthm POLD1 e | )
/In thf next step, the set- of 1ndependent foldlng pa1:5
1s found and added to the fold1ng set A w1th the1r d1tectxon

_wgnflxed.‘ The 1ndependence_“o£ any foldlng pa1r can, be

determ;ned~_;n. constant tzme us1ng the data structure MATC
Therefore the set of 1ndependent folding ppzrs can be found

in O(c ) time  in the worst case. If (c.“ c,) is a folding

md

fpaxr in A and f MATé[i m] MATC[1 n], MATC[J m] \and

"

MATC[f n] are "all ‘"TRUE"A then (cm, c,) is an 1ndependent
LA

\foldzng pair. Note that MATC[1 m] = TRUE 1nd1catesv that

\columns c, dﬂﬁgcm are dlsjo1nt and,therefore (c., cm) ¢ E.
A\ |

\
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LAl such"indepehdent columh fo1d1ng paxrs are found and’
l.added to A w1th their d1rectxon unflxed | ‘ “

The card1nal1ty N1 of the set A is ancremented every.

, t1me a ﬁoldlng pair is added to A, The cardlnallty N2 of .the

set { can be ‘found in O(c ) time u51ng the procedure‘,
illy trated in F1gure 4.6 EA )

- All the - foldihg pair;A-lh P which 'would"°create

‘alterpéting_‘cycles‘ with ~the existing relations“elready
»entgredpiﬁn- Row;MATRIx are then removed from P, Note ‘that
pefore }thev first‘lpass, through the whfle loop {n the,’
algorithm, we have determined the d1rect1on of only one
foldingwpair iu;;: namel};"A,. Hence, an the first ‘pass

through. ‘the whil

100p only those fo1d1ng pa1rs which would
creatqultern%t' g cycles when added w1th A, are removed.

| 'Tﬂe‘ merits of the remaining fold1ng pairs in P are
found. next. The procedure for f1nd1ng the merzt of folding
paigss in °P and\the data structure for the sets A and Puere
described im Figure. 4.5. Along ‘with the me?its of the-

’ folding’ pairs iniﬁP,k this procedure . also determ1nes the

\\ldlng pairs in A whose d1rectxon must be fzxe’ =”efore

addlng p. to AL S1nce thls procedure 1nvolves f1nd1n§’the
transitive closure of temporary matr1x,‘ rhe complex1ty of
th1s procedure i§' O{r? ) where r 1s the numbey of product

terms in the PLA, Thls is the only t1me consuming procedure

N

"f!n our algor1thm since the merits of each pazr in P must be

found for -every pass through the while loop In the actual

h .
1mplementatlon' of this algorxthm,-ge have reduced the time.

{ ’ .
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bogin
Nz _o. 0’ .
for i = 1 to ¢
‘for j 3= 1 to c , A
| 1f " (MATC{i,j] == TRUE) -then N2 := N2+ 1;
end. ‘ “ " ) N '
| | | | LA
Pig ¢.6 - Procedure for finding the cardinality of P
sbent'inlthis‘proéedure b§meg{ting‘ from~iqhe procedure as
. T S : .
soon as a folding pair vith merit = 0 is found.

- 1

A foldzn@ pair p, w1th minimum merlt 1s then selected
If ‘$the merit of this pair is 0 then 1t i's szmply added to A
with its dxrectxon unfxxed. Otherwzse the dlrectzon ot  some
“of the fold1ng pairs in A (1nd1cated By PLQ‘_foes) are
| determ1ned by the procedure 111ustrated in F1gure 4.8

-

‘When~ the set 4 becomes empty, ‘the d1rect1on of the

. t : )
fo ding'pairs in A whose direction are not yet" determined

be .determined using the‘proceduge similar to the one

-

shown ggfgggure 4. 8., ” ‘- | ! o

' Cthlexity Analysis:
o For the complex1ty analyszs, 1et . us consider Column
fold1ng. Let c,r be the. number of columns and the number of

| rows respectzvely of a PLA. Two columns can be checked . for

dzsjoxntness ~in 0(r)»t1me. Hence it requires O(c?r) time to

&
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. Procedure merit(i ': integer); . v
int j,k; . .
struct - { : . ,
. int topcol;
, int botcol; » o
, , int status; /+# FIXED or UNFIXED %/
- . int ﬂbrlt"
. int foes[], ‘ y,
F Pl -
begln : R w7
Pli]l.merit = 0. e
copy ROW-MATRIX into a temporar matr1x TEHP' ~
TEMP « TRANS(TEMF/,P[i]. topcoi Pfx] botcol); o

for*j := 1 to Ni
it (Alj]). status == UNFLXED) then
begin '
TEMP « TRANS(TEMP,A[i]. tOpcol Atll botcol)
TEMP « TRANSCLOS(TEMP)
if- TEMP has alternatxng cycles o
begin
Pli].merit := k := P[i].merit + 1;
Pli]. foes[k] = J,
end; :
_ - end; - ; , .
end; ' ‘ o

A

Fig 4.7 - Procedure for fiq6;>§~the merits of folding pairs

g C |

for k. := 1 to P[x] merit o N _ .
begin - A
. let (cq w) be P[i].foe 1; _ - -

it not éYCLE(ROW-MATRIX,cm,c ) ,
x4 begin ' ——
s ROW-MATRIX ¢ TRANS(ROW-MATRIX,Cm,Ca): :
ROW-MATRIX - TRANSCLOS(ROW-MATRIX)
end;
else if not CYCLE(ROW-MATRIX +CnrCm)

begin .
ROW-MATRIX - TRANS(ROW-M%TRIX c,,cm) o
ROW-MATRIX « TRANSCLOS(ROW-MATRIX s

_ end; .
‘ else‘begxn -



t

A
A+ A - {(CM?CQ)}; .
N1 = N1 - 1; ‘ ) , -
~end; : ' : / .

-end; E -

-~ Fig. 4.8 - Pixing the direction of folding pairs

fo e

bu1ld MATC. The Set of all posS1b1e fold1ng pa1rs P can be
directﬁy built from MATC in 0(c?) time since there can be c?
-fold1ng pairs xn the worst case. The f1rst fold1ng pair A,
is selected in O(C) time using the. procedure USELECT and
VSELECT used in the algorithm FOLD1. Each fold1ng pa1r in P
can be\cﬁecked for 1ndependence from another pair_in A in
' constant time as described earlier. Procedure DELETE
‘requlres O(c?) t1meu A partxcular folding pair in P ‘can be
removed in constant time (Procedure REMOVE) .

u In the main hgdy of the algorithm' (the while loop), the
procedure to find the mer1t of ‘a foldxng pair requlres
findxng.the trans1trve ckosure of ROW-MATRIX. Therefore, thez

_complexity "of finding ‘the merit of one

01ding_pair is
o(r?). in,the worsé?case, the merits of all ¢ uéolding pairs
must be found in each péss through.the Ilé;loop and the
whilewlodﬁ'will be repeated c"‘éimes. Hence, the 'overall
complexity of the column folding algorzthm is 0(c r’ ) as
compared to Hachtel's O(c r?) algorlthm. '
In the acgual‘ 1np1ementat1on of this algorithm,»the
time‘required to find the merits of folding pairs during

each pass through the while loop is reduced by exifing from .
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the procedure MERIT as soon as a tolding pair with morlt =0
‘is found. The number of pasaes through the while loop is
- reduced by. elxmznating all foldzng pairs in P which would
create alternating cycles in each pass through the while
loop. The proceddres DELETE and REMOVE also con51derably
reduce the humber of .passes requ1red through the while loop.
Separatxng 1nput column from output column folding further *
re&uces the time spent in this algorithm.
The‘ algorxthm for row folding is identical to that of
~column folding. lhereforg, the complexity of the row folding
‘can be shown.as O(r*c?). The complexity of mixed folding is

the sum of the complexities of column and row-folding.

4.2 Results - ' : ! ¢
.. ﬁe hgxe tested this algorithm on the same 20 'example
PLAs used to test Hachtel's algor1thm. The results of column
foldxng are listed in Table 4.1; the results of row folding
are lxsted in Table 4. 2 and the results of mixed fold1ng are

llsted in Table 4. 3.



o \ 89

-4

Table ¢.1 = Results of c§luﬁh tblding using algorithm FOLD2

4

Pt 3

\,
5
°

p—

PLA SIZE # OF 4 OF CFP . TIMEt % AREA .
 (IxOMP)  TRANS STATES - P sec SAVING

8x8x15 44

P

1 - 0
2 10x9x18 54 0 8. \
3 12x20x2¢ 81 0 137 14.6 41
¢ 16x16x31 92 0 15 20,4 47
5 8x10x12 100 0 5 3.0 28
6 10x20x30 122 0 8 2.1 27
7 26x20x43 131 0 21 91.2 46
8 32x32x63 188~ 0 31 319.8 49
9  5x32x32 192 0 16 29.1 44
10 “§x8x107 812 o 4 291.8 25
1 4x5x4 . - . 22 5 2 1.2 23
12 6X7x9 62 , 4 2 2.8 16
13 11x5x12 82 7 4 5.3 25
14 14x12x17 132 7 10 "° 9.6 39°
'1§% 14x14x19 167 10 9 1.3 33
Qﬁﬁﬁ%’ 11x9x24 197 14 5 23.24 25 °
17 11x10x25 226 12 5 20,2 24
18 15x13x26 23 ' 16 . 10 21.8- @6
19 12x20x26 275 14 12 2478 38°
20 15x14x33 - 311 17 1 398 3m
- ) - 38
I includes time taken by PARSE-PLA and ﬁkESTO

: more area feduction than FOLD? \
: less area [reduction than FOLD?
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Tab!j:},z - Results of row folding using algorithm FOLD2 .,

90

# OF

" Nos+ PLA SIZE  # OF RFP  ° TIMEt X AREA
' (IXOxP)  TRANS STATES S sec SAVING
1. 8xBx15 % 44 * g 7 2.9 47°
2 10x9x18 . 54 0 7 6.5  39°
3 12x20x24 81 0 10 19.1 42-
4 16x16x31 92 0 14 22.0 46
5 8x10x12 100 0 0 2.3 0
6 10x20x30 122 0 7 "5, 2
7 26x20x43 ’ 131 0 13 86.3°  31°
8 32x32x63  , 188 0 30 296.9 . 48
9  5x32x32 192 0 0 8.6 0
0 8x8x107 812 - 0 0 101.9 0
11 4X5x4 22 5 0 1.1 0
12 6x7x9 62 4 0 2.7\ 0
13 1ixsx12 82 7 0 a8 " 0
14 14x12x17 132 7 0 7.9 .0
15 14x14x19 167 10 0 8.7 0
16 . 91x9x24 197 14 0 20.4 0
17 11x10x25 ~ 226 12 0 17.1 0

18 15x13x26 234 16 :p 15.5 0
19 12x20x26 275 14 0 17.1 0o~
200 15x14x33 311 17 0 25,0 0
{ "t : includes time taken by PARSE-PLA and PRESTO
+ : more area reductlon than FOLD1 ,

’
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4.3 - Results of mixed folding using algorithmIFOLDZ

&

N

.

s

'

- # OF'CFP

No. PLA SIZE 4 OF RFP TIMEt % AREA
(IXOXP) TRANS STATES . s6C SAVING
3 ‘ = T
1\ 8x8x15. 14 o 7 2 4.2 s2-
2 ' 10x9x18 54 o 8. 4 12.5  55°
3 q;ngpxz4h NI 0 13 6 32.8 56
¢ 16x16x31 92 0 15 6 52.3 58"
5  8x10x12 10 "0 5 0 3.5 28
6 10x20x30 122 o 8 7 65.8  44°
7 '26x20x43 131 0 21 .11 ".488.0  60°
8 32x32x63 188 - 0 31 14 863.6 - 60-
9 5x32x32 - 192 0 16 0  29.1 44
. 10 exBx107 812 0 4 0 ~ 294.6 25
11 4x5x4 22 ' 5 3 0 1.3 23
12 6X7x9 62 ¢ 2 0 3.0 16 -
13 tixsx12 82 7 & o0 5.4 25
14 14x12x17 132 7 10 .0 10.3  39°_
15 14x14x19 167 10 9. 0 1.7 33
16 11x9x24 197 1w 5 0 23,7 25
17 11x10x25 226 12 5 0 20,9 24
18 . 15x13x26 234 6. 10 0 22.8 36
19 12x20x26 275 1412 0 .25.6 ' 38’.
20 15x14x33 311 17 11 b 40.6  38°
t includes time taken by. PARSE-PLA and ii;éTo ;
+ : more area reduction than FOLD1 .,

e o8 oo

less area reduction than FOLD1.
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‘4;3 Analy‘is and Co-pirilou_oi‘thn Resylts .

Tables listed heéé and in Chapter 3 .illult:dfc t&at
toldinglzcan? considerably reduce the area é&‘PLAs. The arﬁi\\
reduction achieved by folding ranges from 16 - 63X. In the
éase of finite state machines, the area r;ductions achieved
lby folding were less thhn that of combihatrbnal networks due
to the following reasona. The transis&or‘ﬂensities in the

" columng representzng the pveégnt and the next states of ‘the
finite state machines a;ev very high and the 1nput signal
that initiates the reset c&ﬁdxtxon is present in all the .
product terms and therefore, there are no disjoint product
term rows. Hence row folding on finite ‘state machines
implemehted as PLAs does not yield any area'feduction.'A}sb, )
the constraints inducedvby'the feedback connections inhibit
column folding and therefore the Area réduction obtained by -
column folding finite state machiﬁes impiemehted as PLAs  is
reduced. | ' R

o A comparison of the results of -algofithms FOLD1 and

FOLD2 shows that the area reductions obtained by FOLD2 are
slightly better or equal to that of FOLD! in almost all Fhe
examples in every type of foldzng. The additional area |
reduction obtained by FOLD2 over FOLD! are 2 y 9% in five
examples in column folding, S - 27% in five éxamples in row

. folding and 2 - 9% in nine exaﬁples in mixed folding. FOLD1
obtained 7% more a{ea reduction in one éxample in column__
folding and upto 9% more area reduction in two examhle' in

mixed folding. The tables also show that time spent in

»
[
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algorithy FOLD2 is almost equal to- that of FOLD1 in most of

. the examples in ovo;y type - of folding. .Hence, we can

conclude 'that the portorman:e of our algorithm is befter

than that of Hachtel's. Bven though the ‘percentage of

additional PLA area reduction achieved by our algorithm may

not seem too great, it should be‘noted‘thaq the number of

,fbldigq pairs selected by our algorithm is cbnsiderably

> higher than that selected by Hachtel's algorithm in most of

("the!e examples, It should also be fioted that the results

obtained by these algorithms ‘are near optimum in most cases.

o e

4.4 Puture Research’ .

In the following barag;aphs, ve offer some suggestions

to improve the performance of the PLA folding algorithms'and

tolexpéhd“the PLA design system.

1.“_

In our implementation of the algorithms FOLD1 and FOLDZ,

an input variable and its complement are treqted as a
. single colhmn during the folding process. PLA area

feductibn' obtained by folding may be improved i%‘an

input variable. and its §omplement are handled as
different columns but assi§ned to’thé same part (top or
bottom) of neighbouring vertical columns [Gfas 84] ‘
E£f1cient algor1thms should be developed to perfnrm]
input partitioning to produce the décoded PLAs discussed
in Chapter 2. '

Significant area reductxon can be achleved by dxv1d1ng a

PLA wzth a large number of product terms 1nto a number
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of ‘ﬁbAa with a umallor number of product terms, Thlo'

'procedure il known as synthesis or Seomentat lon

[Kang 82].
The storage required for ROW-MATRIX and‘COL-MATfo which

. keep track of the relations induced by tolding pairi ané,

the time required to find the transitive closure ‘of nuch
rclntions can bo roducnd by utilxzing spur:e matrix
techniques [wWirt 797, “ e
Even though the state assignment 'presentgq in this
thesis"gives better results than random ltatq‘

assignment, a better stélé assignment method should ‘be

A}

.dévelopgd in the fhture This state assignment algorxthm'

should be spec1£1cally developed for finxte state
machines implemented as PLAs which will facilitate
better performace by the folding aigorithms [Giov 85].

All the PLA folding algorithms that have been reported
in the literature are aimed only at the sequential mixed
folding. Purther research Aeeds to be done in the area

of simultaneous mixed folding.
~
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Chapter 5
' Conclusions

Cy

PLAs are extens1vely used in VLSI c1rcu1ts to 1mplement

comblnatzonal and sequential log;c. The ma1n‘.drawback vot

in the PLA de51gn process and the area reductzon methods

‘_that -can be’ appl1ed at each stage of the PLA deszgn.

“ The ma1n contrlbutlon of th1s theszs is the development

-of a new PLA foldzng algorlthm.‘The basic pr1nc1ple of our

' .foldlng algor1thm is to delay the decision. regardxng the

posszble untll the select1on of another foldzng pa1r forces‘

,us to decxde thelr pos1t1ons. “

3that our foldlng algorxthm performs sl1ghtly better than

placements of the var1ables in a fold1ng pa1r‘pas long as

i

'We- also 1mplemented the- PLA folding algorithm by .

‘ Hachtel et al., . as a startxng po1nt in study1ng PLA foldlng

and also for compar1son purposes. These’ two algor1thms have

rbeen tested w1th 20 example PLAs. Exper1mental results show

most of the examples in obtalnxng better PLA area reductlon

 The t1me requ1red by our algorlthm 1s measured to be about
. the same as that of the algor1thm by Hachtel et al.

The - minor. contr1but1ons of thls‘ thes1s ﬂareJ the

N | \
95’ e

‘using PLAs in VLSI c1rcu1ts vis their poor silicon area

A»utilization.‘In this‘thesis; ve looked at'the steps'involved‘

~

'Almplementatlon\\of ,nf algor1thm to make‘; quick - state -

'-a551gnments for\ f1n1te state machlnes and. the dynamlc CMOS
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PLA generator. Thesé programS' and the exlst1ng programs
9 PLA and PRESTO make a complete PLA desxgn system: which
zrsjapable of tak1ng  the ¢ designer  from functlonal‘“
descr1pt1on \6f the logié to be performed to the layout
~description of the PLA. |

We‘ demonstrated that fold1né can reduce a consxderable
amount of area of  the PLAs., This makes PLAs much mere /
éttractive for VLSI circuits. We have also shown that our‘
algorithm performs better than-‘the‘ algorlthm by Hachtdl
etﬂ al. without taking any' add1tlonal amount of computer

tlme. We feel that the work reported in thls the51s has made

some progress in m1n;m121mg‘the area of PLAs.,‘ : /”

/
/
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