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Abstract

A Fourier Transform Spectrometer (FTS) designed specifically for use
in the ultraviciet and visible (UV-VIS) regions of the spectrum has been
fabricated and characterized.

This spectrometer is based upon a standard 90° Michelson
interferometer configuration. The fixed and moving reflectors in the
interferometer are planar. The moving mirror is designed for a maximum
travel of 1.03 cm on either side of the position of Zero Path Difference. With
this mirror travel, the minimum achievable full-width at one-half the
maximum intensity (FWHM) of a spectral line is 0.30 cm-!. Both simple
spherical lens and folded Off-Axis-Parabolic mirror systems have been
assessed as collimating and focussing optics. The aspheric, achromatic mirror
systems have been found to provide superior collimation and focussing. The
entrance collimation mirror system is particularly well-adapted to input of
radiation via a fibre optic. To reduce the effects of instrumental apodization
of the recorded interferogram, procedures for aligning the various optical
components have been developed. To date, the best measured resolution is
0.63 cm'! (FWHM) of the Mg 285.213 nm peak from a Mg hollow cathode
lamp.

‘In air the usable spectral band-width of this interferometer is from
approximately 200 nm through the visible region of the spectrum. With
evacuation or purging, the present optical components should allow for

operation to approximately 180 nm.

The moving mirror is attached to an air-bearing/permanent magnet

assembly. Twin wire coils provide the force by which the mirror is translated.



A zero-force servo system has been developed to maintain a constant mirror
velocity. The velocity varies less than & 0.4% throughout an entire scan. The
travel of the moving mirror is controlled via an absolute reference laser

fringe counting system.

De-aliased spectra can be acquired using a frequency multiplied version
of the reference laser fringe. The frequency multiplication is achieved via a

digital Phase Locked Loop.

To reduce the effect of the multiplex disadvantage, A novel pre-
dispersion system has been coupled with the interferometer. This pre-
disperser is based upon the optical system of the LECO PLASMARRAY
echelle spectrometer. Preliminary proof-of-concept studies have been

successful.
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Chapter 1

Introduction

Optical Fourier Transform Spectroscopy (FTS) has a range of operation
that roughly spans the spectral range extending from the vacuum ultraviolet
to the far infrared regions of the electromagnetic spectrum. Presented in this
thesis is the description of a spectrometer that has been specifically designed
for use in the ultraviolet (UV), visible (VIS), and near-infrared (NIR) regions

of the spectram.

This introductory chapter is comprised of two sections. In the first
section, the general methodology of optical FTS is outlined, and an overview
of this field of study is presented. The second section consists of a more
detailed description of the principles of optical FTS. Each section has been
written with very little reference to the other section; hence, each may be read

separately or together as desired.

1-1. The general methodology of optical FTS.

The key component of a typical optical FT spectrometer is the
Michelson interferometer, illustrated in Fig. 1-1. The interferometer encodes
the time varying behaviour of the magnitude of the electric field component
of the incident radiation into a form that is physically detectable. Consider

the case where the incident radiation is monochromatic with a wavelength A.
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Figure 1-1. The Michelson interferometer.



The beam of incident radiation is divided to produce two beams that
travel into the fixed and moving mirror arms of the interferometer. The two
beams are reflected and recombined. The recombining beams interfere - the
degree of interference being dependent upon the position of the moving
mirror. When the optical path lengths between the two beams are equal the
reflected beams interfere in a totally constructive manner. In this situation
the moving mirror is said to be at the position of Zero Path Difference (ZPD).
If the system was perfect, all of the source radiation would impinge upon the
detector. A maximum would be detected. If the moving mirror was moved a
distance A/4 from the position of ZPD, the optical path difference between the
two arms of the interferometer would then be A/2. At the position of
recombination (and at the detector) the two reflected beams would undergo
total destructive interference. None of the source radiation would reach the
detector. For any position of the mirror between ZPD and A/4, varying

degrees of interference are detected.

The usual operation of most FT spectrometers involves translation of
the moving mirror with a constant velocity, such that the optical path
difference between the two arms of the interferometer is varied in a constant
fashion. For this case of constant velocity scanning (and a monochromatic
source) the intensity of the radiation impinging upon the detector varies
sinusoidally. This intensity oscillation is called the "interferogram” of the
source radiation. The resulting detector output is also a sinusoid. The
amplitude and frequency of the detector output waveform are directly
proportional to those of the magnitude of the electric field component of the

incident radiation.



The frequency of the output waveform is also directly proﬁortional to
the velocity of the moving mirror. By translating the mirror with a
sufficiently low velocity,. the frequency of the interferogram can be made low

enough to allow it to be detected via conventional techniques.

For the case of polychromatic radiation, the interferogram has a
complex time varying behaviour. Fourier transformation of the
interferogram yields the frequency spectrum of the interferogram. With
appropriate correction of the frequency (wavelength) axis of this spectrum,

the spectrum of the source radiation is obtained.

Different spectrometer designs involve different schemes for scanning
of the moving mirror. The mirror may be moved to only one side of ZPD, or
it may be scanned symmetrically with equal travel on both sides of ZPD.
These are often called "single-sided” and "double-sided" interferograms,
respectively. If a perfect interferometer could be constructed, a double-sided
interferogram would show symunetry about the position of ZPD. In this
situation one-half of the interferogram would be redundant and need not be
measured. The spectrum of the source could be correctly calculated from a
single-sided interferogram. From the point of view of measurement time,
the aéquisition of single-sided interferograms is attractive. Unfortunately,
except for some special cases with sources of limited spectral band-width,
symmetric interferograms are rarely measured. Due to instrumental effects,
measured interferograms are usually asymmetric. In this case it is no longer

valid to assert that one-half of a double-sided interferogram is redundant.

It can be shown that the amplitude spectrum of an asymmetric double-

sided interferogram is identical to that of the symmetric double-sided



interferogram that would be m‘earsurec‘lk with a peffect inhterférdme.t‘er‘ (1]
Hence, for FTS applications, asymmetry of measured ihterferograms is
unimportant if double-sided interferograms are acquired. It is still possible to
acquire single-sided interferograms, but these must be corrected prior to

Fourier transformation if they are to produce correct spectra.

The asymmetry of the interferogram can be treated as being the result
of incorrect relative phases of the frequency components of the interferogram.
Post-acquisition correction of single-sided interferograms is (in theory)
possible and such phase correction procedures have been developed and
applied [2]. Thus, a trade-off exists between the greater measurement time
needed for acquisition of double-sided interferograms, versus the added
calculational complexity involved in achieving the phase-corrected spectrum

from asymmetric single-sided interferograms.

The instrumental line-shape of a perfect FT spectrometer is dependent
upon the extent to which the moving mirror is scanned to either side of ZPD.
This is illustrated in Fig. 1-2. Shown here are the interferogram and resultant
spectrum of a monochromatic source. The interferogram is truncated because
the moving mirror has a limited range of travel. As shown, the spectrum of
a truncated sinusoid has a sin(2rg)/2xc wavenumber dependence (6 = 1/A

cml),

The spectral width Ao, between the first two zero-crossings on either
side of the principle maximum of the profile, is a figure of merit that is often
used to describe the resolution capability of a particular Fourier transform
spectrometer. If the maximum travel of the moving mirror is denoted by 1,

then Ac = 1/21. When the mirror has moved the distance 1 from the position
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Figure 1-2. The truncated interferogram of a monochromatic source, and
its spectrum. The instrumental line-shape of a FT spectrometer.



of ZPD, the optical path difference is L = 2l. Thus, A¢ = 1/L, where L is the
maximum optical path difference achieved during a particular scan of the
mirror. Clearly, Ao is inversely proportional to the length of mirror travel.
Hence, to achieve greater resolution with an instrument of this type it is
necessary to increase the distance that the mirror is translated away from the

position of ZPD.

In many instances the performance of a spectrometer is defined by the
full width of a spectral line at one-half of the peak intensity (particularly in
the situation in which the spectral line-profile does not oscillate about the
base-line i.e. a Gaussian line-profile). This is the criterion of resolution that is
employed in this thesis. For the case of the sin(2ra¢)/2r6 line-profile, the full
width at half maximum (FWHM) Aoy,; = 0.605Ac. The resolving power is
defined to be R = 6/AG;,2 , where ¢ is the wavenumber corresponding to the
peak intensity of the spectral feature of interest, and Aoy,; is the FWHM of
that peak. The spectra that are presented in this thesis are atomic emission
spectra. The features in these spectra are narrow enough that to a good

approximation the resolving power is also given by R = 4/AA 2.

It is important to note that a loiiger mirror movement does not
automatically entail greater resolution. Any phenomenon that results in
alteration of the envelope of the interferogram is a potential cause of
broadening of the features in the resultant spectrum. In any given situation,
the extent of brdadening is dependent upon the relative widths of the source
spectral features, and the instrumental line-shape that results from the
alteration of the envelope of the interferogram. Truncation of the
interferogram is a broadening phenomenon. If the optical system is

imperfect, causing the envelope of the acquired interferogram to be altered,



the result will be poorer resolution than that Whiﬁh is d_ictnied by thé
maximum travel of the moving mirror. If the mirror is moved well away
from the position of ZPD, almost invariably the non-idoﬁl nature of the
instrument will be manifested in an interferogram envelope that decreases
more rapidly (as the mirror is scanned away from ZPD) than is
commensurate with the source spectral line-profiles. This phenomenon is
known as “instrumental apodization”. The effect of instrumental
apodization is to limit the achievable resolution of an instrument to less than
that which should be achievable on the basis of the maximum travel of the
moving mirror. Hence, the elimination of instrumental apodization is of
primary concern in the design of this type of spectrometer.

Typically, the detected interferogram is digitized with an analog to
digital converter (ADC). It is important that digitization cccur at equal, well-
defined intervals of moving mirror travel. This is usually achieved by
synchronizing digitization with the period (or some fraction of a period) of a
reference interferogram. This reference interferogram is usually that of a
HeNe laser operated at 5632.8 nm. The digitized interferogram is input into a
digital computer wherein the Fourier transform of the interferogram is
calculated. The result, after suitable correction of the frequency axis, is the
spectrum of the source radiation.

1:2. An overview of optical FTS.

For a number of years now, FTS has been the dominant spectroscopic
analysis technique in th? mid-infrared region. Currently, there are 9
instrument manufacturers who produce FT-IR instruments. At the most

recent Pittsburgh conference in March 1989 there were seven sessions, over



five days, devoted to infrared analysis techniques. Only for very specialized
applications did ihi presentations in these sessions not involve an FT-IR
instrument. Cleatly, (ads i an active area of research in which applications
and instrumentation are continually being developed. An up-to-date view of
this field is afforded in the book entitled, “Fourier Transform Infrared

Spectroscopy”, by P. R. Griffiths [3].

The majority of applications in this region involve the measurement
of the absorption spectrum of a sample. Except for certain more esoteric
applications (for instance time resolved spectroscopy on a short time scale)
the advantages of FT-IR over comparable dispersive instruments are clear-
cut. These include (in not necessarily the order of importance): 1) the
multiplex (or Fellgett advantage), 2) the throughput (or Jacquinot) advantage,
3) the relative ease with which high resolution operation can be achieved, 4)
the simultaneous acquisition of the continuous spectrum of the source
radiation, and 5) absolute accuracy of the wave-length axis of the resultant

spectrum (sometimes called the Connes advantage).

The multiplex advantage describes a comparison, based upon the
achievable spectral signal-to-noise ratio (SNR), between a Fourier transform
spectrometer and a comparable scanning dispersive instrument [4, 5]. Both
instruments measure the spectrum of the source in a continuous fashion,
over the same spectral range and with the same resolution. A resolution
element of each spectrum is defined to be the band-width of the spectrum
divided by the resolution of the spectrometer. Consider that there are M

resolution elements in each spectrum.



During a particular measurement period the FT spectrometer
continuously measures each resolution eleme_tit throughout the entire
measurement period. On the other hand, the scaiming instrument measures
any particular resolution element for only a fraction of the measurement
time. Intuitively, it seems plausible that the SNR throughout the FT-derived
spectrum should be greater than that in the spectrum acquired with the
dispersive system, since each resolution element in the former is effectively

integrated for a longer time than those in the latter.

Whether or not a multiplex advantage is realized is dependent upon
the noise conditions under which the measurement of the interferogram is
made. For most measurements of the interferograms of IR sources, the
limiting noise is that of the detector. In such a “detector noise limited”
situation a multiplex advantage is realized. In this situation, for equal
measurement times the FT derived spectrum is expected to have a SNR that

is M1/2 times greater than that of an equivalent dispersive system.

The throughput advantage pertains to the situation that most FT-IR
instruments can be configured with a large circular entrance aperture while
comparable dispersive instruments employ slits that allow only a small
fraction of the incident radiation to eventually reach the detector [6]. Greater

throughput of the source radiation implies greater sensitivity.

In theory, all that is required to increase the resolution of a FT
spectrometer is to lengthen the travel of the moving mirror. If the
interferometer was illuminated with monochromatic radiation with a
wavelength of A = 200 nm, to achieve a resolving power of R = 1 x 106 at 200

nm, the moving mirror would have to be moved a maximum distance | =

10



6.05 cm. Assuming that double-sided interferograms are being acquired, a
total mirror travel of 12.1 cm would entail a relétively small interferometer
system. To achieve the same resolving power with a dispersive system
would require a significantly larger physical system. Interferometers with
large maximum optical path differences have been constructed, resulting in
resolving powers that would be impractical to achieve with dispersive

systems. Some of these designs will be discussed shortly.

In theory, the wavelength axis of a spectrum acquired with a FT
spectrometer is continuous across the measured spectral band-width. In
practice, the Fourier transform of the interferogram is calculated by a digital
computer. Thus, the wavelength axis is actually discrete, although for all
intents and purposes it can be rendered continuous via appropriate
interpolation techniques. A scanning dispersive spectrometer can produce a
spectrum with a continuous wavelength axis. However, if a multiplex

advantage exists the FT spectrometer would be the instrument of choice.

The calibration of the wavelength axis along the focal plane of a
dispersive spectrometer can be a difficult and complex task. A source with a
well-known wavelength can be used to calibrate a single point on the focal
plane, but a number of sources are required to accurately calibrate the entire
focal plane. In optical FTS the entire wavelength axis can be calibrated, via a
calculation, if the wavelength of any single point on the axis is accurately
known. The last point in the calculated spectrum corresponds to one-half of
the frequency with which the interferogram was sampled. Since digitization
of the interferogram is synchronized with the reference laser interferogram,

the wavelength of this last point is directly related to that of the HeNe laser.
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Hence, this well-known wavelength is typically used to calculate the
wavelengths of all other points on the wavelength axis.

Until recantly, FTS has largely been shunned as a cmdidnte for many
applications in the ultraviolet and visible regions of“ the spectrum. The major
reason for this has been the anticipated presence of a multiplex disadvantage
when the fypical detectors of ultraviolet and visible radiation,
photomultiplier tubes (PMTs) and/or photo-diodes (PDs), are employed in
the measurement of the interferogram. The noise situation in FTS in the UV
and VIS regions is considerably more complex than in the IR region. Even in
the presence of a multiplex disadvantage, there are many other
considerations to be made in the overall assessment of the applicability of this
technique in these regions of the spectrum.

Another problem associated with operation in the ultraviolet and
visible regions is that of aliasing of the spectrum. This is caused by
undersampling of the analog interferogram during the process of digitization.
The problem of aiiasing and its solution are considered in detail in Chapter 3
of this thesis. At this point, suffice it to say that in contrast to the
fundamental nature of the noise situation, aliasing in FIS UV-VIS is a
technological problem that can be solved.

1:2.1, FTS in the UV-VIS,

In 1971, P. Luc and S. Gerstenkorn at the Laboratoire Aimé Cotton in
Orsay Cedex, France, recorded, with high resolution, the atomic emission line
spectrum of manganese [7]. The spectrometer that was employed in this study

[8] was the second generation version of the first high resolution FT-IR
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spectrometer built by J. Connes and P. Connes in 1968 [9]. As are the majority
of the spectrometers presently being used in FTS UV-VIS, this instrument

was based upon a Michelson interferometer.

To detect visible radiation, the spectrometer used by Luc and
Gerstenkorn was equipped with PMT detectors. For double sided scans the
maximum optical path difference was Im. For an ideal interferometer, with
zero instrumental apodization, this path difference corresponds to a resolving

power (as defined above) of approximately 8.3 x 107 at 200 nm.

-In 1978, these two researchers published a more comprehensive study
aimed at assessing the capability of FTS in the UV-VIS - for both emission and
absorption applications [10]. The spectrometer that was employed was an
improved version of the one used in the previously cited study. The
emission spectrum of Np was recorded with sufficient resolution to resolve
the Doppler broadened profiles of the emission lines, and to resolve the
hyperfine structure of the Np 237 isotope. The shortest reported wavelength
of operation was approximately 28,866 cm!, or 346.43 nm. The absorption
spectium of iodine was also reported. The effective resolution was cited to be
approximately 5 x 105. Approximately 60,000 absorption bands in the region
from 14,800 to 20,000 cm-! (675.68 to 500.00 nm) were reported to have been
recorded. In both of the above studies, the uncertainty in the assignment of
peak wavenumbers was estimated to be approximately +0.001 cm-1, or in the
worst case $0.046 pm at 675.68 nm. It was recognized that the accuracy of the
assignment of peak wavelengths is affected by the signal-to-noise ratio (SNR)
of the peak. For comparison purposes, if £0.001 cm! performance could be
achieved at 200 nm, this would correspond to an uncertainty in peak

wavelength assignment of 4 fm.
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The results of the above study clearly demonstrated the continuous
wavelength coverage and wavelength accuracy capabilities of FTS in the near
ultraviolet and visible regions of the spectrum. In addressing the question of
a multiplex advantage or disadvantage, the authors stated that a multiplex
disadvantage could be off-set by a gain due to the throughput advantage. In
considering the situations of emission spectra (with strong and weak lines),
continuous spectra, and narrow-band absorption spectra - the minimum
overall gain over a comparable dispersive system was stated to be
approximately unity. This was for the cases of weak emission lines, and
strong absorption lines. An overall gain greater than unity was anticipated
for continuous spectra and weak absorption lines. A gain much greater than

unity was anticipated for strong emission lines.

During approximately the same period of time, researchers headed by J.
W. Brault at the Kitt Peak National Observatory (KPNO) in Tucson, Arizona,
and G. Horlick at the University of Alberta in Edmonton, Alberta, Canada
were involved in the design and fabrication of a pair of FT spectrometers
specifically designed to operate in the ultraviolet and visible regions of the
spectrum. These two efforts represent a divergence in the field of FTS UV-

VIS on the basis of the resolution capabilities of each instrument.

The KPNO spectrometer was specifically designed to be coupled to a
solar telescope [11, 12]. For the most part, this instrument is a folded version
of the original Connes spectrometer. An interesting feature of the design is
that the interferometer consists of two moving reflector assemblies. These
are translated in a push-pull fashion to reduce the physical space required to

achieve a particular optical path difference. Since high resolution is required
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for this application, the maximum optical retardation for double-sided scans
was designed to be Im. Later a demountable double passing system was
developed to double the resolving power as required [13). The optical system
was designed to operate down to approximately 380 nm. This spectrometer
was built primarily for the purpose of observing astronomical sources, and it
has only been available to researchers on a limited basis. As will be discussed
shortly, it has recently been coupled with laboratory sources in order to assess
the analytical and spectrophysical capabilities of FTS UV-VIS. Prior to

consideration of these studies, consider the approach of Horlick et al.

The overall aim of the work in the laboratory of G. Horlick has been to
develop a simple, inexpensive, and reliable medium resolution FT
spectrometer for routine analytical applications, and some specialized
spectrophysical applications. It was recognized that for many studies, high
resolving power is not necessary. In 1978, Yuen and Horlick reported the
design and application of a modular Michelson interferometer capable of
operation in the ultraviolet and visible regions [14, 15]. This instrument was
designed to cover a band-width from approximately 180 nm (if purged or
evacuated) to 3 yum. The maximum optical path difference over which datﬁ
was acquired was 1.3263 mm. The maximum length of mirror travel was
limited by the length of interferogram (in terms of the number of digitized
points) that could be Fourier transformed by the standard laboratory
computers available at that time. In the absence of instrumental apodization,
this maximum optical path difference would produce an instrumental line-
width equal to Ac = 7.72 em-1 . The resolving power (as defined above) would
be R = 10,706 for a FWHM of 18.7 pm at 200 nm. This is clearly a different

resolution regime than that of the two spectrometers described above.
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Due to instrumental apodization the full resolution capabilities of this
instrument were not achieved. Nonetheless, this first generation instrument
proved to be a valuable test-bed with which many of the facets of FTS UV-VIS
could be explored. During the past decade, researchers in this laboratory have
used this instrument to: 1) study the potential of FTS as the detection scheme
in atomic emission spectroscopy, especially with an inductively coupled
plasma (ICP) source [16-20], 2) investigate the potential of FTS in the NIR
region [21], 3) study the noise situation when the interferogram is detected
with a PMT or PD, as is the case in the UV and VIS regions [20, 22], 4) assess
novel optical arrangements for reducing a multiplex disadvantage (if one
exists) [18, 23], and 5) test novel hardware and software data manipulation

implementations [19, 24, 25).

Even though many of the studies carried out by Horlick et al. during
this period addressed phenomena that are not a function of resolving power
of the spectrometer, interest in FTS UV-VIS as a routine analytical and
spectrophysical tool seemed to wane in the early 1980s until the KPNO

spectrometer was used in studies aimed at assessing these capabilities.

Initially, the KPNO spectrometer was used to measure the neutral
atom excitation temperature of iron within an ICP [26]). The method that was
employed involved measurement of the intensities of a number of emission
lines of the same thermometric species, in this case jron. With the
assumption that the iron was in at least local thermal equilibrium (LTE)
within the plasma, a plot of In(Anm2/ gmfmn) vs En produced what is known as
a "Boltzmann plot". In these expressions, I is the measured intensity of the

line of interest, Aym is the wavelength of the radiation emitted by the
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transition from the upper energy state n to the lower state m, gm is ﬂie
statistical weight of the the lower state, f;,m is the oscillator strength for fhe
transition of interest, and E, is the energy of the upper state. The slope of
such a plot is equal to -1/kT, where k is the Boltzmann constant and T is the
excitation, or Boltzmann, temperature. The advantage in using a FT
spectrometer is that the peak intensities and wavelengths of a large number
of the emission lines of the thermometric species of interest can be measured
simultaneously and with a great degree of accuracy. This provides many
points for the Boltzmann plot, thereby increasing the precision of the
resultant value of the excitation temperature. Iron was picked as the
thermometric species (as it typically is for these measurements) because the
spectrum of iron is well-known , and a reasonably well-accepted set of "gf"

values exist for iron.

In this study, the spectral band pass of the instrument was restricted to
the wavelength region from 480 to 550 nm. The maximum optical path
difference that was used in these experiments is unclear in this paper. The
optical path difference is stated to be "t6.4 cm in the
interferometer...(resulting) in resolution of 0.078 cm-!". This figure for the
resolution (Ag, that is the width of the instrumental line-profile at the first
zero-crossings) is compatible with a maximum optical path difference of 12.8
cm. Hence, it is assumed here by the authour of this thesis that the mirror
movement was 6.4 cm. A resolution of 0.078 cm-l corresponds to a

wavelength resolution of AA;/z = 1.2 pm at 500 nm.

The Fe(I) excitation temperatures for six viewing zones of the ICP were
calculated. The minimum number of lines that could be used in a calculation

was 4 while the maximum was 86. The limit on the number of lines that



could be used was determminéd eithef by the dvdiiajaiiity of gf v;aAl\f.t‘es‘ or thé
ability to identify Fe(I) lines within a given spectrum. “I'hé former is a
literature problem while the latter might be related to a mﬁitiplex
disadvantage. Nonetheless, this study clearly demonstrated the high spectral
"information band-width" of FTS. It should be noted that this study did not
rely heavily upon the high resolution capability of the KFNO spectrometer.
In this type of study, resolving power is only necessary insofar as the spectral
lines must be well enough separated that the peak intensities and

wavelengths can be accurately measured.

The KPNO spectrometer was used by the same group of researchers to
study the emission characteristics of argon in an argon ICP [27] They reported
the relative intensities and wavelengths of 109 emission lines within the NIR
spectral region from 0.9 to 2.0 um. The maximum optical path difference of
the interferometer in this study was reported to be 12.48 cm; however, this
figure is incompatible with the reported instrumental line width Ao = 0.040
cm-l. It is assumed here that the quoted maximum opiical path difference is
actually the maximum distance between the two moving mirrors in this
interferometer. This corresponds to the maximum travel of the moving
mirror from ZPD in a standard Michelson interferometer, or one half of the
maximum optical path difference. The accuracy of the measured
wavenumbers of the spectral peaks was estimated to be within £0.001 em-1.
The width (FWHM) of each of the spectral lines was also reported. Prior to
this study, a preliminary study on the feasibility of ICP-FTS in the NIR region
had been published by Stubley and Horlick [21]. Both of these studies were of

interest to many researchers since many non-metallic elements such as

18



oxygen, nitrogen, flourine, chlorine, bromine, carbon, hydrogen, and sulfur

emit in this region when excited within a ICP.

Still utilizing the KPNO spectrometer, L. M. Faires studied the effects of
sample matrix on the detection limits in analytical ICP-FTS [28]. The
conclusions of this study re-iterated those of a study performed by Stubley and
_ Horlick [18] - that a multiplex disadvantage may be present when the spectral
band-width of a measurement contains a high intensity emission line of a
matrix element. Reference was made to the illustration by Stubley and
Horlick that this effect can be reduced if the offending matrix element line is
removed from the spectral band-pass prior to detection of the interferogram.

The high resolution capability of the KPNO instrument was used to
measure the line-widths and profiles of 81 Fe(I) emission lines from an ICP
[29]. The peak wavelengths of the observed lines extend from approximately
295 to 400 nm. The mirror movement was set to produce a theoretical
instrumental line width Ac = 0.07 cm-1. This corresponds to Aly/; = 0.61 pm
at 295 nm and 0.68 pm at 400 nm. Thus, in the absence of instrumental
apodization, the resolving power across this spectral range is between

approximately R =8 x 105 and 6 x 105.

The emission lines of elements within an ICP are significantly
broadened by physical processes such as collisions with other species in the
emitting environment (collisional broadening), and motion of the emitting
species relative to the detector of the emitted radiation (Doppler broadening).
Collisional broadening results in a Lorentzian line-shape, while Doppler
broadening results in a Gaussian line-profile. When both phenomena

contribute significantly. to the overall line-shape, a composite profile known
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as the Voigt profile results. In the study cited above [29) the Lo_téht’zi__ﬁ and

20

Gaussian contributions to the observed line-shapes were analyzed. The

Gaussian component was reported to be the dominant contribution, but the

Lorentzian component was also significant. The reported widths (FWHM) of

the lines range from 2.44 to 3.41 pm.

The KPNO spectrometer has been used to demonstrate the feasibility of
FT-Raman spectroscopy [30]. In this experiment, the scattering light source
was an Argon ion laser operated at 488.0 nm. The Raman spectrum of D; was
measured. The major difficulty in performing FT-Raman is that the Rayleigh
scattered radiation must be removed from interferogram before it is detected.
Otherwise, almost certainly a multiplex disadvantage will exist such that the
weak intensity Raman spectrum cannot be observed. This situation is similar
to that of the previously described matrix effects in ICP-FTS. A half-wave
plate was used to rotate the polarization of the output beam of the Argon ion

laser such that the detected Rayleigh scattering could be minimized.

Currently, interest in FTS UV-VIS is running high. Since 1987 three
new instruments designed specifically for use in the ultraviolet and visible
regions have been designed and built. An upgraded version of the KPNO
spectrometer has been designed and built by Brault at the Los Alamos
National Laboratory (LANL) in Los Alamos, New Mexico. A commercial
instrument designed specifically for FTS UV-VIS has been built by researchers
headed by A. P. Thorne at Imperial College in London, England. This
instrument is presently being manufactured and marketed by Chelsea
Instruments Ltd. in London. The third new spectrometer has come out of the
laboratory of G. Horlick. The design and characterization of this instrument

is the subject of this thesis.



The LANL spectrometer represents the current state-of-the-art in
optical FTS. The original design called for a maximum optical path difference
of 2 m, a spectral band-width from 200 nm to >20 um, and wavenumber
accuracy of 0.0001 cm-![31]. In the absence of instrumental apodization, a
maximum optical path difference of 2m would produce an instrumental line-
width Agy/2 = 0.003 cm], for a resolving power R = 16.7x106 at 200 nm. As
with the KPNO spectrometer, provision has been made to enable double
passing of the interferometer such that twice the resolution can be obtained
with the same maximum optical path difference. The projected wavenumber

accuracy corresponds to a wavelength accuracy of 0.4 fm at 200 nm.

Intermediate reports from LANL give some indication of the achieved
level of performance of this instrument. Resolution of 0.006 cm-! (AAy/2=1
pm) has been reported for the 405.783 nm emission line of lead in a hollow
cathode lamp (HCL) [32]. Preliminary studies have involved fundamental
studies on He ard Ne ICPs, emission from sulfide compounds, and high
resolution IR studies [33]. Spectra are reported to have been acquired across a
spectral band-width ranging from 210 nm to 10 um, and the highest
resolution at the shortest wavelength was reported to be 0.56 pm at 250 nm

[33].

Clearly, the theoretical resolving power of this spectrometer is
extremely high. The push by the group of researchers involved at LANL and
the KPNO project has been towards ever increasing resolution. At this point
one might ask the question, "Is such high resolving power required for typical
atomic emission spectroscopic applications?” It has been suggested as a rule-

of-thumb that the instrumental line-width Ao should be at most one third of
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the smallest physical line-width in the spectrum of i#\tefest [34]. This should
allow resolution of the physical line-profiles. Three soufces of currehi
interest are the HCL, giow discharge lamp (GDL), énd the ICP. The physical ﬁ
line-widths of a number of HCL emission lines have recently been measured
with an echelle monochromator [35]. The reported values range from 0.41 to
0.96 pm. The same instrument was also used to measure the physical line-
widths of a number of ICP emission lines. These reported values range
between 1.4 and 6.0 pm. These are in the'same range as those measured with
the KPNO spectrometer [29]. Recently, the LANL spectrometer has been used
to characterize the emission from a Grimm-type GDL [36]. The physical line-
widths of four emission lines ranging from 371.9 to 425.4 nm, were measured
under various operating conditions. The reported values range from 1.0 to

21 pm.

It has been suggested that for the ultraviolet and visible lines that are
emitted by light to medium atomic mass elements, a maximum optical path
difference of 5-7 cm should be sufficient to satisfy the rule-of thumb stated
above [34]. This would produce a maximum instrumental line-width Acy/; =
0.12 cm-], or AAy/2 = 1.9 pm at 400 nm. Faires stated that [37] a maximum
optical path difference of 5 cm corresponded to Ac = 0.1cm'!; however, the
latter value is consistent with a maximum optical path difference of 10 cm, or
a double-sided mirror travel of £5 cm. In this case, the maximum optical path
difference would be 10 cm, and A6y /2 = 0.0605 cm-1, or AAy /2 = 0.097 cm-! at 400
nm. This resolution capability might be adequate for the emission from
lighter elements in an ICP. However, for emission from heavier elements in

an ICP, and emission from HCLs, this is likely to be insufficient resolution.



As a worst case criterion of resolving power cbnsidér that it is decided
to be able to resolve the physical line-profile of a 400 nm line with a line-
width of 0.1 pm (FWHM). According to the above rule-of-thumb, this would
require a maximum instrumental line-width AAy/2 = 0.0333 pm at 400 nm.
This corresponds to Acy/2 = 0.00208 cm-! and therefore, a maximum optical
path difference of 2.90 m. This would require a double-sided mirror travel of
$1.45 m. This resolving power is within the resolution capabilities of the
KPNO instrument if the interferometer is double-passed, and it should be

well within the capabilities of the LANL spectrometer. Again, the caveat to be
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observed is that instrumental apodization must be absent to achieve this

resolvong power.

This criterion of resolving power is quite stringent - certainly for
emission from an ICP. Since the physical line-widths in an ICP are typically
between 1 and 10 pm, the maximum instrumental line-width might be set to
Ay /2 = 0.333pm at 400 nm. This corresponds to Acy/2 = 0.0208 cm-], requiring
a maximum optical path difference of 29.0 cm, or a double-sided mirror travel
of £14.5 cm. This regime of resolution capability is close to that for which the

Chelsea spectrometer was designed.

| The optical design of the Chelsea spectrometer [38] is similar in concept
to the original Connes spectrometer [9]. The Chelsea instrument has been
designed to operate down to 170 nm. The maximum travel of the moving
mirror is +10 cm on either side of ZPD. Thus, the maximum optical path
difference is 20 cm for a theoretical instrumental line-width Ao = 0.050 cml,
and Aoy/2 = 0.030 cm-l. This corresponds to Aky/2 = 0.48 pm at 400 nm.

According to the criterion stated above, this should allow resolution of the



physical line-profiles of lines with physical line-Widths eqﬁai to  1.44 pm
(FWHM) at 400 nm. The wavenumber accuracy has been reported to be
reproducible to within $0.0006 cm-!, or £2.4 fm at 200 nm [38).

The Chelsea spectrometer has been coupled with an ICP to assess high
resolution ICP-FTS [39]. Preliminary measurements of spectra of iron in an
ICP have led to the conclusion that quantitative measurements of line
intensities are optimal when the resolution of the spectrometer is set such
that the lines are just fully resolved. The effects of source noise have also
been studied with this instrument [40]. In this paper it is stated that the SNR
of an emission line is independent of resolution until the physical line-
profile of that line is just resolved. When the resolution is increased beyond
this point the SNR of that line decreases. It is concluded that spectral
interferences can be reduced (by increasing the resolution) with no sacrifice in
SNR - until the instrumental line-width becomes less than the physical width

of the line of interest.

The KPNO and LANL spectrometers are part of national research
facilities that are available to researchers, for the most part, throughout the
United States. The research mandate for these instruments is heavily biased
towards fundamental astrophysical and spectrophysical studies. By virtue of
cost and availability, these instruments are not readily available for the
investigation and development of routine analytical procedures involving
FTS in the UV-VIS. The Chelsea instrument has only recently become
commercially available, and it is quite expensive (ca. £250,000 U.K.). For
many routine analytical spectroscopic applications, the high resolution

capability of the Chelsea instrument is not required.
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As mentioned above, the approach of Horlick et al. has been to deirelop
a simple, inexpensive, and reliable work-horse spectrometer with which
many of the concepts of FTS UV-VIS may be elucidated. The original
specirometer [14, 15] suffered from significant instrumental apodization.
During the period from 1978 to the present, the optical componenis
comprising the interferometer have remained largely unchanged. The
optical design is extremely simple, employing no compensation elements
except for a compensator plate to negate the effect of dispersion of thé beam-
splitter substrate. For the current design it was felt that the optical
components were still adequate for operation of this simple design in the
ultraviolet and visible regions. Some surfaces had become suspect through
aging, so these were refurbished and tested. The lack of compensating optical
systems means that a great premium is placed upon effective alignment of
the components of the interferometer, and maintenance of that alignment
throughout the travel of the moving mirror. The large degree of
instrumental apodization that was previously observed has been attributed to
inadequate alignment of the interferometer. To remedy this, certain
components of the interferometer have been re-designed to better enable
alignment, and comprehensive, systematic alignment procedures have been
developed and tested (where possible). In addition, criteria have been

developed with which alignment of the interferometer can be judged.

The design of the present optical system of the interferometer, ahd the
associated alignment procedures are presented in Chapter 2 of this thesis.
With these improved procedures, the degree of instrumental apodization has
been markedly reduced. The improvement in performance is large enough

that many new proof-of-concept experiments may now be attempted.
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The previous version of the electro-mechanical system with which the
moving mirror was translated did not provide effective control of the
velocity of the moving mirror. This caused spurious peaks to be introduced

into acquired spectra [20]. An example will clarify how this occurred.

In this spectrometer, the output of the detector is typically band-width
limited by a band-pass filter. This is to remove the dc-level of the
interferogram plus any contribution due to stray light from the HeNe
reference laser, and to reduce noise in the detected interferogram. It is usually
desirable to have as narrow and well-defined a pass-band as possible. This
entails sharp low and high frequency roll-offs of the filter transfer function.
In the previous design, the moving mirror was translated with a velocity of
1.58 mm/s. This produced a reference laser interferogram with a frequency of
5 kHz. If the source was a Mg HCL, the 285.213 nm emission line would
produce an approximately 11 kHz frequency component in the source
interferogram. Typically, the output filter would be set for a pass-band from
8.5 to 17.5 kHz. The filter consists of a cascaded high and low pass filter. Each
of these is an eighth order filter but for simplicity, consider that they are

simple RC filters.

| In the case of the high pass filter the -3 dB cut-off would be set to 8.5
kHz. The amplitude transfer function of this filter would be down 20 dB at
850 Hz, but it is essentially constant within the pass-band. If the velocity of
the moving mirror was to change, the 11 kHz frequency component of the Mg
285 line would be frequency modulated across the pass-band of the filter. If
the velocity modulation was sufficient to modulate the frequency of this

component out of the pass-band, then this component would be amplitude



modul#ted due to the filter roll-offs. However, within the pass-band,
frequency modulation would not be expected to produce significant
amplitude modulation. Amplitude modulation would be undesirable since
the spectrum of an amplitude modulated sinusoid is a peak at the frequency
of the sinusoid, with side-bands symmetrically displaced on either side of that
peak.

If the frequency of the 11 kHz component was not amplitude
modulated, it might be expected that synchronization of sampling of the
interferogram with the reference laser would negate the effect of frequency
modulation of the interferogram. This would be the case if it was not for
phase modulation of the interferogram as a result of the frequency
modulation. Phase modulation arises because the roll-off of the phase
transfer function of both filters extends into the pass-band. At 8.5 kHz, the
phase of the output of the high pass stage has increased to 45° at a rate of
45°/decade. Hence, when frequency modulated within the pass-band, the 11
kHz component of the Mg 285 line is phase modulated with respect to the

reference laser interferogram.

Phase modulation is similar to frequency modulation in that the
spectrum of a phase modulated sinusoid consists of an infinite number of
symmetrically displaced side-bands whose amplitudes decrease as the
displacement increases. Clearly, even minor modulation of the velocity of
the moving mirror is undesirable since it can lead to the introduction of
spurious spectral features. If the velocity is poorly controlled, this effect can
be reduced by widening the band-width of the filter; however, attendant with
this will be increased noise in the detection system. To avoid this trade-off, it

has been decided to control the velocity of the mirror to as great a degree as
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possible, thereby allowing the pass-band of the filter to be mdde as smail as
desired.

From 1978 until the present, minor modifications were made to the
mirror drive electro-mechanical assembly, and the associated velocity and
scan control electronics [41, 42]. However, even with these retro-fitted
improvements the performance of the moving mirror drive remained
inadequate. Theréfore, it was decided to re-design, from the ground up, the
electro-mechanical moving mirror assembly and associated electronics. The
aim has been to achieve tight velocity control with absolute knowledge of the
position of the moving mirror at all times during data acquisition. As
described in Chapter 3 of this thesis, an effective velocity servo mechanism
has been developed with which the velocity of the moving mirror is
controlled to within approximately £0.4% (a conservative estimate). The
electronics of this system have been designed in a modular fashion, such that
improved circuitry can be inserted into the design should that become

desirable in the future.

A new scan control system has been designed whereby the position of
the moving mirror is monitored at all times via counting of periods of the
reference laser interferogram. As described in detail in Chapter 3, this
absolute fringe counting system will ultimately enable highly efficient data
acquisition with a duty cycle approaching 100%. The system is presently
configured for a maximum double-sided scan length of £32,768 periods of the
reference laser interferogram. The scan control electronics are designed such
that if it is desired in the future to increase the scan length, or acquire single-
sided scans, these modifications could be easily achieved with a minimum re-

designing of the system.
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The current maximum double-sided mirror travel corresponds to a
maximum optical path difference of 2.07 cm. In the absence of instrumental
apodization, this mirror travel would produce an instrumental line-width Ao
= 0.483 em'!, or AGy 3 = 0292 cm-l.  As mentioned previously, instrumental
apodization has not been completely eliminated. As described in Chapter 2 of
this thesis, the best resolution measured to date is Agy/3 = 0.38 cm-,
corresponding to a resolving power of 92,267 at 285.213 nm. The accuracy of
the wavelength axis has been estimated to be approximately £1 pm across the

spectral range from 200 to 300 nm [43].

The FT spectrometer described in this thesis has only recently been
completed. It is anticipated that the significantly improved performance of
this instrument will allow workers within the research group of Horlick to

perform studies such as the following.

FT-Raman will be studied. As with FTS UV-VIS in general, the
application of this technique has suffered greatly from an expected severe
multiplex disadvantage [44]. However, this technique is beginning to gain
acceptance as evidenced by the growing number of researchers who are

becoming involved in this area [45-51].

A number of absorption measurements will be studied with this
instrument. Continuum flame atomic absorption using a FT spectrometer
has been shown to be feasible [52], and studies regarding the usefulness of FTS
for the measurement of UV-VIS molecular absorption are currently being

conducted [53, 54).
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Studies aimed at elucidating the nature of noise in FI'S in the W-VIS
will be continued. It is anticipated that with the greatly improved caipabilitiés
of this current instrument, studies of the type performed by Mﬁrra aiid
Horlick [20] can be extended by virtue of the significantly more controlled
situation. This approach will be used to assess the effectiveness of various
optical configurations (such as pre- and/or post dispersion) aimed at reducing
the multiplex disadvantage. Preliminary work in this direction is presented
in Chapter 4 of this thesis.

Currently, the sources under study within the research group of
Horlick are the ICP, GDL, and HCL. In the same vein as the study by Faires et
al. [26], relative line intensity measurements will enable Horlick et al. to
determine various spectrochemical temperatures within these different
sources. Currently, the preferred thermometric species is Fe; however, with

this instrument other candidates, such as Cd, will be assessed.

The current version of this instrument will not be able to resolve the
physical line-profiles of the majority of emission lines from the sources listed
above. However, it will be possible to measure the line-profiles of certain
highly broadened lines. For instance, from the line-width of the Hp line we
will be able to determine electron densities within various regions of the
plasma. It is anticipated that spectrophysical measurements such as those
described here will aid significantly in the assessment and optimization of

various designs of these sources.

In the future it may be decided to build a higher resolution instrument
to actually measure line-profiles. This information would enable us to

quantify the broadening processes such as collisional (pressure), Doppler, and
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Stark broadening, that are occurring within these sources. By virtue of"th‘e
modularity of the present design this would not be a particularly difficult or

time-consuming task.

The continuous wavelength coverage, high wavelength axis accuracy,
~ and ready availability of the data in a digitized form, render this instrument
an almost ideal candidate for the measurement and tabulation of emission

wavelength tables. This work has conunenced [43].

The analytical capabilities of FTS in the UV-VIS are currently being
characterized with this instrument. The multi-line capability enables one to

choose the hest line with which to analyze a sample. In addition, the use of

more than one line from an element of interest provides added information

that can be used to enhance the capability of detecting that element [43].
Already, methods for auto-qualitative and auto-semi-quantitative analyses

have been developed and studied [43 ]. |

Finally, by virtue of the continuous wavelength information in the
spectra, this instrument is a strong candidate for studies relating to the

intelligent optimization of its performance, and instruments in general.

" As a final point in this overview of FTS UV-VIS, it should be noted
that a number of manufacturers of FT-IR spectrometers are beginning to
explore the potential of FTS within, predominately, the visible and near-
infrared regions of the spectrum. A number of the studies cited within the
first chapter of this thesis were performed on commerdal instruments [48-51,
52-54, 64]. For the most part, these instrument manufacturers are interested
in the assessment and development of FT-Raman in the NIR region, and FT

molecular spectroscopy within the visible region. Both of these
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messuremonts would bo expected fo sulfer from & multiplex dlsadvantage;

however, it is clear that other aspects of the expariment are being considered
by ie_swdms,inféi_mtad in these appliciﬂom.” Wlim 6&« m in ,ﬁ\o UV
and VIS regions was shrugged off as being nou-compaﬁtivo with disponivo
systems, members of the analytical spectroscopy communuy are now starting
to realize that the comparison is complex, and in certain cases FTS UV-VIS
can out-perform equivalent dispersive instruments,

The first part of this chapter has been written to provide the reader
with an introduction to the optical FTS method and provide an overview of
this area of study such that the present work can be put into perspective. The
next section of this chapter provides a more detailed description of the
physical principles that are involved in this experiment. This description is
approached from the point of view of the characterization of the optical
radiation that is emitted by excited gaseous atoms; however, the principles
described herein are quite general.,

1=3, The principles.of optical FIS.

The operation of an optical Fourier transform spectrometer is most
easily explained in terms of the classical electromagnetic picture of light. In
fact, the Michelson interferometer that is employed in this type of
spectrometer will be shown to be analogous to the physical set-up of Young's
double slit eiperiment, the classic experiment by which the wave nature of
light is demonstrated.

Each atom in the source of radiation that is to be characterized is
considered to be an elementary radiator. Each of these elementary radiators
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emits an electromagnetic wave that propagates away from the atom at the
speed of light ¢ = 2.99792458 x 108 m/s [55]. As a starting point, consider that
an elementary radiator started to emit an infinity of time ago and that it will

continue to emit for an infinity of time, hence.

An electromagnetic wave consists of an electric field and magnetic field
component. These are described by vectors which at any given point in time
or space are both directed perpendicular to each other and to the direction of
propagation. In many instances the directions of these vectors change as the
wave propagates. However, the wave illustrated in Fig. 1-3 is linearly

polarized, therefore the planes of vibration of the electric and magnetic field

components are constant. With the direction of propagation defined to be the

z-axis in a right-handed coordinaie system, the electric field is always, at all

points in time and space, directed along the x-axis.

Since the elementary radiator has been emitting for an infinity of time,
the spatial extent of the wavetrain is infinite along the direction of
propagation. At any point z' along the direction of propagation, the
magnitude of the electric field component varies sinusoidally with time.
Since the wavetrain has infinite spatial and temporal extent, this is by
definition a monochromatic electromagnetic wave.  Note that
monochromaticity requires that the magnitude of the electric field
component vary in a purely sinusoidal fashion, .with no change in the

amplitude over time or space.

For simplicity this will be considered to be collimated radiation,

therefore this is a plane wave. The electric and magnetic field components



Figure 1-3. A classical electro-magnetic wave.

a0
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have magnitudes that are constant across infinite planes that are at all points

perpendicular to the direction of propagation.

In the following discussions, the electromagnetic wave that is emitted
by one of these elementary radiators will be considered to be the smallest unit
of electromagnetic radiation. Larger disturbances will consist of the
superposition of a number of these elementary wavetrains. For now the
length of time over which the radiators emit is considered to be infinite;

however, in later discussions this time will be finite. -

Referring again to Fig. 1-3, at the point 2’ the electric field component of

the radiation from one of these elementary radiators can be expressed as:

E(z,t) = Ep cos(koz'-tot +€) Eq. 1-1

where

Fo=1 Eg = electric field amplitude vector,
ko = radian spatial frequency,

wy = radian temporal frequency, and

¢ = phase relative to thé position z'.

Since these various quantities will be used interchangeably throughout the

thesis, then for completeness:
ko = 2rncp, where oy = spatial frequency, or, wavenumber,

oo = 1/A9, where A = spatial period, or, wavelength,



g = 2%vp , where v = temporal frequency, and

vo = 1/Tp, where Tp = temporal period.
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Consider that a source contains a number, N, of these elementary

radiators. These radiators emit N wave trains, all of which have the same
direction of propagation, polarization, and frequency of oscillation of the

electric field component magnitude.

Since these wavetrains travel through the same region of space they
superpose to produce a composite electromagnetic wave. All of the wave
trains have the same polarization, therefore the superposition of the waves is
achieved with a simple scalar addition. The electric field component of the
resultant wave is given by [56],

E@Z't) = i Eg; cos(koz' + €; -tt)

i=1 Eq. 1-2.
The magnitude of the resultant electric field component oscillates with the
same frequency as the individual components. However, depending upon
phase shifts &; of the individual components, the amplitude of the resultant
sinusoidal oscillation can be any value between zero and

i Eo;.

i=1
For the purposes of illustration, we will assume here that the wavetrains are
all in phase. This situation is akin to a source of laser radiation. To simplify
matters further, let the individual amplitudes of the electric field component

magnitudes be equal. Then, Eg = NEy;.



At distances far away from the source, the magnitude of the electric
field component of a particular electromagnetic radiaﬁon is ¢ (the speed of
light) times the magnitude of the magnetic field component. Hence, the
detection of electromagnetic radiation typically involves the interaction of the

electric field component with the matter of the detecting system.

Consider the following “thought experiment.” An electric field
detector with a negligible response time is placed at some point z' along the
direction of propagation. The output of the detector is connected to a very fast

oscilloscope.

The trace on the screen of the oscilloscope would be a sinusoid with a
constant amplitude Eg and period To. As an example, let the radiation have a
wavelength of 200 nm. From the screen of the oscilloscope, the period would
be measured to be To = 6.671281904 x 10-16 s. Thus, the frequency of oscillation
of the electric field component at the position of the stationary detector would

be calculated to be v = 1.49896229 x 1015 Hz.

In this experiment we've chosen to measure the electric field
component of the radiation field. In this simple hypothetical situation, the
detector directly measures the time varying behaviour of the magnitude of
the electric field component of the radiation. Depending upon the nature of
this detector, it might have been possible to measure the polarization of the
radiation relative to the the laboratory frame of reference. However, since the
argument will be constrained to the situation of identical polarization for all
of the elementary wavetrains, the effect of polarizaticn will not be considered.

What information regarding the source of this radiation could be inferred
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from this measurement, and how should that inforti\ation be bréséhféd for

interpretation?

First, consider the time domain presentation of the information, i.é.
the oscilloscope output. The magnitude of the resultant electric field varies
in a purely sinusoidal fashion, no matter how long we observe the
oscilloscope screen. From this it can be inferred that the length of the
constituent wavetrains must be long, relative to the length of time over
which the output is observed. Also, there must be a fixed phase relationship
between the elementary wavetrains during the measurement period. Hence,

it can be concluded that the radiation from this source is coherent.

Consider that the phases of the constituent wavetrains vary in a
random manner over the length of the measurement time. Even if the
length of time over which the radiators emit is long in comparison to the
measurement time, random shifts in phase could be introduced via
interactions of the radiators with each other and with other species within the
source. The elementary wavetrains would only be coherent in phase for the
short time between interactions. Since the phase of the radiators varies in a
random fashion, then as indicated by Eq. 1-2, the magnitude of the resultant
electric field fluctuates in a random fashion. This random fluctuation would

be observed on the oscilloscope screen.

Thus, depending upon the nature of the source, the trace on the output
oscilloscope could range from a pure sinusoid, to a complex randomly
varying fluctuation with time. This will be discussed in greater detail further
on in this chapter; however, suffice it to say that any departure of the

oscilloscope trace from the pure sinusoid could be recognized as being the
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result of: 1) the finite life-time durihg which a given radiator emits a
continuous wavetrain, 2) interaction of the radiators with other species in the
source environment, 3) iandom motion of the radiators relative to the point
of detection, or 4) interaction of the radiators with other electric or magnetic

fields within the source environment.

As described above, for the simple case of coherent radiation the
amplitude, frequency and phase of the magnitude of the resultant electric
field component could be directly measured from the trace on the oscilloscope
screen. An amplitude and phase spectrum of the radiation could be plotted.
The former would consist of an infinitely narrow line (i.e. a 3-function) with
a length equal to the measured amplitude. The line would be positioned at
the measured frequency of oscillation of the electric field component
magnitude. Similarly, the phase spectrum would consist of a single point
representing the phase at the measured frequency of the radiation. These

spectra could then be taken to an independent observer for interpretation.

The independent observer, having no prior knowledge of the time
varying behaviour of the radiation, would be able to conclude that the
measured radiation was coherent. This would be apparent from the discrete
nature of the spectra. Such a spectrum can only be produced by a
harmonically pure sinusoid of infinite extent. If the spatial and/or temporal
extent of a pure sinusoid is limited, the resulting spectrum still consists of a
single line centered at the frequency of the sinusoid. Now however, the line
has a finite spectral width. This is a statement of a general property of
functions of time and their frequency spectra. The width of a spectrum of a

particular function of time is inversely proportional to the temporal extent of
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that function. For instance, truncation in the time doit\ain caﬁses bro&dening

in the frequency domain.

From the conclusion that the measured radiation w#s coherént, the
independent observer would be able to draw the same inferences regarding
the environment of the source radiators, as did the observer of only the time
information. In this simple example, presentation of the data as a time or
frequency domain representation has no effect upon the interpretation of the

measurement. However, the situation is not always so simple.

Consider that a number of sources produce coherent radiation such as
that described above. The radiation from each source is the superposition of
the emission from a number of elementary radiators. The only difference
between these radiations is the frequency with which the magnitude of the
electric field component oscillates, and the amplitude of each oscillation.
These sources are combined, such that the radiation that is detected at the

point z' is the superposition of the component source radiations.

The trace on the screen of the oscilloscope is no longer a simple
sinusoidal waveform. Instead, it is now the superposition of a number of
pure sinusoids with differing amplitudes, frequencies, and phases. On the
basis of simple observations of this time varying waveform, conclusions of
the type drawn in the previous example would be difficult to achieve. In
order that a similar type of reasoning can be followed, we must be able to
separately examine each of the component radiations that make up the
resultant superposition. This is nothing less than the usual desire (perhaps
necessity) of human beings to linearize a problem to allow linear, piece-by-

piece, interpretation.
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The information that we seek is encoded withinvth‘e resultant electric
field component of the radiation. It is encoded, or multiplexed, in the form of
a superposition of sinusoids of varying frequencies, amplitudes, and phases.
The question to be asked is, "Knowing the manner in which the individual
units of information are multiplexed, how does one decode, or demultiplex,

this composite form to recover the individual units?"

Traditionally, optical spectroscopists have expended a great deal of time
and effort pursuing methods by which superpositions of electromagnetic
radiation can be separated in a manner that allows individual components to
be identified and studied. In the early stages of this field of study this
separation was achieved physically - first with prisms and then later with
diffraction gratings. In both of these cases the frequency information is
spatially dispersed. Detection of the electric field component of the dispersed
radiation, at strategic positions in space, provides the desired decoded
information. Note that in this decoding strategy more than one detector is
required. An alternative decoding scheme involving only one detector has
been known to be feasible for some time. However, it has only recently

become technologically practical to employ this methodology.

It is possible to mathematically decode the frequency component
information in the signal that is detected by this single hypothetical detector.
This could be achieved via a Fourier series decomposition of the detected
function of time. As will be explained, this is feasible in this special case
because the superposition function of time is periodic by virtue of the discrete

nature of the frequency components of that function.
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The thepry of »Fouriér series decomi:osition _begins With the premise
that any arbitrary periodic function of time can be representéd as a simi
(perhaps infinite) of sinusoids with appropriate émplitudea, frequencies, and
phases. Recognizing the orthogonality of sinusoidal funcﬂons, relationships
are easily derived that allow one to determine which frequency components
are required, and with what amplitude and phase, in order to produce the
periodic function of time of interest. In effect, the procedure interrogates the
time varying waveform as to its constituent frequency components. By
virtue of the initial premise that the time function is comprised of a sum of
frequency components, the result is a discrete spectrum of the required
amplitudes of each component. In addition, a discrete spectrum of the

required phases of each component is produced.

If this procedure was applied to the function of time that was measured
by the hypothetical detector, the result would be an amplitude and phase
spectrum of the source radiation. The amplitude spectrum would consist of a
number of infinitely narrow lines positioned at the frequencies of oscillation
of the electric field component of each of the component radiations. The
length of each line would be proportional to the amplitude of the electric field
oscillation of each component. The amplitude and phase spectra for each
component can now be interpreted separately. Thus, the multiplexed time
domain information has been transformed into demultiplexed frequency

domain information.

This example describes a so-called " Multiplex" technique. In this case,
the signal that is initially detected contains the information in a multiplexed

form. Knowing the process of encoding, the signal may be appropriately
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decoded to produce the desired individual, interpretable, ‘units of
information. This can be contrasted with the previously described
"Dispersive" techniques wherein the physical situation is arranged to piovide
demultiplexing prior to detection. Note that with a multiplex technique only
one detector is required, whereas with a dispersive sysi:m a number of
detectors are required. As will be described, either type of téchnique has its
own particular set of advantages or disadvantages and, in a sense, the two

techniques are complementary.

Consider again for a moment the situation in which the detected
radiation is emitted from a number of incoherently phased oscillators. Due to
the random fluctuations of the magnitude of the resultant electric field
component, the trace on the screen of the oscilloscope would likewise vary
randomly. It would be very difficult for an observer of this time-varying
signal to draw any conclusions as to the nature of the source of this radiation.
Perhaps the only conclusion that could be reached is that the source was

emitting incoherent radiation at the time of detection.

If, however, the spectrum of the detected function of time could be
obtained, the result would be a single broadened line centered at the
frequency of the radiation. The random fluctuations seen in the time varying
output signal are (in this case) caused by random variations in the relative
phases of the constituent wavetrains. This process is functionally equivalent
to truncation of the wavetrains - a line-broadening phenomenon. If a
number of spectra were obtained, the extent of broadening in each spectrum
would follow a particular statistical distribution. If a large number of these

spectra were averaged, the result would be an average spectral line profile

with a characteristic line-width. Both the spectral line-shape and width can be
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used to quanﬁtaﬁvely assess mmy of the physiul pmmm that occur wuhln
sources of atomic emission. To a human belng pouening ] nuonnbly typical
view of reality, this informntion would not be available from the time-
domain signal. Clearly, for our present purposes this signal must be
transformed into the corresponding frequency domain signal. As will be
described, the technique of Fourler series decompositioﬁ can be generalized to
allow its application to arbitrary aperiodic functions of time. All that is
required is to measure the time varying behaviour of the magnitude of the
electric field component of the radiation field of interest. It is this
measurement wherein the “rub” lies.

As indicated above, radiation with a wavelength of 200 nm has an
electric field component whose magnitude oscillates with a frequency on the
order of 10!5 Hz. This is orders of magnitude higher than the frequency
response of even the fastest detectors of light that are currently available.
Thus, it is unlikely that there is any hope of directly measuring the time
varying behaviour of a field of optical radiation. A further encoding step is
required.

1-3.1._Encoding with the Michelson interferometer.

In order that the mathematical techniques of Fourier analysis may be
employed in the decoding step, the result of further encoding should be a
signal in which the time varying behaviour of each frequency component of
the encoded signal is directly and uniquely related to that of the
corresponding frequency component in the resultant electric field of the
radiation that is to be characterized. For instance, if each frequency

component could be made to produce an electrical signal with the same



relative amplittide (relative to the other eleétfic field cbﬁ\pbnei\t arﬁj:litudés)
and phase, and with a proportionate frequency tli#t isv muéh iowér ihan that
of the optical electric field, then when these individual frequency
components were combined in a superposition fashion the result would be a
physically measurable signal whose time i}arying behaviour would be directly
related to that of the electric field of the radiation. Exactly this encoding step

is achieved through the use of a Michelson interferometer.

Prior to the discussion of this encoding step, consider for a inoment the
‘actual manner in which optical radiation is typically detected. Since the
description of the encoding step that is to follow is most easily approached
from the classical wave picture of light, the detection of light will be

approached from this perspective as well.

Currently, optical radiation is typically detected with either a photo-
multiplier tube (PMT), or a photo-diode (PD). The frequency responses of
either of these types of detectors are orders of magnitude lower than that
which would be required to directly detect the temporal variations of the light
impinging upon them. At low light levels the particle description of light is
manifested in the ability of these detectors to count photons. However, when
'viewing a more intense source, the output of detectors such as these is a
steady time invariant signal. For either description of the incident radiation,
this is the result of a detector that is too slow. For the purposes of illustration,

it is this situation that we are interested in.

As mentioned above, it is the electric field component of the radiation
that interacts with the matter of the detection system. These detectors, being

slow in relative terms, integrate this interaction over time. The energy that is
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carried by an electromagneli: wave across a unit aréaA,‘ ﬁs ﬁ function of ﬁnie, is
described by the Poynting vector of the wave. .Ph}.rsicgl deiectofs réﬁp:d_!.‘\d, td
this energy but they average it over time. Thus, these deteciors resﬁoi\d td the
power that crosses a unit area through which the wa\}e passes. This pqwer
per unit area is called the "irradiance" and it is found by integrating the tiine
varying Poynting vector with respect to time. The irradiance is also more
commonly called the "intensity." Although this might offmid some, this is
the term that will be used to describe the quantity of the field that the physical

detector measures.

In a vacuum, the intensity of an eleciromagnetic wave with an electric
field component E (this is the total electric field component, which may be the

superposition of a number of other components) is given by [56]

I= m(ﬁ E} w/m? Eq. 1-3

go = the permittivity of free space, and,
¢ = the speed of lighf in a vacuum.

The term in angle brackets in Eq. 1-3 is the time average of the time varying
magnitude of the electric field component of the electromagnetic wave. For
the trivial case of the plane monochromatic wave described by Eq. 1-1, the
intensity is given by I = eocEo2/2 , where Ep is the amplitude of the sinusoidally

varying electric field component of the radiation.

From this small discussion there are two important points to note: 1)

from a classical point of view a physical detector produces a signal that is



proportional to the time average of fhe (Bme varying) maghitude of the
electmxﬁ#giiétic radiatioii, and 2) if fhe»ihtensity of a rﬁdiaﬁén ﬁeld is reduced
by 1/2, then the magnitude of the electric field comporient of thét radiation is
reduced by 1/V2.

The Michelson interferometer is named after A.A. Michelson, the man
who invented it ca. 1881 [57]. The manner in which this instrument encodes
the frequency information of a radiation field into a readily detectable form is
best described with reference back to Fig. 1-1.

The Michelson interferometer is one of a class of interferometers
known as "amplitude-splitting interferometers.” The incident radiation
impinges upon a partially reflecting surface such that part of the radiation is
transmitted towards a fixed mirror while the rest is reflected towards a mirror

that is translatable, that is, the moving mirror.

The amplitudes of the electric and magnetic field vectors of the
radiation in each arm are some fraction of those of the incident radiation. For
the purposes of illustration it is assumed that the beam-splitting surface
transmits and reflects 50% of the incident intensity, regardless of wavelength.
Thus, the magnitude of the electric field of the radiation that enters either

arm of the interferometer is 1/Y2 times that of the incident radiation.

As well, for clarity it is assumed that this surface does not require a
transmitting substrate for support. In actual practice such a substrate is
required. Consequently, an identical plate is placed in the moving mirror
arm of the interferometer (in this particular arrangement). This equalizes the

optical path length that each beam traverses in travelling to its respective
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mirror and then back to the point of splitting ‘l'his cm be seen in the actual
design described in Chapter 2 of this thesls

The Michelson i_nterferometer depicted here is ceufigured wiib the
plane of the beam-splitter set at 45° relative to the plaxiee of the incident
wave-fronts. Plane reflectors are indicated in the two arms of the
interferometer. For proper operation, the planes of these mirrors must be
accurately set to be at 45° relative to the plane of the beam-splitter. Other
arrangements are possible, with various arrangements of- reflectors at
different angles. However, the configuration shown is that which is
employed in the instrument described in this thesis. Again, this is described
in detail in Chapter 2.

Consider now the situation in which the wave-fronts of the radiation
that is incident upon the beam-splitter are planar (with the indicated
orientation) and the magnitude of the electric field component varies
sinusoidally with time at any point along the direction of propagation. In
other words, collimated monochromatic radiation is incident upon the
interferometer. This radiation can be considered to be either a single
wavetrain from an isolated elementary radiator, or the superposition of N of
these wavetrains from a group of radiators that are emitting coherently.
Again, since the radiation is monochromatic, the magnitude of the electric
field component is a sinusoidal variation of infinite spatial and temporal

extent. The wavelength of the radiation is A.

As the incident radiation impinges upon the beam-splitting surface,
50% is transmitted through the beam-splitter to enter the fixed mirror arm of

the interferometer, while the other 50% is reflected into the moving mirror



afm. The two beams travel to their respective mifrors at which point they are
reflected back towards the point at which the beam was split. The mirrors in
each arm of the interferometer can be thought of as a pair of coherent sources
of radiation. During the ideal beam-splitting process two beams with
identical polarizations, a fixed phase difference, the same frequency, and equal

amplitudes are produced.

The two beams do not have identical phases because the beam that
entered the moving mirror arm underwent a reflection while the other was
transmitted. On the way back through the point at which the splitting
occurred, the fixed mirror arm beam is reflected towards the detector while
that from the moving . :ror arm is transmitted. If the correct geometry of
the optical components is maintained, the two beams are brought together in
the same region in space. That is, they are recombined and will interfere if
possible. During the splitting and recombination processes each beam is
transmitted once and reflected once. Thus, when the two are recombined, the

phase difference that was introduced during splitting is removed.

Upon returning to the beam-splitter, one-half of the moving mirror
beam is transmitted towards the detector while the other half is reflected back
towards the source. The same is true for the fixed mirror beam wherein 50 %
of this beam is transmitted back towards the source. These beams are
recombined in the same manner as the output beam. However, since the
moving mirror beam underwent two reflections while the fixed mirror beam
was transmitted twice, the phase shift between the two recombined beams
due to reflections does not cancel as in the output beam. If it is assumed that
the reflection/transmission phase shift is zero for the output beam, through

conservation of energy considerations there must be a
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reflection/ tran.su\ission phase shift of = radians between the components of

the recombined beam that returns back to the source.

If the conditions are correct for interference between the recombining
beams, the result is a spatial redistribution of the intensity of the incident
radiation. By virtue of the incident radiation, a certain number of joules of
energy cross the area of the entrance aperture per second. If the conditions are
correct for total constructive interference between the re-combined beams that
travel towards the detector, then (with monochromatic incident ra_iation)
this beam contains all of the incident intensity. Therefore, the two beams that
recombine to head back towards the source must interfere in a completely
destructive fashion such that the intensity that returns to the source is zero.
Cbnversely, if the conditions are correct for totally destructive interference at
the output, all of the incident radiation must return towards the source. In
summary, if the beam-splitting/recombination process introduces any phase
difference between the two beams that re-combine and travel towards the
detector, the two beams that recombine and travel back towards the source

must be shifted by the same amount plus or minus = radians.

Clearly, by virtue of the above discussion we can treat this ideal
Michelson interferometer as a system of two pairs of collinear sources of
coherent radiation. This is illustrated in Fig. 1-4. Shown in this figure is the
pair of sources that represent the beams that re-combine and travel to the
detector. The source S; represents the moving mirror arm of the
interferometer. It emits radiation whose electric field component is
designated as E; . Similarly, S,, representing the fixed mirror arm, emits
radiation that has an electric field component E;. The optical path lengths

that the two beams travel to reach the detector are X; and X; , respectively.
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Figure 1-4. Virtual source representation of the Michelson
Interferometer. Detected beams.
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The two sources that represent the beaihs th;it re-combine and trivel b#ck
towards the source are equivaleat to the above two, except tha; onhe source
emits radiation whose electric field oscillation is x radians out of phase with
that emitted by the other source.

The electric field components of the radiation from the two sources S,

and Sy, at the position of the detector, are as follows:
E; = Eqr cos(koX1 - tot) |, and

Ep = Eq cos(koXz - axt)

The electric field at the point of the detector is the superposition of E; and Ey,.
That is,

E<E1+E .

The detector responds to the intensity of the radiation, which, by Eq. -3 is
proportional to the square of the magnitude of the electric field component of
the radiation. The intensity of the radiation at the position of the detector is

therefore,
1= e E)
where
E-E=[E[+[El+2(E E).

Hence,



1=eoc({|B ) + (1) + 2 (615 Eq. 14.

Thus,

I=hi+lh+]p Eq. 1-5.

From Eq. 1-5, it can be seen that the overall intensity of the radiation at
the position of the detector is the sum of three terms. The term I;; is the
component of the intensity at the detector that is due to interference between
radiation from the two sources representing the arms of the interferometer.
The first two terms represent the intensity of the radiation emitted by either
source. That is, if S; was turned off (i.e. if the path of the light through the
fixed mirror arm was blocked), then the intensity of the radiation at the
position of the detector would be equal to I;. In this situation I;2 would be

zero since interference cannot occur with only one beam from the one source.

The interference term Iy, is particularly interesting. The time average
in this term, namely (Eyfz} , is (for this situation) the so-called "first order
correlation function” for the two imaginary sources S; and S;. The extent to
which this quantity is not zero is an indication of the coherence of the two
fields of radiation that are emitted by the two sources. This will be considered

in greater detail further on in this discussion.

As a result of the perfect 50% reflection and transmission properties of
the beam-splitter, the amplitudes and polarizations of E; and E; are the same.
During the beam-splitting/re-combination process, the magnitude of the
electric field of the radiation is reduced by 1/Y2 on each of the two passes.

Therefore, the magnitude of the electric field component of the radiation that
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is emitted by either 5y or S is 1/2 of that of the incident radiﬁtion (whicli
means that the intensity of the light from either of tliése soﬁrées is one
quarter of that of the incident light). Hence, Eqy = 1"42 = 1/2 Eg , where Ep is the
amplitude of the electric field component of the incident radiation. The first
two terms of Eq. 1-5 are equivalent and it is easy to show that I} +I;=1/2]p

where p is the intensity of the incident radiation.

It is also easy to show that the third term of Eq. 1-5 (the interference

term) is equal to:
Iiz= %Io cog[ko(X; - X2)]

and therefore, the intensity of the radiation that reaches the detector, as a
function of optical path difference X = X;-Xj, is given by:

=1
Ip=3 To[1 + cos(koX)] Eq 14a.

Similarly, the intensity of the radiation that returns to the source can
be expressed as:

- l
I 5 To[1 + cos(koX + ®)] Eq. 16b.

These two equations state that the intensity of the radiation that
reaches the detector, or of that which is reflected back towards the source, is
dependent upon the optical path difference between the two arms of the
interferometer. With respect to this optical system, this intensity that varies
as a function of optical refardation is called an "interferogram." Clearly, two
interferograms are generated by the Michelson interferometer, one that is

detected and one that travels back to the source. Again, due to the phase
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shifts that are introduced via reflections and transmissions, the two
interferograms are 180° out-of-phase with each other. In this optical
arrangement the interferogram that travels back towards the source is for the
most part inaccessible; however, in other configurations it can be detected.
This can be useful for some applications. An example of this is given in

Chapter 5 of this thesis.

The intensity of the detected radiation is dependent upon the optical
path difference between the two arms of the interferometer. Does Eq. 1-6a
make sense from an intuitive point of view? If the moving mirror is
positioned such that the distances of the two mirrors from the point of beam-
splitting are equal, then each beam that enters an arm of the interferometer
has to travel the same distance from the beam-splitter, to its respective
mirror, and then back to the beam splitter. Therefore, when the two beams
are recombined at the beam splitter they are in phase. Total constructive
interference occurs and the intensity at the detector is maximized. From Eq.
1-6a, this situation is that in which the optical path difference is zero. As
indicated by this equation the intensity at the detector is the maximum that it
can be. The condition in which the optical path difference is zero is called the
condition of Zero Path Difference (ZPD). Depending upon the source, this can

be a special situation.

If the moving mirror is moved away from the position of ZPD,
through a distance of 4/4, the beam that enters the moving mirror arm has to
travel twice A/4 more than the beam that enters the fixed mirror arm - to
return to the point of splitting. Hence, the phase of the moving mirror beam
lags that of the fixed mirror beam by A/2. When the two beams are re-

combined total destructive interference occurs. The intensity at the detector is
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zero. This is also predicted by Eq. 1-6a. For a given change in the physical
position of the moving mirror, the optical path difference chitiges by twice
this amount. Thus, the 'optical path difference after this A/4 movement of the
moving mirror is A/2. Since ko = 21/, the cosine term in Eq. 1-6a is equal to
-1, therefore the intensity at the detector is zero.

If the moving mirror is translated with a constant velocity, the optical
path difference changes linearly. From Eq. 1-6a it can be seen that this will
result in a detected intensity that varies sinusoidally. For a given wavelength
of incident radiation the period of the sinusoidally varying intensity will be

dependent upon the velocity of the moving mirror.

For a given velocity of the moving mirror, the period of the
interferogram is directly related to the frequency of oscillation of the electric
field component of the incident radiation. Thus, the time varying behaviour
of the interferogram is directly related to that of the electric field component
of the incident radiation. If the electric field component has a complex time
dependence, this is faithfully reflected in the time-varying portion of the

interferogram.

Since X; is fixed and X; is variable, in theory the optical path difference
X = X1-X3 can take any value between X = teo. If the mirror has a velocity Vu,
then the optical path variation as a function of time is X(t) = 2Vmt, where it is
understood that t varies between t = +e. The zero of time is recognized to be
the instant that the moving mirror is in the ZPD position. Substituting the
time varying optical path difference into Eq. 1-6a results in the following

equation for the intensity at the detector as a function of time:
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Ip(t) = %Io[l + cos(2nfot)] oo < t < +oo

Eq. 1-7a
where
fo=2VM .2V
o Eq. 1-7b.

Note that fp is the frequency of oscillation of the interferogram and that it is

related to tiic wavelength of the incident radiation.

In the interferometer that is described in this thesis, the mirror is
translated with a constant velocity equal to approximately 3.2 mm/s.
Monochromatic radiation with a wavelength of 200 nm would produce a
sinusoidally varying interferogram which oscillates with a frequency of
approximately 32 kHz. With currently available technology, this is an easily

detectable intensity oscillation.

Monochromatic radiation with a wavelength of 400 nm would produce
a 16 kHz interferogram. If these two radiations were combined, the resultant
interferogram would be an intensity oscillation that would be the
superposition of a 32 and 16 kHz interferogram. This time-varying behaviour
would be reproduced in the ac-component of the detected signal. When this
was Fourier analyzed, the result would be an amplitude and phase spectrum
in which only the frequency axis would have to be corrected, by a constant

multiplicative factor.

In the above example, the interferogram that is produced from the 2-
component radiation would be the same as that which would be produced if

each component was incident upon the interferometer at different times,
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followed by addition of the two separate interferograms to produce ihe
composite interferogram. This allows us to generalize Eq. 1-7a in the

following manner.

The interferogram that is produced when the incident radiation
consists of a number of mono-chromatic frequency components, each having
the wavelength A;, is simply the sum of the interferograms of each

component. That is,

M =1Y 5+1Y Jcoslet),

where, J; is the intensity of the ith component of the incident radiation, and w;
is the angular frequency of oscillation of the interferogram of the ith

component.

Physically, spectral distributions are never discrete. Let I(v) be the
function that describes the intensity of the radiation that is emitted by the
source as a function of the optical frequency. That is, /(v) is the intensity
spectrum of the source. Then, [(v)dv if the intensity that is emitted with a
frequency between v and v+dv. The total intensity that impinges upon the

interferometer is the integral of I(v) over all values of v.

Kv)dv is the intensity that is emitted with a frequency between v and
v+dv. This portion of the intensity produces a frequency component in the
interferogram with a proportionz intensity and a frequency that lies between
f and f+df. This infinitesimal frequency increment is related to the optical
frequency increment via Eq. 1-7b. Therefore, let /p{.)do ve the measured

intensity whose fr:quency of oscillation in the interferogram lies between ®
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and o+dw. Then, for a continuous spectral distribution of inténsity, the

measured interferogram can be expressed as,

Ip(t) = % I Kv)dv + % I (o) cos(wt) do -e<t<+eo Eq. 1-8.
0 0

Note that the first term on the right hand side of Eq. 1-8 corresponds to one
half of the incident intensity. This produces a time invariant dc-level in the
measured interferogram. Hence, it has not been expressed in terms of the

interferogram radian frequencies, .

Since the spectral distribution of the intensity of the incident radiation
is now considered to be a continuous function of frequency, the measured
interferogram is also continuous. Since it is no longer periodic, the simple
procedure of Fourier series de-composition cannot be applied to decode the
desired spectral information from the interferogram. Instead, a continuous
form of Fourier analysis must be employed. That is, the Fourier integral

transform must be used.

The Fourier integral transform results from consideration of the
Fourier series de-composition of a periodic function of time, as the period is
made to approach infinity in the limit. The result is a pair of integrals that
operate on a function in one domain (time or space) to produce the
corresponding function that describes the original function in a reciprocal
domain (temporal or spatial frequency). For one dimension, the

corresponding integral pairs that we are interested in are as follows:

ﬂg(t)}=G(m)= [ g(t) expliot] dt Eq. 1-9a,
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7(Glw)} = g(® .51; L G(w) exp{-iwt] de¢ Eq. 1-6b,

and,
Ff(x)) = Fk) = ] £(x) explikx] dx Eq. 1-10a,
7P} = ) =L L F(k) expl-ikx] dI Eq.1-10b.

When a periodic or non-periodic function of time, g(t), is operated on
by the Fourier integral of Eq. 1-9a, the result is the function G(w) that
represents the radian frequency component content of g(t). Therefore, G(w) is
the spectrum of g(t). The inverse Fourier transform relationship is given by

Eq. 1-9b, wherein g(t) is recovered from the spectrum G(w).

The Fourier transform pair of Eq. 1-10a and 1-10b relate the spatial and
radian spatial frequency domains in the same manner as the time/frequency

pair.

Consider once again Eq. 1-8. This describes the interferogram that
would be obtained if the source had a continuous spectrum. Since the first
term on e right hand side is time-invariant, it does not provide any
information (within the context of this experiment). Therefore, it is not

considered in the following discussion.

The second term on the right hand side of Eq. 1-8, that is,

I'p(t) = %I Ip(w) cos(wt) dw -0 <t < +oo Eq. 1-11,
0




iepiesents the suéerj:osigion of the éo;hppnenf intei\s_i_ties _w;'itli a iime
varying behaviour that is directly related to that ohfrthe resultant electric field
component of the incident radiation. This produces a signal at the output of
the detector that is a (potentially) complex function of time.

~ Consider the result of applying an inverse Fourier transformation, via
Eq. 1-9b, to the interferogram spectral density function, /p(w). For a perfect
~ interferometer of the type being considered here, the interferogram that is
produced is an even function of optical path difference X. Hence, it is also an
even function of time. With this in mind it is easy to show that the
mathematical spectrum of the interferogram, given by the Fourier transform
of the interferogram, is also even, stretching from @ = - to @ = +e. Hence,

from Eq. 1-9b, the inverse transform of /p(w) is given by,

F1 (Ip()) = 51,; f Ip(wexp-iot] do.

Since /p(w) is even, it can be shown that,

¥ '1{ ID(m)} =;1J Ip(m)cos(wt) dow .

0

Comparing this equation with Eq. 1-11, it is clear that,

I'n@®) =% 7 {ip(@)} ,

and therefore,

1 - n
e} =2 g5 (@) | = p (.
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Ftom the above discussion it can be seen 'that the interferogram is the
inverse Fourier transform of a spectral density function that is functionally

equivalent to that of the source radiation, except that the entire range of the

function has been shifted to lower frequencies. In other words, the Fourier

transform of the interferogram is the spectrum of the interferogram. This
spectrum is equivalent to the intensity spectrum of the source, except that the
frequency axis is incorrect by a constant dividing factor. The intensity
spectrum of the source is achieved by correcting the frequency-axis. The
required multiplicative factor can be determined from Eq. 1-7b. In practice,
the frequency axis is actually calibrated. The method by which this calibration
is achieved is discussed in detail in Chapter 2 of this thesis.

It should be noted that the same result could be obtained through
consideration of the interferogram as a function of optical path difference,

and a spectral density that is a function of radian spatial frequency [1].

At this point one might ask whether or not information has been lost
in this encoding procedure. Certainly, for the case of monochromatic
incident radiation the time varying behaviour of the magnitude of the
electric field component of that radiation is accurately reflected in the time-
varying behaviour of the interferogram. However, a truly monochromatic
field of radiation is an idealization. In certain applications some lasers
approach this ideal; however, the majority of light sources are, to a greater or
lesser degree, incoherent. As described previously, the time varying
behaviour of the magnitude of the electric field component of incoherent
radiation is complex. Direct measurement of the electric field would

ultimately allow quantitative conclusions to be drawn regarding the nature of



the source of the radiation. Does the interferometric encoding process allow
fokrv the same conclusions to be d;:awt‘\‘?‘ Considg;' g}w interferogram that
would be produced with incoherent radiation incident upon the Michelson

interferometer.
1:3.2. The interferogram and spectrum of chaotic light.

The radiation from a source of atomic emission is at best quasi-
monochromatic. An isolated line from the spectrum of such a source has a
finite width. Consider the wavetrain that is emitted from an isolated

elementary (atomic) radiator. What physical processes can cause the

wavetrain to be of limited spatial and/or temporal extent?

First and foremost, the life-time of atomic radiative states are limited
in duration. A typical radiative life-time could be on the order of 108 s [58].
Hence, in loose terms, the wavetrain that is emitted by the radiator could be
considered to be approximately 3 m in length. Consider that a source of
atomic emission contains N identical elementary radiators that have a
radiative life-time of 108 s. The wavetrains that are emitted by these radiators
are identical in terms of amplitude and phase. However, due to the random
- nature of the emission process, the relative phases of the wavetrains vary

randomly with time.

The electric field component of one of the emitted wavetrains can be
described as in Eq. 1-1; however, for convenience a complex form will be used
here. The state of polarization of each electric field component is not
important since a randemly varying polarization is functionally equivalent to

random phase in the overall superposition. Hence, the magnitude of the



elect:ic fie!d: component ofr the radiation emitted by one of these elemenfary

radiators, at the point Z', is given by,

E(2',t) = Eg; exp{i(koz'-wot + €(t)))

where &(t) is the randomly varying phase. Note that the random shifting of
phase occurs in a discontinuous fashion. The phase remains constant with a
particular value for a random length of time after which the phase shifts

abruptly to another value that is completely unrelated to the previous value.

The superposition of the electric field components of N of these

identical radiators is,

N
E(z\t) = 3, Eojexpl-ict) exp(ifkoz' + &(t))])
il

which, with the stipulation that these are identical radiators and therefore Eq;
= Ep; ... = Eq; = Eg, rearranges to yield
N
E(z't) = Eg expl-icapt) 3. explioi(t)) Eq. 1-12.
=1

The first part of Eq. 1-12, is simply the time-varying behaviour of the

magnitude of the electric field of a single wavetrain. The sum term contains
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the random phase information. The exponential term, exp(i¢i(t)), can be

ronsidered to be a radial vector with unit magnitude and a direction ¢ that
varies randomly in the fashion described above. The sum term is therefore a
sum of vectors with equal magnitudes and randomly varying directions.
Hence, the resultant vector has a magnitude and direction that vary in a
random fashion. The magnitude and direction of the resultant vector. are

defined to be a(t) and &(t), respectively. Thus,



a(texplid(t) = 3 explioi(t) Eq. 1-13.
i=l

From Eq. 1-13 one can see that the maximum value of the magnitude
of the resultant vector is N. This is a special case in which all of the unit
vectors have the same direction. If this was the case, then by Eq. 1-12, the
amplitude of the electric field component would be NEp. Similarly, the
minimum value that the magnitude of the resultant vector can be is zero,
such that at that particular instant in time, the amplitude of the electric field
would be zero. Since both of these cases are special cases, the probability of
their occurrence is very low. The probability that the magnitude of the

resultant vector has a value between a and a+8a is given by [59]

P(a)da = -r%- aexp[—ﬁ%] da.

This is the so-called Rayleigh distribution. From this equation, it is found
that the most probable value for the magnitude of the resultant is YN/2, and
the average value is YN. Thus, the amplitude of the electric field component
of radiation that is described in this fashion varies randomly between 0 and
NE, with a most probable value of YN/2 Eo. The average of many
measurements of the instantaneous value of the electric field amplitude
would be YN Eg. By virtue of the random nature of the amplitude of the
electric field, radiation that is described in this manner is called “chaotic

light”.

Since the long time average of the amplitude of the electric field is YN
Eo, the long time average of the magnitude squared of the electric field can be

expressed as,
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| (E(z',t)z)a% Nﬁai.

Therefore by Eq. 1-3, the intensity of radiation from a chaotic source consisting

of N identical elementary radiators is
I= %-eocNE&i w/m? .

The very first situation that we considered was the case of radiation
from a source containing N identical oscillators emitting in phase. In this

case the intensity of the resultant coherent radiation was found to be

I= % eocN?Ef; w/m?.

Thus, for a source containing N elementary radiators, if the radiators emit
chaotically the intensity of the emitted radiation will be less than if the

radiators emit coherently.

We have already seen how coherent light is encoded into an
interferogram by the Michelson interferometer. The interferogram of
coherent light is completely deterministic, being entirely predictable on the
basis of well-defined parameters. However, the interferogram of chaotic light
is not expected to be so deterministicc. How then, is the statistical nature of
light from a chaotic source (i.e. an atomic emission source ) manifested in the

interferogram of that radiation.

A problem that is analogous to this has been extensively treated by the
methods of coherence theory. As mentioned earlier, the Michelson

interferometer can be considered in terms of two pairs of virtual sources, each
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pair emitting coherent radiation. We are only interested in the bair that lead
to the detected interferogram, that is, S; and S; of Fig. 1-4.

These two sources are analogous to the two slits in the physical set-up
of Young's double slit experiment. This set-up is illustrated in Fig. 1-5. For
simplicity, instead of two slits the configuration consists of two pin-holes.
This arrangement constitutes a wave-front splitting interferometer, as
opposed to the amplitude-splitting Michelson interferometer. Since a single
wave-front covers both pin-holes, these become secondary sources of
coherent radiation in the same sense that the beam-splitter produces two
coherent beams. Interference is observed on a distant screen. The degree to
which the beams from the two sources interfere at the point of observation
on the screen is dependent upon the path difference that the two beams must
travel to reach that point. This path difference is analogous to that which is
introduced in the Michelson interferometer by changing the position of the

moving mirror.

The intensity of the radiation at a point ¥ on the screen can be expressed

as [60],

I6) = Iy + Ty + 2ujuz Rel E'Gity) EGota) Eq. 1-14,

In this expression the complex form of the magnitude of the electric field
component has been used. E(ryty) is the magnitude of the electric field
component at the position r; (i.e. at the second pin-hole) at the time t; . The
u; and u; factors depend upon the geometry of the experiment. In terms of
the Michelson interferometer, these would be reflection and transmission

coefficients.



Py Ty
Ty

Figure 1-5. Young's double slit experiment.

~té

Screen
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The form of Eq. 1-14 is very similar to that implied by Eq. 1-4 and 1-5.
As mentioned earlier, the interference term is of interest. For this slightly

more general case the time average is given by,

(E'@ ) EGat) Eq. 1-15.

Eq. 1-15 is called the first-order correlation function of the fields at the points
in space and time, (f1,4y) and (f3t) . At a particular point on the screen a
certain intensity is observed. The amount of interference that occﬁrs will be
related to both the particular path difference that the light from the two

sources has to travel and the degree of coherence of the source.

The times at which the radiation that is interfering on the screen left
each pin-hole are given by, t; = t-s1/c and t; = t-s3/c. In theory, at any given
instant in time the radiations that leave the two slits are identical. Hence,
they are coherent. Consider the situation illustrated in Fig. 1-5. The radiation
that leaves the pin-hole P; travels further, to reach the point of observation,
than does that which leaves P;. Hence, radiation that was emitted from P, at
the time t; interferes with radiation that left P; some time after t; (i.e. at ty).
Consider the case where the source radiation is coherent, comprised of the
superposition of infinite length wavetrains from a large number of
coherently phased radiators. Thus, this is the ideal case of purely

monochromatic radiation.

Since the incident radiation is monochromatic, the radiation that
leaves each pin-hole is also monochromatic. The magnitude of the electric
field component of either of the radiations oscillates sinusoidally with an

infinite spatial ( along the direction of propagation) and/or temporal extent.
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Thus, all points on the wave-fronts of these radiaﬁous are correlafed. Any
phase difference between poihts is dué to the rei&ﬁve geometry bf ﬁ\e points
Consequently, all points on the obséfvatiqn screen ére correlated.
Interference occurs at all points, subject to the geometry of the path

differences from the pin-holes to the points on the screen.

If the distance from the pin-holes to the screen was increased, all points
on the screen would remain correlated. This is because the resultant electric
field oscillation has an infinite spatial extent along the direction of

propagation.

Consider the situation in which the incident radiation is the emission
from an isolated atomic elementary radiator. Due to the finite life-time of the
radiative state, the emitted wavetrain has limited spatial extent. Previously, a
typical value for the length of the wavetrain was cited to be approximately
3m. In addition, the emitting process is random, therefore the time intervals
between successive emissions of the radiation are random. Imagine that the
screen is positioned 2 distance of Im from the pin-holes. The radiator emits
and a wavetrain passes through the pin-holes. The two wavetrains that are
emitted from the slits are coherent. At most points where the two radiations
impinge upon the screen, interference occurs. The degree of interference will

be mostly dependent upon path difference.

Now consider that the screen .is moved further than 3 m from the pin-
holes. For some positions on the screen the impinging radiation will be
correlated and interference will occur. At other positions, where the path
length difference is large, the wavetrains from each pin-hole (that strike the

screen simultaneously) will be from different incident wavetrains. Since



different wavetrains are emitted at randoni tiings, these two ‘wa»»vétrai‘ns will
hot be correlated at all. No interference will occur. ’l'his situaiion cah be ‘seex‘\
to be analogous to the situation in which this saine source radi#tion is
incident upon the Michelson interferometer and the moving mirror is
moved a large distance from the position of ZPD. The wavetrains that
recombine and head to the detector are from different incident wévetrains.

Therefore they are not correlated and no interference is observed.

Finally, consider that the incident radiation is chaotic light as described
previously. Such light is considered to be chaotic by virtue of the random
emission process which causes the phases of the constituent wavetrains in
the overall superposition to vary randomly. If the magnitude of the electric
field component of the radiation could be measured at two points in time
very close to each other, it is unlikely that the phases of all of the component
wavetrains would have changed during.that period. Hence, the magnitude of
the electric field at these points ‘n time is still relatively well-correlated. For
any given source, there is a characteristic interval of time over which the
magnitude of the electric field component doesn’t change in a random
fashion (to any great extent). This time interval is called the “coherence

time”, tc.

Radiation from each of the pin-holes impinges upon the screen at the
point of observation. As described previously, the light leaving P; to strike
the screen at the point of observation left at the time t;. The light leaving
from P, to hit the same point on the screen at the same ‘ime, left P; at the
later time (for the purposes of illustration) t;. If the difference in time ty; = t»-
t; is sufficiently short, then the two radiations striking the screen will be

correlated and interference will occur. However, if t;2 is much longer, i.e.
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longer than the coherence time of the source, the two radiations are

completely uncorrelated and no interference occurs.

This description of the effect of coherence length on the degree of
interference can be applied to the Michelson interferometer. Consider that
the moving mirror is positioned at the point of ZPD. With reference to Fig. 1-
4, the two virtual sources S1 and S2 are the same distance from the point of
detection. By virtue of the beam-splitting process, these sources are coherent.
Since the optical disiances to the detector are equal, at any given instant in
time the two radiations that are impinging upon the detector must have left
the two sources at the same time. These radiations are fully correlated, hence

interference results.

If the moving mirror is moved away from the beam-splitter, the optical
path length in the moving mirror arm of the interferometer is longer than
that in the fixed mirror arm. The distance that the radiation emitted from S§1
travels to reach the detector is now further than that from §2. At any given
instant in time the radiation from S2 is re-combined with radiation that is
delayed with respect to the radiation with which it is fully correlated (i.e. at
the time of beam-splitting). If this delay is less than the correlation time, the
two radiations that recombine are at least partially correlated and interference
occurs. If however, the delay is greater than the correlation time, the two
radiations are completely uncorrelated and no interference results. This
means that, depending upon the coherence length of the source radiation, the
interference that produces the interferogram at the detector should decrease
as the moving mirror is moved in either direction away from the position of
ZPD. Hence, for a given length of travel of the moving mirror, and two

sources, the time varying portion of the interferogram of the source with the
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shorter coherence length will die away more quickly as the mirror is moved

away from the position of ZPD.

The term “visibility” is used to describe the extent of the interference
that is occurring, in the case of the Young experiment at various points on the
observation screen, and with the Michelson interferometer at different points
of optical path difference (i.e. different moving mirror positions). In the
Young experiment, the maxima and minima of the interference pattern on
the screen constitute the so-called interference fringe pattern. Thus, for the
Young experiment the visibility of the fringe pattern is defined to be

V) ,,!mnx_'_!mm.

Imax + Imin
where Imay is the intensity at a maximum and Inin is the intensity at the next
adjacent minimum. For the case of a perfect coherent source, the incident
radiation would be perfectly monochromatic and the fringe pattern would
consist of a sinusoidal variation of the intensity across the screen. A given
peak would be followed by an adjacent minimum with zero intensity.
Therefore, at that point the fringe visibility would be unity. With
monochromatic light the visibility would be unity ail the way across the
screen. Departures from unity visibility correspond to departures from

monochromaticity. For completely incoherent light, the visibility is zero.

It is clear from the above discussion that the coherence length of the
source radiation affects the level of interference in both experiments. To re-
iterate an important point, the coherence length of the radiation from a
_source is greatly dependent upon the statistical physical processes that occur

within the environment of the elementary radiators. Thus it is no surprise
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that the fringe visibility (that is, its function&l fpf!n) cah provide Vax’g_i'éat, deal
of information as to the statistical processes that are occurring within the

source. This is espedially so for the Michelson interferometer.

So far, the chaotic light that we have considered has been something
akin to “natural” light. That is, radiation from a source in which no
broadening phenomena, other than that due to the radiative process itself, are
occurring. The finite width of an isolated line from the spectrum of such a
source is the minimum achievable line-width. This is the natural line-width.
The natural line-profile (the resonance profile) is mathematically described by
the Lorentzian function. The full-width at half the maximum value
(FWHM) of the line is designated as v.

It can be shown [60] that the fringe visibility in the Young's double
aperture experiment, in which the source radiation is chaotic with a

Lorentzian line-shape, is given by

'[/G)zl e Lot =2u1'uzexp(-'yls1-82|/C)
Tmax + Imin g 12+ lugl? Eq. 1-15

where yis the FWHM of the Lorentzian line profile. Ignoring the geometric
factors u; and up, one can see from this equation that as the difference
between the two paths s; and s; increases the fringe visibility (that is, the
interference) decreases exponentially. As described previously, this decrease
in the level of interference is due to the chaotic nature of the source radiation,

as described by the coherence length.

Note that the FWHM of the spectral line-profile plays a role in the
decay of the fringe visibility. This is to be expected since a small value of y can

be interpreted as meaning that the wavetrains that are emitted by the

74




ele_rnentai'y radiators éie lohget than ihose tﬁaf would be einitted if y was
larger. Lohger wavetrains iesulkt ina longei' time interval over which the
magnitude of the electric field component is reasonably deterministic, that is,
the coherence time is longer. In light of this, it is not surpfising that the
coherence time of a source is often defined to be the reciprocal of the FWHM

of a spectral line of the source radiation. In this case, the coherence time is

1/y.

Source radiation with a different spectral line-profile produces a fringe
pattern whose visibility is described by a different function. For instance, it
can be shown [60] that the fringe visibility for source radiation that has a
Gaussian line-profile will be described by a Gaussian function itself. The
Caussian spectral profile is the result of particular statistical physical processes
within the source. It is interesting to note that by observing the visibility, the
spectral line-profile can be ascertained without actually measuring the

spectrum of the radiation (a measurement, in fact, carried out by Michelson).

Eq. 1-15, is easily modified for the case of the Michelson interferometer.
The factors u; and u; would be replaced by reflection and transmission
coefficients. The distances from the pin-holes to the screen, s; and sz, would
be replaced by X; and Xy, the optical path lengths from the virtual sources to
the detector. Thus, the visibility {or envelope) of fhe interferogram is related
to the spectral line-profile of the radiation that is incident upon the
interferometer. It is easy to show [1] (see also Fig. 2-15) that the spectral line-
profile is the Fourier transform of the visibility function. That is, if just the
envelope of the interferogram was measured, the line-profile (but not the
frequency of the line) could be obtained by Fourier transformation of the

envelope.
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| In summary. the inturferogmn of quasi-monochromatic ndiation (i e

osclllation that docays as the mlrror ls moved nway from the position of ZPD
The information regarding the frequency of the mliaﬁon is encoded into the
under-lying oscillation of the interferogram. The information uguding the
various physical processes occurring within the source is encoded into the
shape of the envelope of the interferogram.

From an instrumental point of view, this last point is of paramount
importance. In a typical experiment, the interferogram of a source is acquired

and then Fourier transformed to produce the spectrum of tiie source. The

line-shape information is encoded within the shape of the envelope of the
interferogram. Any alteration of the shape of the envelope, as a result of an
instrumental effect (i.e. an instrumental apodization of the mterferogram).
will alter the resultant spectral line-profile. This is undesirable from a
fundamental studies and resolution perspective. This problem is more acute
when one is working with the short wavelengths of the UV region. These
considerations, with respect to the design of the Michelson interferometer for
this system, are the subject of Chapter 2.

1-3.J. Detection of the interferogram - Noise in FTS.
In the UV-VIS regions, the interferogram is typically detected with a
photo-multiplier tube (PMT). This is a different situation than in the IR

region, wherein Bolometers, Golay cells, IR photo-diodes, etc. are employed.

The key difference between these detectors and a PMT is that the latter is far

more sensitive. This creates an interesting situation with respect to the noise
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that is associated with the measurement of an interferogram, and

consequently, the noise within the final spectrum.

Although the discussion of the Michelson interferometer was more
easily approached from the wave picture of light, the following discussion is

approached from the photon picture.

The problem of noise in FTS can be viewed from the communications
perspective of amplitude modulation of a carrier wave. The amplitude of a
sinusoid (the carrier wave) is modulated by a time-varying signal wave. The
signal wave has its own characteristic spectrum. It is well known that the
spectrum of the modulated carrier wave consists of a peak corresponding to
the carrier, and two replicates of the signal wave spectrum symmetrically
located on either side of the carrier peak. The important point is that
modulation of the amplitude of a sinusoid introduces symmetrically
displaced spectral features. Consider the interferogram of a monochromatic

source.

The intensity oscillation at the detector is a pure sinusoid. If this is
detected with no alteration of the amplitude, the resultant spectrum will
consist of only one peak. If however, the amplitude of the interferogram is
modulated by noise, the spectrum of the noise is symmetrically distributed on
either side of the peak. White noise is considered to be composed of an
infinite range of frequency components with random amplitudes and phases.
If the amplitude of the interferogram was modulated with white noise, that
noise would be evenly distributed into the base-line of the resultant
spectrum. In this case, the noise would be the same at all points on the

interferogram. If the interferogram was signal averaged, the noise would be
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reduced at all points in the interferogram. Consequently, the noise would be
reduced at all points in the spectrum. However, now consider the case where
the noise associated with the measurement of the interferogram is directly

related to the intensity of the interferogram.

PMTs are sensitive enough to count photons. Consider that a noiseless
PMT counts photons from a light source for a time T. This experiment is
carried out repeatedly, such that eventually a relative frequency histogram of
the counts could be plotted. It would be found that the counts followed a
Poisson distribution. This could be expressed as

Pm(T) = % exp(-)

where P (T) is the probability of counting m photons during the counting
time T. T is the mean number of photons counted. The standard deviation
of such a distribution is proportional to the square root of the mean number
of photons. The standard deviation of this distribution represents the
minimum noise that could be achieved in a measurement of the intensity of
chaotic light. This fundamental noise of a radiation field is called “photon

noise”. This is also sometimes called “shot noise".

Clearly, the noise increases as the mean number of photons, or
intensity, increases. However, since the noise is proportional to the square
root of the mean number of photons, increased intensity represents an
increased signal-to-noise ratio (SNR). The SNR is given by the average value
of a signal divided by the standard deviation of the signal. For instance if the
mean number of photons was increased from 10 to 100, the SNR would

increase from 3.16 to 10. This is an important point with respect to optical

78



dispersive systems. In this case, the frequency inform#tiof\' is decoded
spatially. For the case of narrow-line emission spéctra, typically only the
peaks are detected. It is desirable to have the maximum possible intensity at
any particular detector since this will achieve the maximum SNR in the
measurement of that spectral line. However, the situation is different for

optical FTS.

\

As described above, the fundamental noise in a radiation field is
photon noise. This is the minimum noise that we could expect to achizve if a
perfect PMT was employed. Photon noise is proportional to the square root of
the signal intensity, therefore the noise in the interferogram of a
monochromatic source is not the same at all points on the interferogram. At
the peaks of the interferogram the intensity is greatest, therefore in absolute
terms the noise is greatest. At the minima, the noise is lower. The SNR is
not the same throughout the interferogram. The maxima have higher SNR

than do the minima.

The photon noise modulates the amplitude of the pure sinusoid of the
noiseless interferogram. Hence, upon Fourier transformation the noise is
distributed into the base-line of the spectrum. However, since the amplitude
modulation of the noiseless interferogram is not the same at all points in the
spectrum, the situation is similar to that in which a carrier is modulated by a
signal with a complex spectrum. The noise is not evenly distributed into the

base-line of the spectrum.

With a dispersive system, two adjacent emission lines are spatially
separated and measured. The noise associated with the measurement of one

line does not affect that of the other line. The measurement of a line with a



large intensity has no effect upon the measurement of an adjacent line with a
small intensity (naturally, the problem of stray light is being neglected here).
However, consider the situation in which an interferogram consists of the
superposition of two monochromatic components, one of which has a large

intensity, the other a small intensity.

The form of the noiseless interferogram would be dominated by the
interferogram of the large intensity component. The interferogram would
consist of a large sinusoidal variation upon which a small ripple oscillated.
Fourier transformation of the noiseless interferogram would produce a
spectrum with a large and small intensity peak. If the noise associated with
the measurement of the interferogram was white, such noise would be
evenly distributed throughout the interferogram. In any given scan, the
small ripple might be indistinguishable from the noise in the interferogram.
In that case, the interferogram would appear to be a noisy sinusoid. If the
interferogram was signal averaged, the noise level would decrease until
eventually the ripple would become distinguishable throughout the entire
interferogram. The small peak would then be observable in the resultant
spectrum. Note that in this case, the presence of the large intensity
component has no effect upon the measurement of the small intensity

component.

If the noise associated with the measurement of the interferogram was
photon noise, each component of the interferogram would contribute a
proportionate amount of noise. The greatest contribution to the overall noise
would be that due to the large intensity component. This noise would not be
evenly distributed throughout the interferogram. The noise associated with

the measurement of the high intensity regions of the interferogram would be
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greater than that of the low intensity regions. = After extensive sig;\al
averaging, the small ripple might be evident in the small intensity regions,
but still obscured by the noise in the high intensity regions. Until the ripple
was readily observable throughout the entire interferogram, the small
intensity peak would not be correctly observed within the final spectrum.
Clearly, the presence of the large intensity component greatly affects the

measurement of the small component.

If the noise associated with the measurement of the interferogram has
some other direct proportionality with respect to the interferogram intensity,
the situation can worsen. For instance, if the noise is directly proportional to
the interferogram intensity (instead of just proportional to the square root),
the noise associated with the measurement of the interferogram is dominated
even more strongly by the noise associated with the measurement of the large
intensity component. Again, this can be thought of in terms of the noise
associated with the large amplitude component being distributed into the
base-line of the spectrum in a complex fashion, causing the small intensity

peak to be obscured.

This situation in which the measurement noise is dominated by the
presence of a large intensity component in the interferogram, to the
detriment of all other components, is often called the “multiplex
disadvantage.” It is a potential problem in optical FTS whenever the noise
associated with the measurement of the interferogram has a direct

dependence upon the intensity of the interferogram.

When FTS is applied in the IR, the detectors are so insensitive that

they do not respond to the photon nature of the radiation in the
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interrerogram. Consequently, the noise associated with these detectors is, for
the most part, not dependent upon the intensity of the interferogram. Thus,
the measurement of the interferogram is made under “detector-noise
limited” conditions. In this situation it can be shown that in comparing

dispersive and multiplex systems, a “multiplex advantage” is realized.

The existence of a multiplex advantage was first noted by P. Fellgett in
1951 [4]. Consequently, this phenomenon has come to be known as the
Fellgett advantage. If both a multiplex and dispersive spectrometer are used
to characterize a particular spectral band-width over a particular
measurement time, the multiplex advantage describes any increase in the
SNR of the multiplex derived spectrum when the two measured spectra are
compared. In this case, the dispersive system that is compared is a scanning

system in which the spectrum of the source is scanned across a single detector.

If a dispersive and multiplex system have the same spectral resolution,
and both characterize the same spectral band-width, the number of spectral
resolution elements, M, is given by the band-width divided by the resolution.
The total detection time is T. This is the time required to scan the spectrum
across the detector, or to acquire the interferogram. When the measurement
of the interferogram is detector noise limited a multiplex advantage is
realized, in that the SNR of the multiplex-derived spectrum is YM times

greater than that of the dispersive-derived spectrum.

When the noise associated with the measurement of the interferogram
is dependent upon the intensity of the interferogram, the measurement is
said to be “signal noise limited”. As described above, the functional

dependence of the noise on the intensity can take several forms. Depending
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upon' the relationship, the noise will be distributed throughout the spectrum
in different ways. The potential existence of a multiplex disadvantage has
been a significant factor in the reluctance of researchers to apply this
technique in the UV-VIS.

Studies concerning the distribution of noise within spectra, under
detector noise limited situations, have been undertaken within this
laboratory. S. Marra has studied this problem, using as investigative tools the
standard deviation, average and SNR spectra of populations of replicate
interferograms [20,22]. For the most part, noise was found to be largely
distributed in the immediate vicinity of the spectral peaks. As expected, the
spectral distribution of the noise was very clearly found to be dependent upon
the nature of the spectrum. As a result of the strong spectral dependence of
the noise, some lines in a spectrum can exhibit a multiplex advantage, while
some suffer a multiplex disadvantage. This has led T. Hirschfeld to coin the

phrase “distributive multiplex advantage” to describe this situation [61].

In many situations of practical interest, the source noise may dominate
the measurement of the interferogram. This is noise over and above the
photon noise of the source. ' Typically, this is “flicker noise”. The effects of
flicker noise on the resultant spectrum of the source radiation are being
studied by a number of researchers. Both theoretical [62] and experimental
[40] assessments of this situation have been undertaken. This problem can be
particularly acute because the flicker noise of the source radiation often
increases linearly as the intensity of the source is increased. The effect is
equivalent to the situation in which the noise in the measurement is linearly
related to the interferogram intensity. By virtue of the often observed narrow

frequency spectrum of flicker noise, this situaticn is particularly amenable to
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treatment on the basis of the model of amplitude modulation of a carrier

wave.

Due to the seriousness and prevalence of the flicker noise problem, a
number of researchers are investigating methods of improving the situation.
Either the source can be improved [63] with respect to its noise characteristics,

or the method of acquiring the interferogram can be altered [64].

Once the photons of the interferogram impinge upon the PMT, the best
situation that can be realized is that of photon noise and perhaps, some form
of a distributive multiplex advantage. As described above, if most of the
photons are due to large intensity components, the noise situation is
dominated by these components. To reduce the noise due to these
contributions, such that small components can be measured, one has to
remove the photons due to the large components. This implies some sort of
filtering of the source radiation prior to entry into the interferometer. This
approach has been investigated within this laboratory by E.A. Stubley [18, 23].
Some success was achieved. As will be described in Chapter 4, further
experiments are currently under way with an improved system employing

the current version of the Michelson interferometer system.

" A novel approach, directed towards achieving a detector noise limited
situation when a PMT is used as the detector, has recently been put forth by
R.R. Williams {65). In this methodology, the interferogram is acquired with a
step-scan interferometer. The time over which the detected signal is
integrated is varied in accordance with the intensity of the interferogram.
High intensity points of the interferogram are integrated for a longer time

thar are those of low intensity. In this way, the distribution of the noise in



the interferogram is made equal, regardless of the intensity. This is the same
situation as a detector noise limited situation. In this manner, Williams

expects to realize a multiplex advantage.

As far as the author is aware, once the noise is encoded within the
interferogram, there is no way of reducing it within the spectrum. However,
it may turn out that the techniques of Bayesian spectral analysis might allow

for post acquisition improvement of the SNR in the spectrum [66].

In summary, the noise situation for measurements of interferograms
in the UV-VIS is complex. The situation has not been completely
characterized as yet, especially with respect to the existence of a multiplex
advantage or disadvantage. Studies concerning this problem are continuing.
By virtue of potential military applications, the detection of IR radiation is an
active area of research. It is interesting to note that as IR detectors improve,
the field of FT-IR creeps closer to the noise dilemmas facing FTS in the
ultraviolet and visible regions. Consequently, these studies take on greater

potential significance.
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Chapter 2

Interferometer Optical System

In this spectrometer, the key optical element is the Michelson
interferometer. As described in Chapter 1, the interferometer enables us to
measure a signal whose time varying behaviour is directly related to that of
the electric field component of the incident radiation. Then, knowing the
temporal characteristics of the source radiation, the Fourier transform can be
employed to calculate the frequency, or wavelength spectrum of that

radiation.

This idea is not new. However, the application of this technology to
the ultraviolet and visible regions of the spectrum has occurred only rarely.
Some of the reasons for this were discussed in Chapter 1. A practical problem
of significant importance is that of the fabrication and assembly of optical
components into a system that is to operate in the ultraviolet and visible

regions of the spectrum, wherein the wavelengths are relatively short.

This spectrometer has been designed to span an optical band-width
ranging from approximately 200 nm to 2.5 um. In future, the short
wavelength end may be reduced by evacuating, or purging, the optical path.
The maximum resolution is desigried to be Acy/2 = 0.29 cml. As described in
Chapter 1 of this thesis, to achieve this resolution the moving mirror must be

moved at least 1.04 cm on either side of ZPD. In practice, even with this
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length of mirror travel, the achievable resolution may be less than
anticipated. Any instrumental effect that causes the envelope of the source
interferogram to decay faster than that dictated by the natural (or broadened)
line-shape of the source radiation, that is, any instrumental apodization of
the interferogram, will cause the lines in the resultant spectrum to be

broadened, thereby reducing the resolution of the instrument.

The major causes of instrumental apodization are: 1) the presence of
off-axis rays of incident radiation, and 2) mis-alignment of the moving mirror

of the interferometer.

Off-axis rays occur as a result of poor collimation of the source
radiation due to poor optics, and/or the necessity to coliimate the light from a

source of finite size.

If the moving mirror is only slightly mis-aligned with respect to the
fixed mirror and beam-splitter, the intensity grand maximum of the
interferogram may be close to optimal. However, as the mirror is moved
further away from the beam-splitter the effect of any slight mis-alignment
becomes more significant. As a result, the intensity of the interferogram at
positions of larger optical retardation is less than it should be, based upon the

line-shape and line-width of the source.

Instrumental apodization is, for the most part, a technological problem.
In order to reduce the magnitude of this problem, certain components in the
interferometer have been re-designed and/or further developed.
Concomitant with these developments has been the design of a
comprehensive procedure for the alignment of the components in the optical

path of the interferometer. As will be described in this chapter, these
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developments have resulted in significantly less instrumental apodization of

the source interferogram.

2-1._Current intezferometer design.

Fig. 2-1 is a schematic diagram of the present interferometer system. A
good deal of the system hardware has been modified to aid in alignment,
while the moving mirror electro-mechanical assembly and the detector

assembly have been completely re-designed.

The collimation optics consist of either a single plano-convex quartz
lens, or an off-axis parabolic mirror assémbly. The lens system has the
advantage of extreme simplicity, but also the disadvantages of significant
chromatic and spherical aberration. The off-axis parabolic assembly, while
more complex and difficult to implement, is a significantly better collimation
system as it is both achromatic and aspheric. This latter system is essentially

identical to that which is employed as the exit focussing optics.

The beam splitter/compensator assembly is situated within a machined
aluminum mounting cube. Also attached to this cube is the fixed mirror
mount. This mount is designed to allow very fine adjustment of the angle of
the plane of the fixed mirror. These three components have not been

significantly altered, and they are described in detail, elsewhere [14] .

As mentioned previously, the moving mirror electro-mechanical
assembly has been completely re-designed. One of the key design changes has
been to de-couple the drive assembly from the mounting cube. This allows
for greater flexibility in the alignment of the moving mirror. Previous

mirror drive designs were mounted directly onto the cube, relying upon
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machining accuracy during the fabrication process to achieve the correct
alignment. This has proven to be inadequate to meet the tight tolerances
required for operation with the short wavelengths of the UV region of the

spectrum.

Shown in part a) of Fig. 2-2 is a side-view schematic of the present
electro-mechanical assembly. The moving mirror is attached to an air-
bearing assembly (Dover S/N 1335 Dover Instrument Corp. P.O. Box 100, 5
Walkup Drive, Westboro, Mass 01581 (617) 366-1456) which provides
essentially friction-free movement of the mirror. This air-bearing assembly
consists of a 6 in. long x 2.5 in. wide x 1.25 in. thick piston, and a sleeve with
strategically positioned gas outlets on its inner surface (and a hose nipple for
gas inlet). Both the sleev: and the piston are manufactured from so-called,
"hard-coat aluminum"”, such that the surfaces are as hard as sapphire, as
stated by the manufacturer. The quoted linear accuracy of this assembly is

0.000004 in. per in. of linear travel.

In previous versions of the interferometer, the air-bearings that were
empioyed were all cylindrical in design [15, 23]. With such a design there is
the possibility of rotation of the moving mirror. If the surface of the mirror
and the axis of the bearing were not perpendicular to each other, the effect of
this rotation would be to modulate the optical path length in the moving
mirror arm of the interferometer. With this rectangular design, rotation of

the mirror is not a significant consideration.

An obvious design choice is w:.ether to move the piston while holding
the air-bearing sleeve in a fixed position, or vice versa. In previous designs

[15, 23], the piston of the air-bearing was driven electromagnetically. A
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permanent magnet was attached to one end of the piston while the moving
mirror was attached to the other end. The permaﬁent magnet was located
within an electromagnetic coil (or set of coils) and movement of the mirror
was effected by setting up an electric current in the coils. (The symmetric
design was also employed, that is, a fixed magnet and moving coil.) This
situation is illustrated in part b) of this figure. Here the magnet and mirror
are attached to the moving piston while the sleeve of the air-bearing is held
stationary. As indicated in part a) of this figure, in the present design the
mirror is still driven electromagnetically, however, the magnet and mirror
are attached to the movable sleeve while the piston is held fixed. The

rationale behind this choice is as follows.

The gas film between the sleeve and the piston is on the order of one-
thousandth of an inch thick (as inferred from feeler gauge measurements of
the clearance between the unfloated sleeve and piston). The gas film is
compressible. Once the moving mirror has been correctly aligned, it is
essential that the same alignment be maintained throughout the travel of the
mirror. Hence, it is important that the forces that compress the gas (i.e. those
that are exerted by the inner surface of the sleeve and the surface of the
piston) remain constant during the entire stroke of the mirror. If this is the
case, then the thickness of the gas film will remain constant, and so too will
the alignment of the moving mirror. This situation is illustrated in part a) of
Fig. 2-2. The arrows of equal length represent (admittedly, in a highly

simplistic manner) the equal forces that are exerted on the gas film.

As ijllustrated in part b) of this figure, for the situation of the moving
piston, the forces exerted on the gas film would be highly dependent upon the

relative positions of the sleeve and the piston. One would expect the mirror
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to experience a position-dependent tilt as a result of the torcjue introduced by
the asymmetry of masses in the system. The tilt, and subseqixent mis-
“alignment of the moving mirror, would be worse near the ends of the travel
of the mirror. Clearly, this is a source of instrumental apodization of the

interferogram.

In the limit of the above scenario, the gas film could be compressed to
an extent that would be sufficient to cause the two surfaces of the sleeve and
piston to make contact, thereby destroying the friction-less aspect of the
system. Even with the servo-system described in Chapter 3, this situation
would cause modulation of the velocity of the mirror resulting in the

introduction of spurious spectral features into the final spectrum.

Referring back to Fig. 2-1, the re-combined wavefronts of the source
radiation are focussed onto the detector by an off-axis parabolic mirror
assembly. This consists of an off-axis parabolic mirror element and, due to

space constraints, a secondary planar folding mirror.

- As mentioned previously, this mirror system is identical to that which
is used to collimate the source radiation. This assembly was implemented
previously [14] , however, with limited success due to alignment difficulties.
Eventually, it was moth-balled in favor of a simpler single quartz lens system.
As with the entrance optics, it is desirable to implement this mirror assembly
since it is achromatic and aspherical. Recently, upon re-assessment of the
alignment procedures, modifications to the hardware have been effected, and
an alternative alignment procedure has resulted in the successful

implementation of these mirror assemblies.
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The detector assembly has been re-designed to better enable alignment
of the detector at the focal point of the exit optics. As with the moving mirror
assembly, the previous design of the detector housing was mounted directly
onto the mounting cube. Again, accurate machining was relied upon to
provide alignment accuracy. In the present desigr the detector assembly is de-
coupled fr'om the mounting cube, and the detector housing is mounted onto
an X-Y-Z alignment stage. This has greatly improved the facility with which

the detactor can be aligned in the exit focal plane.

For operation in the UV region of the spectrum, the mirrored opﬁcal
components require special optical coatings. The reflectance of a pure bare
aluminum coating decreases to approximately 75% at 200 nm. This would
allow reasonable operation in the near-UV; however, pure Al oxidizes
rapidly and this oxide layer absorbs in the UV. Hence, the short wavelength
reflectance would decrease over time. Mirrors that are over-coated with a
protective, oxide preventing, SiO layer, have markedly reduced reflectance
below 350 nm. The short wavelength reflectance of Al can be enhanced by the
application of dielectric film layers (typically a proprietary process), with a
final over-coat of MgF;. This can result in better that 80% reflectance at 200
nm [67). At the very least the mirrored surfaces throughout the present
version of the interferometer are over-coated with MgFs , and when possible,

UV-enhanced coatings have been specified.

Ideally, during passage from the source to the detector, the wavefronts
of the source radiation are converted from spherical (for the case of a point

source) to planar, and then back to spherical. That is, the light is first
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detector. Along the way the wavefronts are also divided and re-combined by
the beam-splitter. Due to the short wavelengths involved in operation in the
UV, the achievement and maintenance of high quality wavefronts requires

that the optical surfaces in use be fabricated to within tight tolerances.

The classification of optical surfaces varies between manufacturers.
With respect to optical flats, for use as substrates for plane mirrors or beam-
splitters, a typical test is to compare the test surface with a reference surface
that is known to be flat to better than the desired flatness of the test piece.
Collimated light from a source such as a HeNe laser (A = 632.8 nm) produces
an interference pattern due to the microscopic air wedge between the two
surfaces. Any curvature (global or localized) of the lines of the interference
pattern indicate that the test surface is not an accurate copy of the reference
surface. In other words, the test surface is not flat. The curvature of the lines
is quantified in terms of fractions of the test source wavelength, in this case

632.8 nm/x.

For operation in the infrared region of the spectrum, the mirrors in an
interferometer will usually be specified to be flat to within A/4, or 158.2 nm.
For 1 um wavelength radiation, this represents a deviation from planarity
that is less than one sixth of a wavelength. However, for 200 nm radiation,
the curvature of the surface is almost one wavelength in magnitude. Clearly,
the 200 nm wavefront would undergo far greater deviation upon reflection

from this surface than would the 1 um radiation.

As a result of these considerations, the plane surfaces throughout the
present version of this interferometer have been specified to be at least /20,

over the entire aperture of the surface. It should be noted that a mirror that is
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specified to be A/20 over the entire surface is usually better than this over a
small Portion of the surface. The entrance aperture of the preseei systeih is
typically 1 cm, or less. Hence, the planarity of the surfaces throughout this
restricted optical path can be expected to be Eetter than A/20. Wherever
possible, the planar optical surfaces of the interferometer (and associated
external optical systems) have been tested for flatness, and if necessary, the
surfaces have been stripped of their coatings, re-worked, and re-coated. This

work was performed in the University of Alberta Optics Facility.

Spherical and aspherical optical surfaces are more difficult to
characterize than are planar surfaces. Again, due to the shorter wavelengths
in the UV, such non-planar surfaces must meet more stringent specifications
than would those for use in the IR. The off-axis parabolic mirrors in the
entrance and exit optical assemblies are state-of-the art optical elements (OAP-
024-02, Space Optics Research Laboratories, 7 Stuart Rd., Chelmsford, Mass.
01824 US.A., (617) 256-4511.) The aperture is 5.08 cm (2 in.) with a 16.76 cm
(6.6 in.) focal length. The focus is off-set from from the innermost edge of the
mirror by 6.10 cm (2.4 in.). The surface is specified to be accurate to within a
maximum peak-to-peak deviation of A/8 at 632.8 nm. It would be
significantly more convenient if the element were taken from a point higher
up on a parabola, such that the angle of a ray from the center of the aperture
to the focal point would be closer to 90°. However, the author has been
assured by a private manufacturer [68] of optical equipment that such an optic
would be prohibitively difficult (if not impossible) to produce with this A/8
surface accuracy. These mirror substrates were purchased uncoated. They
were coated with pure aluminum, followed by a MgF; over-coat, at the

University optics facility.
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2:2. Interferometer alignment procedure,

Tha alignment procedure that will be described in this section involves
alignment of the interferometer with respect to an external axis. This axis is
the optical axis of the optical rail-bed upon which the interferometer rests.
Such a reference axis would be the corner-stone of the usual strategy for
alignment of the interferometer into a complex system of optical
components. For instance, if a source was later aligned to the reference
optical axis, at this point it would be assumed that the source was also aligned
to the interferometer. The choice of the distance of the source from the
entrance plane would be based upon a knowledge of the focal length of the

collimating optics.

Recognizing that the interferometer is a symmetric optical system, a
more modular approach to the problem of alignment of the interferometer
within a complex system can be considered. The interferometer has its own
internal optical axis whose interesting features begin and end on two focal
points, one for the entrance collimating optics and the other for the exit

focussing optics.

‘Consider that the components of the interferometer have been
correctly aligned. If a point source was placed at the entrance focal point, the
light from that source would be focussed at the exit (detector) focal point.
Conversely, if the point source was positioned at the exit focal point, the light
travelling back through the interferometer would be focussed at the entrance
focal point. A source, or any other optical element for that matter, could be

positioned very easily at the entrance focal point, thereby aligning the



element with the optical axis of the interferometer at the correct point along
the axis. 'l'his sitﬁation is anaiogous to having a lens which could be back-lii
with a point source such that the primary focal point could be visualized and
aligned with the optical axis of another element. Thus, even though the
interferometer is being aligned to a reference optical axis, this is only a matter
of convenience. This axis is defined by the beam of a HeNe alignment laser,
but the beam from any similar laser would do, regardless of where it was

situated.

&2.1. _Alignment of the mounting cube,

Fig. 2-3 is a schematic diagram of the physical set-up for alignment of
the mounting cube with respect to the external axis. The desired results of
this procedure are to orient the mounting cube such that 1) the entrance
plane is perpendicular to the direction of the incident beam and 2) the
aperture of the entrance plane is co-axial with the external axis. It is then
assumed that, within typical machining tolerances, the other three planes of
the mounting cube are either parallel or perpendicular to the external axis as
defined by the incident beam. This is considered to have been achieved when

the reflected beam returns upon the incident beam.

As indicated in part a) of this figure, the beam of the alignment laser
passes through two pin-hole apertures. The first is used to reduce the exit
aperture of the laser. This makes it easier to determine when the return beam
is aligned with the incident beam. The second aperture is used to define the

center of the entrance plane of the interferometer.
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Two criteria must be met for the reflected beam to return to the laser
exit aperture: 1) the interferometer must be aligned such that the incident
beam travels along the central axis of the entrance plane of the cube, and 2)
the plane of the fixed mirror must be perpendicular to the direction of the
incident beam. If this second criterion is satisfied, and if the entrance plane of
the mounting cube is parallel to the plane of the fixed mirror, then the
entrance plane is also perpendicular to the external axis. The pattern
generated by the return beam when these criteria are satisfied, is shown in
part b) of Fig. 2-3. Due to the small size of the apertures, diffraction rings are

observed.

The fixed mirror mount is designed such that the plane of the fixed
mirror can be adjusted with respect to the plane of the mounting flange of the
assembly, and hence, with respect to the planes of the mounting cube itself.
The plane of the mirror is adjusted to be as nearly parallel to the plane of the
mounting flange as is possible. This is achieved by aligning, via usual
machinists' techniques, the plane of the adjustable mirror holder such that it
is parallel with the plane of the mounting flange. It is then assumed that the
surface of the mirror is parallel with the plane of the holder, which is parallel
with the plane of the mounting flange. When the assembly is mounted to
the mounting cube it is assumed that the fixed mirror is now parallel to the

entrance plane face of the cube.

This initial alignment is not designed for great accuracy. Many
assumptions are being made with respect to machining and fabrication
accuracy. This procedure appears to be accurate enough for the alignment of
the mounting cube with respect to the external axis. Refinements could be

developed to better ensure that the plane of the fixed mirror is parallel to the



entrance plane of the mounting cube. So far, it does not appear that this is
necessary. The final adjustment of the fixed mirror is achieved

interferometrically.
2:2.2. Alignnent.of the beam divider and moving mirror,

Once the mounting cube is properly aligned, the next step is to align
the beam-splitter and the moving mirror with respect to the external axis.
Before describing this procedure, consider for a moment the passage of the
incident alignment beam as it is divided by the beam-splitter/compensator

assembly. This is illustrated in Fig. 2+4.

As shown (qualitatively) in this figure, the beam-splitter partially
reflects the incident alignment beam towards the moving mirror, while the
remainder is transmitted towards the fixed mirror. In this figure, the fixed

mirror beam is blocked.

| As the beam enters the quartz of the beam-splitter optical flat, it is
refracted at an angle of approximately 28° relative to the normal axis of the
surface. After the first reflection at the partially reflecting surface, the
reflected portion of the beam traverses the beam-splitter flat, reaching the first
surface with an angle of incidence of 28°. With this angle of incidence (and
the refractive index change from quartz to air) there is significant reflection at
this internal surface. This internally reflected beam traverses the beam-
splitter flat and is partially reflected at the beam-dividing surface. It is as if the
internally reflected beam is another incident beam that is displaced from the

true incident beam. With the fixed mirror arm not blocked, this internal
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beam undergoes division and re-cpmbinafion in the vsa.me mannéf as the
incident beam, except that the re-combined output beam is displaced from ,

and of lesser maximum intensity than, the incident beam.

As a result of other single and multiple internal reflections there are a
number of ways in which displaced exit and return beams are generated.
These are seen as smaller intensity beams that are displaced from the main
incident beam. The pattern of exit and return beams is shown in Fig. 2-4.
Due to the symmetry of the system, there is a central main beam (due to the
incident beam) and pairs of auxiliary beams, on either side of the main beam,
due to reflections. The main beam defines the internal optical axis of the

interferometer.

For the incident beam, two re-combined beams are formed. One beam
is transmitted in the direction of the exit plane of the interferometer, while
the other is reflected back in the direction of the source. The same is true for
the internally reflected beam. Since it appears to be a displaced source of
lesser intensity, the return and re-combined beams are both displaced from

the position of the incident beam.

If the moving mirror optical path is blocked, while that of the fixed
mirror is clear, a similar pair of beam patterns is observed. If both optical
paths are unblocked, and if the fixed and moving mirrors are mis-aligned
with respect to re-combination, then a pair of return beam patterns is
observed. Similarly, a pair of patterns would be observed at the exit plane of
the interferometer. When the two mirrors are properly aligned for re-
combination, the pairs of patterns become superimposed such that single

return beam and exit plane patterns are observed. When it is time to adjust
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the fixed mirror interferometrically, this provides a convenient method with

which to roughly align the plane of the fixed mirror for re-combination.

The physical set-up for alignment of the moving mirror is illustrated
in Fig. 2-5. Again the path to the fixed mirror is blocked. The desired result of
this procedure is that the planes of the beam-splitter and fixed mirror will be
oriented at 45° and 90° to the external axis, respectively. This is the preferred
arrangement for operation with the present design of the mounting cube. If
this situation is achieved, the exit beam will leave the mounting cube with a

direction perpendicular to that of the external axis.

The beam splitter and the moving mirror could be oriented at some
angle other than 45° to each other. As long as the fixed mirror was adjusted
to make the same angle with respect to the beam-splitter, effective re-
combination would still take place. However, the angle of the exit beam
would no longer be 90° with respect to the direction of the incident beam.
This situation would require far more flexibility in the positioning and

alignment of the exit focussing optics than is presently built into the system.

The beam-splitter and moving mirror are aligned in an iterative
fashion such that the return beam is superimposed un the incident beam. An
alignment target is positioned along the axis of the exit plane aperture. As
mentioned above, in this design the exit plane axis has been chosen to be at

90° to the entrance plane axis. Several situations can occur.

If the beam-splitter and moving mirror are oriented at 45° with respect
to each other, but mis-aligned with respect to the incident beam, then the

return beam will not be superimposed upon the incident beam.
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Figure 2-5: Physical set-up for alignment of the moving mirror and
beam-splitter/compensator assemblies.
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If the beam splitter and moving mirror are aligned such that the return
beam is supes-imyos:d apoi the ircident beam, bui the beam splitter is not at
45° to the incident beam, ther the moving wnirror cannot be at 90° to the
incident beam and huace, the exit beam will not strike the target correctly.
Thus, only when the desired 45° orientation is achieved will the return beam
be superimposed upon the incident beam, and the exit beam will hit the

target appropriately, as indicated in parts b) and c) of Fig. 2-5.

The beam-splitter and moving mirror are adjusted, iteratively, at
various points in the moving mirror travel. This is done with the air-bearing
floated, otherwise there may be some play in the tilt of the moving mirror

due to the clearance between the sleeve and piston of the air-bearing.

The moving mirror assembly is strongly fixed at this time. The beam-
splitter assembly is not fixed yet. The next step is to align the reference laser

through the reference laser input periscope. This is illustrated in Fig. 2-6.

2:2.3. Alignment of the reference laser optical path,

The periscope system by which the reference laser is brought into the
interferometer is described elsewhere [14] . The moving mirror assembly has
been locked into position and the beam-splitter is removed. Removing the
beam-splitter is only necessary due to the configuration of the present system.
In future designs it should be reasonably simple to design the reference laser
optical path such that the beam-splitter does not have to be removed to align
the reference laser. As shown in part a) of this figure, the reference laser
beam travels backwards through the interferometer. This is purely a matter

of convenience with the present system configuration.
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a) Top View
1 Moving Mirror
‘ Reference Laser
Detector Pariscope
@ <% Entrance Plane
' ‘\\— Exit Plane
Reference L.aser
Input Periscope
b) Side View
ﬂ - Input Pﬂﬁscopﬂ
o
Moving Mirror

Referance Laser

<

c) Input Periscope-Front View

¢ | <+— Return Beam
W~ Incident Beam

Figure 2-6. Alignment of the reference laser periscope system.
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Ideally, the reference laser should be oriented such that the beam is
parallel to the optical axis of the interferometer, that is, perpendicular to the
plane of the moving mirror. However, if this was the case, then upon
reflection the beam would return and re-enter the laser cavity. Typically,
feed-back of this type into the laser cavity causes gross fluctuations of the
output intensity. To circumvent this problem, the laser is slightly tilted, as
illustrated in parts b) and c) of this figure. As a result, the return beam is off-
set and does not enter the cavity. The effect of this is to introduce a
determinate error into the calibration of the wavelength axis of spectra
obtained with this instrument. The means by which this occurs is shown in

Fig. 2-7.

Hlustrated in part a) of this figure is the situation in which the
reference laser is directed perpendicular to the plane of the moving mirror.
The reference beam is divided at the partially mirrored beam-splitter surface.
The beam that enters the moving mirror arm of the interferometer travels a
distance d, first through the quartz of the beam-splitter substrate, then
through air to reach the moving mirror. The total geometric path length that
the beam must travel to reach the recombination point on the beam-splitter is
twice this distance. If the position of the mirror is changed by an amount Ax,
then the geometric path length is changed by the amount, 2Ax. Hence, for the
intensity of the reference interferogram to be modulated through one period,
the mirror must move through a distance equal to A/2, where A is the

wavelength of the reference laser.

In the discussion of interference upon re-combination at the beam-

splitter it is the optical path length, rather than the geometric path length,
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that should be considered. The optical path length takes into account the
refractive index of the various media that the beam travels through.
However, for the purposes of this discussion, the optical path length will be
taken to be equal to the geometric path length.

Nlustrated in part b) of this figure is the situation in which the laser is
slightly tilted such that the reflected beam does not return upon itself. If the
laser is tilted by an amount 0, then for a change in the position of the mirror
equal to Ax, the geometric path length is changed by the amount 2Axcos8. For
the intensity of the reference interferogram to be modulated through one
period, the mirror must move through a distance of A/2cos8. This is a larger
interval of movement than that for the case where the beam is aligned with
no tilt. Thus, it is as if a laser with a longer wavelength is being used for the
reference source. With this in mind, consider the use of a Michelson
interferometer to determine the wavelength of a laser that is aligned (with no

tilt) along the interferometer optical axis.

In this discussion, changes in the angle of the reference beam, due to
refraction by *he beam-splitter and compensator optical flats, are being
neglected. As will be shown, for the present configuration of the system, 0 is
small. For an incident beam with near-normal incidence, the deviation due
to refraction is small, that is, the angles of incidence and refraction are almost
equal. Since the angle, 6, will be estimated from the distance between the exit
and return beam spots on the reference laser periscope, and the distance from
these spots to the moving mirror, this neglect of the refraction along the path
of the beam will be seen to provide a worst case estimate of the angle at which

the laser is tilted.
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For illustration purposes, the source is a contii\ﬁdus wﬁé ﬁeCd laser
with a wavelength of 325.129 nm [69]. The Wavelehgth of the HeNé refei'ence |
laser will be taken to be 632.81646 nm [69] Since the wavélength,of the source
is less than that of the reference, the period of the interferogram of the source
would be observed to be shorter than that of the reference. With both the
source and reference beams aligned with no tilt, the period 'of the
interferogram of the source would be measured to be equal to 0513781 of the
period of the reference interferogram. Therefore, the wavelength of the
source is equal to this fraction of the reference wavelength, or 325.129 nm.

Consider now the situation in which the reference beam is tilted 10° from

horizontal.

The interval of mirror movement that is required to modulate the
intensity of the reference interferogram through one period is now equal to
0.32128934 um. The period of the source interferogram would be measured to
be 0.505820 of the period of the reference. If the reference wavelength was
taken to be 632.81646 nm, then the source wavelength wouid be calculated to
be 320.091 nm. Clearly, this result is grossly in error. However, in this
illustrative example, the amount of tilt of the reference beam is known.
Hence, an effective wavelength could be calculated for use in the source
wavelength calculation. For example, with a tilt of 10°, the effective reference
wavelength would be calculated to be 642.57868 nm. Since the source
wavelength is known to be 0.505820 of the reference wavelength, with this
effective reference wavelength, the source wavelength would be correctly
calculated to be 325.029 nm. The actual tilt of the reference beam in the
present system is certainly less than 10°. The magnitude of the tilt is

estimated with the aid of the construction shown in Fig. 2-8.
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The beam that returns to the periscope mirror is estimated to bé
displaced from the exit beam by, at most, 2 mm. This is observed with the
beam splitter in plaée. Since the beam-splittei’/ compensator caﬁses further
divergence due to refraction, the actual displacement of the return beam is
less than that which is observed. Hence, the angle of tilt is less than that
which is calculated from this construction. The distance from the exit beam
to the moving mirror, when the moving mirror is situated as far from the
periscope as possible, is approximately 11.5 cm. It can be seen from this figure
that the angle of tilt is approximately equal to the inverse tangent of 0.1/11.5,
or 0.49821161°. The values for the two numbers in this calculation are
estimates. For illustration purposes, the precision of the numbers has been set

to be arbitrarily high.

In the same manner as described above, if the tilt of the reference beam
was not accounted for, the source wavelength would be calculated to be
325.017 nm. If the amount of tilt was accounted for, then the effective
wavelength of the reference would be calculated to be 632.84038 nm. With
this value for the reference wavelength, the calculation wouid proceed to the

correct answer.

The exampie above is a general description of the use of a Michelson
interferometer as a so-called "wavemeter" to determine the wavelength of,
perhaps, a tuned laser. However, in the application for which this system has
been designed, the source interferogram is a complex superposition of many
wavelength components. The spectrum of the interferogram is obtained via
spectral analysis; in this case through a numerical Fourier transform. The
wavelength axis of the calculated spectrum is calibrated via a calculation that

is analogous to that described above. If the reference laser is tilted, the effect
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on the accuracy of the wavelength axis of the spectrum is the same as that
described above.

In actual operation of the system, when the value 632.81646 nm is used
for the wavelength of the reference laser, as expected, the wavelengths
corresponding to the peaks of well-characterized emission lines are slightly in
error. Typically, wavelengths will be in error by approximately -8 pm [43].
Experimental factors, other than the slight tilt of the reference laser beam, also
affect the calibration of the wavelength axis. For instance, the wavelength of
the HeNe reference laser is subject to thermal drift due to thermally induced
changes in the laser cavity dimensions. At this time, rather than attempting
to control all of the various phenomena that can contribute to erroneous
wavelength axis calibration, a method of calibration that incorporates the

method of correction described above has been developed [43).

The wavelength axis is calibrated by determining the effective value of
the reference laser wavelength that will give the correct result in the
calculation of the wavelength of the peak of a well-known emission line.
Specifically, this procedure is repeated with four iron lines whose
wavelengths span a wide spectral band-width and are well-known. From
this, an average effective reference wavelength is calculated. This
waveiength is then used to calibrate the wavelength axis of subsequent
calculated spectra. The achieved performance of this wavelength calibration
procedure is described in detail elsewhere. [43] In general, the wavelength
accuracy of the present system is within +1pm. Clearly, the effect of tilting the

reference beam in the entrance periscope is correctable.
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It is of interest to note that a typical value for the effective wavelength
of the reference laser is 632.8445 nm. If tilt of the reference beam was the only
factor to be accounted for, this effective wavelength would correspond to a tilt
of approximately 0.54°. This is in reasonable agreement with the value
obtained above, via the construction of Fig. 2-8 and the associated estimated
values. From this a tentative conclusion is that the dominant effect causing
error in the calibration of the wavelength axis is the tilt of the reference laser.
It would appear that the reference laser and the interferometer optics are

reasonably stable with respect to the usual causes of instrumental drift.

For greater accuracy and precision, the obvious strategies for
improvement would be to enclose and control the environment of the
interferometer system, and acquire a reference laser with greater stability with
respect to wavelength and intensity. Also, an alternative optical design might
incorporate corner-cube, or cat's-eye, retroreflectors. With this type of design,
the reference beam need not return into the laser cavity. Hence, there would

be no need to tilt the reference laser.

At this point the moving and fixed mirrors, the beam-
splitter/compensator, and the reference laser optical path have all been
aligned. The white light optical path does not require any special alignment
procedure. Typical machining accuracy has proven to be adequate for this
task. With the present configuration, the entrance and exit off-axis parabolic
mirror assemblies are aligned prior to attachment to the mounting cube. The

physical set-up by which this is achieved is diagrammed in Fig. 2-9.
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The light from a HeNe laser is focussed onto an _optvicalx fibre with a
diameter of approximately 0.5 mm. The output end of ﬂ\e fibrg is a
reasonable approximation of a rather intense point source. Admittedly, the
solid angle of emittance of this source is restricted. .However, so far no
applications that require any greater solid angle have been encountered. This
is a highly useful tool for many alignment applications. The small physical - |
size of the output end allows for great flexibility in the positioning of this

point source.

This point source is approximately positioned at the focal point of an
off axis parabolic (O.A.P.) mirror assembly. The assembly is mounted onto a
replicate of the mounting cube that is used in the interferometer. As
indicated in this figure, a plane mirror is mounted onto the alignment cube.
Within typical machining tolerances, the plane of this mirror is parallel to
the plane of the alignment cube to which it is attached. The O.A.P. assembly
collimates the spherical wavefronts of the point source, producing planar
wavefronts. Upon reflection at the mirror, the planar wavefronts are
focussed by the O.A.P. assembly. This results in a spot on the source plane.
Clearly, with reference to this figure, one can see that when the planes of the
wavefronts are parallel to the plane of the mirror, then, the return beam spot
will be superimposed upon the point source. The O.A.P. housing allows for
adjustments to be made to the position of the off-axis parabolic mirror
element. The mirror is adjusted until the return spot is superimposed on the
output end of the optic fibre. At the same time, the axial position of the point
source is adjusted to minimize the return beam spot size. This roughly aligns

the end of the fibre optic to the focal point of the assembly.
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The plane mirror is removed, and the roughly collimated beam is
projected onto a target located approximately 3 m from the alignment cube.
The target consists of 2 in. diameter circle. If the point source was perfectly
collimated, the beam would exactly fill such a circle. However, some

divergence in the equatorial plane has been observed, such that the spot at

this distance has an elliptical shape.

This elliptical beam cross-section is suggestive of some astigmatism in
the optical system. In commercially available collimation systems [70] that are
analogous to this set-up, the secondary mirror is not perfectly planar. Instead
it has a computer optimized aspheric profile to correct for aberrations. As
well, many such systems employ some sort of spatial filtering to further

enhance the beam quality.

As a result of the reasonably small aperture size that is typically in use
in this system, the aberration described above is not considered (for the
present) to be serious. When the circular target is placed within a meter of
the alignment cube, the collimated beam very closely approximates a circular
beam. Since travel through the interferometer constitutes an oétical path
length of less than 20 cm, the amount of divergence in this distance is

unlikely to be significant, from an interferometric point of view.

The off-axis parabolic mirror element mount has been modified to
allow for rotation of the mirror. The mirror is rotated until the principal axis
of the elliptical beam shape is parallel to the tangential plane. The position of
the point source on the axis of the assembly is adjusted, if necessary, such that

the collimated beam appropriately fills the target.
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The plane mirror is once again mounted onto the alignmenf cubé and,
if necessary, the angle of the off-axis parabolic mirror is &djusted to ré-align
the return spot with the point source. The plane mirror is again removed
and the off-axis parabolic mirror is rotated, if necessary, whiie viewing the
beam shape on the circular target. These two procedures are iterated until the

return spot is superimposed upon the output end of the fibre optic, and the

beam has the correct shape as indicated by the circular target.

The entrance and exit O.A.P. assemblies are aligned in this manner.
With the assumption that the interferometer mounting cube is very similar
to the alignment cube, when these assemblies are attached to the former, they
will be correctly aligned. Admittedly, it is desirable that this adjustment be
performed in situ while the assemblies are mounted to the actual mounting
cube. With the present system this is difficult to achieve; however, in the
future, this can be achieved with suitable modifications. In fact, the projected
next generation alignment procedure will most likely incorporate the O.A.P.
assemblies in the role of an auto-collimator such that the fixed and moving
mirrors can be aligned. The beam-splitter/compensator assembly will then be

aligned interferometrically. In brief, the procedure might be as follows.

" The entrance O.A.P. assembly is mounted at the entrance plane of the
interferometer mounting cube. The laser point source is used to align the
assembly via the same procedure as that described above. In this case, a
planar mirror is mounted such that the plane of the mirror is as parallel as

possible to the fixed mirror plane of the mounting cube.

The fixed mirror is mounted onto the cube. The angle of the plane of

the fixed mirror is adjusted until the return spot is superimposed upon the
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point source. The plane of the fixed mirror is now aligned such that it is
parallel to the collimated wavefronts of the entrance O.A.P assembly. Note
that in this situation, there is no alignment with respect to an external axis.

The interferometer components are being aligned with respect to the internal

optical axis.

The exit O.A.P assembly is mounted onto the exit plane of the cube,
and aligned as described above. The moving mirror is then aligned, again, by
superimposing the return spot onto the point source. This is performed for
all poihts in the travel of the mirror. It should be possible to modify the
moving mirror assembly such that the angle of the plane of the moving

mirror can be adjusted, independent of the air-bearing assembly.

The procedure described above should be more effective for aligning
the plane of the moving mirror than that which is based upon viewing the
return of the external axis alignment beam. In the latter procedure, since it is
desirable that the moving mirror be centered on the optical axis of the
interferometer, the external axis beam strikes the mirror close to its center.
The deviation of the return beam, per unit of angular deviation of the plane
of the moving mirror, is less than it would be if the beam were to strike the
mirror closer to the edge. Thus, the return beam procedure, in its present
implémentation, is in its least sensitive configuration. With a procedure that
is based upon reflection of the collimated point source light, all points of the
mirror must be perpendicular to the axis of the O.A.P. Clearly, the criteria for
correct alignment of the mirror are much more stringent in this latter

procedure, than in the former.



121
The beam-splitter/compensator assembly is aligned interferometrically.
The present design of this assembly is currently under modification to allow
for minute adjustment of both the angle and tilt of the plane of the beam-

splitter/compensator with respect to' the planes of the fixed and moving

mirrors.

With the point source positioned at the focal point of the entrance
O.A.P. assembly, the beam-splitter orientation is adjusted until an
interference pattern is observed on a screen placed at the exit plane of the
mounting cube, that is, before focussing by the exit O.A.P. assembly. If the
light from the point source was perfectly collimated, and if the dividing and
reflection processes proceeded perfectly, then the beams from the two arms of
the interferometer would re-combine with the same degree of interference
over the whole cross-section of the beam. In other words, observed on the
screen would be a homogeneous distribution of light whose intensity would
be determined by the position of the moving mirror in its travel. Since the
system is not perfect, the actual pattern will be significantly more complex;
however, the position of the beam-splitter/compensator that is required to

produce interference will be clearly identifiable.

"With unfinished components of this modified system, some
preliminary observations have been made. The observed interference pattern
consists of a symmetric pair of hyperbolae whose axes are set at right angles.
Symmetry indicates correct alignment. Over the typical aperture size of 1 cm,
the degree of interference is essentially constant. The observed pattern most
likely results from the previously mentioned suspected astigmatism of the

entrance O.A.P. assembly. In order to achieve a larger useful aperture, it
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would appear that the O.A.P. assemblies will have to be corrected for

aberrations.

2:2.5. Alignment of the source and detector,

The alignment of the detector and the source to the interferometer
internal axis proceeds in the same manner for both alignment procedures.
Prior to alignment of the detector the fixed mirror, or the beam-
splitter/ compensator, is adjusted to produce interference, as viewed on the

screen at the exit plane.

The point source is positioned at the focal point of the entrance O.A.P.
assembly, and the aperture of the detector assembly is positioned, via the X-Y-
Z stage, at the focal point of the exit O.A.P. assembly. This is usually achieved
by observing the output signal of the detector as the detector entrance

aperture is manipulated in the focal plane of the exit O.A.P. assembly.

The point source is then positioned in the entrance aperture of the
detector assembly. This is illustrated in Fig. 2-10. The light from the point
source is collimated and then focussed at the focal point of the entrance
O.A.P. assembly. This provides an extremely convenient alignment beam
with which to position the source. The source (or position of the source that

is to be sampled) is placed at the focal point of this beam.

It is important to note that the interferometer may now be treated as a
simple autonomous optical element. It is simply an "interferometer

module". The optical axis of the rail bed upon which the interferometer is
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Figure 2-10. Physical set-up for alignment of the source.
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situated is now irrelevant with respect to the alignment of the interferometer.
A source that is well removed from the optical axis could be easily aligned
with respect to the ii\tetferometer, simply by placing it at the focal point of the

beam from the entrance O.A.P. assembly.

2-3. _Resolution performance of the current optical system.

In assessing the resolving power of a dispersive spectrometer, one
might observe the spectrum that is produced from a narrow line source such
as a laser or atomic emission discharge source. The effects that the
instrument has on the measurement must be characterized from the
spectrum; there is little other information available. Typically, the profiles of
the lines in the spectrum are studied. Since instrumental effects are
convolved into the spectrum, simple observation of the line profiles often
does not allow for intuitive assessment of these effects. The situation is,
however, quite different for an interferometric spectrometer of the type being

described here.

With such a spectrometer, instrumental effects are often very easily
recognized in the acquired interferogram. An effect that causes the line
profiles in the spectrum to change appears in the interferogram in a
multiplicative fashion. This is often intuitively obvious. Hence, to assess the
resolving performance of this instrument it is worth looking at

interferograms, as well as the resultant spectra, of various sources.

The moving mirror in this interferometer design moves through a
limited travel. If the optical system was perfect, the final spectrum might, or

might not, show an effect due to the abrupt truncation of the interferogram
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from which the spectrum was derived. Thé effect of truncatidn Beco_mes
more pronounced for sources of narrow bahd fadiation, such #s Qtorﬁic
emission sources, while the spectra derived froui broad band coi\tinuum
sources may not be significantly affected by truncation of the interferogram.
Consider the case in which the interferogram of an ideal monochromatic

source is acquired.

An ideal monochromatic source has a spectrum that consists of an
infinitely narrow spectral line situated at the wavenumber of the source op =
1/Ao. If the interferogram of such a source was measured with a perfect
interferometer of the type being considered here, the result would be a
truncated sinusoid with a perfectly constant amplitude. Regardless of the
length of travel of the moving mirror, the amplitude of the interferogram

would not change throughout the scan.

A calculated truncated sinusoidal wave, and its spectrum, are shown in
Fig. 2-11. The spectrum consists of a spectral line centered on &g = 1/A¢.
However, instead of an infinitely narrow line (i.e. a 8-function) the line has a
finite width and a sinc/c profile. The wavelength interval between the first
two zero-crossings on either side of the maximum is defined, in this case, to
be the spectral line-width. As indicated, the line-width is inversely
proportional to the length of the interferogram. In the limit, as the

interferogram approaches infinite length, the line-width approaches zero.

A truly monochromatic source is an idealization. The closest
approximations to such a source are lasers, and some sources of atomic

emission.
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Figure 2-11. Calculated truncated interferogram of a monochromatic source.
Calculated spectrum. Theoretical spectral line-widths for
truncated interferograms. (HeNe 632.8 nm reference laser.)
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Under ideal conditions, the radiation that is émitte’ci és a result of
electronic transitions in atoms has a natural iiné-width that is defterxhined by
the fundamental physics of the particular ethittihg species. In fhé case of a
laser, the optical configuration, in combination with lasihg action, produces
radiation with a line-width that is significantly less than the natural line-
width of the emitting transition. Thus, for many purposes a laser provides an

excellent approximation of a monochromatic source.

Typical sources of atomic emission rarely produce radiation that
approaches the natural line-width of the emitting transitions. The emitting
species in these sources are usually excited in the gas vphase (often in a plasma
environment). As a result, many line broadening processes occur. For
example, collisions with other species during emission, interaction of the
emitting species with an electric field, and translational motion of the
emitting species with respect to an observer; all of these cause broadening of
the lines in the emitted radiation. These are termed, respectively, collisional,
Stark, and Doppler broadening. These processes notwithstanding, in many
situations atomic emission sources can provide essentially monochromatic

radiation.

A highly developed and studied atomic emission source is the Hollow
Cathode Lamp (HCL). Under appropriate conditions, the only broadening
that is assumed to be affecting the output line-width and profile is Doppler
broadening. For the purposes of observing the resolution performance of this

spectrometer, a Mg HCL is particularly suitable.

The spectrum of a Mg HCL is shown in Fig. 2-12. As can be seen, the

spectrum is dominated by a line at 285.213 nm. The next most significant
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contribution is a line at 279.55 nm. Typically, this line has a ma#iinuxh
intensity that is one half thét of the 285.213 nm line. Since these two lines are
due to atomic and ionic emission, respectively, the ratio of their intensities is
highly dependent upon the excitation conditions within the source. This is

manifested in the strong dependency of this ratio upon the lamp current.

The spectrum of radiation from a Mg HCL essentially consists of two
lines. Consider for a moment that these two lines are infinitely narrow and -
of equal intensity. The interferogram of this radiation would be the
superposition of two sinusoids with equal amplitudes but different
frequencies. Hence, the interferogram would be an amplitude modulated
sinusoid. It is easy to show that the wavelength of the sinusoid is given by A
= 201A2/(A1+A2). Similarly the wavelength of the modulation of the
amplitude is given by Am = 201A2/(Ay-A3). With A; = 285.213 nm and Ap =
279.55 nm, A = 282,353 nm, and Ay = 28.159 pm. Thus, the interferogram
would oscillate through one period as the mirror was translated through
0.141177 pm, and the amplitude of the interferogram would be modulated
through one period as the mirror was translated through 28.259 um. For this
case of infinitely narrow lines, the interferogram would not decay as the

optical path difference was increased.

If this interferogram was measured with an interferometer with
significant instrumental apodization, the envelope of the interferogram
would be seen to decay slowly with respect to optical path difference. Thus,
the envelope of the interferogram would consist of a rapid variation due to
the spectrum of the source, and a slowly varying component due to the
instrumental apodization. Therefore, even though this would not be a

monochromatic source, viewing the envelope over large intervals of optical
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path difference would still allow one to assess the extent of instrumental
apodization of the interferogram. In this example, the two wavelength
components were assumed to have equal amplitudes. In the Mg HCL the two
wavelength components have unequal amplitudes. This is a more difficult
case to treat mathematically; however, the case of equal amplitudes represents

the worst case situation regarding the superposition of two sinusoids.

The spectral lines from a HCL have finite widths. The envelope of the
interferogram of two such lines, if measured with a perfect interferometer,
would decay slowly relative td the modulation resulting from the
superposition of the two wavelength components. Depending upon the limit
of the moving mirror travel, the decay of the envelope due to finite spectral

line-widths must be accounted for in assessing instrumental apodization.

One might ask why the resolution is not characterized with a laser as
the source. Indeed, this would be the jdeal situation; however, since this
instrument is designed for use in the UV, it is desirable that the resolution be
tested with respect to UV radiation. Thus, a Continuous Wave (CW) UV
laser would be required. At present these are not readily available. Use of a
visible CW laser such as a HeNe laser would not provide an accurate
assessment of the resolution in the UV, although, as will be shown, some

useful information can be gleaned from the use of such a source.

Shown in Fig. 2-13 are typical interferograms of a Mg HCL. Parts a), b),
and ¢) are interferograms in which the total moving mirror travel was,
respectively, 4096, 8192, and 16384 periods of a HeNe reference laser
interferogram. As indicated in the table at the bottqm of Fig. 2-11, these

correspond to 0.130, 0.259, and 0.518 cm, of total travel of the moving mirror.
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Figure 2-13. Different length interferograms of a Mg hollow cathode lamp.

131



132
With reference to the envelopes of these interferograms, one can see that all
three are strongly truncated. The envelope of the 4K interferogram is
essentially constant across the travel of the mirror. However, the envelopes
of the 8K and 16K interferograms show some decay as the mirror moves away
from the position of the middle of the interferogram. This is due to either
the natural line-width of the HCL source, or instrumental effects, that is,

instrumental apodization.

The Mg 285.213 nm lines from the spectra derived from these three
interferograms are shown in parts a), b) and c) of Fig. 2-14, respectively. As
expected, since the 4K interferogram is strongly truncated and shows little
decay of the envelope, the line profile of the 285.213 nm line in the spectrum
is very similar to that shown in Fig. 2-11. Both the shape and width of the
profile agree well with the calculated profile. This is strong evidence that, at
least for a 4K interferogram, there is little instrumental apodization of the

interferogram.

For the 8K and 16K interferograms, the shapes and widths of the
285.213 nm profiles deviate from the calculated version. This is due to the
decay of the envelopes of the interferograms. As mentioned above, this is
due to either an instrumental effect (i.e. tilt of the moving mirror), or the
natural line shape of the source. To assess this, consider the line profile of the

Mg 285.213 nm line emitted by a Mg HCL of this type.

For these measurements, the HCL was operated with a lamp current of
10 ma. Under this condition, it is assumed that the dominant source of
broadening of the emitted radiation is Doppler broadening, resulting in a

Gaussian frequency distribution given by [71],
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where Aop is the full-width at half the maximum (FWHM) intensity, Ip, of
the profile. This spectral line, and the interferogram from which it would be

derived, are shown in Fig. 2-15.

As indicated in this figure, the Gaussian profile of the spectral line is a
direct consequence of the Gaussian shape of the envelope of the
interferogram. As expected, the width of the spectral line is inversely
proportional to the width of the envelope of the interferogram. In the limit,
an interferogram with an envelope of infinite width would result in a

spectrum with infinitely narrow lines.

Two expressions for the product of the widths of the functions in the
reciprocal domains are given at the bottom of this figure. The expressions for
the intensity of the interferogram are functions of the optical retardation, X.
At any given mirror position , x, the optical retardation at that position is 2x.
When this is accounted for, the equation at the bottom of the figure (inside
the box) is produced. This equation relates the width of the interferogram, in
terms of mirror movement, to the width of the spectral line, in

wavenumbers. Again, these are full-widths at half maximum.

Hasegawa and Haraguchi have measured the width of the 285.213 nm
line of a commercial Mg HCL, operating with a lamp current of 10 ma, to be
AAp = 0.95 pm (Aop = 0.12 cm-!) [35]. The interferogram from which such a
spectral line would be derived should have Axp = 3.7 cm. Hence, if the

interferogram of this source was detected with a perfect interferometer, then,
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Figure 2-15. Calculated Gaussian envelope interferogram and spectrum.
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after the mirror had travelled £ 1.9 cm from the pbsition of the middle of the

interferogram, the envelope of the interferogram would have decreased to

one half of the maximum value.

With this calculated value for the approximate FWHM of the
interferogram envelope, it is difficult to assess whether or not the observed
decay of the 8K and 16 K interferograms of Fig. 2-13 is due to instrumental
broadening. However, the situation is very clear-cut for the interferogram

shown in Fig. 2-16.

The interferogram in this figure was acquired over £1.037 cm (or 65536
periods of the reference laser interferogram) of mirror travel. This is the
maximum mirror travel of the present system. Superimposed upon the
interferogram is the Gaussian envelope profile with a FWHM = 3.7 cm. Due
to the great number of points present in the interferogram, it is difficult to
assess the maximum intensity of the interferogram in this figure. However,
for the pur-poses of this discussion, the envelope of the interferogram is

readily discernible.

Clearly, the envelope of the experimental interferogram decays
significantly faster, as the mirror moves away from the position of the middle
of the interferogram, than does the calculated envelope. With the
assumption that this calculation reflects, to within a reasonable
approximation, the actual nature of the Mg HCL source radiation, then it can
be concluded that the decay of the experimental interferogram envelope is

due almost entirely to instrumental effects.

This conclusion is further strengthened by the data presented in Fig. 2-

17. This figure is a normalized plot of the magnitude of the envelope of the
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interferogram of the HeNe laser plus fibre optic point source that is usually
employed for alignment of the interferometer. This experimental set-up
probably represents the best case situation with respect to minimum

instrumental apodization.

The wavelength of this source is significantly longer than those
involved in the HCL tests, therefore misalignments such as moving mirror
tilt, that might have been significant for the previous experiments, will be
less significant in this situation. As well, since the source is laser radiation,
the FWHM of the true interferogram is expected to be significantly greater
than the longest travel of the moving mirror, thereby providing an
approximately monochromatic source for the test. A value for the spectral
line-width of the particular laser that was employed in this test was
unavailable. However, this laser is an identical model to that which is used
as the reference laser. At the positions of maximum mirror travel, the
envelope of the reference laser interferogram decays to 0.92 of the maximum
value at the middle of the mirror travel. Hence, the source line-width should
play only a small role in the overall decay of the envelope of the
interferogram, over the maximum travel of the mirror. Finally, this source is
easily aligned with respect to the optical axis of the interferometer, because it

is typically used to define this optical axis.

As can be seen from this figure, at the ends of the mirror travel the
envelope of the interferogram decays to approximately 60% of the maximum
value at the middle of the mirror travel. This is a clear indication of the
extent of what is probably the minimum apodization of an interferogram that
is caused by instrumental effects. This data suggests that for interferograms

comprising a total mirror movement of 16384 periods of the reference laser,
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instrumental apodization is not a significant problem. However, due to the

wavelength of the source, this conclusion has an appehded caveat.

Again, with reference to Fig. 2-17, as the mirror moves outwards in its
travel, the envelope of the interferogram decreases slowly at first, and then
almost linearly with mirror position. This is further evidence that this is an
instrumental effect since this envelope shape would not produce a physical

spectral line profile.

From the preceding discussions, it is clear that the optical components
being used in the present system, and/or the procedures by which these
components are aligned, are not adequate to allow for the realization of the

maximum resolution that is possible with an instrument of this design.

As a result of the instrumental apodization of the interferogram of Fig.
2-16, the effect of truncation on the resultant spectrum is lessened. In fact it is
just this strategy that is employed in the mathematical apodization of a
strongly truncated interferogram. The Mg 285.213 nm line from the spectrum

of this interferogram is shown in Fig. 2-18.

The profile of this spectral line has little, if any, sing/c¢ character.
Without fitting an equation to the line it is difficult to say what the functional
form of the line profile is. Judging from the interferogram it is most likely
that the line profile is something akin to a Voigt profile, that is, a hybrid of

Gaussian and Lorentzian profiles.

Currently, the bench-mark of resolution performance that is employed
within this laboratory is the FWHM of this Mg 285.213 nm line in the
spectrum of this Mg HCL. From this figure this is seen to be equal to 0.63 cm'l.
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Tiie interfefogr&in fi'om which this specﬁ'um was deiived wés acquired
over the maximum mirror travel ( total travel 2.074 cm ) of this version of
the instrument. The entrance aperture during this measurement was 8mm.
From the experiments described previously, in which the collimation of the
HeNe alignment point source was asseésed (albeit qualitatively)
interferometrically, it has been judged that with this small an aperture, even
UV radiation should be well-collimated. The detector aperture was matched
to the diameter of the central fringe (at 285.213 nm) in the focal plane of the
interferometer. The diameter of this fringe was calculated to be 1.24 mm [14] .
A 1.0 mm detector aperture was used for this measurement. Since this
aperture is smaller than the calculated value for the central fringe diameter,
some loss of sensitivity can be expected; however, the visibility of the
interferogra‘m, and hence, the resolution in the spectrum, should not be

affected.

With the above points in mind, it's considered that this measurement
was acquired under the highest resolution conditions for the present version
of the instrument. The value, 0.63 cm-!, for the FWHM of this line is the best
resolution that we have obtained with this instrument. This value
corresponds to a resolving power ( defined as R = 6/A067/2) of R = 55,653. At
200 nm if Ao = 0.63 cm-!, then R = 79,365. In terms of wavelengths, at 200, 250
and 350 nm, respectively, AA = 2.52, 3.94, and 5.67 pm.

The interferogram of Fig. 2-16 was obtained with the O.A.P mirror
assembly as the entrance collimator. This is repeated for convenience in part
a) of Fig. 2-19. The interferogram of part b) of this figure is analogous to that

of part a), except that the former was obtained with a simple bi-convex quartz
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Figure 2-19. Interferograms acquired with mirror and lens collimation systems.



lens as the ehtrance collimation optics. It éppears ihat the enveloi:e of the
ihterferograni acquired with the lens system decays slightly faster than does
that of the mirror system, suggesting that the resolution should be poorer for

the lens system.

The Mg 285.213 nm lines from the spectra derived from these two
interferograms are shown in Fig, 2-20. The spectrum of Fig. 2-18 is repeated in
part a), for convenience. Shown in part b) is the spectrum from the
interferogram acquired with the lens system. As indicated, the FWHM of the
lens system peak is greater than that of the mirror system. As expected, ti\e
lens system is not as effective at collimating the source radiation, hence the

resolution is lower in this case.

It should be noted that when the O.A.P. mirror assembly was used, the
radiation region of the HCL was focussed onto a 1 mm quartz rod. This was
used as a light pipe, a necessity due to the constricted geometry of the O.A.P.
assembly and the length of the glass envelope of the HCL. This is a better
approximation of a point source than is the entire radiation region that is
directly collimated via the quartz lens. Hence, better collimation with the
mirror system is the result of not only the asphericity of the mirror system,
but also the smaller effective source size. This suggests that coupling the
interferometer to the source via a high quality quartz fibre optic should result
in the highest performance with regard to resolution and flexibility in the

positioning of the source with respect to the interferometer.

Further comparisons of spectra obtained with the lens and mirror
entrance collimation systems indicated that, indeed, there was significant

chromaticity in the FWHM values of the spectral peaks'] of the spectra
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Figure 2-20. Mg 285.213 nm lines acquired with mirror and lens collimation
systems.
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obtained with the lens. That is, the resolution was a function of wavelength,
with the shorter wavelength peaks being wider than the longer wavelength

ones.

Finally, to illustrate the improvements in performance that have been
achieved through the changes and procedures described in this chapter,
consider the interferograms shown in Fig. 2-21. Shown in part a) is an
interferogram acquired with the previous version of the interferometér,
wherein the moving mirror assembly was still attached to the mounting
cube. This is the interferogram of radiation from an inductively coupled
plasma (ICP), into which a 100 ppm Mg solution Awas nebulized. This
interferogram was acquired ¢ - a mirror travel consisting of 4096 periods of
the reference laser interferogram. As can be seen, the envelope of the
interferogram decreases rapidly as the mirror moves away from the center of
its travel. Although the spectral lines in the radiation from an ICP can be
expected to be significantly broader than those from a HCL, this is clearly a

case of serious instrumental apodization.

The interferogram of part b) of this figure was obtained with most of
the present system, except that both the entrance collimating and exit
focussing optics were simple single quartz lens systems, and the HeNe laser
alignment point source had not yet been developed. Since the point source
was not available, the source had to be aligned, with respect to the
interferometer, in a much cruder fashion. As can be seen, in comparison
with the interferogram of part b) of Fig. 2-19, the envelope of the
interferogram obtained with the intermediate system decays significantly

faster than that obtained with the present system. The Mg 285.213 nm line of
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Figure 2-21. Old and intermediate systems interferograms.
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the intermediate system interferogram has a FWHM of approximately 1 cm,

which as expected, is greater than that obtained with the present system.

Thus, with the present optical system, the achievable resolution, based
upon the TWHM of the spectral peaks, is approximately 0.6 - 0.7cm-1. With
respect to instrumental apodization, the instrument has been greatly
improved; however, this is still a problem of significant magnitude. For
many of the intents and purposes that this instrument has been designed for,
the present amount of instrumental apodization is unimportant, in practice.
In many cases, it would be desirable to apodize the interferogram to reduce
the effect of truncation of the interferogram. Instrumental apodization

achieves this physically.

If it was desired to use this instrument to investigate fundamental
spectrophysical properties such as line-shapes, widths, hyper-fine structure,
and so on, then the problem of instrumental apodization would have to be
~ either eliminated through improvement of the design, or corrected for
through more comprehensive characterization of the problem. In either case,
however, for the typical line-wiidths of the sources of interest such as HCLs or
ICPs, the effect of truncation of the interferograms would then become the
dominant instrumental effect. The author is unaware of any manner in
which this problem can be alleviated, other than by lengthening the travel of
the moving mirror. It might be argued that with regard to significant effort to
further improve the system, thereby reducing instrumental apodization,
these efforts would be better expended on a new design with a longer mirror

travel.



Chapter 3

Spectrometer Electronics Systems

As is the case with the optical systems comprising the interferometer,
the electronics required for the operation of this UV-VIS Fourier transform
spectrometer are similar in concept to, yet somewhat more sophisticated than,
those required for an equivalent IR spectrometer.

Fig. 3-1 is a block diagram of the electronics systems required for the
operation of this spectrometer. The moving mirror of the interferometer is
scanned to produce an interferogram of the source radiation. This is typically
detected with a photomultiplier tube (PMT), then digitized for input into a

micro-computer for transformation, processing, display, and so on.

These electronics systems have been designed with the following goals
in mind. The velocity of the moving mirror must be precisely controlled
such that it remains as constant as possible during the data acquisition

portion of a mirror scan.

The maximum travel of the moving mirror is designed to be equal to
65,536 periods of the reference laser interferogram. The source interferogram
is to be digitized in a symmetric fashion, that is, during the longest mirror
scan the mirror should travel, to either side of the mid-point of the source
interferogram, £32,768 periods of the reference laser interferogram. The
system should be configured such that data from successive scans, or at least

every second scan, can be signal averaged. To achieve these ends, the present

149
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system has been designed such that the position of the mirror, relativé toa
reference point, is known at all times.

Finally, as will be discussed in detail, there are certain situations in
which the source interferogram is not sampled correctly durihg the
digitization process; that is, aliasing occurs. Depending upon the situation,
this may not be a problem. However, for some experiments this is un-
acceptable. Electronics have been designed such that the problem of aliasing
can be alleviated, when necessary.

The heart of the overall system is the moving mirror control system. It
performs several roles. It controls scanning of the moving mirror,
maintaining a highly constant mirror velocity. This is achieved through
continuous polling of mirror velocity feed-back signals that are generated by

interferometer sub-systems.

This system controls the length of travel of the moving mirror. Again,
| sub-systers «f the interferometer generate signals that are used by the control
system, in this case, to determine the precise position of the mirror with
respect to a well-defined reference point. With this information, the control
system, at the appropriate time, signals the moving mirror actuating

mechanism to reverse the direction of mirror movement.

The information as to the position of the moving mirror is used by the
by the control system to digitize the analog interferogram at specific desired
positions of optical retardation.

For the most part, the vital statistics of both the analog and digital

interferogram detection electronics are determined by the velocity of the
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moving mirror. The present design employs a mirror velocity of
approximately 0.32 cm/s. This results in modulation of the HeNe reference
laser (A= 632.8nm) at a frequency of 10 kHz. A 180 nm wavelength
component in the source radiation (neglecting air absorption) would produce
an intensity modulation with a frequency of approximately 35 kHz. Hence,
the analog detection electronics must have an upper frequency band-width
limit that is significantly greater than 35 kHz. To correctly digitize a signal
with frequency components up to 35 kHz, according to the Nyquist sampling
criterion, the sampling frequency must be at least 70 kHz.

The criteria involved in the choice of the system micro-computer, and
the implementation of that machine, have been discussed elsewhere [43].

In this chapter, the design and/or characterization of the systems
required for control of the moving mirror, and digitization of the analog

source interferogram, are presented.

Nlustrated in Fig. 3-2 are the systems required to control the moving
mirror of the interferometer. Feed-back signals are generated by sub-systems
of the interferometer. These are used by the control system to produce the
signal with which the mirror velocity is controlled. This control signal, being
low-level in nature, requires amplification in a power stage to become an

effective actuating signal.

The sub-systems of the interferometer provide two different signals
that are indicative of the velocity of the mirror. One of these is based upon

the electro-motive force that is produced as a permanent magnet, attached to
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the moving mirror asaembly, is moved axially withixi a set of wire coils. The
othei' féed-back si@ﬂ is based upon observation of the temporal period of ihe
reference laser interferogram. These two signals are, in a sense,
complementary. It turns out that the former signal is well-suited for control
of the mirror velocity as the direction of travel is reversed, while the latter is
better suited for constant velocity control during the data acquisition portion
of each scan. The control system has been designed such that either feed-back
can be switched into action at appropriate times during a mirror scan.

The reference laser and white light channels of the interferometer
provide the information that is necessary to keep track of the position of the
mirror within its travel. The white light interferogram provides a well-
defined reference point within the mirror travel. Since the period of the
reference laser interferogram represents a well-defined interval of mirror
movement, the position of the mirror, with respect to the white light
reference point, is continually up-dated by counting periods of the reference
laser interferogram. With this continuous knowledge of the position of the
mirror, the control system precisely controls the length and positioning of

each scan of the mirror.

3-1L1. Electromechanical control of the moving mirror velogity.

The design of the present mirror velocity control system was
developed from consideration of the simple mechanical system illustrated in
Fig. 3-3, a frictionless system in which a body of mass M is acted upon by an
applied force F.



<— Mirrored surface
[ | M

//// Frconlesssutace ////

Figure 3-3. Simple model of the moving mirror.
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Considei the applicaﬁon ofalntforceatt=0s, with the mass uiitially
at rest. The mass accelerates according to Newton's first law of motion, and
continues to accelerate as long as the force is applied. When the force is
removed, since there are no frictional forces, the mass coasts with a constant
velocity. It is important to note that since F = M dV/dt, an instantaneous
change in the velocity would require an infinite force. Hence, the velocity of
the mass cannot change instantaneously.

Mathematically, the velocity of the mass in this simple system is given
by Eq. 3-1. A brief note is required first on the symbol convention that is in
use in this section of the thesis. Functions of time are denoted in plain text
type. Functions of the Laplace variable, s, are written in bold-face type.

t
Vum(t) = ﬁ-f F(t)dt' + Vu(to)
to Eq. 3-1.

A 1 nt force applied at t = 0 s, then removed at t = t; 5, is given by
F(t) = 1 nt [ u(t) - ult-t;) ] Eq. 3-2
where u(t) is the usual Heaviside unit step function.

Eq. 3-2 is substituted into Eq. 3-1 and the integration is performed (a
simple procedure in this case) to determine the velocity of the mass as a
function of time. Ix\itially; the mass is at rest. Since the velocity cannot
change instantaneously, V(0+) = V(0-) = 0 m/s. Therefore, with this initial
condition, the velocity of the mass is given by,

V=Lt 0Stst
M ! ' Eq.33a.



157

VM=t t2t

MO =3t ! Eq. 3-3b.

Eq. 3-3a and 3-3b describe the velocity of the mass before and after the

time t;, when the force is removed. Before t;, the constant applied 1 nt force

causes the velocity to change linearly. When the force is removed, the
velocity remains constant.

The use of some form of gas bearing allows for the construction of a
system in which there is essentially zero friction. Thus, one might envision a
moving mirror drive in which a mass/mirror is accelerated to some desired
velodity, at which time the accelerating force is removed. The mirror would
then coast at the desired velocity. The force required to accelerate the mass to
the appropriate velocity, in a given amount of time, would be calculated on
the basis of the measured mass. This magnitude of force would be applied for
the necessary time and then shut-off. It would then be assumed that the mass
was moving with the desired velocity.

For this system, the mass of interest is M = 1.22 kg. The desired velocity
is 0.0032 m/s; therefore, from Eq. 3-3b, the time required to reach this velocity
is, t; = 3.8 ms. A 1 nt force is certainly realizable, hence this calculation gives
an idea of the tiine frame in which we're working.

A system such as that described above is an example of a so-called

"open-loop" system. At no time in the operation of the system is the velocity
" measured. With such an open-loop system, any sort of external disturbance
can alter the velocity of the mass, away from the desired value. If, however,
the velocity is continuously monitored, deviations from the desired value

can be recognized and an appropriate force applied to accelerate or decelerate
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the mass, accordingly. This is a d_escription of a "closed loop" feed-back
contzol system. Such a system to control the veiodty of a mass is illustrated in
Fig. 3-4. In this system the input is a reference force. The output is the
velocity of the mass/mirror, It is instructive to consider the servo action of

this control loop.

The output velocity is fed-back for comparison with the reference
input. In the feed-back path there is a velocity-to-force conversion to make
the feed-back and reference signals compatible for comparison. Practically, the
roference signal could be a de-voltage level. Since there would be a voltage-
to-velocity conversion in the feed-forward path, a velocity-to-voltage
conversion would be required in the feed-back path.

Consider the situation in which the mass is initially at rest, and the
reference force is a 1 nt step at t = 0 5. Since the velocity of the mass cannot
change instantaneously, Viy(0+) = V(0 = 0 m/s. Since the velocity is zero,
Fp(0+) = Fp(0-) = 0 nt. Therefore, Fg(0+) = 1 nt. The mass starts to accelerate in
response to the application of the 1 nt error force. As the mass accelerates, the
feed-back signal increases until eventually the velodity is such that, Fg =1 nt.
At this point, Fg = 0 nt, and the mass coasts with a constant velocity. Should
there »be a disturbance that decelerates the mass, then this would cause Fp to
decrzase below 1 nt. The error force, Fg , then increases above the 0 nt level,
thereby accelerating the mass until Fr is once again 1 nt. Similarly, if the mass
is accelerated as a result of an external disturbance, Fg becomes less than 0 nt,

causing the mass to be decelerated until the error force is once again zero.

It is important to note that the servo action of this control loop occurs

about a zero error force level. When the mass is moving with the correct



15

Fe ) = Frge () - F ()

F

e Masg ——>V,, (1)

F. | Veiocity
i -Fo'rce s —

converter

Figure 3-4. A "closed loop" control system architecture.
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velocity, no force is being applied. Assuming thatextemal distﬁiﬁances are
thé exceptioi\ and npi the rule, this means that fhe actuating mechanism
which produces the error force is active for only a small pércentﬁge of the

time that the loop is operating.

Previous mirror drive designs within this research group [15, 23]
employed an air bearing design incorporating springs, against which an
applied force would work. Constant velocity was achieved when the applied
force was equal to the spring force. Hence, this design required that the
applied force be ON as long as a constant velocity was required. In these
designs, as in the present design, the applied force was produced electro-
magnetically, with a force being applied to the mass only when there was
current flowing through a wire coil. Obviously, the power requirements of
the previous designs were much greater than those of the present design, as

current was flowing in the coil for a much greater percentage of the time.

Also, from a purely mechanical point of view, the use of springs
precludes mechanical isolation of the mass from its surroundings. The use of
a gas bearing provides a large degree of isolation; however, coupling springs
to the moving portion of the bearing destroys that isolation. Vibrations are
then transmitted directly to the moving mass, perturbing its velocity.
Another more subtle point is that the spring force is approximately linearly
dependent upon the extent to which the spring is compressed or extended.
This means that the force that must be appiied to achieve the desired velocity
must change in accordance with the spring force. The dynamic range of the
power stage that produces the coil drive current becomes a much more critical
consideration, since saturation of any of the elements around a control loop

will almost certainly lead to loop oscillation.
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The role of feed-back in a loop such as that illustrated in Fig 3-4is t§
correct for external disturbances. It is desiiéble that the contfbl sysfeii\
respond to external disturbances as quickly as possible. By virtue of the fact
that the output of the loop is the velocity of the mass, and that this cannot be
changed instantaneously, there is a fundamental limit to the speed with
which this control system can effect corrections. The mathematical
description of this control system provides insight into the physical
parameters that affect the time varying behaviour of the velocity of the mass

in this system.
The velocity output of this control loop is related to the reference input
by a simple differential equation.

dVum(t)
dt

v VM) M REF(t) Eq 4.
In this equation M is the mass and K is the constant of proportionality
relating the feed-back force to the output velocity. Eq. 3-4 is easily solved via
the Laplace transform method. Given that the Laplace transform of a

function of time can be defined as follows,

L (g ®)=Gs) =I g ) estdt

ot

then,

L{dV;(t)’ =sVm(s) - Viu(0)

Eq. 3-5.

Eq. 3-4 is transformed, using Eq. 3-5, to produce Eq. 3-6, below.
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sVu(s)- V(0 + K Vi (e)= L Prge(s) Eq. 3.

With the mass initially at rest, rearrangement of Eq. 3-6 results in Eq. 3-7,
which relates the output velocity to the input reference force.

al[ 1
VMm(s) Y, [ X.e ] Frep(s)

M Eq. 3-7.

One can (in principle) calculate the time varying behaviour of the velocity of
the mass by first transforming the reference force from the time domain to
the s-domain. Then the appropriate algebraic manipulations are performed,
after which the resulting equation for Vy(s) is inverse transformed into the

time domain to produce V),(t).

If the mass is initially at rest, and the reference force input is a 1 nt step
att=0s, then

Frer(t) = Int u(t) .

The Laplace transform of this unit step function is simply,

FrepG) = Int1 Eq 38,

When Eq. 3-8 is substituted into Eq. 3-7, followed by a partial fraction

decomposition, the result is Eq. 3-9, below.

=-1— l---——l—
VM) K[S LK ]
M Eq. 39

Since,
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Liju®)=L and £ {ew)=1-
the inverse transform of Eq. 3-9 can be obtained by inspection. Hence,

=3 -et/t
Vum(®) Km/s[l et/t] fort20 Eq. 3-10

where T = M/K.

From Eq. 3-10, it can be seen that for a unit step input, the velocity of
the mass increases exponentially from zero to Vj(ee) = 1/K m/s. The time
constant, 7, governs the speed with which the mass reaches the final velocity.
Mathematically, the velocity of the mass stops changing only when an
infinite amount of time has passed. However, after five © periods of time
have elapsed, the velocity will have reached 99.3% of its final value.
Practically, the process is then complete, and the velocity is considered to be
constant. It should be noted that the application of an instantaneous unit step
reference force results in an instantaneous unit step error force. During
operation of the loop, there will be error forces generated due to external
disturbances that change the velocity of the mass. It is unlikely that any of
these error signals will have anywhere near the magnitude of a 1 nt step, nor
can they be as abrupt. Hence, this unit step response should be a good worst

case characterization of the time behaviour of the velocity of the mass.

Obviously, it is desirable to have the loop respond to disturbances as
fast as possible. Therefore, it is necessary to reduce the time constant. Since ©
= M/K, this can be achieved by decreasing the mass, M. This is intuitively

obvious.
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Increasihg K will also decrease the time constant. However if K is
increased, the final velodity of the mass is reduced. With a larQ_er K, a smaller
velocity corresponds to 1 nt of force, which is fed-back and cpmpgrgd with the
Int reference force. The condition of zero error force is therefore reached

more quickly, If K was increased to decrease the time constant, a larger
reference force would have to be applied to achieve the desired final velocity.

In the present sysiem, the desired final velocity is Viy(s) = 0.0032 m/s.
With a Int step reference force, the required value of K would be 312.5 nt-
s/m. Since the mass of interest is, M = 1.22 kg, the time constant of the system
is T = 3.8 ms. Hence, starting from rest, the mirror would reach the desired
velocity in approximately 19 ms. This is slower than the analogous open loop
case; however, there is now feed-back control in the system. This would be a

worthwhile compromise.

The present mirror drive design is illustrated in Fig. 3-5. Friction-free
movement is provided by the air bearing. As outlined in Ch.2, it was decided
to move the sleeve of the air bearing, rather than the piston. The mass M, is
comprised of the air bearing sleeve, the permanent magnet assembly, and the

mirror. Their total mass is 1.22 kg.

Accelerating or decelerating forces are applied to the mass via the
interaction of the magnetic field of the permanent magnet with the current in
the coils. The permanent magnet is an approx. 1 in. square by 1/2 in. thick
cube of a Nd/Fe/B alloy. (Magnet Sales and Mfg. Co., 11250 Playa Ct., Culver
City, CA90230). Pole faces of mild steel extend into the central regions of the
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coils. The coils are (essentially identical) simple solenoids wQund fiom AWG
22 magnet wire (Belden #8051). Each coil is 6.9 cm in iength, with inner and
outer winding diameters of 2.3 and approx. 3.6 cm, iespectiirely. Each
winding layer (except the outermost) contains 100 turns. There are 8 full
layers, plus one partially filled, such that there are approximately 810 loops of
wire in each coil.

The electromagnetic interaction that produces a force on the mass is
illustrated in Fig. 3-6. It is well-known that magnetic fields exert forces on
moving charges. If these charges are moving on average in a particular

direction within a wire, the field exerts a net force on the wire.

For a wire loop carrying a constant current I, immersed in a magnetic
field, the force experienced by an infinitesimal section of the loop (which is
considered to be straight) is given by Eq. 3-11, below.

dF=1(dixB) Eq. 311

4

dl points in the direction of current flow through the infinitesimal
element. B is tangent to the line of force that passes through the infinitesimal
element. Shown in part a) of Fig. 3-6 is a single loop of wire carrying a dc
current, I. The loop is co-axial with a magnetic field such as that which would
be present if a permanent magnet were nearby along the +x axis. Consider for
a moment the special case where the magnetic field through the loop is
spatially uniform and directed along the loop axis. This is the case in part b)
of Fig. 3-6.

On the basis of Eq. 3-11, an infinitesimal element of the loop

experiences an infinitesimal force that is directed radially inward or outward,
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Figure 3-6. Illustration of force exerted on current in a wire loop
by an external magnetic field. a) Geometry of loop in field.
b) Loop in homogeneous field. c) Loop in non-
homogeneous field.
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the direction depending upon the direction of the current in the loop, and the
polarity of the magnetic field. Integrating these infinitesimal forces around

the loop yields zero net force on the loop.

Consider now, however, that the loop is situated within a non-
homogeneous field. Each infinitesimal element now experiences a force
{with a direction perpendicular to the B-vector at that point) as illustrated in
part c) of this figure. These infinitesimal forces do not sum up to zero as the
integration is performed, therefore the loop experiences a net force due to the
magnetic field of the permanent magnet. In this case, there is a net force in

the x-direction.

The magnet exerts a force on the loop and the loop exerts an equal and
opposite force on the magnet. If the loop is held fixed and the magnet is free
to move, the magnet will accelerate along the x-axis in response to this force.
Assuming that the polarity of the field is not changed, the direction of
acceleration of the magnet depends upon the direction of current flow within

the loop.

The configuration of the loop and applied magnetic field shown in Fig.
3-6 is cylindrically symmetric about the x-axis. As a result the radial
components (i.e. the components in the yz plane) of the forces applied to the
infinitesimal elements around the loop, sum up to zero. This is shown in
parts b) and ¢) of Fig. 3-7, for the simple case of a point on the loop where the
B-vector has no y-component. Clearly, the z- (radial) components of the
forces experienced by the infinitesimal elements of the loop canili, while the
x- components add. This is the case for all of the elements around the loop.

Therefore, when the integration is performed to add up the forces around the
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a)

b)
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dF

Figure 3-7. Illustration of the cylindrical symmetry of the loop
/magnetic field geometry. (See text for details.)
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loop, the result is a net force on the loop that is in the direction of the x-axis
only.

The actual value of the x-component of tﬁe infinitesimal force shown
in Fig. 3-6 is dFx = IBzdl. The component vector dFx Tis patpehdicular to the
component vector Bz % at this point. From the cross product relationship of
Eq. 3-11, the infinitesimal force at any point on the loop is directed
perpendicular to the B-vector at that point. The same applies for the
components of the force and magnetic field vectors. At any point around the
loop, the sum of the y and z components of the B-vector produces another
vector with a direction that is perpendicular to the x-axis (i.e. a radial
component vector situated in the yz plane). Naming this vector By (= By j +
Bz k), itis then easy to show that for any point around the loop,

dFy =1B,dl Eq. 311

To derive an equation for the force on the loop in the x-direction [72],
an expression for By is needed. This is achieved through the application of
Gauss' law to the gaussian surface indicated in Fig. 3-8.

Shown in part a) of this figure is the co-axial configuration of the
(North) pole face of a permanent magnet, and a current carrying loop. In part
b) the loop is displaced in the negative x direction by an amount, dx. One can
see that less magnetic field flux passes through the loop in the displaced
position. Some of the flux that originally passed through the area of the loop
now passes through the ribbon that connects the two faces of thc pill-box
surface. Since the displacement of the loop is infinitesimal, these lines of

force must be perpendicular to the x-axis. Thus, the lines of force that pass
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Figure 3-8. Construction for the application of Gauss' law to a current loop
in the external magnetic field of a permanent magnet.
(See text for details.)
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through the ribbon represent the radial component of the magnetic field at
any point alqng,the looja. As described yreviously, it is just »th'isv component
that is iéspohsible for the force exerted on the loop Appllcation of Gauss' law
to find the flux passing through the ribbon results in the following

expression,

od
fBJ_dl--a-x—.

Integrating Eq. 3-11 gives the force on the loop in the x-direction.

o0
e If Pucl= 1-5; Eq. 3-12,
In an analogous manner, expressions for the forces in the y and z directions
can be derived, but these are equal to zero by virtue of the cylindrical
symmetry of the system. Also, note that the force on the loop of wire does not
depend upon the magnetic field that is set up by the flow of current within
the loop. The "self-flux" due to this current does not change as the loop is
displaced, therefore it does not contribute to the force on the loop.

The force on the magnet is equal and opposite to that exerted on the

loop, i.e.

od
F--st-—.

(The x subscript is dropped from here on in since this is the only net force on

the loop.) If there are N loops in a coil, then the force on the magnet is,

® NI
Fe-NIZI= NG 1=Kl
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théiefoie.
Ke=N( %)

: Eq. 3-13.

Eq. 3-13 is valid only if the N loops of the coil are wound so tightly that they
occupy the same region in space. Then the flux through each turn is the
same. This is not the case for the real solenoids in use; however, these
equations will not be used for quantitative calculations. They are useful to

provide a qualitative understanding of the mechanism of operation of the
drive, and to indicate possible modifications to improve performance.

Kg is called the force constant. It relates thg force applied to the magnet
to the current flowing in the coil. Consider the situation illustrated in Fig. 3-9.

The magnet is held fixed and the loop can translate along the x-axis.
The lines of magnetic force diverge from the x-axis in a non-linear manner.
As the loop is translated along the x-axis, away from the pole-face, the flux
that passes through the loop decreases non-linearly. Therefore, 9®/dx is a
non-linear function of x. Hence, K = Kp(x). This means that for a constant
loop current, the force that is applied to the magnet is dependent (in a highly

non-linear manner) upon the the relative positions of the pole-face and loop.

It is desirable that Kr be constasit, regardless of the relative positions of
the pole-face and loop. Kf is a gain factor in the feed-forward path. It is
involved in the loop gain of the control system. The output signal of this
type of control system is fed-back to the input through a feed-back gain stage.
This produces the error signal, which is fed through the feed-forward gain
stage(s) to produce the output. Gain stages in the feed-forward and feed-back
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Figure 3-9. Dlustration of non-linearity of K for single
loop system.
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portions of the loop must saisfy speclfic amplitude and phase constraints, in
order fﬁaﬁ _ti\c loop be stable. These constraints are cictern)ined through
consideration of the loop as a whole. Should the characteristics of one (or
more) of the element(s) in the loop change significantly, the possibility of
loop oscillation arises. With a highly variable K, it is possible thaf the loop
would be stable over some limited range of the magnet travel, becoming
oscillatory outside of this range. Oscillation of this system involves high
speed traversing of the mass, back and forth between the limits of its travel.
Obviously, these oscil'ations can be destructive and are to be avoided.

With a single loop (coil)+permanent magnet electro-mechanical
assembly, the value of Kr would be highly dependent upon the position of
the magnet within its overall travel. As described earlier in this section, the
present design employs a pair of solenoid coils. The main reason for this is to
achieve the desired invariance of Kp. This is illustrated in Fig. 3-10.

In part a) of this figure, the magnet is situated, at rest, in the middle of
its travel. The directions of current flow in the loops are such that loop #1
pulls the magnet, while loop #2 pushes it. (The currents in the loops are
equal in magnitude.) The force on the magnet is the sum of the forces due to
the two loops. This force has some particular magnitude, depending upon

the current in the loops.

In part b) of this figure the magnet is situated, at rest, closer to loop #1
than it is to loop #2. Depending upon the position of the North pole face
relative to that of the loop, 9®1/dx has either increased or decreased.
(Depending upon the configuration of the pole-face and loop, 0®;/9x can have

a maximum as a function of distance of the loop from the pole face.) Assume
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Figure 3-10. Approximate constancy of K¢ via dual loop system.

(See text for details.)
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that d®,/dx has decreased. Then, the force on the magnet due to loop #1 has
deéteased, by a cert#ih amount. However, due to the symmetry of the
arrangement of the pole-fdces, in moving the North pole-face closer to loop
#1, the South pole-face has been moved away from loop #2, by an equal
amount. Assuming that d®3/dx has the si:re functional form as 0®,/9x, in
moving the pole face away from the loop, d®;/dx will have increased to some
extent. (Due to the non-linearity of 0®/dx , the increase in dd4/dx will not be
as large as the decrease in a®;/0x.) The force due to loop #2 is now larger.

Since the force on the magnet is the sum of the forces due to the two
loops, the decrease in the force due to loop #1 has been, at least partially,
compensated for by the increase in the force due to loop #2. Clearly, with this
push-pull arrangement of two lccps, the value of Kp is no longer as strongly

dependent upon the position of the magnet within its travel.

As indicated in Fig. 3-5, the pole-faces are extended into the middle
region of each coil. This, also, is to aid in attaining a constant Kr.

From Eq. 3-13, the force on the magnet, due to a coil, is proportional to
the number of loops in the coil. Assuming that the loops to the rear of a pole-
face do not make an appreciable contribution to the force applied by a coil
(due to the low permanent magnet flux density in these regions), then the
force on the magnet is proportional to the number of loops of a coil that are
in front of a pole face. As can be seen from Fig. 3-5, as the magnet is moved in
the +x-direction, the pole-face situated in coil #1 moves deeper into that coil.
The number of loops of the coil that are in front of the pole face has
decreased, and therefore, the force on the magnet due to coil #1 has decreased.

Conversely, the pole face inside coil #2 has moved in the +x-direction.
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Subsequently, there are more loopq of coil #2 in front of this i:olg-face. The
force due to coil #2 has increased, thereby off-setting the decrease in force due
to coil #1. '

Experiments were performed on different pole face/coil configurations
to achieve a design with a Kp that is both as constant, and as large in
magnitude, as possible. A large Ky eases the power requirements of the stage
that has to produce the coil current.

The force applied to the mass per unit current was measured for a
number of designs. This was done for different current levels, and at
different points in the travel of the mass. Obviously, the design achieving the
best results is the one that is in use at present. It should be noted that some
compromises had to be made in the design. It was necessary to include in the
design the facility to attach a mirror to one of the pole-faces. This constrained
the possible pole face designs. The other pole-face was then made to be the
same in the interests of symmetry.

Kr was measured to be 2.4 nt/A. This value was observed to deviate by
no more than £5% over the whole range of mass travel. The deviation from
constancy is slightly asymmetric. This is most likely due to the assymetry of
the pole faces that is introduced by attachment of the mirror to one end, and
also the fact that the two coils are not exactly identical.

A "next generation” mirror drive has been partially fabricated. This
design is analogous to the one presently in use; however, improved
performance is expected due to several design modifications. The new design
has significantly greater symmetry with respect to the coils/magnet geometry,

and the mass of the magnet plus mirror assembly is approximately an order
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of magnitude less than that of the present deelgn. Int;ﬁtiveiy, the advantages
of this last point seem obvious. The detailed implications of a smaller mass,
on the system performance, will be discussed in a following section.

Consider again the single wire loop shown in part a) of Fig. 3-9. With
the loop fixed and the magnet free to move, as the magnet moves towards the
loop, the flux seen by the loop changes with time. Hence, an electromotive
force is induced within the loop. Mathematically, the production of the em.f.
is described by Faraday's law of induction, given below [73].

8"—,

ot

SETETEN!

As the magnet moves towards the loop along the x-axis, there is no change in
the relative positions of the loop and the magnet in either the y or z
directions. Therefore, dy/dt and dz/dt in the above expression both equal
zero. The magnet moves with a velocity V, therefore the loop and magnet
change their relative positions in the x-direction at this rate. Thus,

For N loops occupying the same region in space,

o0
G—N("&‘)V-KBV.

Therefore,

=N(- %%)
Eq.3-14.
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‘ Kg is the back e.m.f. constant. It reiatés ﬂie e.ui.f. geﬁéramd in tiie coil
to the velocity of the magnet. (Dy the same argument used for Ki.-, with a
single loop design Kp = Kp(x).) It can be seen that equations 3-13 and 3-14 are
jdentical.

Kp was measured for the present design. The e.m.f. gencrated with
different magnet velocities was measured. An average value of Kp = 2.38
v/m/s, was obtained. As expected, this value is close to the measured value
of Kg. As with Kp, the values of Kp obtained at various points in the mass

travel were observed to have less than £5% variation.

The step response of the control system shown in Fig. 3-4 is a simple
exponential rise. The error force in this system can be applied
instantaneously, as a step. However, an electro-mechanical design, such as
that described above, cannot apply a force to the mass instantaneously. The
force is proportional to the current in the coils. Due to the inductance of the
coils, the current cannot change instantaneously, therefore neither can the
applied force. The following "ball-park" calculations were done to provide an
estimate of the possible performance of this design, and to indicate

parameters which can be altered to improve this performance.

"The coils are modelled as illustrated in Fig. 3-11. There is a series
resistance and inductance associated with the coils. As well, the power stage
"sees” an impedance that is proportional to the back e.m.f. that is generated in
the coils due to the movement of the magnet. Consider the application of a
1v step at t = 0 s, with the mass initially at rest. Since the velocity of the mass
cannot change instantaneously, Vg(0*) = V5(0-) = 0 v. As well, due to the

inductance of the coils, ic(0+) = ic(0-) = 0 A. Since no current is flowing
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Figure 3-11. Electrical model of the electro-mechanical mirror

drive assembly.
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VR(0*) = Ov, therefore Vi (0%) = 1v. Current starts to flow in the coils, and the
magnet starts to accelerate, causing the back em.f. to izwénau. The generuted
em.f. opposes the coil current. If the magxiet travel is long enough, the
magnet eventually reaches a velocity such that Vg = 1v. At this point the
back e.m.f. completely opposes the flow of current in the coils, and the mass
now coasts with a constant velocity. Hence, the application of a 1 v step input
results in the mass moving with a constant velocity.

While the mass is moving with a constant velocity, if an external agent
was to cause the mass to decelerate, Vp would decrease below 1v. The coil
current would then increase, causing the mass to accelerate until the back
em.f. was once again lv. In a similar manner, an increase in the velocity
would cause the coil current to decrease, thereby decelerating the mass until
Vs = 1v. Clearly, negative feed-back is inherent in this type of electro-

mechanical mirror drive.

The feed-back in this system arises as a result of the back e.m.f. that is
generated when the magnet pole-faces move through the coils. For the case

where Kp is constant throughout the travel of the magnet,

Va(t) = Kp Vm(?) .

Therefore,

dVpa(t) . dVm(t)
at S KB

With Kg constant, the force applied to the mass is a simple function of the

coil current.
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dVu(t)

F(t) = Kpic(t) s M n

Equating and rearranging the above two equations yields an expression
relating the coil current to the back em.f.

ic(h) = M dVp(®) - M_de(t)
UUReKs dt g dt

Comparing this equation with the expression relating the current and voltage

of a capacitor,

. dVv(t)
1 (t) =C —d-t—

leads to the definition of the "electro-mechanical capacitance”,

C=M
K¢ Eq.3-15.
Therefore,
. o~ GVa(t)
icl=Ce=g Eq3-16.

As can be seen from Eq. 3-16, the generation of the back e.m.£. is analogous to
the charging or discharging of a capacitor. This means that this electro-
mechanical system can be modelled as a series RLC circuit, as indicated in part
a) of Fig. 3-12. Using this well known equivalent circuit, the mathematical
description of the time varying behaviour of this system is easy to obtain.

Consider once again the application of the 1v step at t = 0 s, with the
mass initially at rest. Since it is the time varying behaviour of the velocity of
the mass that is of interest, the system will be solved for the back e.m.f. as a
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a)
+ v v v
4
L)
Vc (t) tc Le
v Ce
- 1
- 0+
U,
b)

VR(s) = Rel¢(8)

V (8) =sLoxls(8)

1
V (s)= -SC-c b 4 |c(3)

Figure 3-12. Equivalent electrical circuit of the mirror drive electro-
mechanical assembly. a) Time domain circuit. b) Laplace
domain circuit.
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fuilcﬁon of ﬁﬁ\é. With iho assumption that Ki; is constant, the .vcil:qcit}r( is
then simply related to the back en.f. This system will be solved in the same
manner as the closed loop system illustrated in Fig. 3-4.

The Laplace transform relating the output back e.m.f. to the input
applied voltage can be obtained through the application of simple voltage
division to the s-domain representation of the circuit, shown in part b) of Fig,
3-12. This representation is achieved by performing separately the Laplace
transforms of the current-voltage relationships of the elements in the circuit.
Both the inductor and capacitor have derivatives in these relationships,
hence the presence of the s variable. Note that this representation is only
valid for zero inducior current and capacitor voltage initial conditions.

The Laplace transform relating the output to the input is as follows;

- 1AcCc |
Vals) [32 +Re/les + NcCe JVC(S) )

Defining the un-damped natural frequency, o, , as

»=vre

and the damping ratio, §,

and substituting these into the above equation results, after suitable

rearrangment, in the following equation.

Va(s) .-.[ o} ]Vc(s)

s2 + 2Ly 8 + 03 Eq.3-15a.
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Since Vg:(t) =1lv t.i(t) ,’thke:n Vels) = 1/s, therefore the Laplace tramform of the
output back e.m.f. is given by |
Vn(s) = 1[ of ] v.

8| 52+ 20wn 5 + 00f

Eq. 3-15b.

The form of the inverae transform of Eq, 3-15b is depondent upon the
value of §., the damping ratio. If { = 0 (no damping in the system) then Vg (#>.
and therefore the velocity of the mass, is oscillatory. The system is said to be
un-damped. For 0<{<1, V3 (t) will be a damped sinusoid. Thus, the velocity
will rise and over-shoot the final value, then continue to oscillate in a
damped sinusoidal fashion. The oscillations die out over time and
eventually the final value is reached. This is an under-damped system. For {
21, Vp (1) rises in a bi-exponential fashion. This is an over-damped system. If
{ = 1, the system is said to be critically damped. In this case, the velocity rises
exponentially, at the greatest rate of the over-damped exponential responses.

Note that { is dependent upon the values of the coils' series resistance
and inductance, Rc and L. These can be altered by various means such as
changing the gauge of the wire used and/or changing the number of turns in
each coil. As well, § is a function of the electromechanical capacitance, Cc.
This is a function of the mass, M, and the force constant, K¢, both of which
can be varied with relative ease. Hence, in principle, the time behaviour of
this type of system can be adjusted and optimized in future designs.

For this system, Cc = M/Kg2 = 0.21F. Using the values indicated in Fig.
3-11, the undamped natural frequency and damping factor are calculated to be
Oy = 56 rad/s and { = 12. Since { >>1, the system is strongly over-damped. For
this case, the inverse transform of Eq.3-15b is given by [74],
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Va(t) = 1v + —2n_[giet/n. gyetn]y »
AR Eq. 3-16a,

where,

. =75x10%s

= 1
m.‘[w/?-T ]

,and,

el _=043s.
N

Examination of Eq. 3-16a indicates that the velocity of the mass increases in a
bi-exponential fashion. t; and t; are the time constants governing the two
decaying exponential terms. However, because t1<<7y, other than for times
that are small relative to 1; , the time behaviour of the velocity of the mass is
dominated by the longer i:me constant, 2. It can be shown [74], that the

approximate response of the system is given by the exponential rise,

Va(t) = 1v. (1- e?™) for £20 Eq. 3-16b.
With Kg = 2.38 v-s/m,
VM) =042 (1- e¥®)m/s for t20 Eq. 3-17.

Thus, to a good approximation, in response to a 1v step input, the velocity of
the mass rises exponentially to Vi () = 0.42 m/s, in 5t =22s. This velocity
would produce a reference laser output with a frequency of approximately 1.3
MHz. For a 10 kHz reference laser output, the velocity should be
approximately 0.32 cm/s. For this system to achieve this value as the final
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* velocly, the input should be 8 7.7 mv step , rther than a 1v step input. Then
the coefficient multiplying Eq3-17 would be, 032 cm/s. Note that, even
though the final velocity is much lower than ﬁ\at for the 1v input » 1t still -
takes approx. 5t =2.2 s to achieve this velocity.

Ultimately, this electro-mechanical system was designed to be used
within a control system as illustrated in Fig. 3-4. However, one might
question why it is necessary to put the assembly within a loop at all? There is
already negative feed-back as a result of the generated back em.f. In response
to a step input, the velocity of the mass rises to the desired value. The back
e.m.f. then provides the feed-back to maintain a constant velocity.

One might envision a very simple mirror drive system requiring only
this electro-mechanical assembly, and a stable reference voltage source whose
polarity can be switched when desired. To start scanning, the reference is
stepped up to the appropriate level. The mass then accelerates until it reaches
the desired velocity. The mass moves with a constant velocity until the time
at which it should be turned around. At this point, the reference is stepped
through zero to the appropriate value of opposite polarity. The mass
decelerates to zero velocity, and then accelerates to the correct velocity in the
opposite direction. Repeated scanning of the mirror would result from

repeated reference polarity reversals.

A mirror drive of this type is certainly possible. With the present
electro-mechanical assembly, however, there are several problems that would
first have to be overcome. Probably the most serious is that this present
version of a dual coil architecture is not perfect with respect to the constancy
of Kg.
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As the mass travvelsr through its r_atige of motion there is a maximum
change in Kﬁ bf +5%. 'I'his,chavn:ge in Kp would cause the velocity of the
mirror to chmge over thg length of a scan. As described above, when a 1v
step is applied, the back em.f. rises from zero to a final value of 1v. At this
point the mass moves with a constant velocity. The feed-back in the system
operates to maintain a constant back em.f. If Kp decreases as the mass moves
along, the back e.m.f. that opposes the 1v reference signal decreases as well,
Current flows in the coils to increase the velocity until the e.m.f. is once again
lv. If Kp continues to decrease, then the velocity of the mass will increase
continuously. (If Kp increases, the velocity of the mass decreases.) Since it is
important to maintain a constant velocity throughout a scan, the variation in
Kp for this version of the electro-mechanical assembly is unacceptable.

A second problem associated with the use of this version of the electro-
mechanical assembly is the fact that it is a highly over-damped system. As
indicated by the above calculation, in response to a step input, the time
required to reach the final velocity would be approximately 2.2 s. In relative
terms, the system is sluggish. It should be expected that with this slow a
response, the ability of the system to respond to external disturbances such as

vibrations would be poor.

The present version of the electro-mechanical assembly is unsuitable
for use in this simple mirror system design. As will be described in later
sections of this chapter, it is presently being successfully employed in a
somewhat more complex design. Before leaving consideration of this simple

design, one final point should be made.
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A highly desirable aspect of the nature of the fud-back in this design is
that it is bi-polar. This means that negatlve feed-back is maintained
regardless of the direction of motion of the mass. As described above (and as
will become clearer in subsequeﬁt sections of this chapter), the mirror drive
Jesign is greatly simpliﬁéd as a result of this type of feed-back.

It is also possible to have a system with uni-polar feed-back. In this case
there is negative feed-back during movement of the mass in one direction,
and positive feedback when moving in the other direction. There is no
control over the velocity of the mass during operation in a positive feed-back

mode.

Bi-polai and uni-polar feed-back are illustrated in parts a) and b),
respectively, of Fig. 3-13. The signals Vggr (t), Vp (t), and Vg (t) are voltages
that are analogous to Frgp (t), F (1), and Fg (t), respectively , from Fig. 3-4. The
reference voltage steps between £ 1v.

In part a) of this figure, at the time when the reference is stepped
through zero, the feed-back voltage has attained a value of 1 v. When the
reference is stepped to -1v, the error voltage steps down to -2v. Due to the fact
that the velocity of the mass cannot change instantaneously, the feed-back
voltaée remains momentarily at a value of 1v. The waveforms in part a) are
exactly analogous to those that would be observed for the voltage across a
capacitor within a simple series RC circuit, in response to an ac-coupled

square wave.

The negative error voltage produces a negative force on the mass,

causing it to decelerate in the forward direction (accelelerate in the backward
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Figure 3-13. Two types of feed-back. a) Bi-polar feed-back.
b) Uni-polar feed-back. (See text for details.)
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direction), s(ob;;and then accelerate in the backward direcﬁon As the iii;sé
accelerates in the backwaid direc_tioh. the feed-back Qoitﬁgé ihcié#ses
negatively such that eventually the error voltage becomes iero and the mass
moves with the correct velocity.

The key aspect of bi-polar feed-back, leading to successful operation for
both directions of mass movement, is that the feed-back voltage correctly
indicates acceleration or deceleration of the mass and the direction in which
this is happening. For example, the back e.m.f. generated in the coils of the
electro-mechanical assembly increases positively in response to an
acceleration in the forward direction. It increases negatively for an
acceleration in the backward direction. When the mass is moving in the
forward direction, an increase in velocity causes an increase in the feed-back
signal. The error voltage becomes slightly negative to decelerate the mass
back to the correct velocity. When moving in the backward direction, an
increase in the velocity causes a decrease (increase negatively) in the feed-back
signal. The error voltage becomes slightly positive to decelerate (with respect

to backward movement) the mass.

In part b) of this figure, the feed-back signal correctly indicates
acceleration or deceleration only for forward motion of the mass. An
acceleration in either directior produces an increase in the feed-back signal.
As indicated in this part of the figure, negative feed-back is maintained
during forward motion. However, when the reference voltage is stepped to -1
v, positive feed-back occurs just as the mass starts to move in the backward
direction. This point is indicated by t* along the time axis. At this point, as
the mass accelerates in the backward direction, the feed-back voltage starts to

increase (with bi-polar feed-back it would be starting to decrease through
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zero). Rather than thé eri'ot vdltage continuing to increase towé:ds zero, it
starts to decrease, thereby acceleratii\g the mass in the backward direction. As
the mass acceleratés, the féed-back voltage increases, causing the error voltage
to decrease further. The mass is accelerated even more in the backward
direction. This process continues and very quickly "snow-balls".
Subsequently, control of the velocity of the mass is completely lost.

In order that uni-polar feed-back can be employed it is necessary to be
able to sense the direction of motion of the mass. Once this is known, the
polarity of the feed-back can be toggled appropriately. This adds, significantly,
to the overall complexity of the mirror drive system.

The electro-mechanical assembly illustrated in Fig. 3-5 is presently
being employed in the control loop shown schematically in Fig. 3-14. (This
loop is analogous to that shown in Fig. 34.) The output of the loop is the
velocity of the mass (mirror). A velocity-to-voltage feed-back element
produces the feed-back voltage, Vr(t). This is compared with a reference
voltage, Vrer(t), to produce the error voltage, Vg (t) . The error voltage is
applied to the input of a power stage to produce the control (or coil) voltage,
Vc (). This produces the coil current, ic (t), with which the velocity of the

mass is controlled.

The actual system architecture is shown in greater detail in Fig. 3-15.
Two feed-back loops are indicated in this drawing. The present system
utilizes two velocity-to-voltage conversion schemes in the feed-back path.
Each has its own advantages and disadvantages. As shown, the system is set

up such that one can switch between the two types of feed-back as desired. Of
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the two feed-bick eiéments, one providés bi-polar feed-ﬁaﬁﬁ, while fhe other
ptbvides tkﬁ-pc;lﬁr feed-back.

Bi-polar feed-back is provided by a set of so-called "auxiliary coils."
These are illustrated in part a) of Fig. 3-16. The permanent magnet from
inside a 2" teflon magnetic stirring bar is attached to ihe moving sleeve of the
air bearing. Consequently, the magnet moves with the same velocity as the
mass of interest. The magnet is mounted on the end of an extending rod
such that it is approximately symmetrically located within the auxiliary coils,
which are mounted to the fixed air-bearing piston. There is no mechanical

contact between the magnet and the coils. This would introduce friction and
provide a path for coupling vibrations to the mass.

The auxiliary coils are essentially a smaller version of the main drive
coils except that they are being used as linear generators rather than as
motors. The two coils are approximately identical simple solenoids wound
from AWG 28 magnet wire (Alkenex-N. Canadian General Electric.). Each
coil is 2 cm in length, with inner and outer winding diameters of
approximately 9 and 8 cm, respectively. Each winding layer (except the
outermost) contains approximately 60 turns. There are approximately 600
turns in each coil.

The two coils are connected in the same manner as the drive coils. In
part a) of this figure, the direction of the current generated by movement of
the magnet through the coils in the forward direction is indicated. For the
coil adjacent to the north pole of the magnet, according to Lenz's law,

movement of the magnet in the +x-direction will induce a current with the
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Figure 3-16. a) Auxiliary coils. b) Bi-polar feed-back from coils.
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direction shown. The coil adjacent to the south polé of the mignei is
connected such that it produces a current in the same direction.

Originally, these coils were designed and built to provide a signal that
would indicate the direction of movement of the mass (by the ean.f. polarity).
A double coil system was used to provide twice the e.m.f. per unit mass
movement. However, it was recognized that the bi-polar nature of the e.m.f.
generated could provide a useful feed-back signal, especially during the turn-
around phase of the mass travel. This bi-polar feed-back is shown
schematically in part b) of this figure.

As indicated, a velocity of 0.32 cm/s produces an output signal Vg =

0.5 v. As with the drive coils, due to the dual coil architecture, the em.f. (i.e.
Kg ) does not vary as much during travel of the mass at constant velocity as it
woiald with a single coil system. As a result of the original anticipated use for
these coils, the attention paid to the symmetry of the system was minimal.
With greater care in design and fabrication, it is anticipated that coils could be

| produced in which the e.m.f. would be essentiaily constant, for a constant
velocity, over the entire travel of the mass. (Recently, the author has learned
of a comme:cial version of the auxiliary coils. These are manufactured by
Transducer Systems, Inc. and are available from Servo Systems Inc. as Stock
No. PR-235. The travel of this device is 8.6 cm, and the em.f. per unit
velocity is specified to be 1.77 v/m/s, with £ 3% variation of the e.m.f.

throughout the travel, for a constant velocity.)

The second feed-back loop shown in Fig. 3-15 has a frequency-to-
voltage (F/V) converter in the feed-back path. This is used to convert the
HeNe reference laser output frequency into a proportional voltage. Since the
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iefetence lgsei output freq@oncy is proportional to th"e‘ ﬁ\irror velocity, this
element performs a velocity-to-voltage conversion. However, because the
process of producing the reference laser output occﬁrs in the same mnmiet foi
either direction of mirror movement, this velocity-to-voltage converéicm

provides uni-polar feed-back. Regardless of the direction of movement of the
mass, the output of the F/V increases when the velocity of the mass increases.

The F/V feed-back, although uni-polar, provides a very high quality
feed-back signal with which to control the mass velocity. If the optical
components of the interferometer are correctly aligned, and as long as the
length of mirror travel is much less than the coherence length of the
reference laser, the reference laser output is a slowly decaying damped
sinusoid, with a non-zero average value. If the dc-level of such a signal is
removed, the frequency of occurrence of zero-crossings is constant as long as
the mirror velocity is kept constant, regardless of the position of the mirror in

its travel.

One can see that the feed-back provided by the reference laser plus F/V
converter system is in a sense complementary to that of the auxiliary coils.
F/V feed-back can be used to produce a highly constant velocity that does not
change as the mass traverses its limits. Being uni-polar in nature, though, it
renders the system susceptible to positive feed-back for one direction of mass
travel. With the auxiliary coils it is difficult to produce a system in which the
velocity of the mass does not change throughout the travel of the mass.
However, by virtue of its bi-polar nature, this feed-back is perfect for

maintaining control of the mass during the turn-around phase.
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As indlcated in Flg 3-15, a switch is provided with which the feed-back
element of the control loop can be changed back and forth between the
auxiliary coils and the F/V converter system. Thus, either of the two feed-
back systems can be used as desired. The mode of operation of the present
version of the mirror drive system is to utilize auxiliary coils feed-back
during the start-up and turn-around phases of the mass travel. For the rest of
a scan when data is to be acquired, the F/V feed-back loop is in operation.

During auxiliary coils operation, the reference voltage is changed to
reverse the motion of the mass. The spead with which the auxiliary coils
loop responds to a change in the reference voltage is of great interest. The
dynamics of the auxiliary coils loop have been calculated with reference to
Fig. 3-17. Shown in this figure are the Laplace transforms of the various
signals around the control loop, as well as the equations (transfer functions)

relating them to one another.

For the highly over-damped electromechanical assembly, Eq. 3-15a
relates the Laplace transform of the coil back em.f., Vg (s), to that of the coil
voltage, V¢ (s). This expression involves two time constants, one of which is
much greater than the other, therefore the following approximate transfer
function can be used.

S
Vp(s) Teom V(s)

Where 1; is given by,

fe—1
mn[ﬁ-\/?-_l— ]

=043s.
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Followipg the error yoltage through the feed-forward path results in the
overall feed-forward transfer function,

Ve K |
Ge) VE(s) Kp1l+s7 Eq. 3-18a.

The feed-back transfer function, for either the auxiliary coils or the F/V
system, is a simple proportional constant,

Vp(s) =Ky

H(s) =
Vm(s) Eq. 3-18b.

A few points should be noted here. First, in this approximate analysis it is
being assumed that the proportional constants, K , Kp , and Ky are not
functions of the complex frequency variable, s. In other words, these "gain
stages” have infinite frequency responses. As well, with respect to Ky, this is
the overall constant of proportionality that relates the output velocity to the
feed-back voltage. This includes all of the various gains up to and including
the comparison step in which the final feed-back voltage is subtracted from

the reference voltage.

For this type of simple loop, with G(s) and H(s) as the feed-forward and
feed-back transfer functions respectively, the transfer function relating the
output velodity to the input reference voltage is given by,

Vm(s) - G(s)
Vrer(s) 1+ G(s)H(s) Eq. 3-19.

Substituting Eq. 3-18a and Eq. 3-18 b into Eq.3-19 results in the approximate
systen transfer function,

VMG | Kp [ 1]
Vrep(s) Kp+ KpKy 1+ s1) Eq. 3-20a,
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where,

t'z = __17;-»,. ——
1+ KpKy/Kp Eq. 3-20b.

For the present system, the numevical values of the constants in the above

two equations are listed below.
Kp =48.
Kp = 2.38 v-s/m.
Ky =53x102v-s/m.

In the denominator of Eq. 3-20a, the product Kp Ky ( = 2.5 x 10¢ ) is much
greater than Kg, hence Eq. 3-20 is given approximately by,

- N I = P m/sv |t
Vum(s) X [1 " “'2] Vigrp(s) =1.9x 107 m/s v[l " “,2] VRep(s)

Eq. 3-21a.

Substituting the numerical values into Eq. 3-20b results in the following

value for the system time constant,

72=9.4 x 10 73 = 4.0 x 10'%. Eq. 3-21b.

Eq. 3-21a is the Laplace transform of an exponential rise, with the time
constant 1'; = 40 pus. In response to a 1v step in the reference input, the
velocity of the mass would rise exponentially to a final velocity of 0.19 cm/s
in a time 5t'; = 200 us. Since a final velocity of 0.32 cm/s is required to

produce a 10 kHz reference laser output, the reference voltage would have to
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besteppedup to apprqximately L7 v. The time required fd ichieve this final
velocity would still be the same.

It can be seen ihat ‘in comparison with the response of ‘the
electromechanical system by itself, the control loop employing this systeui
responds much faster to a step change in the reference level. Again, since the
velocity cannot change instaﬁtaneously, a step chaﬁge in the feference voltage
is equivalent to a step change in the error voltage. An external disturbance
cannot cause a step in the error voltage because the velocity of the mass
cannot be changed instantaneously. Thus, externally induced error voltages
will rise slowly in comparison with the abrupt increase that results from a
step reference change. Hexce, this is a reasonble worst case calculation of the

time reponse of the system.

For the case of F/V feed-back, Ky ranges from approximately 1.6 x 103
to 3.5 x 103 v-s/m. For the minimum Ky the time constant for the system, as
given by Eq. 3-20b, is t'; = 1.3 x 10 -5 5. With the assumption that most
mechanical vibrations in buildings should occur with frequencies less than 1
kHz, i.e. a 1 ms period, it is expected that the speed of response of the F/V
feed-back system should be adequate in correcting for vibrational disturbances
coupled from the floor of the room to the mass. This is indeed the case.
However, for acoustic disturbances there is a greater effect on the mirror
velocity. A sharp clap of the hands will cause a significant modulation of the
frequency of the reference laser output. This is probably caused by a
compressional wave in the air impinging upon the mirror surface. Since a
clap is a sharp, discontinuous sound, there should be a significant high audio
frequency content in the compressional wave striking the mirror surface.

Assuming that the audio band extends out to 25 kHz., a disturbance with this
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frequency has a pe_rioe of 4x10 Ss. Clearly, even when under F/V feed-back,
this type of disfurbance occurs too fast for effective cori'ecﬁoii by tiie loop
Hence, for this system, a good deal of attention should be paid to protecting
the system (i.e. with enclosures) from acoustic frequency v_ibiations coupled
through the air, whereas mechanical vibrations coupled through the

supporting structure should be of lesser concern.

3:1.2, Moving mirror feed-back control switching system,

As mentioned previously, due to the complementary nature of the
auxiliary coils and F/V feed-back signals, one or the other of these is
employed at any given time during operation of the system. Hence, it is
necessary to be able to switch, at will, between these two feed-back loops.
Described in this section are the methods by which the feed-back is switched.
The actual generation of the control signals to do this will be described in a

later section.

A note is required on the symbol conventions used in this section. The
auxiliary coils and F/V feed-back loops will often be referred to as "coarse"
and "fine" feed-back, respectively. The notation for analog electrical
quantities (75] is illustrated by the following example. YgmF = VEMF + Vems
here Vgmr is the sum of a de-component, Vemr, and an ac-component, Vems .
Digital signals are denoted by bold face upper-case letters. A line over the
signal indicates negation. As an example, FWD/BWD s a digital signal that
indicates if the mirror is moving in the forward, or backward direction.
When this signal is a 1 or HI, the drive is moving in the forward direction.

When the mirror is moving in the backward direction, FWD/BWD = 0, or
LO.
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The signds involved in the oi)erdtion of tlie co&rse and fii\e feéd-back
loops, and those required to control the switching betweeii the fwo ioops, aié
indicated in Fig. 3-18. Although the description of the operation of the feed-
back switching system has been simplified for clarity, it is anticipated that a
glossary of the signals involved will be helpful, These signals, as well as
those required for scan length control, are described in Table 3-1.

The basic operation of the feed-back switching system involves
switching the error signal, %5 , (which provides input to the power stage)
between the coarse and fine feed-back error signals, 14 and %z, respectively.
The sub-scripts indicate that the coarse feed-back loop is designated as loop #1,
while the fine feed-back loop is loop #2. The switching between the two loops
is ultimately controlled by the logic level of EN1/EN2. When HI, EN1/EN2
chooses the coarse feed-back error signal, when LO, the fine feed-back loop is
chosen. The rest of the signals shown in Fig. 3-18 are involved in ensuring
correct operation of the two feed-back loops during the time that either loop is

chosen to be active.

The moving mirror control system is configured for two modes of
operation. The first mode, shown‘in part a) of Fig. 3-19, is called the MARK
TIME mode. This mode is invoked when the system is powered up. When
operating in this mode, the drive is always under coarse feed-back control
with the Mark Time Reference or, VrerMm , as the reference for the loop. This
reference is bi-polar, the polarity being changed in a step fashion at the end of
the mirror travel, as indicated by the triggering of one of a pair of opto-

switches. These opto-switches are set outside of the maximum desired data
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a) MARK TIME mode.
Back Front
Opto-switch. Auxiliary coils Opto-switch,
( "coarse” )
: feed-back active
at all times.

| < ->- :

b) SCAN mode.

Turn around
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(data acquired) Drive

FN ("fine" )
feed-back active. reversal.

-

Figure 3-18. Schematic description of MARK TIME and SCAN mode
operation.
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FONCTON

% (System fesd-back cOntrol error signal.
81 EO_IH,D feed-back Inop ervor signal.
V82 8 feed-back loop bi-polar error ;
EN1/EN2 T~ Gnable coares foad-back 1oop. LO = GRablo fine feed-back 100p.
SCAN/MK.TIME AT'=Bcan mode operation. LD = mark time mode operaton,
VREFM o u::'renm % Toop § mark time mode
Lol e TB e T s TR BTachar
BCKBLKD 0 a8 above for back opto-switch. ‘
VRER] "Controllable rajerance for coareo foed-Dack 100p qURING scan modo |
operation,
VRER2 Fine fead-back loop reforence signal.
|¥gal Fine foad-back I0Op UNi-poIar error signal.
13" Output of ripple remover circuit.
DEFAULT Gw::;::! o = asynchronously invoke mark time mode
ZERO LO = asynchronously set VpR) to zero to stop mirvor while coarse
fond-back loop is enabled.
RAMP/CONSTANT Hl = RER] ramps. LO = TREF) remains constant.
OUTSIDE/INSIDE HI = [942'| is outside window of window detector. LO = inside
window.
LWR LO = [1432' is less than lower threshold of window detector.
FWDACC Hl= ramps for backward acceleration when under coarse
BWDACC/FWDACC faad-:j:i?l!,n: m:tml.' L.O = vice versa. '
DIR = move forw = move backward.
T/A TG = asynchronousiy initiates turn-around sequence.
FWD/BWD A= mirror moving forward. LO = mirror moving backward.
WLp- te light pulse signal.
FRIN]J Square wave version of reference laser interferogram.
ion of reference laser in - with
FRINJwW/H MW version o ce Iaser interferogram
FRINJr: version o sos every rising edge.
CFRIN]Jp Pulse version of PRIN] Pulses every falling adge.
FRINJrx2 Pulses for both edges of FRINJ.
T/A CNTR CNTOUT | LO pulse signals turn-around count is finished.
NCNTR CNTOUT TO pulse signals scan count is finished.

Table 3-1. Signals for feed-back switching and mirror scan length control.
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acquisition scan length. Iiiuq, in the mark _tizine» mode the mimr c&du_ back
and forth between the opto-switches under auxiliary coil feed-back control.

When the system is powered down, the drive coils are"crow-barred" by
a latchable relay. This short circuit across the coils ensures that voltagé
transients do not cause the mirror to be moved in an un-controlled manner,
perhaps causing damage, when the system is powered up. The system powers
up in the mark time mode such that when the crow-bar is removed, the
mirror accelerates smoothly into the mark time cycle.

The second mode of operation is called the SCAN mode. This mode
c&n be invoked once the system is up and operating in the mark time mode.
Referring to Fig. 3-18, when the signal SCAN/MK.TIME is switched from LO
to HI, the mirror continues to cycle in the mark time mode until the next
time that BCKBLKD goes LO, indicating that the back opto-switch has been
blocked. At this point the system switches into the scan mode. The reference
for the coarse feed-back loop is changed from Vggpm, to Yrgpi. (Even though
both of these references are used in the coarse feed-back loop, the latter is
called the coarse feed-back reference since it is in use most of the time.) The
mirror is stopped, and then accelerated in the forward direction under coarse
feed-back, until fine feed-back is acquired. The system is now operating in the
scan mode. As illustrated in part b) of Fig. 3-19, fine feed-back is in operation
during the data acquisition portion of a scan. At the end of data acquisition,
the feed-back is switched to the coarse feed-back loop to start a turn-around
sequence. After the turn-around is complete, control is switched back to the
fine feed-back loop.
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Rgfem:ig ogée ﬁgﬂn to Fig, 3-18, this drgwipg shows,‘ schematically, the
system with which feed-back is switched from fine to coarse, and back again.
Consider first the scan mode operation of the auxiliary coils loop.

During scan mode operation, the coarse feed-back loop is active during
the drive reversal portions of each scan. The reference for the coarse feed-
back loop, throughout all scan mode operation, is Vpep; . This reference is
designed to be programmable. By varying ¥qgp , the velocity of the mirror
can be changed. This is required during both the start-up phase of the initial
scan, and turn-around sequences at the ends of each scan.,

The design of this controllable reference is shown in greater detail in
Fig. 3-20. The basic design consists of an 8-bit counter (2 x 74161) that feeds an
8-bit digital-to-analog converter (DAC-08). The output square wave from a
voltage-to-frequency converter (not shown), set to an output frequency of
approximately 1.8 kHz, is connected to the CLK input of the reference
module. This clock signal is gated via associated logic to the clock input of the
counter. If the square wave reaches the clock input, the counter counts up or
down, causing the number being fed to the DAC to increase or decrease. This
causes the output of the DAC to increase or decrease, within maximum limits
of  5v. If the square wave is locked out from the counter clock input, the
output of the DAC remains constant. Thus, by appropriately gating the CLK
square wave input, the output of the DAC can be made to ramp up, ramp
down, or remain constant. (Because the frequency of the CLK signal is
constant, the counter output changes linearly. Therefore, the DAC output, or
YReF1 , during changes is a ramp.) As indicated in this drawing, there are
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 Figure 3-20. Block diagram and truth table of controllable reference, ¥z,
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three signals thqt are used to control the gating of the CLK signal These are
summarized in the truth table at the bottom of this figure.

When ZERO goes LO, g is set to Ov, asynchronously. This stops the
mirror dead. This is used during the acquisition of the first scan. This is the
scan that starts when the back opto-switch is triggered for the first time since
scan mode operation has been invoked. The mirror is stopped and then
accelerated in the forward direction to begin the first scan of scan mode

operation.

If the logic level at the RAMP/CONSTANT input is LO, the coarse
feed-back reference remains constant. This condition locks out the CLK input
from the counter clock input. If this signal is HI while the system is under
coarse feed-back control, then the reference ramps and, consequently, the
mirror velocity changes linearly. 1f RAMP/CONSTANT is HI when
BWDACC/FWDACC is LO, then the reference ramps in the direction that
accelerates the mirror in the forward direction. This would be the case when
it is desired to change the direction of motion from backward to forward.
(The way the system is set up, the ramp in this case decreases from a positive
voltage towards -5v.) The opposite case is when BWDACC/FWDACC is HI.
The mirror is then accelerated in the backward direction.

Referring back to Fig. 3-18, the signal generated by the auxiliary coils,
VEMF , is fed back to a difference amplifier to produce the coarse feed-back
error voltage, 7% . The polarity of %emr can be used to indicate the direction
of mirror movement. As well, in principle, the point in time at which %&mF
crosses the 0 v level is the time when the mirror is stationary. To detect the

polarity and transition of this signal, ¥emr is fed into a comparator with a
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zero volt reference level, that is,a zero-creesing detector The input, 'ng.- '
and output, FWD/ BWD, of this comparator are shown in Fig 321, 'ng: is
shown in the top trace as the direction of mirror travel is reversed from
forward to backward motion. Indicated in the second trace is the transition of
FWD/BWD, as Yy traverses the zero volt level. The lower two traces are
analogous to the above two, except that here the drive is reversing direction
from backward to forward motion.

As indicated in Fig. 3-18, FWD/BWD is connected to a  1x gain stage
in the fine feed-back loop. This input is called NEG/POS . This stage reverses
the polarity of the fine feed-back uni-polar error voltage, | 143!, This solves
the problem caused by the uni-polar nature of the F/V feed-back, that is,
stability of the loop for one direction of movement, and instability in the
other direction. The output of the £ 1x gain stage, ¥z, maintains negative
feed-back for both directions of mirror movement.

At this point one might ask why it is necessary to use the auxiliary coils
feed-back at all, if negative feed-back can be set up for both directions of
mirror movement with the F/V loop. Attempts to do this met with some
success; however, problems with positive feed-back still arose. With a feed-
back polarity switching architecture, the time at which the polarity is switched
is critical. If the polarity is changed before the drive has stopped, then the
feed-back switches over to positive feed-back in the direction in which the
drive is already moving. Instead of the drive decelerating to zero velocity, it
would then start accelerating in the uncontrolled positive feed-back fashion.
Conversely, if the polarity was switched after the mirror had stopped and was
accelerating in the opposite direction, positive feed-back would be in

operation until the polarity was changed. There would be a certain period of
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time during which posiive feed-back is in action. Once the polarity was

changed the drive would then be under negaﬁve feed-back control, and in
principle, it should eventually attain the correct velocity. If it had over-shot
the correct velocity, then it would have to be decelerated. Suffice it to say that
the level of control during the turn-around could range from no control to a
momentary loss of control unless the polarity was switched at precisely the
moment that the mirror was stopped during the turn-around. It was found
that with this feed-back polarity switching system, positive feed-back occurred
far too frequently, and in some cases this could result in destructive
oscillation of the mass. At the very least, these oscillations would cause the
moving mirror to become severely mis-aligned with respect to the fixed
mirror and the beam-splitter.

The auxiliary feed-back system, with bi-polar feed-back, is inherently
stable as the velocity changes through the zero level. There is nothing special
about zero velocity, and in fact the drive will remain motionless if the coarse
feed-back reference voltage is set to zero. It is anticipated that this condition
would be rather difficult to achieve with the polarity switching system. Thus,
due to the inherent "fool-proof" nature of the auxiliary coils feed-back, and
because the polarity switching system is fine once the velocity is significantly
away from zero, the mirror drive system has evolved into the present hybrid

design.

The general strategy, then, is that fine feed-back is switched into
operation only when the velocity of the mirror is close to that which is
desired for data acquisition. At all other times the coarse feed-back system is
in operation. Since this system has been implemented, there have been no

instances of the gross oscillations that were seen previously.
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'i'he déslred velodity for the present system is ,;approx'imately 0.32 cm/s.
“While in the scan mode, whenever the velocity of the mirror is close to this
value, the system switches into fine feed-back. To determine that the velocity
is within a prescribed set of limits on either side of this velocity, the uni-polar

error voltage, |v¥ga!, is observed. Prior to the detailed discussion of this
process, the generation of | 14531 has to be considered.

l.wzl is the output of a commercially available frequency-to-voltage
converter, the Analog Devices AD451]. A schematic [76], is shown in Fig. 3-22,
The important points about the architecture of this module are as follows.
First, the precision charge dispenser outputs bursts of charge which are
integrated by the capacitor, Cc . The higher the input frequency, the greater
the number of charge packets per unit time, and therefore, the larger the
integrated voltage across the capacitor. Although there is filtering of the
voltage across the capacitor, there is still an ac ripple on the output signal of
the module. The magnitude of this ripple can be significant. It is inversely
proportional to the input frequency, therefore to have minimum ripple the
input frequency should be as high as possible.

The second point of interest with respect to this module is that the
output can be off-set. In normal operation, the output increases from 0 to
10v as the input frequency changes from dc to whatever the full scale
frequency is set to be. Usually this feed-back signal would then be subtracted
from a reference to produce a uni-polér fine feed-back loop error signal.
However, as indicated in the schematic, pin #4 of the module is connected to
the summing point input of the second amplifier, A2. This allows the output
to be off-set downwards by an amount equal to the value of the fine feed-back
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» Vol

Figure 3-22. Schematic diagram of AD 451 frequency-to-voitage converter.
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reference voltage, Vagea - The value of the reference then sets the input
ﬁequeﬁcy at whlch thé oi.ttpﬁf will equal @;o._ When thé fine feed-back _ldop
is in oiaeratio:i, thé véiod_ty of thé &or will be kept cbﬁdfant ht the velocity
required to produce a refei'énce laser outpdt ﬁt.tiiis fieﬁdéncy. The output,
| %3 | = % « Vrera , where w is the output of the F/V with no off-set, is uni-
polar. If used in the fine feed-back loop, as is, the system would be stable for
only one direction of mirror movement. As described above, when this is
multiplied by % 1, the result is the bi-polar error voltage, 143 .

In Fig. 3-23, the digital oscilloscope traces of three signals are shown.
These were obtained during fine feed-back operation, with a reference laser
output frequency of 10 kHz. The top trace is the analog reference laser output
from the detection photo-diode. The second trace is the digital output from a
comparator into which the above reference laser fringe has been input, in an
ac-coupled fashion. This square wave output is the input for the AD451].
The reference voltage for the comparator is zero volts, hence this is a zero-
crossing detector. If the mirror changes velocity, the frequency of the
reference laser output changeé. Accordingly, the frequency of the square wave
representation of the analog signal changes . This digital signal is called the
FRIN]J, making reference to the fact that it is derived from the reference laser
fringe. The bottom trace in this figure is the output, | % |, of the AD451]
during fine feed-back operation, with a FRIN] frequency of approximately 10
kHz. The vertical scale is expanded. An approximately 200 mv ripple with
twice the frequency of the FRINJ input can be seen.

As mentioned before, the only time that fine feed-back may be
operational is when the mirror velocity is close to the desired value required

for data acquisition scanning. When this is the case, the uni-polar fine feed-
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bdck error signgi, | %2, has a magiﬂﬁxde very close to iero, as is indicated in
Fig. 3-23. The piesen_t system is set up éuch that when the dc-level of |43 | is
within approximately £ 75 mv of zero volts, fine feed-back can, and will, be
activated ditring the dafa acquisition portion of a scan. To sense when | 943!
is within this window about the zero volt level, an electronic circuit called
(appropriately enough) a "window detector" is employed. This circuit is
central to the operation of the feed-back switching system.

The window detector being used in the present system is illustrated
schematically in Fig. 3-24. (Ignore for the moment the associated logic blocks
in the diagram.) Since the ripple on 1% | is approximately 200 mv., a circuit
called a "ripple remover" is employed to reduce the ripple to approximately

15mv.

The ripple remover circuit is not simply a low pass filter. Rather, in
this circuit the gain for the dc-component of the input signal is +1, while for
the ac-component it is subtracted from itself to produce a net ac-gain of zero.
Originally, it was thought that with this circuit the ripple on | % | could be
removed, and this cleaner version would then be used in the fine feed-back
loop. This is desirable, since a ripple on the error voltage of the loop produces
a slight modulation of the velocity of the mirror, which in turn causes
modulation of the frequencies of the various wavelength components in the
measured interferogram. This can lead to the introduction of spurious
spectral features in the final spectrum. It was hoped that this circuit would
remove the ripple with much less phase shifting and time delaying of the
error signal than would be possible with a simple low pass filter. This was
not the case, however, and when the circuit was tried within the fine feed-

back loop, the result was an oscillation of the mirror. Nonetheless, the ripple
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remover output is ﬁne for use with the window detector, although a simpler
low pass filter would probably suffice.

The output of the ripple remover, | ¥53'l, is simultaneously fed into
two comparators denoted the upper and. lower threshold comparators,
respectively. The input/output transfer characteristics are depicted
graphically in Fig. 3-25 a) and b). Consider that of the lower threshold
comparator, shown in part a) of this figure.

As evidenced by the presence of a hysteresis loop, this is the transfer
characteristic of a comparator circuit in which positive feed-back is being
employed. Hysteresis reduces "chatter" of the comparator output. Chatter
consists of spurious level changes of the comparator output due to noise on
the input that causes the input voltage to traverse, more than once, the
switching threshold level. In a circuit with hysteresis, the output of the
comparator can change state only if the input voltage traverses the
appropriate threshold voltage level with the correct direction of change (i.e.
increasing or decreasing through the threshold). As indicated in part a) of
this figure, when the output voltage is Ov, the output changes state only
when the input voltage increases through the threshold voltage, Vir. If the
input then decreases to traverse Vi1 again, the output does not change state.
Only when the input decreases through the lower threshold indicated in the
figure does the output change from +5v to 0 v. If the input then increases
through this lower threshold, the output does not change state until Vu- is

once again traversed.

After the first time that the input voltage has crossed V7, then, even if

noise causes it to re-traverse this threshold, as long as it does not cross the
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lower threshold the output wil not change state spuriously. Since the input
to the window detector is |7g2'l, multiple traverses of each particuiar
thmhold volthgo 1¢vél 'couid ies\ilf fioni ihe residual ripple on |743'l. As
described above, hysteresis prevents the output ﬁom chaitteﬂng When this
signal is used as input. In addition, the positive feed-back in the circuit causes
the comparator to switch very quickly and forcefully when the appropriate
- threshold voltages have been traversed. This is desirable when the input is a

slowly varying signal such as | %g'l.

The lower threshold voltage, Vi1, is set to be approximately -50 mv. If
the input | 145;'| is greater than Vﬁ- . then the output of the lower threshold
~comparator, LWR', is +5v. The hysteresis loop has a width of approximately
25 mv. If the input docreases through Vir - 25 mv = -75 mv, the output
changes from +5v to Ov. If the output is Ov, and the input increases through |
Vit, then the output changes from Ov to +5v. Note that due to the hysteresis,
for this last case the output does not change state as the input increases
through the threshold at -75 mv.

The transfer characteristic of the upper threshold comparator is similar
to that of the lower, except that the output, UPR, changes state from LO to HI
when the input decreases through the upper threshold voltage, Vyr = 50 mv.
These two transfer characteristics are "summed", via the associated logic, to
produce the characteristic shown in part c) of this figure. This is the transfer
characteristic of the window detector, with hysteresis. If the output,
OUTSIDE/INSIDE , is HI, and the input, | %' |, decreases through the +50 mv
threshold, then the output changes from HI to LO. In other words,
OUTSIDE/INSIDE, undergoes a 1-0 transition when the error voltage enters

the window from above. Similarly, if the error voltage enters the window
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from below, OU!‘S!DB/INS!DB again undergoes a 1-» 0 mmition. When the
error voltage leaves the £ 50 mv window and increasos tlu'ough the +75 mv
threshold, the output changes from 0—1, Similarly, when | 943! docreases
through the -75 mv threshold, OUTSIDE/INSIDE is agah\ cleared LO.

The sehsiﬁvity of the F/V converter is set somewhere bcatwéen 1.6 x 109
and 3.5 x 103 v-s/m. Consider the case where the mirror is moving in the
forward d&ection under fine feed-back. Since the fine feed-back reference is
constant, .any changes in the error signal are due to changes in the F/V feed-
back signal caused by changes in the mirror velocity. Take as 8 worst case, an
F/V sensitivity equal to 1.6 x 103 v-s/m. An increase of the error voltage to
+75 mv corresponds to a change in the velocity of the mirror of AVM & 4.6 x
105 m/s. This is an estimate of the largest velocity change that would cause
the system to switch from fine to coarse feed-back. At present, the velodity of
the mirror under fine feed-back is 0.32 cm/s. The above change in velocity,
4.6 x 103 cm/s, is equal to 1.4% of this velocity. Thus, one can say that when
the system is operating properly, and is maintaining fine feed-back
throughout the complete data acquisition portion of a scan, the velocity
doesn't vary by more than £ 1.4 %. If it did the system would switch into
coarse feed-back. This calculation provides a coarse estimate of the degree of
velocity control while under fine feed-back control. During fine feed-back
operation, |%4)'l is actually observed to vary only approximately £10 mv
from zero. Following the same calculation as above, this corresponds to a
fine feed-back controlled velocity that does not vary by more than 0.2%.

During scan mode operation, fine feed-back is in operation until a
turn-around sequence is initiated. At this point, control is switched to the

coarse feed-back loop. The coarse feed-back loop reference voltage, Vg, is



27
ramped in the di;écﬁ_on of déqeulné mirror vélo_g:ity. The drive decelerates,
stops, and then accelerates in the obpoaite direcﬂon. The coarse feed-back
réferénce mnps towiids whatevér valﬁe is required to reach the desired scﬁh
velocity. During the tum-aiound, fine feed-back isn't active in the loop, but
| %2'1 is active; and it is an indication of the velocity of the mirror. After the
direction of motion has been reversed, the coarse foed-back reference
continues to ramp. Eventually, |9g2'l enters the window. At this point -
control is switched back to the fine feed-back loop. As control is switched, fine
feed-back is acquired. As soon as the acquisition is complete, the ramp of the
coarse feed-back reference is Stopped. This leaves Vrgp; at whatever voltage it
happened to attain during the turn-around sequence. When the next turn-
around is initiated, the system again switches to coarse feed-back control.
Assuming that there are no gross asymmetries in the mirror drive electro-
mechanical assembly, the value of the coarse feed-back reference should be
very close to that which is required by the coarse feed-back control loop to
produce the velocity at which the mirror is already moving. In this way, the
transition from fine to coarse feed-back occurs smoothly. This is to keep the
coarse feed-back reference from being some value that would dictate a very
different velocity than the present fine feed-back velocity. If this were to
happen, then upon switching the coarse feed-back loop would experience
what would be, effectively, a step change in the coarse feed-back reference.

The re-acquisition of fine feed-back, at ¢tz end of a backward to forward
turn-around sequence, is shown in Fig. 3-26. The top trace is the coarse feed-
back reference, 1kgF1, ramping downward while the system is under coarse
feed-back control. This dece)erates the drive in the backward direction,

causing the drive to stop and then accelerate in the forward direction. This
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can be seen in the second traee '!'his is the output of the auxiliary coils 'VaMp /
as it ramps upward following the ramp of Vhgpr. The third trace is the fine
feed-back error signal, |1g2'l. It can be seen that it first decreases, and then
increases back towards the zero volt level. The decrease is due te the mirror
decelerating in the backward direction. The mininium in the trace
corresponds to the point at which the mirror has stopped. Note that the
minimum does not occur at exactly the same point in time as does the zero-
crossing of ¥gmr . In principle, there should not be any lead or lag between
these points on these two signals. This is due to amplifier and comparator,
input and output, voltage off-sets. For this application, this situation is not

critical.

The increase in | %' | is the result of the acceleration of the mirror in
the forward direction. As expected, since the velocity of the mirror is
changing linearly, |14)'| increases linearly. When the error signal enters the
window at -75mv., the digital signal OUTSIDE/INSIDE undergoes a 1- 0
transition. This signal, shown in the bottom trace, indicates when the fine
feed-back velocity has been reached in the forward direction.

OUTSIDE/INSIDE is also used to control the switching between the
two feed-back loops. In this feed-back switching capacity, OUTSIDE/INSIDE is
routed to the, EN1/EN2 , input of the feed-back switching circuitry. As
mentioned previously, when this line is HI, coarse feed-back is enabled.
When EN1/EN2 is LO, the system operates under fine feed-back. From this
figure it can be seen that once the fine feed-back error voltage is within the
window, control is switched from the coarse to fine feed-back loop. This then
shuts off the ramping of kg1, to maintain the appropriate value for the next

turn-around.
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| 'l'he first attempts at switching the feed-back loops met with limited
success. Often, the system would hmg up at the threshold voltnge of the
window detector, switching back and forth between coarse and fine feed-back.
The combination of introducing hysteresis into the window detector, and
continuing the ramp of Ykgp; until 1942'l has entered the window, has
resulted in flawless operation.

A full turn-around sequence is shown in Fig. 3-27. The signal, T/A (to
be discussed in the scan length control section of this chapter ), initiates the
backward to forward turn-around by setting EN1/EN2 to 1. This pulls the
system out of fine feed-back and switches control to the coarse feed-back loop.
The direction of mirror travel is reversed under coarse feed-back, as indicated
by 7%&mr in the second trace of this figure. When | 145;'| enters the window
through the <75 mv threshold, OUTSIDE/INSIDE = EN1/EN2 undergoes a
1= 0 transition that switches control back to the fine feed-back loop and shuts
off the coarse feed-back ramp. As seen in this figure, the whole turn-around
process takes approximately 90 ms. The forward to backward turn-around
sequence is essentially identical except that during coarse feed-back operation,
Yrer1 ramps upward, causing ¥ngr to ramp downward. This turn-around
sequence also takes approximately 90 ms to complete.

As described above, all that is required to reverse the direction of
mirror travel is to switch over to coarse feed-back control and ramp the coarse
feed-back reference appropriately. The switch to coarse feed-back, and the
subsequent re-acquisition of fine feed-back in the opposite direction, are both
controlled by EN1/EN2. The associated logic blocks in Fig. 3-24 impose certain

conditions on this control signal.
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I’art a) of Fig 3-28 is the truth table for the overall window detector'
system The input, DEFAULT has not been mentioned until now. This
slgnal invokes tho syatem default condition of mark time mode operation.
When the system is operating in this mode, DBFAULT is LO. After the
signal SCAN/W is switched from 021 to initiate scan mode
operation, WT\_UT’? stays LO until the back opto-switch has been triggered.
At this point it is set HI, and the system operates in the scan mode. When
DEFAULT is HI, it has no effect on the scan mode operation of the system.
However, a number of events can occur which may cause the mirror to over-
shoot its scan mode limits of travel, such that it eventually triggers one of the
opto-switches. At this point DEFAULT goes LO, and the system reverts,
unconditionally, to the mark time mode. In this mode coarse feed-back is
always active, therefore, EN1/EN2 is simultaneously set HI.

The outputs of the upper and lower threshold comparators, UPR and
LWR', respectively, act upon the window detector output as described
previously. To re-iterate, if either of these signals is cleared LO, then |42’ is
outside of the window and therefore OUTSIDE/INSIDE is set HI. If both
signals are HI, then |94’ | is inside the window and OUTSIDE/INSIDE is LO.
Thus, since OUTSIDE/INSIDE = EN1/EN2, fine feed-back is enabled when
| %2’ | is within the window, otherwise coarse feed-back is enabled.

It was mentioned earlier that the signal, T/A , initiates the turn-around
sequence. It can be seen from this truth table that when it is set HI, there is
no effect on the window detector output. When it is cleared LO, however,
EN1/EN2 is asynchronously set HI. This pulls the system out of fine feed-
back, switching it into coarse feed-back for a turn-around sequence. T/A

remains LO until the transition on FWD/BWD (either a rising or falling



a)

b)

OUTSIDE/INSTDE
el e
VIR |TwR| WA || ¥ | CWR
o | X X X 1 X
1 1 0 1 1 0
1 1 1 1 0 1
1 0 1 1 1 1
1 X X 0 1 0
I—- BWDACC/FWDACC
piR [CWR || ¥ DIR=0 —» MOVE MIRROR BWD
0 0 1 DIR=1 —&» MOVE MIRROR FWD
0 1 0
1 0 0
1 3 1

Figure 3-28. Truth tables for the Window Detector.
(See text for details. )
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edge) indicates that the tum-around is half over. At thls point, 'T goes
high to release the window detector from its effect The window detector is
then free to re-acquire fine feed-back in the opposite direcﬁon

When a tum-around sequence is initiated, the ramp of the coarse
reference must increase or decrease in accordance with the d&ecﬂon in which
the mirror is moving. As described earlier, the BWDACC/FWDACC input of
the coarse feed-pack reference module controls the direction in which the
reference ramps. BWDACC/FWDACC is derived from the signals DIR and
LWR. |

The signal DIR dictates to the system the direction of mirror
movement dﬁting scan mode operation. As indicated in the truth table in
part b) of this figure, when DIR = 0 the mirror is to move in the forward
direction. When DIR = 1, the system is to move in the backward direction.
The signal LWR is a slightly altered version of the lower threshold
comparator output, LWR".

From the truth table in part a) of this figure, LWR is the same as LWR'
except that LWR is cleared LO in response to T/A going LO. Thus, if | %:;'| is
within the £75 mv window, then LWR is HI. If |%%,'| decreases out of the
bottom of the window, through the - 175mv threshold, LWR undergoes a 1-
0 transition. If | %'l increases out of the top of the window, LWR remains
LO. As an error signal, |14;'| is uni-polar. Hence, for either direction of
mirror travel, if 19" crosses the lower threshold, thereby causing LWR to
go LO, this is an indication that the mirror is moving too slowly. Hence, if
LWRis HI, then the mirror is either moving with the correct velocity (as
indicated by OUTSIDE/INSIDE = 0), or too rapidly (as indicated by
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OUTSIDE/INBIDE = 1). Noto that if T7A is cleared LO, this clears TWR. To
the system it gﬁégar; that the the mirror is #\pving too a_lole.:From the
truth table in part b) of this figure, BWDACC/FWDACC s the exclusive-NOR
output of DIR and i:W‘ii Consider the changes of tliese signals during the

turn-around sequences of scan mode operation.

Assume that the mirror is moving in the forward direction. At some
point in the recent past, DIR was set HI. The system is under fine feed-back
control with | %g'| within the window. Therefore LWR = 1, and since DIR =
1, BWDACC/FWDACC is HI.

To initiate a turn-around sequence, T/A is cleared LO. This clears
LWR . Simultaneously, the signal that clears T/A (NCNTR CNTOUT, to be
discussed in the scan length control section of this chapter ) also clears DIR.
DIR = 0 indicates to the system that the mirror is to be moved in the backward
direction.

At this point, as far as the system is concerned the situation is that the
mirror is supposed to be moving in the backward direction. Because LWR
has been cleared LO ( falsely ) by the clearing of T/A, the system also perceives
that the velocity in the backward direction is too low. (Forgive the
anthropomorphization. It aids in clarifying the operation of the system.) The
appropriate action, then, since the mirror is supposed to be moving in the
backward direction, and at present its velocity in that direction is too low, is to
accelerate the mirror in the backward direction. Since at the initiation of the
turn-around sequence, both DIR and LWR were cleared LO,
BWDACC/FWDACC remained high. Thus, if coarse feed-back was enabled,
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the mirror would accelerate in the backwerd direction under this feed-back
control.

When 'l'/ A went LO, EN1/EN2 ENZ was set HI. Hence, coarse feed-buck was
enebled with the coarse feed-back reference ramping for backward
acceleration. As the drive initially decelerates in the ferward direction,
| %' | decreases out of the bottom of the window. Half-way through the turn-
around sequence, T/A is re-set HI, Since at this point, | %3’ | is well out of the
window, LWR remains LO. After the mirror has stopped and is accelerating
in the backward direction, | 142'| increases towards the lower threshold of the
window detector. When it enters the window detector from below, LWR is
set HI, causing EN1/EN2 to be cleared LO. Fine feed-back is acquired in the
backward direction. This completes the turn-around sequence. |

At the back end of the mirror travel a similar sequence of events
occurs. When T/A signals a turn-around, DIR is set HI, and LWR is once
again cleared LO. This is an indication that the drive should be moving in
the forward direction, and that its velocity is too low. This calls for an
acceleration in the forward direction, accordingly BWDACC/FWDACC is
cleared LO. The mirror accelerates in the forward direction under coarse feed-
back. LWR eventually increases past the lower threshold of the window
detector, and fine feed-back is acquired in the forward direction.

Consider now what happens while the mirror is moving in the
forward direction under fine feed-back control, and an external disturbance
decelerates the mirror such that |%g;'| decreases out of the bottom of the
window. During the last turn-around sequence, DIR was set HI, indicating to

the system that the mirror is to move in the forward direction.
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, While |‘Vaz | was inslde the window, LWR was HI, and therefore,
BWDACC/FWDACC was HI. When Waz I leaves through the bottom of the
window, LWR goes LO, and coarse feed-back is enabled. The mirror is
meving too slowly in the forward diiection. As LWR is cleared,
BWDACC/FWDACC is also cleared LO. Thus, as coarse feed-back is enabled,
the coarse feed-back reference starts to ramp in the direction fer acceleration
in the forward direction. This ramping starts from the value of the reference
that was required to accelerate the mirror under coarse feed-back, up to the
fine feed-back velocity, during the last backward to forward turn-around
sequence. As the mirror is accelerated under coarse feed-back, | 1’| is driven
back into the window until eventually, if it is possible, |%4g3'| enters the
window and fine feed-back is re-acquired. At this point LWR is set HI,
causing BWDACC/FWDACC to be once again set HI.

If an external disturbance accelerates the mirror, then | %'l increases
out of the top of the window. Coarse feed-back is enabled but since | %' |
increased through the upper threshold voltage, LWR has remained un-
changed as HI. To the system, the fine feed-back error signal has left the
window, but not through the bottom, therefore it must have left through the
top. Thus, the mirror is moving with too high a velocity in the forward
direction. BWDACC/FWDACC has remained HI such that when coarse feed-
back is enabled, the coarse feed-back reference starts to ramp for deceleration
in the forward direction( acceleration in the backward direction ). The coarse
feed-back decelerates the mirror until 1%4g2'| enters the window once again

from above. Fine feed-back is then re-acquired.



| 'I'he aequences of events descrlbed above are illustmed m Figs 3-29 a.b,
and ¢. These were obtained w!th tl\e present syutem while the miu'or was
moving in the forward direction under fine feed-back control In Flg 3-29a,
the top trace is |14g'l. ng | is initially constant, with a value of zero,
indicating that the mirror is moving with the fine feed-back velocity. In the
bottom trace, EN1/ENZ is initlally LO, indicating that fine feed-back is in
operation.

At time tp the mirror is accelerated by an external disturbance. |43’
initlally increases out of the window. As a result, EN1/EN2 is set HI, and
coarse feed-back is enabled. As indicated in Fig. 3-29b, while |%g2'| is greater
than zero (indicating that the velocity is too high) BWDACC/FWDACC
remains HI. During this time the coarse feed-back reference ramps upward to
decelerate the mirror in the forward direction. This is seen in the bottom
trace of Fig. 3-29¢. Vger: ramps upward while | %z’ | is above zero volts.

Referring back to the upper trace of Fig. 3-29a, coarse feed-back
decelerates the mirror, driving |93’ back into the window. Some over-
shoot is observed as | 74;'| dips below zero volts. Coarse feed-back is once
again enabled and, as evidenced in Figs. 3-29b and ¢, BWDACC/FWDACC is
cleared LO, causing TRkgr; to ramp downward to accelerate the mirror in the
forward direction. As | 743l oscillates in and out of the windou;, the action of
the coarse feed-back is to accelerate or decelerate the mirror such that this fine
feed-back error signal is driven back into the window.

When moving in the backward direction, the same type of feed-back
switching occurs during the response to a large enough external disturbance.
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In summary, tho faed-back switching system is designed such that if the
fine food-back error signal ever leaves the window, coarse feed-back is enabled
to drive the system back towm'ds re-acquisition of fine feod-baek Du:ins
turn-around sequences, coarse feed-back is enabled, and false signals are
applied to the system such that it appears that the mirror is movtng“too’
slowly in the opposite direction. The coarse feed-back then drives tlw system
towards re-acquisition of fine feed-back in the opposite direction of

movement.

While in the data acquisition portion of a scan, the present feed-back
switching system is in its most stable configuration when the mirror is
moving in a particular direction under fine feed-back control. Any other
condition is non-stable. If an external agent moves the system away from this
stable condition, then when the agent is removed, the system drives back
towards the re-acquisition of fine feed-back in that particular direction.

In a previous version of the feed-back switching system, when in the
scan mode, coarse feed-back was enabled only during the turn-around portion
of the scan. The method of re-acquiring fine feed-back after the turn-around
was basically the same as the present system, involving the window detector
in the same manner. During the data acquisition portion of the scan,
however, fine feed-back was active, regardless of the the value of |143'|. B
virtue of the servo-action of the fine feed-back loop, the system was still in a
stable configuration when the mass was moving with the fine feed-back
velocity. However, if a disturbance momentarily caused the direction of
mirror movement to be reversed, it was often observed that the mirror
would then accelerate up to the correct fine feed-back velocity in the opposite
direction. Thus the previous system had more than one stable configuration.
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In yrix)ciple, with the present system suéﬁ a drive reversal cannot occur and
indeed has not been observed to date.

1.3, Moving mirzoz scan length control system.

To control the scanning of the mirror during scan mode operation, the
position of the mirror at any given time must be known. In the present
system, this is achieved by first defining a reference point within the travel of
the mirror. At some point in time, the mirror is situated at this reference
position. As the mirror is moved away from the reference position, periods
of the reference laser interferogram are counted. In this fashion, the position
of the mirror is known at all times to within one period of the reference

fringe.

Periods of the reference laser intei.crogram are signalled by detecting
the zero-crossings of the ac-coupled fringe signal. Zero-crossings occur every
half period of the fringe; hence, starting from a particular zero-crossing, the
next zero-crossing occurs when the mirror has moved 0.1582 um. In the
present system whole periods of the fringe are counted, therefore every
second zero-crossing is counted. Thus, the mirror position count is up-dated

every 0.3164 um of mirror movement.

The scheme that is employed in the present system to keep track of the
fringe period number with respect to a reference point is illustrated in the
flow diagram of Fig. 3-30. The diagrams on the left side of this figure
illustrate the positions of mirror travel at which the various events described

on the right occur. For convenience, only a portion of the moving mirror



Wark Vme SCAW
spersiion (1L 28

WUoving forwan
undar fine
1900-880k.

Cnersmes
signsiled.

Coumt finlshed.
Inkiste turn-
SIOURd SOQUENES.

Birestion of mimer
Yumareund sount travel reveresd.
resohes sere. Caunt up/ssumt down

full periede of fringe.
Couns ¥ 1 Goumt tinished.

porisde of irings. ey ‘venense.

Direstion of mirer
Turnarpund sount trevel reverasd.
80008 2010, Count up/esunt

down
full pedieds of frings.

w formurd
direstion sounting
W full periede of
frings.

Figure 3-30. Fringe counting sequences during scan mode operation.



| | 25
assembly is shown. Not shown are the drive coils, and one of the p'ermanent

magnet pole faces.

As indicated in this figure, the mirror travels a maximum of 32,768 full
périods of the reference fi'inge to either side of the reference position for a full
travel of 2.07 cm. In this system, the reference point is located very nearly at
the position of Zero Path Difference (ZPD). At this point, the optical path
lengths in the fixed and moving mirror arms of the interferometer are equal.
For a continuum source, this is the position at which the grand maximum
(central burst) of the interferogram occurs. ZPD defines the center of a

symmetric double-sided interferogram.

Consider that the system has been successfully powered up and is
operating in the mark time mode. The mirror is cycling back and forth
between the two opto-switches, under coarse feed-back control. To initiate
scan mode operation, SCAN/MICTIME is set HI. The mirror continues
cycling under coarse feed-back until the next time that the back opto-switch is
blocked. When this occurs, the mirror is stopped, and then accelerated in the
orward direction under coarse feed-back control. Eventually, fine feed-back is
acquired. Thus, at this point the mirror is moving forward under fine feed-
back control.

Eventually, the mirror traverses the position of ZPD. This point is
signalled, and a counter begins counting out one-half of a data acquisition
scan. To do this, every half period of the fringe is counted. If the number of
half periods counted is, N, then upon completion of this count the mirror
will have moved, N x 0.1582 pm, from the position of ZPD At this point T/A
is cleared LO to initiate a turn-around sequence.
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During the tum-around aequence, full perlods of thc fr!r\go are eounted
as the mirror is decelerated in the forward direction, stopped, and then
accelerated in the_ backward direction. These fringe periods are counted with
an up/down counter such that periods can be added to, or subtracted froiii,

~the turn-around count. Starting from 2ero at the time when T7A goes LO, the
turn-around count increases until the end of forward travel (i.e. the mirror
has stopped) is indicated by the 190 transition of FWD/BWD. After this,
fringe periods are subtracted from the turn-around count. In this way, the
turn-around count re-traces the steps in mirror movement that occurred
during the first half of the turn-around sequence.

When the turn-around count reaches zero, the mirror has returned to
the point at which the turn-around sequence was started. Thus, the position
of the mirror with respect to the position of ZPD is still known, even after the
direction of mirror travel has been reversed. As a result, the reference
position signal can now be ignored. It is only required to symmetrically
position data acquisition scans about the ZPD position.

When the turn-around counter reaches zero, the scan counter begins to
count N complete fringe periods in the backward direction. The mirror
moves N x 0.3164 um, at which point T/A is again cleared LO to initiate
another turn-around sequence. Since the scan counter has been counting full
periods, the mirror will have moved twice the distance that it did during the
first scan count, in which half periods of the fringe were counted. Hence, half
of the count is finished when the position of ZPD is reached, and the second
half is completed after traversing this position. Therefore, the scan is

symmetric about the position of ZPD.
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- The backward to forward turn-around sequence is counted in the same
manner as the previous one. When the turn-around count reaches zero, the
scan counter again counts N full periods of the fringe. When this is

complete, a turn-around sequence is initiated. The system continues in this

cycle during scan mode operation.

The reference position in the present system is defined by the "white
light" signal. This is the maximum of the interferogram of a tungsten
filament light bulb. Since this maximum occurs very close to the position of
Z.P.D., the white light signal essentially defines the middle position of a data

acquisition scan.

Typical white light and HeNe reference laser interferograms are shown
in Fig. 3-31. The tungsten bulb, being a continuum source, is broad in the
time domain and therefore narrow in the frequency domain. The opposite is
true for the narrow line-width laser source. Note that the grand maximum of
the white light interferogram doesn't line up exactly with a peak in the
reference fringe. (Due to the relatively long coherence length of the laser
radiation, it is difficult to discern which of the maxima is the grand
maximum.) In principle, the grand maxima of the two interferograms
should line up since ZPD should occur at the same mirror position for all

wavelengths.

The most significant cause of the observed phase difference is probably
the fact that the optical axis of the white light signal passes through the top of
the beam-splitter, while that of the laser passes through the bottom. When
the fixed mirror is adjusted slightly to maximize the white light (or source)

interferogram, the optical path of the laser can be changed in the opposite
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direction to that of the white tht. That is, if the tqp of the ﬁxed ﬁiirroi is
tilted forward, the optical path of the white light i slightly shortened, while
that of the laser is slightly lehgtlt_ened. If this adjustment is not too great, the
effect is to shift the phases of the two B\terfe:pgidms relative to each other.
As well (but probably to a lesser extent), dispersion of the beam-splitter,
coupled with the slightly un-equal thicknesses of the beam-splitter and

compensator, could contribute to this phenomenon.

The difference in phase between the white light and laser does not .
present a problem. What is important is that the phase difference between
the signal and reference laser interferograms remains constant during signal
averaging. (After the initial set-up scan, the white light can be ignored.) As a
result of thermal drift of the optical hardware, the position of ZPD for the
signal interferogram could shift with respect to the scan defined by the fringe
counting. This would be equivalent to signal averaging interferograms with
drifting phases with respect to the position of Z.P.D., and hence with respect

to each other.

The white light interferogram is used to produce a digital signal which
_indicates that the position of ZPD has been reached. One method of
achieving this [15] has been to input the white light into a comparator circuit.
The threshold voltage is set high enough that the comparator fires at a
voltage close to that of the grand maximum of the white light interferogram.
However, as indicated in Fig. 3-31, there are two peaks, with large relative
amplitudes, on either side of the grand maximum. If the overall magnitude
of the white light interferogram changes due to drift, or fixed mirror
adjustment to maximize the signal interferogram, then the situation can arise

wherein these peaks also cause the comparator to fire. This confuses the



detection of the position of ZPD. To remedy this situation, the white light
interferogram in the present system is pmmd to increase the height of the
grand maximum relative to that of the side peaks.

In the first level of processing, the white light sigm\l is ac-coupled and
the negative portion of the signal is removed with a diode clipping circuit.
As shown in Fig. 3-32, the grand maximum has an amplitude of
approximately 9v., while the two side peaks are approximately 6.4 and 7 v in
height. Simply amplifying the white light signal increases the difference
between the heights of the grand maximum and the side peaks, but to further
increase this difference, a monolithic analog multiplication circuit (EXAR
2208 CP) is used to square the clipped output. The output of the squaring
circuit is shown in Fig. 3-33. Now, the grand maximum still has an
amplitude of approximately 9 v (the output is normalized to the maximum
value of the input), but the side peaks are approximately 5.4 and 4 v. This
signal is input into a comparator with a threshold voltage of 7 v. The
amplitude of the side peaks would have to increase by at least 1.5 v to cause
spurious firings of the comparator. This situation has not been observed to
date with the present system. The comparator output is input into a
monostable multi-vibrator to produce the digital pulse, WLp, shown in Fig. 3-
4.

The signal that is used for fringe counting is a square wave
representation of the reference laser interferogram. This is produced in a
manner similar to that described previously for the production of the signal,
FRINJ. It has been found that the rate of change of the reference laser fringe is
large enough that no hysteresis is required in producing FRINJ. Hysteresis in
producing FRIN] is undesirable, as this signal is used as the input for the F/V
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converter in the fine feed-back loop, and to gencrate the ADC clock
However, PRINJ is unsuitable for use in the fringe counting system. Instead,
a square wave representation of the dc-coupled analog fringe is generated
using a comparator circuit in which hystereaib is eﬁiployed.- This signal,
designated as, FRINJwm , is shown in Fig, 3-35. The center of the hymresis
loop is set at the dc level of the dc-coupled analog fringe input. The width of
the hysteresis loop is approximately 6.25 v. As indicated in this ﬁgﬁre, due to
the hysteresis, FRINJwmy lags the analog fringe signal. The lag is the same for
both directions of mirror travel. Since FRINJ is in phase with the analog
fringe, the effect of the hysteresis in the circuit is to delay the transitions of
FRIN]Jwr with respect to those of FRINJ. The need for hysteresis lies in the
nature of the turn-around sequence at the end of each data acquisition scan.

The analog fringe, FRIN]J, and FRINJw/y during a forward to backward
turn-around sequence are illustrated schematically in Fig. 3-36 Shown in part
a) of this figure is a calculated version of the analog fringe during reversal of
the direction of mirror travel. Since the frequency of the fringe i= directly
proportional to the velocity of the mirror, the fringe during drive reversal is a
frequency modulated sine wave. The frequency of the fringe is modulated
from 16 kHz to zero, and back to 10 kHz. In this diagram, the distance over
which the mirror t:avel is reversed is abbreviated. In actual operation,
approximately 150 periods of the analog fringe are required to turn the drive
around. This is a distance of approximately 47 pm.

The dc-level of the fringe is indicated. Upon ac-coupling, this becomes
the zero level for the signal. FRIN], as it would be produced by a zero crossing
detector, is shown in part b). It can be seen that if FRIN] were generated by a

perfect zero-crossing detector with no hysteresis or delays, rising transitions
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that occurred during forward movement would correspond to falling edges
generated while the mirror moved backwards. Thus, to know when the
mirror ,huasr returned to the position of optical retg;@iagion at which the
fofward to backward turn-around seque_ncg w;ajsr started, the turn-around
couhter should increxi\ent on rising edges before the mirror has stopped, and

decrement on falling edges afterwards.

FRIN]Jw/n is shown in part c) of this figure. Note the delay of the
transitions of FRINJw/u, with respect to those of FRINJ. The delay is the
same before and after the drive has been reversed. As a result of the
hysteresis, the positions of optical retardation that produce rising edges
during movement in one direction, do not correspond exactly to those which
produce falling edges while the mirror moves in the opposite direction. As
- will be shown, this is not a problem. FRINJw/y is used for fringe counting,
while FRIN]J is used to generate the ADC clock. After a turn-around
sequence, FRINJw/4 does not return to exactly the position at which the

turn-around was started. FRINJ, however, does.

A more detailed illustration of the turn-around counting scheme
during a forward to backward turn-around sequence is shown in Fig. 3-37.
Both the analog fringe and FRINJ are shown in parts a) and b) of this figure.
As mentioned previously, FRINJw/yx is used for fringe counting. For the
situations illustrated here, hysteresis is not required and the fringe counting
scheme can be adequately described using FRIN]. This will aid in clarifying
the need for hysteresis.

The turn-around sequence shown in Fig. 3-36 is continuous in time,

from left to right on the page. Half of the trace is redundant. To save space
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Figure 3-37. Typical turn-around counting sequences with FRIN]J for fringe counting.
Determinate cases: a) Analog fringe voltage well above threshold when
mirror stopped. b) Analog fringe voltage well below threshold voltage
when mirror stopped. ( See text for details.)
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and improve detaii the two analog fringes in Fig 3-37 are continuous frorn
left to right, and then frorn right to left. A cornpiete turn-around sequence
consists of tracing the analog fringe frorn left to right, then re-tracing frorn
right to left. The digital representations of the analog fringe are separated into
forward and backward parts A complete mrn-arounri sequence is followed by
tracing the upper representation of FRINJ from left to right, and then tracing
the lower one from right to left. In subsequent diagrams in this thesis, drive

reversals are represented in this manner.

In part a) of Fig. 3-37, the turn-around sequence is initiated by the
clearing of T/A. In the present system, the digital counters that are used for
fringe counting are triggered by rising edges at their clock inputs. Thus, on
the first rising edge of FRIN]J, the turm-around counter increments from 0-1.
Subsequent rising edges increment the counter until the count increments
from 4-5. Shortly after this count, the mirror stops moving, as indicated by
the dot on the trace. In principle, at this point FWD/BWD undergoes a 10
transition, signalling that the drive has stopped. This is the signal that the
turn-around counter should now decrement on falling edges of FRINJ. After
the direction of mirror motion has been reversed, the falling edges of FRIN]
correspond to the rising edges that occurred while the mirror was moving in
the forward direction. By complementing FRIN], the falling edges are turned
into rising edges. Therefore, after the transition of FWD/BWD, the turn-
around counter is decremented with FRINJ as the clocking input. As can be
seen from this part of the figure, the turn-around counter reaches zero at the

mirror position at which the turn-around count was started.

In part b) of this figure, a slightly different turn-around sequence is
illustrated. In this case, the last transition of FRIN]J, before that of

<
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FWD/BWD, is 3 fnlling edge Note that when PWDIB&ID ﬂres, the
complemenﬁng of FR!NI produces a rising edge Such edges that occur due
to the complementing of FRINJ should not be (and are not) counted, The
brackets of the increment, (4-5), signlfy that this edge is not counted As caxi
be seen, the turn-around counter reaches zero at the position of optical
retardation at which the turn-around sequence was initiated. In this
situation, the turn-around count only reaches a value of 4 before the counter

is decremented.

The timing of the transition of FWD/BWD is critical to the success of
this fringe counting scheme. For turn-around counting to be successful, each
rising edge of FRIN]J that has been counted before the mirror has stopped has
to be subtracted on the way back as the mirror accelerates in the opposite
direction. In the situations illustrated in Fig. 3-37, the transitions of
FWD/BWD with respect to the transitions of FRINJ are well-characterised.
The turn-around counting proceeds correctly for both sequences. This is
usually the case. However, if the fringe voltage just reaches the threshold
voltage as the mirror is being stopped, the timing of the edges of FRIN] with
respect to FWD/BWD becomes indeterminate. In this case, turn-around
counting will often proceed incorrectly. This is illustrated in Fig. 3-38.

Represented in this figure is the situation in which the analog fringe
voltage reaches the zero volt level ( the threshold voltage level ) at the same
time as forward motion of the mirror is stopped. The transition of
FWD/BWD, with respect to the time at which the mirror has stopped
moving, is subject to some variation. Consequently, the relative timing of
the transitions of FRINJ and FWD/BWD, is unknown in this situation. In
this figure, the point at which the mirror has stopped moving is greatly
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«— Analog fringe
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Figure 3-38. Tumn-around counting sequence with FRIN]J for fringe counting.
Indeterminate case: Analog fringe voltage just reaches threshold

voltage when mirror is stopped. ( See text for details.)
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expanded with respact to the time scale. The events illustrated should be

possible ﬁming seQuences are illustrated.

In part a) of this figuie, the analog fringe voltage has enfered the
threshold region of the coinpamtor before the transition of FWD/BWD has
occurred. This final increment brings the fringe count to a value of 5. While
the mirror is stationary, FWD/BWD fires. This complements FRINJ. As the
mirror starts to move in the backward direction, the analog fringe voltage
moves out of the zero volt threshold region. This causes a 1-)0 transition of
FRIN]J; however, the turn-around counter is by this time decrementing on
FRIN). Therefore, this rising edge decrements the turn-around count by one,
and the rest of the count occurs correctly.

In part b) of this figure, the transition of FWD/BWD occurs a short
period of time before the analog fringe voltage enters the threshold region.
After this point the turn-around counter is decremented on FRINJ. The
rising transition that occurs as a result of complementing FRIN] is ignored by
the counter. When the mirror accelerates in the backward direction, the
analog fringe voltage leaves the threshold region, and the resultant rising
transition decrements the counter by one count. This is too soon for correct
turn-around counting. The turn-around counter reaches zero one full period
of the fringe before it should. The interferogram that is digitized on this
backward scan is one period of the fringe out/of phase with respect to the

properly digitized interferograms it is to be averaged with.

In part c), the mirror has been stopped, and is now moving in the
backward direction at the time when FWD/BWD fires. The analog fringe
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vol,fag:e enters gi\d leaves the threshold vreg'irqn ‘before the frangitiop of
FWDIWE occurs As can be seen, an extra increment results. Therefore,
when the tum-a:joupd. count is decremented, the mirror will have to &avel
one extra period of the fringe until the count reaches zero. Again, this
introduces a one fringe period phase shift into the interferogram that is
digitized on this backward scan.

As illustrated in the examples of Fig. 3-38, a potential problem exists if
FRIN] is used as the turn-around counter clock signal, when the analog fringe
voltage just reaches the threshold voltage as the mirror is being stopped. The

crux of this situation is as follows.

In the examples shown so far, it can be seen that two criteria must be
met for correct turn-around fringe counting. When the mirror is decelerating
to a stop, the last edge (before the mirror has come to a compleie stop) of the
digital representation of the analog fringe must occur before the transition of
FWD/BWD. During acceleration of the mirror in the opposite direction the
first edge that occurs must do so after the transition of FWD/BWD. In other
words, these two transitions must bracket the transition of FWD/BWD. For
this reason, these two transitions are collectively called the "bracket" of the
turn-around count. A positive bracket consists of a rising transition followed

by a falling one. A negative bracket is the opposite of this.

In the sequences shown in Fig. 3-37, since the analog fringe voltage is
not close to the threshold voltage (after having just crossed it) when the
mirror is stopped, the brackets of these sequences are wide. Thus, some lee-
way is afforded in the timing of the transition of FWD/BWD. However, as

illustrated in the sequences shown in Fig. 3-38, when the analog fringe
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voltage basely crosses the threshold voltage as the mirror Is being stopped, the
resulting brackeis are closely spaced in time. As described abbve, ihé sifﬁation
arises that the transition of PWDIBWD can occur outside of the bracket,
resulting in erroneous counting. It is possible, through the use of hysteresis,
to set a limit on the minimum width of the bracket of the turn-around
sequence. This is shown in Fig. 3-39 and Fig. 3-40.

These two figures are digital bscilloscope traces of the analog fringe
voltage and FRINJw/y during two separate backward to forward turn-around
sequences. Shown in these figures are the minimum positive and negative
brackets, respectively. FWD/BWD was used to trlggér the oscilloscope. This
is indicated by the "T" on the traces. Clearly, the transition of FWD/BWD
occurs well within the brackets.

As mentioned previously, due to hysteresis in the circuit, the output
changes state only when the input satisifies two criteria. Not only must a
threshold level be traversed, but this must be done in the appropriate
direction. Hence, FRINJw/u is set HI when the analog fringe voltage
increases through the upper threshold. When the fringe voltage decreases
through this threshold, the output remains HI. In Fig. 3-39, as the mirror
stops, the fringe voltage just exceeds the upper threshold voltage level. The
output of the comparator goes HI. As the direction of mirror movement is
reversed, the fringe voltage re-crosses the upper threshold; however, the
output remains HI. If hysteresis was not in effect, when the fringe voltage re-
crossed the threshold, a falling edge would occur, resulting in a very narrow
bracket. However, because of the hysteresis in the circuit, the next transition
of the pair comprising the bracket for this turn-around occurs when the fringe

voltage next decreases through the lower threshold. A shorter time between
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two threshold voltages (i.e. the width of the hysteresis loop) detgrinines the
minimum width of the brackets of this type of turn-around se;iuence. The
symmetric situation, to produce a negative bracket, is shown in Fig. 3-40.

An important point to note in these figures is that the effect of the
hysteresis is to delay the transitions of FRIN]Jw/u with respect to the zero-
crossings of the analog fringe. This delay is maximized during the time when
the mirror is being stopped. Since the mirror is moving slowly, it takes more
time for the fringe voltage to increase or decrease from the level of, say, a

zero-crossing to that of one of the threshold voltages.

For correct fringe counting, the transition of FWD/BWD must occur
within the brackets of the turn-around. Due to the hysteresis in the system,
the brackets of turn-around sequences are delayed. If the transition of
FWD/BWD occurs at exactly the point at which the mirror has stopped
moving, then, in order that this edge occurs within the brackets, it must also
be delayed. Thus, the iming of the transition of FWD/BWD, with respect to
the point in time at which the mirror is stationary, is an important
consideration in this system. FWD/BWD is the output of a comparator
whose input is a processed version of ¥gmp. In order that the transition of
FWD/BWD can be delayed, the input signal is off-set, and hysteresis is
introduced into the comparator circuit. (Note that the hysteresis being
discussed here is not that which is used to impose a lower limit on the
minimum turn-around bracket size. In this situation, hysteresis ensures that
the switching of FWD/BWD occurs without chatter, and introduces a delay
into this transition with respect to the time at which the mirror is stopped.)



The effecf of i\ystetesis on the timing of PWDI'B—WE is illustrated in
Fig. 341, The ideal situation would be if the compamtor could be operated .
without hysteresis. As shown in part a) of this ﬁgure, with a simple zero-
crossing detector without hysteresis, the_u'ansitiqn of FWD/BWD wouldn't
be delayed in any respect for either direction of turn-around sequence. In this
cituation, the transition of FWD/BWD could be precisely controlled with a
circuit such as a variable delay monostable multi-vibrator. However, by
virtuc of the fact that VEMF is a reasonably noisy signal, and since the rate of
change of this signal is low in the region of zero velocity, hysteresis has to be
added to the circuit to minimize multiple firings of the comparator output,

The comparator output is either +5 v or 0 v. The threshold voltages
are fractions of the two possible output levels. The lower threshold voltage is
a fraction of 0 v, or 0 v. The upper threshold voltage is a fraction of 5v. In
the present system, the upper threshold is set at approximately 0.5 v. As
shown in part b) of this figure, the output of the comparator undergoes a 1- 0
transition when Vgmp decreases through the zero volt level. However, to
cause a rising transition, Vgmp must increase to a voltage greater than
approximately 0.5 v. This takes time. Thus, for a backward to forward turn-
around sequence, the rising edge of FWD/BWD is delayed with respect to the

time of zero velocity.

Yemr is the amplified version of the back e.m.f. that is generated in the
auxiliary coils. The effect of introducing an off-set into Yemr is indicated in
_ Fig. 3-42. In part a) of this figure, Yemr is off-set by a positive voltage. The
result is that the rising transition of FWD/BWD leads the point of zero
velocity, while the falling transition is delayed. The symmetric situation is
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Figure 3-41. Effect of hysteresis on timing of transition of FWD/BWD.
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shown in j:art b) of this ﬁgure If the off-set is nég#tivé, the féllihj,tmwiﬁoﬁ
leads the time of zero mirror velocity, and the rising trahsition is délﬁyéd.

In p;art a) of this figure, it can be seen that by raising the upper
threshold level of the comparator, the lead introduced into the rising
transition, as a result of the positive off-set, can be over-come by the delay
caused by hysteresis. This is the scheme that is employed in the present
system. With a positive off-set, the falling edge of FWD/BWD is already
delayed. The off-set is adjusted until the falling transition is situated,
comfortably, within the brackets of successive forward to backward turn-
around sequences. The rising transition of FWD/BWD is then delayed by
changing the level of the upper threshold of the comparator. This is achieved
by changing the width of the hysteresis loop. The fraction of the output that
is fed back to the input, is adjusted until the rising transition occurs well
within the brackets of successive backward to forward transitions. The
desired result of these adjustments is illustrated in Fig. 3-43. For clarity, the
difference between the delays has been exaggerated. The lengths of time of
the actual delays are much more similar, as indicated in Fig. 3-44.

In the present system, the raw back e.m.f. that is generated by the
auxiliary coils is amplified to produce ¥gmp. This is used in the coarse feed-
back loop, and to produce FWD/BWD. In the latter capacity, Vemr is |
somewhat noisy, with a slow rate of change with respect to time. Since we are
interested in the nature of %mr only in the vicinity of. zero volts, the time
rate of change can be increased through ainplification, without worrying
about saturation of the amplifier. This, in conjunction with some filtering of
the higher frequency noise componénts, results in a cleaner signal for use as

input into the comparator circuit. Thus, YgmF is input into an op-amp with
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closed lodp gain of qppro_ximately 100, and with Valrsmall capacitor across the
feed-bacic loop to shunt high frequency components to virtuai ground. This
version of Ygup is input into the comparator to produce FWD/BWD.

Since the positioning of the transition of FWD/BWD with respect to
the brackets of the turn-around sequences is critical to correct fringe counting,
the adjustment procedure is presented here. The off-set of ¥gmr is nulled
such that the zero-crossing, for both directions of drive reversal, corresponds
to the time of zero mirror velocity, as indicated by the center of symmetry of
the analog fringe. These conditions are shown in Fig. 3-45 and Fig. 3-46. This
is achieved by adjusting a potentiometer that is situated on the lid of the

auxiliary coils module.

During adjustment of the timing of the transitions of FWD/BWD the
off-set of 1r is no longer adjusted; rather, the off-set of the afore-mentioned
op-amp is adjusted to change the delay of the falling transition. This off-set is
controlled via the off-set null adjustment inputs of the op-amp. The small
potentiometer on the front panel of the coarse feed-back module is used to
make this adjustment. Counterclockwise rotation increases the off-set,

thereby increasing the delay of the falling edge.

The output of this op-amp is connected through a resistor into the
non-inverting input of a comparator. The output is fed back to the input
though a feed-back resistor. In this way, positive feed-back occurs and
hysteresis is established. Changing the value of the input resistor relative to
that of the feed-back resistor changes the fraction of the output voltage that is
fed back to the input. As a result, the level of the upper threshold is changed

to introduce more, or less, delay into the timing of the rising transition of
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FWD/BWD. The amount of hysteresis is adjusted to achieve approximately
equal delays, of gppropdate maguitude, of the two transitions of FWD/BWD.
Again, this is illustrated in Fig. 3-44.

Fig. 3-47 is a block diagram of the fringe counting system that is used
for mirror scan length control. In the prese!it configuration of this system,
two counters are employed; one for counting fringes during the data
acquisition portion of each scan and another for counting fringes during the
turn-around portion of a scan. Accordingly, these counters are termed the
scan and turn-around counters, respectively. These counters are also often
referred to as NCNTR and T/A CNTR, respectively.

For proper operation, these counters must be activated at the
appropriate times during the cycle of mirror travel, with the correct edge of
FRINJwm made available for counting. In the present system, the method by
which this is achieved is to generate three separate counting streams. These
are gated such that at any given time, one of the streams is connected to either
the down count input of the scan counter, or the up or down count inputs of
the turn-around counter. The down count input of the scan counter is
designated NCNTR DN input. Similarly, the two inputs of the turn-around
counter are often referred to as the T/A CNTR UP and T/A CNTR DN,
inputs.

The general operation of this system is as follows. During the data
acquisition portion of a scan, the scan counter counts down on the
appropriate edge of FRINJw/u. When the count reaches zero, the scan
counter (NCNTR) produces the signal NCNTR CNTOUT. This signal clears
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any count in the turn-around counter, and signals the routing clrchitry to
switch the count stream to the up count input of the turn-around counter.

The T/A CNTR starts incrementing on the appropriate edge of
FRIN]Jw/i, until the transition of FWD/BWD occurs. This slgnais the
routing circuitry that the mirror has stopped moving. The routing circutiry
removes the count stream from the up input of the T/A CNTR, and applies
the complement count stream to the down count input of the turn-around
counter. The T/A CNTR decrements on the appropriate edge of FRINJW/H,
until a count out occurs, at which point the signal T/A CNTR CNTOUT is
produced. This signal loads the appropriate number ( for a particular scan
length ) into the scan counter, and signals the routing circuitry to switch the
appropriate count stream to the down count input of the scan counter. The

scan counter counts out and the cycle continues.

When the mirror is moving in the forward direction, both counters
count rising edges of FRINJw/u- During movement in the backwards
direction, the rising edges of FRINJw/u are counted. These are the falling
edges of FRINJw/g. A special case is the first half scan after the white light
position has been sensed. In this case, both edges of FRINJw/i are counted to

define one-half of the data acquisition scan range.

Easily combined, and gated, count streams are generated by triggering
edge sensitive, mono-stable multivibrators with the edges of FRINJw/y. One
of these circuits is set to trigger on rising edges; the other triggers on falling
transitions. The output of the former circuit is designated, FRINJp. It
reproduces the rising edges of FRINJw/. ("P", in these designations stands
for"pulse.") The output of the second monostable, CFRIN]Jp, represents the
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falling edgés of FRINJw/u. (The'C" in the @esignauon CFRlep indicates
that this is derived from the complement of FRINJw/y.) For the special case
of the first half scan after the position of ZPD has been passed, FRINJp and
CFRIN]Jp are combined to produce FRINJPx2. In this signal, a pulse is
produced for both edges of FRINJw/i. FRIN]Jpx2 is used only once during
scan mode operation. It is routed to the scan counter during the first scan in
the forward direction to set the front end limit on the data acquisition scan
length. After this, FRINJpx2 is inactive until the next time that scan mode
operation is invoked. These three signals, along with FRIN)Jw/y for
comparison, are shown in the digital oscilloscope traces of Fig. 3-48.

During forward direction movement of the mirror, the active count
stream is FRINJp. When moving backwards, CFRIN]Jp is active. The status of
FWD/BWD controls which of these count streams is active The enabling or
disabling of each of the three counter inputs, and the routing of either of the
count streams to the active input, is controlled by the two signals designated
as NCNTR CNTOUT and T/A CNTR CNTOUT. Both of these are 1501
pulses that are output by either the scan counter or the turn-around counter,

repectively, when the counter reaches zero.

Consider the operation of the fringe counting system from the point at
which the mirror passes through the ZPD position of optical retardation, on
the first scan in scan mode operation. As shown in Fig. 3-49, after the digital
white light pulse has occurred, the scan counter down count input is enabled,
with FRINJpx2 as input. The scan counter counts down at twice the frequency
of FRINJwy, until zero is reached. At this point, NCNTR CNTOUT is
pulsed LO. The timing of the falling edge of NCNTR CNTOUT is important.
As indicated in Fig. 3-50, this edge does not occur immediately after the least
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(N-4) — (N-5)

Figure 3-49. Beginning of first half-count to set-up mirror scan length.
WLp , FRINJwm , FRIN]p x2.
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signiﬁcant bit, QA, of the count is cleared LO for the 1-)0 decrement Instead
NCNTR CNTOUT is cleared LO on the next falling edge of the count stream
input For FmNJp.z, this next edge occurs after one-half period of FRINJw/n.
(In Fig. 3-50, what is labelled as FRIN)px2 is actually FRINJp. However, the
situation is identical when FRINJpx2 is used except that the pulses occur
every 50 yus rather than every 100 pus.) The next rising edge of the count
stream re-sets this signal. Since the count stream inputs consist of pulses,
NCNTR CNTOUT is also a pulse. For both the scan and turn-around
counters, when counting either FRINJp, or CFRINJp, the pulse of
NCNTR CNTOUT occurs one full period of FRINJw/u after the 1—0

decrement of the count has occurred.

When NCNTR CNTOUT is pulsed LO, the up count input of the turn-
around counter is enabled, and FRIN]Jp is re-routed from the scan counter
input, to this input. This is s*.own in Fig. 3-51. When NCNTR CNTOUT was
pulsed LO, the turn-around counter output was set to zero, as indicated in Fig,
3-52. On the first rising edge of FRINJp at the turn-around counter input, the
LSB of the counter, QA, is set HI for the first increment of the turn-around

count.

The LO pulse of NCNTR CNTOUT clears T/A. A forward to backward
turn-around sequence is initiated. The drive begins to decelerate and the
turn-around counter continues to increment until FWD/BWD is cleared LO.
As shown in Fig. 3-53 and Fig. 3-54, when this transition occurs, the up count
input is disahled while the down count input is enabled. When FWD/BWD
is cleared LO, the count stream becomes CFRINJp. This is routed to the down
count input to decrement the turn-around count as the mirror is accelerated

in the backwards direction.



29110
1

i 1 { { 1 ! !

L Ch.1: FﬂlNJ WM
7 é‘-r-.--v-; !"ﬁ.-'-v-ﬁ- : .-u-w!
3 Lm.--;l' e ;

Ch.2: FRINJp x2
L (at NCNTR DN inpgt)

h{
§

| U 1 Ul

] . 1 A1

o et !,-..-,-".1.-.-.--_ }b-!-.-.u-q F.‘.‘-I-l..!.—.al.s_" o Vo e s Vg W Pl W S s P e Ve bt it WL
H i i <
RN JEWNE TN INETE T RN NENE NN NN CHEN
LA S0 e (0 S A0 S A S0 0 B 4 YY_V!{171l‘.lYYT]WT'V"TY'YT'YV'Y"VTTY
L 3
— -
Ch.3: NCNTR CNTOUT X
.1:-:.—..——;_.-‘—'-»-.-'—.-.#@%-‘-.” §x-.-|----lv.—v---.-.-n-v.'--u. o v v wer . & Jov,
—
Ch.4: FRINJp
L (at T/A CNTR UP input)
B O A LR TR LIRS L DXL RS STR TAPLFLTRA. S Y DR S VLT Y gai.s'’..-.'a.-.n..n..a.--‘.:..’ o ] b‘u'-"‘ ST RS T 0y

0-1 192 23

Trigger: Ch.3

Time base: 50 us/div
Vent. gain: All channels 5v/div

Figure 3-51. End of first half-scan count. Disabling of NCNTR DN input.

Enabling of T/A CNTR UP input. FRIN] wyy, FRINJp x2, FRINJ

,and NCNTR CNTOUT.

285



I i ¥ 1

. Ch.1: NCNTR CNTOUT

f

Ch.2: FRINJp
| (a1 T/A CNTR UP input)

=

‘uf ARV TR WO W

-

-
<4

-4
§
B 2= 4 -
L 1
4
] 1
—.:!”’d"' -
: 3
( K N
]
' -
1
1 1 1

l““‘JLA

1 'y
T L 4

.
4-
.
-
P .
N
D
-
<4
p
4
-
N
-
B Sy
-4
-
——
e
-
E .

I IS A 11
RN S0 S S0 2 2 2 o o ™t

|—"I‘T

| Cn3: Gy (of T/A CNTR)

[ EEORE IR ST IR SO
! £ H

3
o
]
J

Ko Jor i maSur s =
i

| Ch.4:Qp (ot T/ACNTR)

i
1 S ' »
0211922

l
.
e Jam §
&
ya—
9
3
1

44
| }]i

3

i

Trigger: Ch.1

Time base: 100 us/div
Ven. gain: All channels 5v/div

Figure 3-52. Beginning of forward to backward turn-around sequence.
Incrementing of T/A CNTR. NCNTR CNTOUT, FRINJ,,
Qa.and Qp of T/A CNTR.



287

T ! ) T ] | T T T
Ch.1: FWD/BWD ¥
B 1" 7

R N e ek o I Nk P e P BTN o T T P il PRI o W
-

Ch.2§ FRlN\lem |
;P]V T ;G"L;Tj' lg Y. : T U 7T T .T. .T }'J Rl .fY .“"*‘—..— rp‘.' "ﬂ ﬁ {*
Ch.3: FRINJp I
[ (at T/A CNTR UP mput) 3 -
* 'I i I '
i i i il +
il = - ¥ o -
3
+
1 1 1 { I 1 ] d |
(X-2) = (X-1)
(X-1) = X
Trigger: Ch.1

Time base: 1 ms/div
Vert. gain: All channels Sv/div

Figure 3-53. End of count-up during forward to backward turn-around
sequence. Disabling of T/A CNTR CNTR UP input.
FWD/BWD, FRINJwn: , FRIN]p.



Ch.2: FRINJws

-
-+
-
-+
po —— -
-+
—— -
Ch.1: FWD/BWD I
e e " - -
<+
-+
vmwnm%mmwvm:t
o

AARRASEERRAN AR R aL
1 e M e T e B i emammnsnes IS o 5N
I T T | + ‘ BER
‘L_:d-.! R SO Y. _j:_ .ra-v.'J SN -y
-
Ch.3: CFRINJp 1
| (at T/A CNTR DN input) hd . <4
i —— e i~ !} —rt
d Jd 1 1 i 4 | 1
X = (X-1)
(X-1) = (X-2)
Trigger: Ch.1

Time base: 1 ms/div

Vert. gain: All channels 5v/div

Figure 3-54. Beginning of count-down sequence during forward to
backward turn-around sequence. Enabling of T/A CNTR
DN input. FWD/BWD, FRINJwg; , and CFRIN]p.



289

The turn-around counter decrements until zero is reached As indicated in
Fig. 3-55, one period of FRINme after the 1-0 decrement has been clocked,
T/A CNTR CNTOUT is pulsed LO. This falling edge sets the count of the
scan counter to the value N-1. As shown in Fig, 3-56, the down count input

of the turn-around counter is disabled, and CFRINJp is routed to ihe newly
enabled down count input of the scan counter. On the next rlsing.edge of
CFRIN]Jp, the scan counter begins to decrement from the value, N-1. This is
the beginning of the first data acquisition scan in the backwards direction.

The sequence illustrated in Fig. 3-57 to Fig. 3-60 illustrates: 1) the
counting out of the scan counter on CFRIN]Jp to finish the backward direction
data acquisition scan, 2) the counting up/counting down of the turn-around
counter during the backward to forward turn-around, and 3) the start of
counting of the first forward direction data acquisition scan, by the scan
~ counter. The cydle of fringe counting is completed when on the forward scan,
the scan counter reaches zero, and NCNTR CNTOUT pulses LO. The first
data acquisition scan in the forward direction would then be complete, and

another forwards to backwards turn-around sequence would be initiated.

By counting periods of the reference laser interferogram, the scan mode
travel of the mirror is precisely controlled. Assuming that the electronics and
opﬁcel systems are stable, the absolute positions in the travel of the mirror at
which zero-crossings of the fringe occur should be reproducible. The fringe
counting system provides an identity for each of these positions. Once each
position has a "name", that position can be returned to on a repetitive basis
during mirror scanning. These well-characterized positions in the travel of
the mirror are used to trigger digitization of the source interferogram, as

described in the next section of this chapter.
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In the present system, the markers of mirror travel are the transitions
of FRIN]. Strictly speaking, it is the transitions of l’RiNme that are counted
to control scanning of the mirror. However, with respect to digitization of
the source interferogram, the system ADC is triggered by the transitions of
FRIN]J. Since only every second transition of FRIN] is important, the markers
are spaced with 0.3164 um between them.

In the present scheme of digitization of the source interferogram, it is
desirable that digitization occur at equally spaced positions of optical
retardation. Digitization of the source interferogram is achieved with a
particular "sampling interval” or "sampling period". The former pertains to
the increment of mirror travel between digitizations, while the latter is the
period of time between digitizations. The two are related through the
“velocity of the mirror.

Consider for a moment the nature of the reference laser interferogram.
Due to the finite line-width of the reference laser, the fringe amplitude
decreases as the mirror moves away from the position of ZPD. The
magnitude and shape of the damping depends upon the laser line-shape, as
determined by the physical processes occurring within the lasing medium.
The frequency of the fringe, as defined by the period (temporal or spatial)
between zero-crossings, is related solely to the wavelength of the laser

radiation.

With the Michelson interferometer used in this system, Zero-crossings
occur as the mirror moves through increments of A/4, where A is the

wavelength of the reference laser. As long as the wavelength of the laser
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remains constant, the distance that tlie mirror tmvels betwecn zero-crossings
i'emains constant th_rothout the ehtite travel qf tl\e minot Tﬁq @@néiﬁbﬁs
of FMNJ are mggered by the zero-crossings of the frlngé, iherefore tiw use of
FRIN] to clock the ADC ensures that the source interferogram is digitized at
equal increments of optical retardation. |

It would be undesirable to use a signal such as FRINJw/y to trigger the
ADC. As the mirror moves away from the posit{on of ZP.D,, the period of
FRIN]Jw/n increases as the amplitude of the fringe decreases. Thus, if this
signal was used to digitize the source inter{ferogram, the increment of optical
retardation between digitizations would increase as the mirror approached
the ends of its travel.

It was mentioned in the first section of this chapter that FRIN] is also
used as the input for the F/V converter in the fine feed-back loop. FRINJw/n
would not be suitable for maintaining a constant mirror velocity during fine
feed-back operation. The fine feed-back loop operates such that the period of
the input to the F/V converter is kept constant. As described above, the
period of FRINJw/i increases as the mirror moves away from the position of
ZPD. With FRINJw/u as the input into the F/V converter, as the mirror
approaches either end of its travel, the fine feed-back loop must increase the
velocity of the mirror to keep the period of FRINJw/y constant. Thus, in this
situation, the mirror is not moved with a constant velocity. ‘With FRIN]J,
however, the distance through which the mirror moves to produce a pair of
transitions is the same throughout the travel of the mirror. If the length of
time between transitions is kept constant, the mirror moves with a constant

velocity, throughout the whole travel of the mirror.
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Eéch point in a digitized inferferpgram reptgsénts the source intensity
at a given position of oﬁﬁcﬁl retardation. From the point of vi_ew of signal
averaging, it is important that corresponding points within a set of replicate
interferograms be digitized at the same position of optical retardation. In
other words, point #1 of the first replicate interferogram is digitized at a
position of optical retardation, x;. After this forward scan is finished, the
direction of mirror movement is reversed. After the subsequent backward
scan, the drive is again reversed, and the first point of the second replicate
interferogram is digitized at the position of optical retardation, x;. These two
points, x; and x; , comprise a pair of corresponding points. For correct signal
averaging, these two positions at which the interferogram is digitized should
be the same. (The same is true for all the pairs of corresponding points in the
two interferograms.) This is achieved with the present system of counting
periods of the analog fringe.

The fringe counting system described in the last section of this chapter
provides a method by which the transitions of FRINJw/y are identified and
labelled with respect to the reference position of ZPD. The transitions of
FRINJ lead those of FRINJw/u as a result of the hysteresis used in Athe
production of the latter. Each transition of FRIN]J is associated with one ( and
only one ) of the transitions of FRINJw/4. In this -vay, each position of
optical retardation that is marked by a particular transition of FRINJ can be
repeatedly recognized during the cycle of mirror scanning. An example will
clarify this point.

A transition of FRIN]J occurs just after a transition of FRINJw/u. This
latter transition is identified by the fact that it represents a position of optical
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tetardation that is a reproducible number of fringe periods away from the
position of ZPD. This associated transition of PRINJ is given a name, say,
"Point #1." This is now a well-characterized position in the travel of the
~ mirror at which digitization is to occur. When the mirror passes through this
position, the transition of FRIN] triggers the ADC, producing one point (Point
#1) of the digital representation of the source interferogram. The mirror
moves through this position of optical retardation and continues on in the
cycle of scan mode operation. Some time later, the mirror approaches this
point in optical retardation again. This position was previously known as
Point #1. If the fringe counting system is working properly, this position is
still identified as Point #1. If the optical and electronic systems are stable,
digitization of the interferogram occurs, again, at exactly the same position of
optical retardation at which it occurred the last time the mirror passed
through. If the same conditions are met for all of the positions at which
digitizations are performed, then two replicate interferograms that can be
correctly signal averaged are produced.

The digitization of 8-point interferograms is illustrated in Fig. 3-61.
The cycle of fringe counting described in the previous section of this chapter
is summarized in this figure. The sequence starts with the first scan of scan
mode operation (i.e. the first scan after fine feed-back was acquired at the back
opto-switch) in which the mirror scan length is defined by counting

FRIN]px2.

The relationship between fringe counting and the digitization of the
source interierogram is clearly shown in this figure. FRINJw/y is not shown;
however, the edges of the count streams represent the edges of this signal.
FRINJ is used to generate the signal, ADC CLK. The falling edges of this
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signal -are used to ‘t:ri'gger the ADC during di@{tiz&tion of the anaiog
interferogram. As will be described later in this section, ADC CLK can take
one of three forms. It is either a 1x, 4x, or 8x fréq\ie;icy multiplied version of
FRINJ. All three of these versions of ADC CLK are in phase with FRIN]. '_!'iw
edges of FRIN]J lead those of the count streams, therefore the edges of ADC
CLK also lead those of the count streams. The 1x version of ADC CLK is’
shown in this figure. Note the delay of the count stream transitions relative
to those of ADC CLK.

Obviously, during the first half scan that is used to define the scan
length, no data is acquired. However, after the first forward to backward turn-

around sequence is complete, the system is then set up for data acquisition.

Falling edges of ADC CLK trigger the ADC if the signal
START DATA/STOP is HI. The latter is cleared or set, respectively, by the
falling transitions of NCNTR CNTOUT and T/A CNTR CNTOUT. After the
first turn-around sequence (once again exaggerated in its brevity)
T/A CNTR CNTOUT is pulsed LO. This sets START DATA/STOP HI. On
the next falling edge of ADC CLK, the analog interferogram is digitized, and
the first point of the first digitized interferogram is obtained. Subsequent
falling edges of ADC CLK produce data points in the interferogram. The scan
counter starts to count down from the value N-1, which is equal to 7 in this
case. When zero is reached, NCNTR CNTOUT is pulsed LO. This clears
START DATA/STOP, thereby halting digitization of the analog
interferogram. An 8-point interferogram is acquired in this manner. The
backward to forward turn-around sequence commences, and when complete,
T/A CNTR CNTOUT is pulsed LO. Again, this sets START DATA/STOP,
and the next falling edge of ADC CLK triggers the ADC. It can be seen that, in
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principle, the point in optical retardation at which this digitization Is carried
out is the same i:oint at which the last digitization was triggered while
moving in the backwards direction. In other words, déﬁ point #8 of the first
digitized interferogram corresponds to yoiht #1 in this interferogram.
Clearly, with this scheme of fringe counting, the possibility exists for signal
averaging forward and backward direction interferograms on a point by point
basis.

A requirement of such a signal averaging scheme is that the detection
of zero-crossings of the fringe, the generation of falling edges of FRIN]J, and
the subsequent digitization of the source interferogram all occur in as short a
period of time as possible. If there is a delay between the time at which the
fringe signal goes through a zero-crossing, and the time.when digitization at
that zero-crossing is completed, then digitization of the forward scan
interferograms does not occur at exactly the same positions of optical
retardation as for the backward scan interferograms. Although in this
situation, forward and backward scan interferograms can be averaged
amongst themselves, the two sets of interferograms should not be averaged

together.

From an efficiency point of view, it is desirable to be able to average
forward and backward scan interferograms. This maximizes the data
acquisition duty cycle. It also means that only one Fourier transformation
need be performed. This can be a time consuming step, depending upon the
particular computing machine being used to calculate the spectrum. In the
present system, an Apple® MACI computer is implemented. With state-of-
the art software, the time required to calculate the transform of a 65,536 point

interferogram is approximately 90 s [43]. If forward scan and backward scan
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interferpgrams cannot be averaqu together, the two avéiéée foi'wird and
backward scan inte;ferograms could be transformed separately, and then the
two magnitude spectra could be averaged to produce one final average

spectrum.

To assess the feasibility of signal averaging successive scan
interferograms, consider the spectra shown in Figures 3-62, 3-63 and 3-64.
These are spectra of a magnesium hollow cathode lamp (HCL) source,
obtained under identical experimental conditions, except that different signal
averaging schemes were employed. All three spectra were digitized with the
1x version of ADC CLK, therefore the sampling interval is 0.3164 um. This
corresponds to a sampling frequency of approximately 10 kHz. The total
travel of the mirror during the data acquisition portion of each scan was 0.52
cm. Thus, each interferogram consists of 16,384 data points.

Part a) of Fig. 3-62 is a spectrum calculated from a single interferogram
that was obtained during a forward direction data acquisition scan. The
spectrum in part b) of this figure was derived from the average of sixteen
replicate forward direction interferograms. Qualitatively, viewing both the
positions and relative heights of the peaks, these spectra appear to be very
similar. As expected, the averaged spectrum is clearly less noisy than the
singlé scan spectrum. The small peaks on either side of the 285.21 nm peak of
the single scan spectrum are due to a slight random modulation of the
moving mirror velocity. Due to the random nature of the modulation, these
peaks are reduced by signal averaging, as evidenced in this figure.

The two spectra shown in Fig. 3-63 are analogous to those of Fig. 3-62,
except that these spectra were calculated from backward scan interferograms.



a) 1 scan fwd

-

Relative Emission intansity

Mg(1l) 279.08 nm

vvvvv

Mg(l) 285.21 nm
~=— Mg(ll) 279.55 nm

-— W we
- e e

-
-—

— Mg(i1) 280.27 nm
«—— Mg(11) 279.81 nm

Jj‘ ?/? 59
3500 o 4600
Spectrum point #
b)16 scan fwd
E
5
4 1
E
1]
2
|
Sl Y : - -Lu.,
3500 Spectrum point # 4600
Figure 3-62. Spectra of forward scan interferograms. a) 1 scan.

b) 16 scans averaged.

304



a) 1 scan bwd

Relative Emission intensity

3500 4600
Spectrum point #

b)16 scan bwd

-

Relative Emission intensity
I ]

' 4800
3500 Spectrum point #

Figure 3-63. Spectra of backward scan interferograms. a) 1 scan.
b) 16 scans averaged.

305



306

agree well with those of Fig. 3-62.

These forward and backward scan average spectra are shown in parts a)
and b) of Fig. 3-64, respectively. Shown in part c) is the ispectrum derived
from an interferogram that is the average of 16 successive scans, that is, 8
forward and 8 backward scans. The intensities of the major peaks of the three
spectra are included in this figure. It can be seen that although the heights for
a 'given peak vary between spectra, within a given spectrum the trends in
peak height are the same for all three spectra. The discrepancies between
spectra are most likely due to fluctuations in the intensity of the source. The
Mg HCL source was operated in an open loop fashion, with no feed-back to
stabilize the output intensity. From this data it would appear that signal
averaging succesive scan interferograms may be feasible with this system.

The regions of the three average spectra from approximately 278.5 to
277.5 nm have been expanded and zero-filled (64 x) to produce Fig. 3-65. Parts
a), b), and ¢), are derived from the 16 forward, 16 backward, and 8 forward/8
backward scans average spectra, respectively. Qualitatively, with respect to
the shape and positioning of the spectral lines, there is very good agreement
among the three spectra.

Also included in this figure are the peak height ratios for each peak.
The height of each peak has been divided by the height of the peak at 285.21
~ nm in each spectrum. The fluctuations in the values for any given peak are
not consistent. For the peak at 278.30 nm, the normalized intensity for the 8
forward/8 backward scan spectrum is well removed from the two values for
the forward and backward scan spectra. However, for the peak next to this
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one at 278.14 nm, the value for the backwa?d spectrum is_ in_diigmﬁéﬁt
with those of the other two spectra. Certainly, there are no kcohclusiv»e
discrepancies between these three spectra that could be eoi\strued as arising
from signal averaging phase shifted interferograms during the successive
scan averaging process.

From the spectra presented in Figs. 3-64 and 3-65, a tentative conclusion
can be reached that signal averaging interferograms in both directions does
not appreciably affect the quality of the spectrum that is obtained. The
fluctuations in peak heights and peak height ratios may well be due to drift in
the excitation conditions of the source. A more detailed study would require
a highly stable, or well stabilized source.

It is important to note that with the present system it should only be
possible to average interferograms which are acquired with the 1x version of
ADC CLK . To do this with the 4x or 8x versions of ADC CLK, additional
electronic hardware would be required. As digital signal processing becomes
more sophisticated and readily available, the need and advantages of

successive scan interferogram averaging will become less significant.

Consider the situation in which successive backwards direction
interferograms are being signal averaged. As mentioned earlier, if the falling
transition of FWD/BWD does not occur within the bracket of a turn-around,
the next interferogram that is acquired in the backward direction will be
shifted in phase relative to the previously acquired backward scan
interferograms. If fringe counting then proceeds correctly, all of the

subsequent backward scan interferograms will be shifted by one fringe period.
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The effect is to have shifted the position of thé dﬁt& #cqldsiﬁon scan by one
fringe period.

Interferograms that differ in phase by one fringe period should not be
signal averaged. The effects of this on the resultant spectrum are shown in
Figs. 3-66 to 3-70.

Shown in parts a) and b) of Fig. 3-66 are two spectra, 1 and S2, of a Mg
HCL source. The wavelength assignments in these spectra are the same as
those indicated in Fig. 3-62 These spectra were calculated from two average
interferograms, I1 and 12, respectively. 12 was acquired directly after I1. Both
of these interferograms consist of 16,384 data points, acquired with the 1x
version of ADC CLK. In both cases, 32 successive backward scan
interferograms were averaged. During data acquisition, it was ensured that
fringe counting occurred properly. As evidenced in this figure, 51 and 52 are
very similar in nature. Differences between corresponding peak heights in
the two spectra are considered to be due to drift of the HCL source output

intensity.

The Fourier transform is a linear transform. If a set of replicate
interferograms are transformed to produce a set of replicate specira, then the
average of these spectra should be identical to the spectrum that is calculated
from the average of the replicate interferograms. This is illustrated in Fig. 3-
67.

The spectrum S(I1+12), shown in part a) of this figure, was calculated
from an interferogram that is the average of the two 32 scan, non-shifted,
average interferograms, I1 and 12. The spectrum shown in part b) of this
figure, $1+82, is the average of the two spectra, S1 and 52, that were calculated
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from I1 and 12. 1t can be soen that, as expeced, these two specta are very
similar. This result indicates that I1 and I2 do not differ appredably in phase.

Incorrect operation of the fringe counting systein Was éiﬁ\ulﬁfed by
delaying the transitions of START DATA/W by one fringe period. 32
replicate interferograms were acquired under this condition. These were
averaged to produce the interferogram I3. I3 was transformed to produce S3,
as shown in part b) of Fig. 3-68. For convenience, S1 of part a) of Fig. 3-66 is
reproduced in part a) of this figure. Thus, these two spectra were calculated
from interferograms that are phase shifted, relative to each other, by one
period of the fringe.

It can be seen that the introduction of a one fringe period phase shift
has little effect upon the nature of the resultant spectrum. S1 and S3 are very
similar. This is not surprising. Although the phase spectra for the two
interferograms would be expected to be quite different, the amplitude spectra
should show very little difference for this small a relative phase shift. The
effect of this shift is to slightly alter the truncation of the interferogram. In
this system, symmetric truncation is strived for. Asymmetric truncation
results in distorted spectral line-shapes. Sin. these interferograms are 16,384
fringe periods in length, a shift of one period of the fringe in either direction
has little absolute effect upon the truncation of the interferogram. Thus, in
this situation, there is a negligible effect upon the peak intensities and/or the
spectral line shapes. However, if the phase shift was a large enough number
of fringe periods, the result would be a spectrum with highly distorted line-

shapes.
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N Even though they were derlved from a non-shiftecl and shifted pair of
intetierograms, §1 and §3 of Fig. 3-68, could be aveuged to produce a
spectrum that is very slmllu to that which would be obtained from a correctly
averaged 64 scan interferogram. The average of these spectta., S1+83, is
shown in part a) of Fig. 3-69. This specmm agiees well 'with S(I11+12) in part
a) of Fig. 3-67. However, if the non-shifted and shifted interferograms, I1 and |
13, are averaged and then transformed, the resultant spectrum, S(11+13), has
markedly different peak height values than those in the correctly averaged
situation. S(I1+13) is shown in part b) of Fig. 3-69. Clearly, when compared
with those of S(I1+12), the peak heights of S(I1+13) are significantly in error.

Portions of S(12+ 12) and S(11+13) are shown, expanded ( and zero-filled
64 x ), in Fig. 3-70, parts a) and b), respectively. The regions shown range from
277.5 to 287.5 nm. The ratios of the respective peak heights to that of the
285.21 nm line in each spectrum are indicated. Qualitatively, the shape of the
spectral lines in these two spectra do not differ appreciably. Again, since the
truncation of the interferogram is not being strongly affected in this situation,
it is not un-reasonable that the spectral line-shapes are largely unaffected by

this incorrect averaging procedure.

However, the peak height ratios are significantly different. Those of
S(I1+12) are in reasonable agreement with those indicated in Fig. 3-65 The
discrepancies could be attributed to drift of the source (especially with respect
to excitation conditions) and the larger number of replicates that were
averaged in this study. The peak height ratios of S(I1+I3) are in serious
disagreement with all of the spectra of Fig. 3-65, and that of part a) of this
figure. Clearly, averaging interferograms that are shifted in phase by one full
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period of the fringe results in significantly incorrect intensities in the final

spectrum. Thus, for correct signal averaging of interferograms, it is essential
that the fringe counting system operate properly.

In calculating the incorrectly averaged interferogram, half of the
replicate interferograms that were included in the sum were shifted by one
fringe period. This is the worst case situation. The number of phase shifted
replicates could be smaller than half of the total. Obviously, in this case the
effect on the spectrum would be less. In the case where only 2 few
interferograms were shifted, the effect might be negligible. To assess this
situation a more stable source would be required such that small

discrepancies between spectra could be recognized.

When the fringe counting system is operating properly, full fringe
period phase shifts do not occur. At present, the operation of the fringe
counting system is assessed by counting periods of the fringe from the
beginning of a forward scan up to the position of ZPD. Assuming that the
relative phases of the fringe and the white light signal are stable, then, if the
fringe counting system is working correctly, the start of this count should
occur, repeatedly, at the same number of fringe periods from the white light
signal. Hence, during correct operation, the same count results scan after
scan. In the current version of the system, this count is displayed
continuously. In this way the operator can monitor if the fringe counting
system is working properly. (In the event that the value of this count drifts,
the usual course of action is to adjust the position of FWD/BWD as described
previously.) At the present time the system stability is such that it is not

uncommon for the count to remain constant throughout hours of operation.
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When it does change it is often the result of drming of the phm difference
between the fringe and the white light signal

Consider for a moment the pmcess of digiﬁzitig the ihterferogmm of a
laser of wavelength, A. The interfeiogram of such a source WOuld be a slowly
decaying sinusoid, the extent of the decay being related to the coherence
length of the laser. The intensity of the interferogram is modulated through
one period as the mirror moves through a distance of A/2. To correctly
digitize this signal, at least 2 samples should be acquired per period of the
interferogram. This means that digitization should occur at intervals of A/4
of mirror movement. If the system was set up for digitization on this
interval, the interferograms from other sources would be correctly digitized as
long as the radiation from these sources had no wavelength components that
were shorter than A. The interferograms of such components would be
sampled less than twice per period. As an example, with the present system,
the shortest wavelength of source radiation that we are interested in is
approximately 180 nm. To go much lower into the vacuum UV region
would require ditferent optical materials and/or coatings for windows,
mirrors, beam;splitters, etc. 180 nm is a reasonable worst case figure for the
present version of this instrument. To correctly sample the 180 nm
component in an interferogram, the sampling interval must be set to 0.045

pm.

Since the mode of operation of this Fourier transform spectrometer is
to acquire data during constant velocity scanning of the moving mirror, the
interferogram is acquired as a time varying signal. This is to distinguish

between this system and others in which the mirror is held stationary at a
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given sampling position during which time signal aireraging is peiformed,
followed by a step to the next sampling position.

At preseht, the mirror moves with a velocity of 0.3164 cm/s. A 180 nm
wavelength component appears in the interferogram as a 35.16 kHz frequency
component. In terms of the usual Nyquist sampling criterion, to correctly
sample an interferogram whose highest frequency compohent is 35.16 kHz,
the sampling frequency must be at least twice this frequency, or 70.32 kHz.
This is indeed the case when a sampling interval of 0.045 um of mirror
movement is used. With the present mirror velocity, the mirror moves
through the sampling increments of 0.045 pm in 14.2 us. That is, digitization
of the interferogram occurs with a frequency of 70.31 kHz.

From the above, a convenient spatial Nyquist sampling criterion could
be stated as follows. In order to correctly sample the interferogram of the
radiation from a source in which the shortest wavelength component is A,
the sampling interval must be less than or equal to A/4 of mirror movement.

In the present system, the sampling interval is 0.3164 pm, as
determined by the wavelength of the HeNe reference laser. With this
sampling interval, an interferogram produced by source radiation in which
the shortest wavelength is 1.266 pm would be correctly sampled. If the
incident radiation contained shorter wavelengths (as would be the case with
atomic emission sources), these would be incorrectly sampled. In the final
spectrum, these shorter wavelength components would appear as longer
wavelength components. That is, these shorter wavelength components
would be folded back, or"aliased”, into longer wavelength regions of the

spectrum. In some situations aliasing is more of a nuisance than a major
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problem. This is often the case with line spectra of limlted bmd-wid_th In
other situations, for instance with broad band continuum sources, aliasing
becomes unacceptable.

For sources with wavelengths as short as 180 nm, in order to
completely eliminate aliasing the sampling interval must be reduced to 0.045%
Hm. For this system, this can be achieved in a number of ways.

In the present system, the sampling interval is defined by the mirror
travel between every second zero crossing. Thus, by using every zero crossing
to trigger the ADC, the sampling interval is reduced to 0.1582 pm. With this
sampling interval the low wavelength end of non-aliased operation becomes

632.8 nm. For our purposes, the sampling interval must be reduced further.

The simplest and most straight-forward method to further reduce the
sampling interval would be to use a reference laser with a shorter wavelength
than that of the HeNe laser presently in use. Ideally, what is required is a CW
laser with a wavelength of 180 nm. With such a laser, Zero crossings would
occur as the mirror moved through 0.045 pum. Clocking the ADC on every
zero-crossing would result in the required sampling interval. This idea is
fine in principle; however, in practice a whole new set of technological
problems would be introduced in attempting to incorporate a laser with this
short a wavelength into this system. The quality of the necessary optical
components would have to be very high. Alignment throughout the optical
path would be difficult, and the optical path would most likely have to be
evacuated or purged. Farthermore, a strong presupposition here is that such

a CW laser would be commercially available at a reasonable price.
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Using a ahoiter wavoléngth laser might be a viable alternative for the
situation in which it is.oniy desired to reduce the sampling interval to
approximately one quarter of its present value. When the pptical detector is a
R166 PMT, only a limited band-width of wavelength components in the
source radiation are detected. This is because the R166 PMT has a limited
spectral sensitivity, responding only over the wavolongtli range from
approximately 180 to 300 nm. Since wavelength components above 300 nm
are not detected, this region of the final spectrum is empty. Thus, the
wavelength components from 180 to 300 nm can be aliased to longer
wavelengths in the final spectrum without over-lap problems. With a
sampling interval of 0.090 um, a 180 nm wavelength component in the
source radiation would be sampled only once per period. All of the
wavelength components up to and including 360 nm would be under-
sampled, and therefore aliased to longer wavelengths. The region from 180 to
360 nm would be symmetrically folded back about an axis at 360 nm. All of
the components between 180 and 360 nm would appear between 360 and 540
nm, with 540 run corresponding to the aliased 180 nm. Again, this region
from 360 to 540 nm is empty, hence, there are no over-lap problems. Since
the R166 PMT does not respond appreciably to radiation with wavelengths
above 300 nm,the final spectrum would consist of a band from 420 to 540 nm.

If a HeCd laser, with a wavelength of 325 nm, was used as the reference
laser, the sampling interval would be reduced to 0.0813 um (if every zero-
crossing was used to clock the ADC). With a R166 PMT, the 180-300 nm
wavelength region would appear from 350 to 470 nm (with 470 nm
corresponding to 180 nm) in the final spectrum. In the event that operation
of an instrument of this sort was to be limited to this type of band-limited
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oi:eratioq, the use of a He Cd l&ser:would be § vlable soluaon to theproblem
of aliasing. It should be noted that HeCd lﬁscis aﬁ subutmtially mdfo
expensive than HeNe lasers, the prices being ca. &000-87000 (Us) md $300
(US), respectively. A more general, less expensive method of reducing the
sampling interval is desirable.

If a reference laser with a shorter wavelength is used, the sampling
interval is directly reduced. That is, the zero-crossings that are used to clock
the ADC are a direct indication of smaller intervals of mirror movement, An
indirect méthod of indicating intervals of movement that are smaller than
the interval between zero-crossings of the HeNe fringe, is to divide up the
interval of time required to traverse the positions of zero-crossings

In the present system, the time between zero crossings is 50 us, but
since every second zero-crossing is used to clock the ADC, the time between
digitizations is 100 us. Since the mirror moves with a constant velocity, time
elapsed and distance travelled are related in a simple fashion. With the
assumption that the velocity is constant, 12.5 s after detection of the last
digitizing zero-crossing, the mirror has travelled one-eighth of the distance to
the next digitizing zero-crossing. Thus, the mirror has moved a distance of
0.03955 um. This is a small enough interval of mirror movement that if the
signal that 12.5 us has passed was used to clock digitization, non-aliased
operation with wavelengths as short as approximately 160 nm would be

ensured.

A simple method of reducing the sampling interval, then, would be to
build a cascade of 7 mono-stable multi-vibrator circuits, the output of the first

being used as the input of the second, and so on. The input for the first circuit
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is FRINJ. When the mirror moves though a _zerofcroési_x\g to y;bduce a
faliing edge of I’RINL this transition uiggers the first moxio-st;dble whose
delay is set for 12.5 pus. After 12.5 us has elapsed, a falling transition is
generated at the output of this circuit. This clocks the ADC and triggers the
second mono-stable. The process is repeated such that the next digitization
occurs 25 |s after the last digitizing zero-crossing, This continues down the
cascade of mono-stables such that digitizations occur every 12.5 s, resulting
in non-aliased operaticn. The process is repeated on each falling edge of
FRIN]J.

This scheme is elegant in its simplicity, however it is an open loop
situation with no capability for corrective action in the event that &
disturbance to the system occurs. For instance, an absolute pre-requisite for
the successful operation of this system is that the velocity remains constant
with a well-known value. If the velocity changes, the ime between zero
crossings will no longer be 100 us. After a zero crossing, 7 samples are taken at
12.5 us intervals. This no longer evenly divides the period between zero
crossings. It is important that the source interferogram be digitized at equal
intervals of optical retardation. This criterion would not be satisfied in this
situation. Rather than implementing this simple open loop system, a phase
locked loop ciicuit (with feed-back) has been constructed. In this manner, the
period of FRIN] is actively divided into equal increments of time.

The phase locked loop (PLL) circuit that has been implemented is
illustrated, schematically, in Fig. 3-71. The input reference signal for the loop
is FRINJ. The loop is set up to synthesize an output square wave with a
frequency that's four times that of FRINJ. In this way, the period of FRIN]J is
divided into four equal intervals, each being 25 us in duration. The output of
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the loop i fed-back and compared with the input. If the period of FRIN]
chanées as ﬁ result of an external disturbance, the loqp tracks the changes in
the period to maintaﬁn four equal increments per period.

This circuit of Fig, 3-71 is based upon the CD 4046 (RCA) monolithic
phase locked loop integrated circuit. On this chip there are two phase
detectors. One of these is a Digital Phase-Frequency Detector (DPFD). This
type of phase detector is particularly suitable for use in square wave frequency
synthesis applications. The most important characteristic of this detector is
that is doesn't lock onto harmonics of the input signal. During turn-around
sequences, the frequency of FRIN]J is modulated from 10 kHz to dc and back
up to 10 kHz. Other phase detectors are prone to locking onto a harmonic of
the input signal during such a modulation of the input frequency. In this
case, the period of FRINJ could be divided by 8, 12, 16, etc., intervals. Clearly,
in this application, this is unacceptable. It should be noted that during
constant velocity scanning of the mirror, FRINJ has a very tightly controlled
frequency. Data is acquired only during the time when the frequency is
constant. What happens to the output of the loop during the major portion
of the turn-around sequence is of no consequence. The conditions under
which the loop has to operate are highly controlled. Thus, the loop
architecture can be optimized for this very specific application, with few

compromises.

The DPFD receives as inputs the reference signal, FRINJ, and a 4 times
frequency divided version of the output square wave. The output of the
DPFD is connected to a low pass filter which is in turn connected to the input
of a Voltage Controlled Oscillator (VCO). The frequency of the square wave

output of the VCO increases or decreases as the output voltage of the filter
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increases o decreases. The output of the VCO i fed into a divide-by-four
counter. The output of this counter is input into the DPFD to close the feed-
back loop, The feed-back loop keeps the freqtiendes and phases of FRINJ and
the feed-back square wave equal. Therefore, the output of the VCO is
equivalent to FRIN]J, with each period divided into four equal intervals.

The 4 times period divided version of ¥RIN]J is 4 square wave. This is
input into a pair of mono-stable multivibrators with associated logic. In a
manner analogous to the production of FRIN]Jpx2, pulses are produced for
each transition of the 4 times divided signal. This produces an 8 times period
divided version of FRINJ. This architecture was implemented rather than
switching the divide-by-N counter in the feed-back path between divide-by-4
and divide-by-8. In this way the loop operation could be optimized without
the design compromises that would be needed for the generation of two

different output frequencies.

The three versions of FRIN]J are designated as 1x, 4x, or 8x. These are
all input into switching logic, the output of which is designated ADC CLK.
This can be chosen to be any one of the three versions of FRINJ. The 4x and
8x versions of ADC CLK are sliown, along with FRIN]J for comparison, in Fig.
3-72. (The 1x is simply a reproduction of FRINJ.) Note that the rising edge of
FRIN]J is concurrent with rising edges of both the 4x and 8x versions. Since
the frequency of FRIN] is not exactly 100 ps, the period of the 4x ADC CLK is
not exactly 25 us. It is however, one quarter of the period of FRIN]J. Also, the
duty cycle of the 4x version waveform is not exactly 50 %. The HI portion is
slightly less then the LO portion. This doesn't affect sampling with the 4x
version since this asymmetry is constant and, therefore, the falling transitions

still occur at equal intervals. However, since the falling edges of the 8x
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version of ADC CLK are ggnqraged by both um!ﬁohs of ti\e éx verslon, the
samp;ing interval of the fo:_'mer is slighily ﬁeqpency modulated This_ could-
introduce spurious jaeaks into the final spacm.im; however, it is expacted that
this modulation is so small as to be nc‘gngible.

The 4x version of ADC CLK is usually chosen when a R166 PMT is in
use, the 8x when fully non-aliased operation is required, and the 1x when
high resolution of a well-known spectrum is desired. (With the I1x version
fewer data points are required as the mirror is moved through longer travel

for increased resolution.)

The output of the DPFD is a tri-state output. Rising edges of FRIN]
connect the output of the DPFD to +5 v. Rising edges of the feed-back signal
connect the output to ground. When the rising edges of both signals occur
simultaneously, the output is in a high impedance state. Consider the
situation in which FRIN] is suddenly turned ON at the reference input of the
DPFD, with a dc-level output from the VCO.

The first rising edge of FRIN]J connects the oﬁtput of the DPFD to +5 v.
The filter integrates this step input such that the input to the VCO ramps
towards +5 v. The VCO starts to output a square wave with an increasing
frequency. The first rising edge of the feed-back square wave connects the
output of the DPFD to 0 v. The ramp to the VCO input starts to decrease until
the next rising edge of FRINJ connects the output of the DPFD to +5 v. Since
the rising edges of FRINJ occur more rapidly per unit time than do those of
the feed-back signal, the output of the filter ratchets upward. Eventually, the
edges of FRINJ and the feed-back square wave occur simultaneously. The two

waveforms have the same frequency and are in phase. The output of the
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DPFD is now in the highimpedance state. This maintains the ﬁlter qqtiaut,
and hence the VCO outyut, constant. It the édges of i’RINJ start to lead those
of the feed-back signal, either through a change in fteqﬁehéy ﬁid/or phase, +5
v pulses occur at the filter input. When these puldes are integrated, the
increase in the filter voltage causes the VCO to increase in frequency, thereby
re-synchronizing the edges of the two signals. Conversély, if the edges of the
feed-back signal were to lead those of FRINJ, the input of the filter would be
connected, in a pulsed fashion, to ground. This would cause the output of the
filter to decrease, thereby decreasing the frequency of the VCO output square
wave. Again, this re-synchronizes the edges of the two signals.

In this example, when FRIN]J is turned ON, a maximum time of one
period of FRIN]J is required until the feed-back loop starts to take corrective
action. The actual amount of time i'equlred for the feed-back signal to become
synchronized with FRIN]J is substantially longer than one period of FRINJ.
This feed-back system is most likely, to a first approximation, a second order
feed-back loop. A detailed analysis of the feed-back loop has not been
performed; however, it is expected that the response of this loop would be

exponential or damped sinusoidal in nature.

The response of the loop is determined, for the most part, by the loop
filter. The filter that is being used in the present design is a passive type that
was developed, for the most part, through trial and error. The performance
of various fiiters was judged on the basis of minimum ripple on the filter

output, with acceptable time response of the loop.

The output of the DPFD is in the form of pulses. These are integrated
to produce the input for the VCO. If the filter output responds too quickly to



33
changes at is tnput, the fler output will have a significant ac component,
'I'hia phenomenon is wgli k.ftown in the field of coitiuﬂuniciﬁom s "é&:iér
feed-through." This term refers to the case where a PLL circuit is uﬂéd to
dequul{ateka’ffoquency modulated carrier frequency. ln this case thécarﬁer
would be FRINJ. Usually the de-modulated output is taken from the filter
output. In the situation where there is no modulation of the carrier, as
should be the case with FRIN]J, the output of the de-modulator (the filter
output) should be a de-level. Thus, the spectrum of the de-modulated output
should contain only a peak at zero frequency. However, if there is an
appreciable ripple due to the carrier, this shows up in the spectrum of the
output. In de-modulation applications, the spectrum of the carrier shows up
in the spectrum of the de-modulated signal output, hence the name carrier
feed-through. '

In this application the PLL circuit is not used for de-modulation;
however, ripple on the filier output is of concern. When applied to the VCO
input, this ripple causes the VCO output square wave to be frequency
modulated. This is a highly undesirable situation because it means that the
period divided version of FRINJ would be frequency modulated with respect
to FRIN] and therefore, more importantly, with respect to the source
interferogram. If this divided version of FRIN]J is used to clock the ADC, the
situation is equivalent to digitizing a source interferogram that is frequency
modulated. Therefore, it is important that the source interferogram be
digitized at equal intervals of optical retardation. Each line in the source
interferogram will produce the spectrum of a frequency modulated frequency
component. This introduces many spurious peaks into the final spectrum.

(The situation is worse for the larger peaks in the spectrum.)
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Carrier feed-through is controlled by adjusting tlie loop filter
parameters. The optimization of the loop filter is a comjafomiae between
slow integration for low carrier feed-through, and fast mponse of the loop to
changes of the input frequency. For a given filter, the output ripple decreases
as the input frequency is increased. With a previous version of the mirror
drive, the fringe frequency was set to 5 kHz, or half of the present value of 10
kHz. With this higher fringe frequency it is easier to attain reasonable time

response with low ripple at the VCO input. This has been the first
consideration in the filter design.

As mentioned before, the loop output is important only during the
constant velocity data acquisition portion of a scan. During this time the
frequency of FRINJ never strays very far from 10 kHz, therefore the loop does
not require extremely fast response. However, the response cannot be too
slow or the frequency of the feed-back signal will lag behind that of FRIN]J,
well after the frequency of FRIN] has stopped changing through a turn-
around sequence. Shown in Fig. 3-73 are FRIN]J and the 4x version of the
ADC CLK. These traces were triggered on the falling transition of
T/A CNTR CNTOUT at both ends of a 16,384 FRIN] periods scan. At this
point in the turn-around sequence, the ramp of the velocity of the mirror has
ceased. The frequency of FRINJ is no longer changing. It can be seen that
FRIN] leads the 4x version of ADC CLK. The PLL dircuit is still in the process
of servo-ing the feed-back square wave to match FRIN]J in both frequency and
phase. This illustrates the compromise between the need for low carrier feed-

through, and reasonable speed of response of the loop.
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Ch.1/Ch.2: BWD to FWD. Ch.3/Ch.4:FWD to BWD

Time base: 10 pus/div
Vert. gain: All channels Sv/div

Figure 3-73. Lock-up of PLL at end of turn-around sequences. FRINJ and
4x version of ADC CLK.
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The traces of Fig. 3-74 were triggared 110 FRINJ periods after the falling
mmition»‘ of T/A CNTRCNTOUT. FRIN] and the 4x version are now in
phase. During th_eiq 110 pgdods of the fringe, the 4x version of ADC CLK is
slightly frequency modulated. Since the frequency modulation consists of
ramping the frequency of the feed-back square wave up to match that of
FRIN]J, the modulation does not go through even one period during these 110
periods of FRINJ. Hence, the frequency of this modulation i§ very low.
Spurious peaks that might be introduced into the final spectrum would be |
situated almost right under the peaks. It is expected that the instrumental
line width would obscure these side-bands, even if they were of suitable
amplitude to be seen. Since this slight modulation occurs during only
approximately 110 fringe periods out of 16,384, it is not expected to pose any
problems. If, however, the loop was made more sluggish, spurious side-
bands could well appear. The situation would also be expected to be worse for

shorter interferograms.

Before exhibiting the attained speciral performance of this PLL system,
the aliasing scheme in this experiment will be explicity illustrated. In this
thesis, a R166 PMT is used almost exclusively to detect the source
interferogram. The aliasing scheme for the system with this detector will be
described here. For most of the few cases in this thesis where a detector with a
broader range of spectral sensitivity is used, for instance a 1P28 PMT, these
interferograms are acquired with a sampling interval of 0.03955 um of mirror
movement ( 8x version of ADC CLK ) to produce non-aliased spectra. For the
remaining cases of broad-band PMT spectra, the aliasing that would occur
with a 0.6328 or 0.1582 pm sampling interval of optical retardation (1x and 4x
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versions of ADC CLK, respectively) is as described in detail by G. Horlick et al
[6).

Thus far the sampling of the interferogram has been approached from
the point of view of the increments of mirror movément at which the
interferogram is sad\pled. This defines the spatial sampling period.
However, in practice the interforogram is acquired as a time varying signal
that is sampled with a particular frequency. For convenience, the detailed
description of aliasing in this system will be considered in the more usual
fashion involving functions of time and their frequency spectra.

The origin of aliasing can be illustrated in the manner of Fig. 3-75.
Shown in this figure is a function of time £(t) and its amplitude spectrum,
IF(j2rf)|. When the time function is digitized, the sampled function £,(t)
results. It is easy to show that the spectrum of the sampled function consists
of replicates of the spectrum of the un-sampled function. These replicates are
centered on integral multiples of the sampling frequency, fs. This is for the
case of delta function sampling. If the pulses in the sampling train have
finite width, the over-all spectrum has a sin(x)/x envelope. This isn't of

concern here.

As is evident in this figure, when the amplitude spectrum of a sampled
signal is calculated, there is much redundancy. Only the region from zero
frequency to one half of the sampling frequency is of interest. This region
should contain only one half of one replicate of the amplitude spectrum of
the non-sampled signal. As long as the highest frequency component in the
signal, fy, is less than fs/2, there will be no over-lap of replicates of the un-

sampled spectrum. That is, the signal is correctly sampled if the sampling
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frequency is twice _ihe fteq“ency__of the higheai freque:igy component in the
ﬁneuml?led sighil. Again, this is _Nqust's sampling criteiion. As
illustrated, aliasing occurs if the sampling frequency is too low, such that
frequency components of other replicates overQlap into the tégion of interest.

For the purposes of this illustration, the frequency of FRIN]J is assumed
to be 10.000 kHz. Thus, the 4x and 8x sampling frequencies are 40.000 and
80.000 kHz. The wavelength of the HeNe laser is taken to be 632.8 nm. With
these values, the highest frequency component present in the source
interferogram, neglecting air absorption, has a frequency of 35.156 kHz,
corresponding to a 180.00 nm wavelength component.

Assuming that the spectral sensitivity of the R166 PMT cuts off at
300.00 nm, the lowest frequency component in the source spectrum has a
frequency of 21.093 kHz. With this detector, the spectrum of the
interferogram is band-width limited to a spectral range from 21.093 to 35.156
kHz. Hence, the spectrum of the interferogram is represented in the
following set of figures by a band-pass transfer function.

Fig. 3-76a and 3-76b are schematic representations of a portion of the
spectrum that would result if an interferogram was detected with a R166
PMT, and sampled at a rate of 10 kHz. For dlarity, replicates of the spectrum of
the un-sampled interferogram are shown successively down the figure. The
shaded portion of the spectrum is the region of interest from 0-5 kHz. For the
replicates that are centered on ifg and +2fs, no frequency components are
aliased into the 0-5 kHz region. However, as indicated in Fig. 3-76b, frequency
components of the replicate that is centered on -2fg folds frequency
components from approximately 21-25 kHz into the region from 1-5 kHz. As
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well, the _replicgge cént_efé;! about +3f§_ folds fr§4u§ncy' Cdgiﬁonentp : from
approximately 30-25kl-!z into the iegion from“ 0-5 kHz F!mlly, the rgj:licaté
that is centered gbou_i -3fg aliases frequency c»ompone:'\tsrfroxi\ 30-35 kHz into
the region from 0-5 kHz. These aliases are summarized in i’ig. 3-77.

4 regions of aliasing can be recognized. Region 1 extends across the
actual frequency region 1.093-5.000 kHz. Aliased into this region are
frequencies from the region 21.093-25.000 kHz. This frequency range
corresponds to the range of wavelength components from 300.00 to 253.12
nm. Thus, the wavelength of a peak in this region of the final spectrum
could be erroneously assigned. The other aliases are summarized in the same

manner in this figure.

Fig. 3-78 is analogous to Fig. 3-76, except in this case the interferogram
that was measured with the R166 PMT is assumed to be sampled at 40 kHz.
The spectrum of the un-sampled interferogram does not fall within the
region of interest from 0 to 20 kHz. However, the replicate spectrum that is
centered on +fs aliases the complete spectrum from 35 to 21 kHz into the
region from 5-19 kHz. From 0 to 5 kHz there is no spectral information. This
region corresponds to wavelength components that are less than 180 nm.
Since the roll-off of the spectral sensitivity of the R166 PMT is not as sharp as
is indicated schematically, the region from approximately 19 to 20 kHz could
contain some spectral information of wavelengths longer than 300 nm. It is
clear from this figure that none of the replicate spectra that are centered on
other integral multiples of the sampling frequency could alias frequency

components into the region of interest.
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Figure 3-77. Summary of aliasing in spectrum of interferogram
measured with R166 PMT and sampled with a frequency
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The aliasing of an interferogmn that is detected with a R166 PM‘I' and
samj:led with the 4x version of ADC CLK is sumni&rized in Fig. 3-79. There is
no aliasing problem in this situation. Only one alias occurs such that the
final spectrum is reversed but not mixed together.

When the 8x version of CLK is used to clock the ADC, the result is
non-aliased operation for interferograms that contain wavelength
components down to 180 nm. (Actually, this extends down to approximately
160 nm.) As indicated in Fig. 3-80, when the interferogram is detected with a
R166 PMT the larger portion of the region of interest of the final spectrum
does not contain any spectral information. The non-aliased operation with
the 8x version of ADC CLK is summarized in Fig. 3-81.

As mentioned previously, carrier feed-through can create frequency
modulation side-bands on either side of strong peaks in the spectrum. If the
feed-back signal slightly lags the FRIN] input, the output of the DPFD (input
to the filter) is a series of +5 v pulses. The rising edges of FRIN]J set the output
of the DPFD to +5 v, therefore the period beiween these pulses is 100 s.
Thus, the ripple on the output of the filter has a period of 100 us since it
results from integration of a pulse train with a period of 100 ps. This means
that the fundamental frequency at which the VCO is frequency modulated is
10 kHz. If there is any appreciable carrier feed-through in this system, side-
band peaks that are separated from large peaks by + 10 kHz will be seen in the

spectrum.

Shown in Fig. 3-82 is a section of the spectrum of a Mg HCL source.
The interferogram from which the parent spectrum was obtained consists of
65,536 data points acquired with the 4x version of ADC CLK. 64
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Figure 3-79. Summary of aliasing in spectrum of interferogram
measured with R166 PMT and sampled with a
frequency of 40 kHz.
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Figure 3-81. Summary of spectral regions of interferogram measured
with R166 PMT and sampled at a frequency of 80 kHz.
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Figure 3-82. Expanded spectrum of interferogram of Mg HCL acquired with
8x version of ADC CLK. Vertical expansion = 512x.
(See text for details.)
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interferogﬁms were averaged to reduce the noise in the base-line of the
specm.

The parent spectrum is comprised of 32,768 points that extend from 0 to
(approximately) 20 kHz. The largest peak is situated at point #29184. This
corresponds to the Mg 285.213 nm line. A span of 10 kHz corresponds to a
span of 16,384 points in this spectrum. If there is significant carrier feed-
through, side-bands would appear at 16,384 points either side of # 29184.
Clearly, only the -16,384, or point #12800, side-band would fnll_.within the
region of interest. A region of this spectrum containing point # 12800 is
shown, with a 512x vertical expansion. It is difficult to state unequivocally
that any side-band is in present within this spectrum. This is strong evidence
that there is very little carrier feed-through with this PLL implementation.

It should be noted that side-bands were certainly in evidence with
previous versions of this design. The problem of carrier feed-through was

especially prominent when the frequency of FRIN] was set to 5 kHz.

During signal averaging, the ripple due to FRIN] is coherent in phase
from scan to scan. Therefore this is not a problem that is reduced via signal
averaging. In fact, the interferogram from which the above spectrum was
derived was the average of 64 scans. When side-bands were seen previously,
it was often necessary to signal &verage extensively to bring them out of the

noise of the base-line.

Shown in Fig. 3-83 are portions of the spectra of a Mg HCL source. The
interferograms from which parts a), b), and ¢) were calculated were digitized
with the 1x, 4x, and 8x versions of ADC CLK, respectively. The

interferc:;rams all consist of 64 signal averaged scans. For parts a) and b) the
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Figure 3-83. Spectra of interferograms acquired with a) 1x, b) 4x, and c) 8x
versions of ADC CLK.
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length of the mirror travel was 16384 periods of th§ mfemtce ﬁ'l!\go ’i'h\.is,
these specira have eqhivalent spectral miuﬁon. ‘i‘he imerferogmn aecjuired
with the 4x version of ADC CLK consists of 65,536 ppws. Since the @mem_
computing system can transform an interferogram consisting of a mnximum
of 65536 points, when the 8x version of ADC CLK is used, the maximtim
mirror travel is 8192 periods of the fringe. This is the case for the spectrum of
part ¢). Consequently, the spectral resolution in this spectrum is one half of
that in the other two.

The prominent peaks in the spectrum range from 285.21 to 277.67 nm,
or from 22.187 to 22.789 kHz. With reference to Fig. 3-77, this range of
frequencies is aliased back into region 1 of the 1x aliasing scheme; with the
285.21 nm peak at the low frequency end of the aliased range. As indicated in
Fig. 3-79, this range of frequencies appears in region 1 of the 4x aliasing
scheme, after folding over one time around an axis at 20 kHz. The lower end
of the aliased frequency range appears at the higher frequency end of the
spectrum. Hence, the spectrum obtained with the 4x version of ADC CLK is
reversed with respect to that obtained with the 1x version. When the 8x
version of ADC CLK is used, non-aliased operation results. The range of

frequencies appears correctly in the spectrum.

Qualitatively, the spectra of Fig. 3-83 appear to be very similar. The
peak height ratios do not appear to be out of order; however, in the the 8x
spectrum there appears to be a spurious spectral feature approximately mid-
way between the 285.21 and 280.27 nm peaks.

The region around the 285.21 nm peak has been expanded. The result
is shown in Fig. 3-84. Clearly, there appears to be a pair of side-bands with a
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Figure 3-84. Spurious spectral features in spectrum of interferogram
acquired with 8x version of ADC CLK.
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separation of :!:205 poinu on either side of the peuk 'l'his cormyonds toa
frequency separation of approximataly :I: 250 Hz. At pmcnt, the orlgin of
these is unknown. In a frequency or amplitude modulation type of scenario,
the spectrum of the modulating signal appears in the side-bands. In this case
it appears that the modulating signal is somewhat more complex than a
simple fixed frequency sinusoid,

In Fig. 3-85, the regions containing the lines from 277.67 to 278.30 nm
have been expanded. Az well, the ratios of the individual pe&k heights,
relative to that of the 285.213 nm peak height for each spectrum, are shown.

Parts a) and b) were taken from the 1x and 4x spectra. The wavelength
axis reverses, and when this is taken into acount, there is reasonable
agreement between the peak height ratios for the two spectra. However, thé
peak height ratios in the 8x spectrum are somewhat different from those of
the other two spectra. It appears that the 8x system not only introduces
spurious side-band structures into the spectrum, but that it also introduces
error into the observed spectral intensities.

From the data presented in Figs. 3-83 to 3-85, it appears that operation
with the 4x version of ADC CLK does not appreciably affect the acquisition of
an interferogram. When the experimental situation allows for the use of a
R166 PMT as the detector, or some form of optical band-width limiting, the 4x
version of ADC CLK should provide un-confused, de-aliased, operation.
However, if the situation dictates fully de-aliased operation ( i.e. acquisition of
the interferogram of a broad-band continuum source ), then the use of the 8x
version of ADC CLK must be approached with some caution. Both spurious

spectral features and erroneous spectral intensities may result.
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354



" Chapterd

Current Applications

The interferometer system developed in this thesis has opened up a
wide range of studies by which the true capability of FTS for UV-VIS

measurements can be applied and developed.

Dr. Greg King, a recently graduated co-worker in this laboratory, has
developed an excellent software package with which the Fourier transform of
the digitized interferogram is calculated to produce the spectrum of the
interferogram [43]. This program, “Spectro-Plot”, also displays the resultant
spectrum, allowing a number of versatile manipulations of the data to be
performed. Much of the data processing is custom-tailored for analytical
spectro-chemical applications. Much of the development of this program
occurred ahead of the development of the hardware. Upon completion of the
hardware, Dr. King extensively tested the soft-ware and, in the process, the

analytical capabilities of the overall system.

One of the oft-cited advantages of FTS over dispersive systems is the
ease with which the wavelength axis in the final spectrum is calibrated. As
described in Ch. 2, in theory the wavelength axis could be calculated from the
HeNe reference laser wavelength. However, in practice a calibration
procedure is used. The wave-length accuracy of the current system has

typically been found to be +1pm [43]. Wavelengths of spectral peaks that are
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obtained with tlus instrument show dlscrepancles that are on the order of the

ur\certamty of the literature values that are reported in the wavelength tables
that are typlcally employed by workers in this field. [77-79).

The potentlal wavelength coverage of this instrument is from
approximately 180 nm to 3 um. To reach the low end, the instrument would
have to be evacuated or purged. The various optical components are
designed for (near) VUV operation. To operate at 3 pm, the beam-splitter
would have to be changed. The collimation and focussing optics.would not
be optimal for work at 3 um [14], however, the entire reflective optical path
should be suitable for a number of studies where optimal sensitivity is not

required.

As indicated in Ch. 2 the spectral resolution can be reasonably expected
to be between 0.6 and 0.7 cm-!. The measured value of 0.63 cm! for the
285.213 nm line of a Mg HCL corresponds to a FWHM of 2.52 nm at 200 nm.
Practical examples of the resolution capabilities of this instrument are shown

in Figs. 4-1 and 4-2.

Fig. 4-1 [43] is a portion of the spectrum of Fe when excited in an ICP.
The interferogram from which this spectrum was derived, was acquired over
a mirror travel of 65,536 periods of the reference laser interferogram. This is
the highest resolution mirror travel for the present version of the
instrument. The two lines at 234.810 nm and 234.830 nm, with a peak

separation of 20 pm, are essentially base-line resolved.

A classic spectral interference in ICP spectroscopy is illustrated in Fig, 4-
2{80] That is, the overlap of the As 228.812 nm and Cd 228.802 nm peaks. The

spectrum in part a) of this figure was derived from an interferogram
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Figure 4-1. Practical resolution capability. 1000 pg/ml Fe in an ICP.
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consisting of 16, 384 periods of the reference laser fringe In part b) the
maximum resolution capabrlity of the instrument was employed (65,536
perlods of the reference laser fringe). The interfering peaks are fully base-line

resolved.

By virtue of the true multi-line capability, and high achievable
resclution, FTS is an almost ideal (not truly ideal because of the multiplex
disadvantage problem) candidate for the measurement of peak wavelengths
of spectral lines for compilation into wavelength tables. Researchers in the
field of optical analytical spectroscopy are expressing a critical need for this
information [81]. G. King has started work on a spectral atlas [43). With this
instrument he has measured the wavelengths of spectral lines of 21 elements
that are excited within the ICP. This work is continuing.

The analytical capabilities of this instrument are the subject of on-going
investigations. With the veritable plethora of information that is available in
a single interferogram, an obvious technique to explore is automatic
qualitative elemental analysis. A particularly fortunate feature of the
practical implementation of this technique is that by definition the spectrum
exists in digital form. A wide-range of mathematical techniques are available
with which spectra can be processed, correlated, searched, and so on. As one
might expect, it is important to have high spectral resolution such that closely
spaced lines can be identified as such.

Using this instrument, an expert system has been developed which is
designed to automaticzlly identify spectral lines as to the emitting element
[43]. This was tested on standard steel samples and the system correctly

assigned to each line the element that was responsible for that line. However,
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a number of known trace element lines were not assigned. That is, they were
buried in the base-line noise and hence, they could not be assigned.

Again, by virtue of the continuous wave-length coverage, most
elements will be represented by a number of lines in a spectrum. This allows
one to pick either the best line, or a number of lines, for analysis of an
element. The use of a number of lines of a particular element to improve the
detection limit for that element has been investigated [43). It was found that a
modest improvement in the detection limit of Fe could be achieved when 15
Fe lines were used to produce each point on a calibration curve, versus only
one line. However, it was clear that the multiplex disadvantage was still

limiting the achievable detection limit.

As discussed in Ch 1, it would appear that in order to reduce the effect
of the noise due to a large intensity component in the interferogram, on a
small intensity component, the photons due to the large component must be
prevented from reaching the detector. A method by which this can be
achieved is pre-filtering of the source radiation prior to entry into the

interferometer.

The concept of pre-filtering has been proven within this laboratory. E.
Stubley studied the coupling of a scanning monochromator with a Michelson
interferometer [18, 23]. This system was dubbed a “window slew-scan Fourier
transform” (WSS-FTS) system. In this system, the scanning monochromator
was configured for low spectral resolution. By using 2mm entrance and exit
slits the optical band-pass was set to be 4 nm. The idea here was to pass a
selectable window of the spectrum and let the FTS part of the system achicve
high resolution. By appropriateiy setting the position of the spectral window,



high intensity components of the source radiaﬁoii coulcl be blocked, iarior to
entering the interferometer.

The system was tested with a 16 component multi-element sami:le [18).
The same solution was tested with an ARL 34000 direct reading
polychromator. A comparison of the detection limits for the elements in this
solution, obtained with straight FTS and WSS-FTS, indicated a lowering of
the detection limit in the latter case by two to ten times. Clearly, the situation
was improved. The WSS-FTS detection limits were typically within an order
of magnitude of those obtained with the ARL 34000.

A variation on this theme is now in the process of being tested. Instead
of a scanning mono-chromator, the pre-disperser is that indicated in Fig. 4-3.
The pre-dispersing element is essentially the optical system of a LECO
PLASMARRAY® echelle/photo-diode array spectrometer, without the
echelle grating and PDA. The basic operation of the pre-dispersion system is

as follows.

The source radiation is focussed onto the entrance slit of a 0.5 m
polychromator. The spherical grating (G1) disperses the source light and
focusses the dispersed components onto a focal plane. Situated at the focal
plane is a mask. The mask consists of slits that allow only the desired
components of the source radiation through. The mask is positioned to be at
the focal point of a spherical mirror (M1). Since the desired components that
pass through the mask were focussed at the position of the slits, each
component is collimated by the spherical mirror. The collimated
components travel to a plane grating (G2). This is the recombining grating, in

that it recombines the desired components into a collimated (quasi-white)
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Figure 4-3. A pre-dispersion configuration.
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beam '!'his collimated and re-combined radiation is folded with two plane
mirrora (M1 and M2) such that it can enter the interferometer. Thus, by
approptietely positioning the slits on the mask, one can choose the
cbmponents of the source udiaﬁoh ti\et it is desired to liave enter the
interferometer. This allows the operator to remove large intensity
components in the source radiation, thereby allowing small intensity
components to be detected.

This system was built by the author and it is presently undergoing
characterization. Data from a preliminary proof-of-concept experiment is
- presented in Fig. 4-4 [80). The spectrum shown in part a) of this figure is that
which was obtained when a solution containing Fe and Cr, in the ratio 100:1,
was nebulized into an ICP. The spectrum has been expanded vertically in an
attempt to recognize the three indicated Cr lines. It is not with extreme
confidence that one could report that these lines were observed. The large
number of emission lines due to the iron generate enough noise in the base-
line that the Cr peaks are obscured. This measurement was made with no
mask in the system. If a mask that is designed to pass only the three Cr lines
is positioned appropriately within the system, the spectrum shown in part b)
of this figure results. Now the three Cr lines are clearly in evidence. Again,
this is only a proof-of-concept experiment. It is unlikely that the system is
optimally configured, yet. However, this experiment clearly shows the

viability of this approach to beating the multiplex advantage.
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Chapter 8

Conclusions and Future Directions

“he long and winding road...”

A Fourier transform spectrometer for use in the UV-VIS-NIR regions
of the spectrum has been designed, constructed, and characterized (at least
partially).

Most of the electronics systems have been completely re-designed-from
the ground up. For the most part, the system is robust. However, as is always
the case, further improvements and developments should be pursued.
Alternative methods by which the direction of movement of the mirror can
be sensed should be investigated, or the auxiliary coils method should be
improved to be made less susceptible to noise and/or drift. Detection of
whether or not the direction signal FWD/BWD is situated within the brackets
of a turn-around sequence should be automated. In fact, this is a difficult
pattern recognition problem that was abandoned by the author as a result of
excessive time spent. Ideally, if FWD/BWD does not occur within the
brackets, one would like to know how many fringe periods it is away from the
brackets, and whether it occurs before or after the brackets. Presently, the
situation has been left open loop. If the signal described above was available
the loop could be closed. Then, if FWD/BWD was not within the brackets,
the computer would be alerted, at which point it would shift subsequent
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interferograms by the appropriate number of fringe periods, prior to
involving them in the sigml average. This would relieve many of the
stringent design requiremenm of the circuitry that generates FWD/BWD.

As a development step, the electronics systems could be greatly reduced
in size. The electronics was first bread-boarded and tested, then hard-wired
into this prototype model. Much of the digital circuitry is small-scale
integration (SSI). The functionalities of the various counters are available on
medium, large, and very large scale (MSI, LS, and VLSI) integration. One IC
such as an Intel 8253 could perform a godd deal of the fringe counting. In aid
of simplicity in the design process, and with no apologies, SSI was utilized.
Future models and/or designs should employ at least LS. Similarly, the logic
functionalities are in a form that is suitable for burning into programmable
logic arrays. Again, this would significantly reduce the size of the electronics

system.

In the opinion of the author, the interferometer system should be
developed from the perspective that ultimately it will become a stand-alone
intelligent peripheral device. It would receive information as to the desired
resolution and number of signal averages. Upon acquisition of an
interferogram it would calculate the spectrum via a hardware FFT processor
and communicate that digital information to the computer for further
processing. This then could be an interrupt driven system in that the
computer would not have to be dedicated to the task of acquiring the
interferogram. It would signal the interferometer to begin acquisition, and
then proceed with other tasks. Upon completion of the calculation of the
resultant spectrum, the interferometer would tug the coat-tails of the

computer via an interrupt signal. In addition, if the interface was designed to



be general, then a number of different brands of computer could be easily
iﬁterfaced to the system.

In particular, a gtahd-alone architecture would enuble the use of this
type of instrument in remote environments, for exainple, a8 an element in a
process control system in an indusiriai setting, or fbr i'emoté sehaing in
environmental testing sites. In the former, the interferometer could becdme
a complex feed-back element that would allow previously open loops to be

closed. In the latter, the instrument would return data to a centra] location
for monitoring purposes.

The optical system of the interferometer has largely been re-vamped,
and improved alignment procedures have been deveioped. The optical
systems should be re-designed for the next generation of this instrument.
Clearly, there is too much instrumental apodization. For our présent
purposes, this is of little concern. A resolution of 0.63 cm-! is adequate
resolution for most of the studies that we will pursue. However, in the
future it may be decided to pursue fundamental studies of sources that will
require line-profile data. For such studies the resolution would have to be
improved. The present electronics systems could be easily adapted to allow
for longer travel of the moving mirror. However, the optical system - .id

have to be re-designed.

Various possibilities for the optical configuration of the next
generation interferometer are illustrated in Fig. 5-1. In both of these designs,
corner cube retro-reflectors are employed. These are so-called “tilt-
insensitive” optical elements. If a beam of light enters the element with a

particular angle of incidence, then the beam that is reflected from the element
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returns with the same angle. That is the retro-reﬂector reh.ims a beam upon
itself, except with a lateral displacement. The important feature of these
devices is that the retro-reflection is insensitive to tilt of the element (for
moderate angular deviations). Note however, that these elements are shear
sensitive, in that the return beam is shifted laterally if the element is shifted
laterally. This can be contrasted with a plane mirror, which is insensitive to
shear, but highly sensitive to tilt. By virtue of the complementarity of these
two elements, the combination of the two can often result in both tilt and

shear insensitivity.

In part a) of Fig. 5-1, the interferometer configuration is essentially the
same as the present design, except that the plane mirrors have been replaced
with corner cube retro-reflectors. It has only been in the last 5 years that these
elements have become commercially available with the required precision for
UV work, and at a reasonable price (the major manufacturer is Precision
Lapping and Optical Co.). By replacing the plane mirrors with a pair of corner
cubes, the tolerances that are required of the mirror drive mechanical
components to maintain effective re-combination of the return beams
throughout the mirror travel are lese2ned. The system is for the most part tilt
insensitive. However, it is shear sensitive. An attractive aspect of this design
is the fact that the interferogram that returns directly to the source in the
plane mirror configuration is now displaced, and consequently, accessible. As
described in Ch.1, this interferogram is 180° out of phase with the output

interferogram.

A common practice in astronomical interferometery (where cat's eye
retro-reflectors are often used) is to utilize this second detected interferogram

to correct for scintillation noise which always results when viewing light
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sources through the turbulent atmosphere. s_cii\tﬁiatioh hoisé 7 is akin to
flicker noise, hence this approach might aid in the battle against the multiplex

disadvantage.

A particularly interesting experiment to try would be to build a pair of
identical ICP sources. The analysis torch would be positioned at point #1 in
this diagram. The null torch would be positioned at point #2 in this figure.
Consider that it was desired to detect trace elements in a sample of iron. In
this case, the large number of spectral lines from the iron would create a large
multiplex disadvantage, thereby obscuring the lines of the trace elements.

The first step of this scheme would be to accurately determine the
concentration of the iron in the sample solution. Then, a second solution
containing the same concentration of iron would be made up. This is the
null solution. This solution is aspirated into both the analysis and null ICPs.
The parameters of each plasma are adjusted until equal dc-intensities are
observed. This would be done with one arm of the interferometer blocked
such that no interference occurs. The two PMT detectors will have been
matched prior to this via adjustments of dynode voltages, amplifier gains, etc.
At this point, one would know that the amount of iron radiation that is being

emitted by both plasmas is equivalent.

Now the sample and null solutions are nebulized into the analysis and
null ICPs, respectively. By virtue of the 180° phase shift between the two -
ports of the interferometer at which the ICPs are positioned, at the point at
which the detector is positioned the radiation from the null plasma
destructively interferes with that of the sample. Since the null plasma

produces an equal amount of iron radiation as does the sample plasma, the
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total iron radiation at the detector has an intensity of zero. The intensity of
the various radietiens have been ;e-dleufibuted via interference such that no

iron radiation impinges upon the detector. Clearly, this would go a long way
towards beating the multiplex disad-:ntage in this situation.

The design shown in part b) of this figure has a pair of plane mirrors
added to provide shear insensitivity. An attractive aspect of this design is that
a mirror movement of Ax produces a change in the optical path difference of
4Ax (as opposed to 2Ax for the previously described design). Thus, the range
of travel of the mirror could be limited. Not only would this allow for
compactness of the instrument but also, translating the moving mirror less
distance is desirable from the point of view of recombination of the return
beams at the beam-splitter. Note however, that the return optical paths in the
interferometer are no longer separate from the incident path. Thus, only the

one output interferogram is readily accessible.

Alternative interferometer/disperser configurations can be envisioned.
Instead of pre-dispersing the radiation as described in Ch. 4, a post-dispersing
system could be employed. For instance, as indicated in Fig. 5-2, the LECO
optical system could be positioned after the interferometer. The
interferometer would then modulate the source radiation prior to entry into
the LECO system. At the focal plane of the dispersing grating, each slit in the
mask passes a band-width limited interferogram. These interferograms, sans
large offending wavelength components, are recombined by the recombining
grating. The collimated radiation from the recombining grating is focussed

onto a single PMT.
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An altemativé pre-dispersion design with intriguing possibilities is to short-
circuit the recombining grating altogether. This is illuat:'ated in Fig. 5-3.
Band-width limited interferograms could be detected at the focal plane of the
0.5 m polychromator in several ways. In the simplest scheme, a single
detector could be positioned 0 measure a particular desired band. An
experiment that will be attempted in the very near future will be to couple
positions in the focal plane of the polychromator to the interferometer
entrance aperture via a slit to circle fibre optic cable. As discussed in Ch 2, the
entrance off-axis parabolic mirror assembly is particularly well-suited to input
via a fibre optic, since this represents a source of limited size. The
interferogram that would be measured in this fashion would be produced
from spectrally band-limited data. Hence, resolution could be obtained with a
relatively small number of data points. Since each spectrum would cover a
small spectral band-width, aliasing could be allowed to occur without overlap
problems. Thus, the travel of the mirror could be lengthened for resolution
while the interferogram could be under-sampled. Therefore, the
interferogram would not contain a large number of points. With
interferograms containing a relatively small number of points the possibility

of utilizing hardware FFT processors for effectively real-time processing
opens up.

Alternatively, a number of detectors could be placed at strategic points
on the focal plane. In the simplest case, this would be akin to a conventional
polychromator that is outfitted with several detectors in the focal plane.
However, the resolution of the system is no longer dependent upon the
geometry of the disperser system. Instead it is dependent upon the

interferometer. A number of interesting multiplexing schemes can be
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devised with which the information from each detector would be acquired

and processed for most efficient operation.

Most of the studies involving the present version of the interferometer
have involved either an ICP or HCL as a source of atomic emission. A Glow
Discharge Lamp, for solid samplc analysis, is currently being developed
within our laboratory. Since this is being fabricated in-house, it is considered
important that the spectral characteristics of this source may be measured in a
simple and efficient manner. In this way the mechanical design of this source
can proceed in an iterative manner. It is anticipated that this spectrometer
will be particularly useful for this application.

In this thesis, the design and characterization of a Fourier transform
spectrometer for use in the UV-VIS region has been described. Along the
way, the reader has been made aware of some of the considerations involved
in applying the FTS method within region of the spectrum. This is a problem
of challenging complexity. Many of the problems requiring solutions are only
now becoming understood. It is anticipated that the instrument described in
this thesis will be the appropriate tool with which many of these problems
may be elucidated and eliminated.
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Appendix 1

Spectrometer Control System Electronics

This appendix contains the detailed documentation of the electronics
systems described in Ch. 3 of this thesis. These systems consist of four main
boards, housed in a card cage, and three modules that are attached to the

interferometer itself.

The functionalities on each board have been organized such that the
boards are designated as the: 1) coarse feed-back module, 2) fine feed-back
module, 3) turn-around counter (T/A CNTR) board, and 4) scan counter
(NCNTR) board. Each board is documented separately in the above order.
Typically, for each board the documentation consists of the card cage front
panel architecture, the IC and/or modules designation on the board, the board
modules pin-outs, the block diagram describing the IC and/or modules
interconnections, and finally, the detailed circuit diagrams of the modules

and /or IC groups.

In particular, the coarse and fine feed-back modules boards have been
built up in a modular fashion. For the most part large functionalities were
prototyped separately, tested, and then made into a module. Subsequently,
these modules were attached to the main board of the card cage to facilitate

interconnection. This strategy proved to be effective for producing an

Al



in_fermediate level proto,typedr system, in which thé circuitry is all imd-wﬁéd
but etched boards have not been designed yet.

The reference laser and white light detection modules, as weli as the
auxiliary coils module, are all attached in some fashion to the body of the
interferometer. Each module is a_self-mntainéd unit, with power brought in
via cables. The outputs of all of these modules are amplified versions of the
signal of interest. This is done in an attempt to reduce the effects of noise
involved in the transmission and subsequent amplification of low level

signals.  For each of these modules, the layout of the particular module (with
IC designations) and the detailed circuit diagram is provided.
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MIRROR DRIVE FRONT PANEL BACK-PLANE
COMPONENTS
COARSE FEED-BACK BOARD
RONY FNTB LKD
OPTO-BNITCH P—...M
HEXRBLKD .
wwnn —————————e cLK |
BEVAULY
rwn/EWE
auxcots | Vem! ol scan IR .YTIE
$wooLLE swDACC/FWDACE
naur/EONEYNY
Ve,
CROWEAR FINE FEED-BACK ROARD
MELEASE  Jrenfiy
WVTTCH
¢-SROW-BAR _
oo
AELEAS
o RELEASE RAMPTORETNY
PwD/AWD E
Ve, or £ Ve, BEFAULY
FAINYy/n
FRINY' e i
FRINJ =8 Ya
T/ACNTR EOARD

vz (!

tWh

FRINJw/W
nwmcc/m%f

scan/URK.YTUE

FWD/BWD

DEFaULY

NCNTR GNTOUT
ENents

T/ACNTR CNTOUT
to NCNTR DN tnput

NCNTR BOARD
™M .
WHEEL *
gwrckes | ®
NCHTYR DN input
START DATA T/ACNTR CNTOUT
sSTOP ENents
ADC CLK NCNTR CNTOUY
W nr———a———— FR'NJ'IN
DIG WL —————0{ FRINJ
ADC CLK FWD/BWD
wuLT,
SWTCHES "
CLK -

Figure A-1. Moving mirror control system connections.
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L o

-

= FRONT PANEL POY. #1
RED: - 1BV (RED/BLIVWHT)
QRN: pr/s-US (BLKAVHY)
YEL: pS/-UD (GRN/BLK)

- FRONT PANEL CONN.#1
A-+16v.(WHT)
8--18v.(OANG)
K-ANA.COM.(BLK)
D-CHASBIS(ORNG/BLK)
E-Vyyur (GAN)

= FAONT PANEL CONN.#2
A-+bv.(RED)
B-BCKBLKD(WHY)
C-FNTBLKD(GRN)
D-DIG. COM.(BLK)

Figure A-2. Coarse feed-back module front panel.
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MODULE 1-1: MK. TIME REF. MODULE

1-1-U3

]
15v. S
¥ - ‘_I 0‘_¢V'.'”/'Ur.'”
|

Adj.|Vref |

1-1-n

gle—— Vrety,

-15V. —pp|o

-]
x “k |Vrely |
1-1-U2 ‘ ANA.COM.
DIG.COM.
MODULE 1-2: REF. CHOOSER MODULE

£~+1 Sv.
-]

Vref,, or Vrefg—|o o|@—— Vref,, /VTelg
3
Vrefs —» 0 ole— Vref,,
.
ANA BN = e, —Diacom.
MODULE 1-3: SCAN REF. MODULE
-3- Output off-set ad;.
[N/C U P i
° o & +15V.
2} 2}
§ é g g o|g—— Vrofs
1)L o| #— ANA.COM.
h .
g ‘\_ +5v
o N\l DIG.COM
- [«;] -] ~
K 3 3 2 -15v.
°=% o o ®_Lisus
) Q— ZERO
LK RAMP/CONSTNT
BWDACC/FWDACC

Figure A-4a. Coarse feed-back board modules pih-outs.
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MODULE 1-4: ERROR1 MODULE

Extra access (through resistor) to p2/1-4-U1 (typ.N/C)

§—— Output off-set ad.
+15v. —p[o |
. el
Vemt —d»|0 |
Vret,, or Vrefg —{o oje—Ve,
ANA.COM. —¥»| 0 ’
-18v. 14U
MODULE 1-5: DIR'N. MODULE
1-6-U1
+15V, =i - 4+ 5V.
o/ %— FWD/BWD
Vemt or Vem{' —d|o «—
(latter from 0 8| ANA.COM.
p6/1-U8)
-15v.  DIG.COM.

Figure A-4b. Coarse feed-back board modules pin-outs.
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MK.TIME REF. MODULE C'CTRY:

REF. CHOOSER MODULE C'CTRY:

' +Vrety SVrsTy
"'"L I (frem 98/1-U€)
t Tefeny m, ’
17
Toka W,  LOGCOND. _%
o——2dVay  oMPOLTEL NC
9 _———ic, cur( Pt e
%wc-‘- ANULL  curft Nie
NeSaNnL  anaLilwe
(-)a santhd we
Vet (oA LB > Vret,
'V' 1-1-U1 B(Ol‘
sKa
“18v.
' o= Vroty, Trely
wv.L (fram po/1-UQ)
+ 1 EN' ER, 18 I
LL..V, LoaL aNo. [
3Vay  CMPOUT "'.'N’Ci
o0ft:_ sle, cuR) FENe
NeEANULL  CMR) S NG
NCSJANULL  BNULLESNC
= I8YY BNULL I NG
(oA B(-)f > Vret, or Vrety
SETZ s 7 ) - Vrefy,
-~ Vrefy

Figure A-8. Mark time reference and reference chooser modules circuitry.
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ERROR1 MODULE C'CTRY

——t> Vo, (d10)

et Vrefy or Vrefy (from REF. CHOOSER MODULE)
Vemf (from pin € front pane! conn.g1)

DIR'N. MODULE C'CTRY

+5v,

<, 1Ka

<
o~ FWO/BWD (d12)

<

g Vemf or Vemf
{from pin E front panel conn.#t
or pb/1-Us)

Figure A-10. Coarse feed-back error signal and direction modules
circuitry.
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RELEASE o> GlOW-

‘.__.w,

— PRONY PANEL CONN.0Y
A-CROW-DAR(WHT/BLK)
l-llL!All(llm.LK)

D DIO M.(BLK)
k- GH...IO(OQNGIILK)

@y FAONY PANEL CONN.9¢
AVe ,or £ Ve, (QAN)
a-N/C

C-CHASSIS(ORNG/BLK)
D-N/C

N1 TP1-ANALOG PRINGEIWHT)

@—i— FRONY PANEL CONN.0S
A-ANALOG FRINGE(WHT)
8-FRINJ(BLU/BLK)
C-CHASSIS(ONNG/BLK)
D-FAINS o,y (GRNALK)

= 7P2.-0IG. COM.(BLK/WHT)

Figure A-11. Fine feed-back module front panel.
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MODULE 2-1: WINDOW DETECTOR MODULE

2-1-Ud +15v,
I 2-1-U1 +
ﬁ‘ +5v.
N/C j 3 § ; ey
>0 ¢ |l4— DI|G. COM
N/C % '-"r,_—_] q = o |—UPR
/' o ‘h Ve,
A 21 AnA.COM
AR
Adj. Vi -16v

MODULE 2-2: +1xGAIN CHOOSER MODULE

tVe, —P|0 o |g— +15v.
2-2.U2 ——P ;:?' o Ve,
N e —————d
ANA.COM.—» |3} °|@— NEG/POS
* LAdj. -1x gain
-15v.

MODULE 2-3: ERROR CHOOSER MODULE

+15v.— |
<+ Ve,

o
-]
Un-used socket —1# 2 |o|@—Ve, or tVe,
&
ANA. COM. — o ’ k“‘ —
o EN1/EN2

L-15v.

Figure A-13a. Fine feed-back board modules pin-outs.
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MODULE 2-4: FV(ERROR2) MODULE

Sockets for ext. o
fitering cap.(N/C)—<X | o [@~F.S. adj. (N/C)
Sum pt. of output —»| 0 2-4-U1 0|~ Ve, (if off-get)
s vt cup 3|3 oo
nternal ret. outpu 0 w__ .
FRINJ ol i ANA.COM.
TRIM (N/C) +15v.
MODULE 2-5: RIPPLE REMOVER MODULE
2-5-U1
Ve, —»[6 — — o]@~ +15v.
ol@— Vo,
D o [@— ANA. COM.

Adj. for min.ripple -16v.

MODULE 2-6: F/V OFF-SET MODULE
2-6-U1

ole@— +15v.
olw— REF. OUTPUT(+10V.)

0
‘L ANA. COM.
Figure A-13b. Fine feed-back board modules pin-outs.
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+1x GAIN MODULE C'CTRY:

g VO,

*18v. 10K

ne -—v‘.’u 2 e

s e +« w
!Q.—J \ 4

10KR
13 12

2 M|

L1 (1] 2-3-U1t

Sy

< N§G /PO

ERROR CHOOSER MODULE C'CTRY:

ne L—uorm ' = M
s { ‘

NC _—-!1_,-..— N\C

NC P>

> Ve, 0rgVe,
10 11 ]

2-3-U1

iy

envENS
Ve,
Ve,

44 8
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Figure A-17. Window detector and ripple remover modules circuitry.
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Figure A-23. Scan counter ( NCNTR ) board i oni panel.
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Figure A-26. NCNTR board miscellaneous logic.
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