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Abstract 

 

QoS (quality of service) as its name, it utilizes basic networking technologies such as 

classifying, queuing, policing, packet drop, and shaping to maintain the certain 

network quality based on SLA (Service-Level Agreement), and also supply better 

service and performance for networking communication. As the beginning of 

establishment of internet, the QoS was not to be recognized its necessity for the 

whole internet, it was only best effort service mode. When the traffic is getting 

dramatically increased, the best effort mechanism cannot reach the requirement of 

fast internet level any more and the transmitting data gets dropped. Therefore, the 

main point of QoS is to resolve the traffic delay and congestion issue. In accordance 

with limited the network resource and different requests of service, we need to set up 

respective rule to certain service to more efficiently utilize network resource such as 

based on packet priority level. QoS contains three diverse service mode: Best-Effort, 

Integrated service, and Differentiated service. In this paper, we will focus on each of 

them with different OSI layers (datalink layer, network layer, MPLS technology), and 

implement labs scenarios based on real-life scheme using Cisco devices and 

configuration concept. Furthermore, over-subscription will be as a business case to be 

introduced, and it is implemented by policing and shaping mechanism,  
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1. Introduction 

1.1  Background 

In the conventional IP network architecture, all the packets and data have been 

transmitted without any differentiation and been treated as equal. Every forwarding 

device (IP routers and LAN switches) without QoS mechanism addresses all the 

packets and data only by taking FIFO (first in first out) policy; furthermore, packets 

and data transmission to the destination is on Best Effort basis. Therefore, the 

reliability of the data transmission, data propagation latency, and the possibility of 

losing packet cannot be fully controlled and guaranteed. 

As the development of internet and dramatically increased internet applications and 

complexity, it brings more new requirements and challenges to the quality of service 

of internet. For instance, VOIP and some similar real-time services are more sensitive 

depending on the data propagation delay. If there is a huge delay between end-to-end 

customers, customers will not be satisfied with what its function is supposed to be, 

such as facetime, video streaming. Hence, to meet the different requests of service 

and avoid the network congestion on limited bandwidth, it demands the network itself 

to have a capability distinguishing the type of communications and give them a 

priority to decide what kind of data should be transmitted first along the network path 

or supply more bandwidth when the congestion occurs.   

Before converged networks: traditional telephone service using individual line. 

 

Figure 1-1 

http://www.slideshare.net/proydesa/cisco-qos 

Data traffic characteristics: bursty data flow, first in first on, not sensitive for delay, 

acceptable brief outages. 
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After converged networks: all of service are sharing one line. 

 

Figure 1-2 

http://www.slideshare.net/proydesa/cisco-qos 

Data Traffic characteristics: voice packet over IP competes with bursty data flow, 

critical traffic has high priority, time-sensitive for voice and video, brief outages not 

acceptable. 

The common issues are listed as following: 

 Lack of bandwidth – bottleneck of the link, bandwidthmax=min (bandwidth 

along the link) 

 End-to-End delay – the sum of all the propagation, processing, and queueing 

delay 

 Variation delay (jitter) 

 Packet loss 

As a consequence, the appearance of QoS is to devote to solve the above issues. 

1.2  QoS definition 

What is QoS? 

QoS is a set of techniques managing the network and working on serval layers for 

providing predictable performance and improving better service and capacity to 

particular network communication by using kinds of basic computer or telephony 

network techniques, also it is for solve issues such as network congestion, packet loss, 

jitter, bandwidth shortage, and delay. Quality of Service is all about providing 

managed unfairness to certain forms of traffic in the network compared to others. 
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Under normal circumstances, if the network only works for particular no timeout 

application system like web application, E-mail, it doesn't require QoS necessarily. 

However, when network overloads and congestion occurs for some real-time and 

critical applications, QoS can guarantee the important data and packets will not get 
dropped and delayed; meanwhile, it insures the network running high-efficiency.   

1.3  The advantages of QoS 

 Fully customize the traffic, prioritize the important packets to be transmitted 

 Control over the distribution of network resource, something like limiting the 

bandwidth consumption of FTP transfers to give resource to more important 

data access. 

 More efficient use of network resource, making policies to efficiently utilize 

resource when they are being vacant. For example, one type of service has 

been assigned appropriate bandwidth (less than total link bandwidth) to 

guarantee its performance. When there are no any other services using the link 

resource, that type of service can take more bandwidth to facilitate the 

performance.  

 Provide low latency and sufficient bandwidth to time sensitive data, even 

other traffic transmitting occupies the link resource simultaneously on the 

path. 

1.4  QoS service mode 

 Best-Effort service 

 Integrated service (IntServ) 

 Differentiated service (DiffServ) 

1.4.1 Best-Effort Service 

Best-Effort is a simplest service mode, and this approach is not applying any 

congestion management or avoidance tools. Application can send any size of 

packets and data anytime without any pre-process, classification. For Best-Effort 

service, the network is sending packets and data in best capacity, but it cannot 

insure the low packet delay and transmission reliability. In fact, the default 

congestion management in most device is used FIFO (first in first out). The very 

first packets to arrive, are those packets that are sent out first. Notice the problem 

is voice and video packets might be stuck behind many less important packets in 

the limited bandwidth as packets accumulating in the queue causes extreme 

congestion and insufficient resource on the link. It applies for most of network 

application through default mode FIFO as above such as FTP, E-mail, etc. 

1.4.2 Integrated Service (IntServ) 

Another approach to QoS called IntServ which is a comprehensive service mode 

that can fulfil various QoS requests. Under this IntServ approach, prior to 

application sending actual packets and data, application on the link needs to send 
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a signal to network along the path to each device to request particular reserved 

path for certain service. The implementation of the request by protocol RSVP 

(resource reservation protocol) to establish the reserved path on the network. At 

the very beginning, application advertise its own flow parameter and particular 

service quality request including bandwidth reservation, latency and so on. After 

the device on network received the request of the application, they started to 

check resource distribution based on application request and resource availability 

of the network to decide whether deploy the appropriate resource or not. Since the 

network confirm the request, it will be for every flows (consist of IP address and 

port number) carrying out packet classification, traffic policing and shaping, 

queueing, and scheduling. After the reservation for flows, the application starts to 

communicate along the path, as long as the packet in the range of the flow 

parameter bound, the network will be guarantee to meet QoS requirement of the 

application. 

IntServ supplies two service as flowing: 

 Guarantee service: insure to provide bandwidth and delay restriction to 

implement the application requirement. For instance, VoIP application 

reserves 10M bandwidth and less than 1 second delay. 

 Overload control service: when overload or network congestion occurs, it 

ensures the particular application packets have low latency and high 

priority to be forwarded. 

This approach to QoS seems definitely ideal; nevertheless, IntServ mode is almost 

not scalable comparing with DiffServ. All device and system in the environment 

must support RSVP and configured appropriately in order to make the 

reservation. This is really difficult to guarantee as the network system and 

configuration from enterprise to enterprise. 

Furthermore, there is a disadvantage associated with device hardware 

requirement, to maintain the appropriate reservation demands CPU and memory 

consumption. In order to keep the resource reserved, it also brings more resource 

consumption along the path. The traffic only can be separated to flows rather than 

each packet invoked by queuing mechanism. It has less flexibility of process 

various traffic. 

In the paper, IntServ will be significantly covered, but I will give a template for 

lab design environment.  

1.4.3 Differentiated Service (DiffServ) 

DiffServ is multi-function service mode which can implement different type of 

QoS requirement, and it does not require open a path for resource reservation 

against IntServ. This approach is the major focus of QoS because its main features 

of DiffServ are effectivity and scalability. It not only simply serves for single type 

of flow, which means the traffic would be divided into various types of packets, 
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and the packets will be forwarded sequentially and put into appropriate queues 

based on their identification (DSCP). Different types of traffic are recognized by 

network and provide different levels of service to these traffic. Every packets are 

using DSCP (Differentiated Service code point) in IP packet header or IP 

precedence, CoS in frame to supply particular service respectively. For instance, 

DiffServ provide low-latency service to prioritize time-sensitive traffic such as 

VoIP or video conferencing but providing less prioritized service for less critical 

traffic. In response to these classifications and markings, routers and switches use 

various queueing strategies to tailor performance to expectations. We will break 

down of DiffServ into serval categories and expatiate on each of them such as 

classification, marking, queueing, policing, shaping, and so on. 

Differentiated Service Architecture: 

  

Figure 1-3 

https://www.nanog.org/meetings/nanog36/presentations/sathiamurthi.pdf 

 Classification: The component of a QoS feature that recognizes and 

distinguishes between different traffic flows. Without classification, all 

packets and traffic will be treated as the same. 

 Marking: The component of a QoS feature that can color the 

packet(frame) or flows in order to be differentiate from other packets. 

Usually markers in IP header or frame header: CoS, DSCP/IPP, MPLS 

EXP. 
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 Queueing: congestion management, default as FIFO. When congestion 

occurs, it facilitated to determent which packets will be de-queued first 

based on the packet parameters. 

 Dropping: default as tail drop. When the queue is overloaded, in order to 

keep the efficiency of data transmission properly, some of packet will get 

dropped. Random early detection and weighted RED can be customized 

enabled. 

 Policing: introducing token bucket algorithm, conformed packets being 

limited in CIR to transmit, and drop incompetent packets if insufficient 

tokens to fulfil incoming packets.   

 Shaping: smooth bursty traffic to reach CIR, also using token bucket 

algorithm.  

2. QoS traffic requirements  

2.1  SLA – Service-level agreement 

SLA is a signed contract between customers and service provider including 

standardized service parameters – scope, quality, responsibilities, and performance, 

and it usually get two or more parties involved. The agreement commonly defines 

detail content containing minimum service assurance, performance measurement, 

problem management, warranties, disaster recovery, and customer duties. According 

to SLA requirement, the service provider applies to the agreement to monitor and 

manage network capacity and flows. SLAs have been used since late 1980s by fixed 

line telecom companies as part of their contracts with their customers. This approach 

has generalized such that now it is common for a customer to engage a service 

provider within a service level agreement in a wide range of service contracts in 

practically all industries and markets.  

2.2  Voice traffic 

Characteristics of Voice traffic:  

 Smooth and benign traffic 

 Sensitive to packet dropping 

 Sensitive to delay 

 UDP 

 Real-time 

The requirements for one-way Voice traffic: 

 Latency ≤ 150 ms of one-way from sender to receiver 

 Jitter ≤ 30 ms 

 Packet loss ≤ 1% 

 17-106 kbps guaranteed priority bandwidth per call 
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 150bps plus layer 2 overhead guaranteed bandwidth for voice-control 

traffic per call   

In accordance with the detail of needs on IP SLA, John Evans and Clarence Filsfils 

wrote G.114 states that 150 ms end-to-end one-way delay meet the most of telephony 

service without a perceivable degradation in voice quality. 

Some carries make their target latency as 100 ms, a usual maintenance is 150 ms 

delay, and Enterprise VoIP networks tend to have a looser target as 250 ms. 

2.3  Video traffic 

Characteristics for video traffic: 

 Bursty 

 Lager bandwidth occupied 

 More bandwidth required 

 Videoconferencing for drop and delay sensitive 

 UDP 

There are two types of video traffic:  

 streaming video: only receiving - IP multicast, real-time training 

activities, and executive broadcasts, such as watching videos on 

YouTube, software training Webinar 

 videoconferencing: requiring two-way traffic as receiving data and 

responding data - either one-to-one or one-to-multipoint conference 

chatting such as facetime. 

The requirements for one-way streaming video as following: 

 allows 4 to 5 seconds delay depending on application’s buffer size 

 2% packet loss acceptable depending on the encoding and the rate of 

the video stream 

 Insensitive for delay and jitter  

 Video content duplicated to distribute 

 Large file transfers 

 Restrict to distribution to less-busy times of day 

The requirements of videoconferencing: 

 Latency ≤ 150 ms 

 Jitter ≤ 30 ms 

 Packet loss ≤ 1% 

 Minimum priority bandwidth assurance: video stream + 20%, for 

example, a 400 kbps stream might require 480 kbps of priority 

bandwidth 
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2.4  Data traffic 

Except Voice and Video data, we also consider other traffic. Different applications 

have different traffic characteristics; different versions of the same application also 

might have different traffic characteristics. 

 Bursty or smooth 

 Less bandwidth demand or greedy for bandwidth  

 Insensitive of packet dropping and delay 

 TCP retransmission 

Data are classified into relative priority level: 

 Mission critical: transactional, IP routing, network management, and 

locally defined high-priority applications 

 Guaranteed bandwidth: streaming video. Interactive traffic, and 

intranet 

 Best-effort: web browsing, e-mail, unspecified applications 

 Less-than-best-effort: FTP, backups, and peer-to-peer applications 

Now the traffic has been classified into different priority levels, the network will 

create specific policies depending on these privilege levels to identify and forward the 

packets. The network is not only easily transmitting the packets by FIFO without 

classification along the path. Furthermore, a critical role in the service provider 

delivery is the SLA as above, affecting the ability to support drop and delay-sensitive 

classes, as seen in voice and video requirements. To implement the best throughput 

for each type of traffic, the service providers have to be strictly in compliance with 

SLA as detail mentioned in the contract. 

2.5  Delay 

The data propagated along the path might generate all kinds of delays. In general, the 

delays can classify into: transmitting delay, processing delay, queueing delay. The 

transmitting delay is the time consumption of the data propagating along the path, 

which depends on the bandwidth, distance, and physical connection. In Best-Effort 

network, the transmission delay is fixed, processing and queueing delays are 

unpredictable. To reduce the transmitting delay, it requires the link updating which is 

actually physical cable upgrade. For example, the ISP would renew the cable through 

cities or long distance of territory with new physical connection. Currently, using 

optical fiber carrying data replaces the old one coaxial cable. However, it brings a 

huge difficulty-financial and time consumption. Therefore, using bandwidth 

efficiently become more considerable and is always significant to fully deploy the 

resource. Furthermore, processing and queueing delay occurs in the device. When the 

data has been arrived at the input interface of device, the device has to process the 

data to decide which packet will be transferred to specified output interface and might 

mark the data to put into appropriate queue. Also, since the data has been at queue, 
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the queue has its own policy to prioritise the critical data to be transmitted first. There 

are many methods to avoid and reduce those delay such as congestion management 

(queueing), congestion avoidance (packet dropping mechanism), and traffic policing 

and shaping. We will take a deeper look on them later on this paper. 

3. Classification and marking 

3.1  Classification 

Prior to marking the data, the traffic has been to be classified in order to provide a 

prerequisite for data obtaining diverse treatments and queueing policy in network 

devices and along the network path. Classification is one of QoS components and the 

first sept to identify different flows of traffic from different applications and 

protocols. In the typical network environment, the traffic consists of all kinds of flows 

generated by multiple applications and devices. Many of these applications have their 

own unique characteristics. Therefore, to classify the traffic based on their 

characteristics, it allows that each class of traffic to obtain a different level of 

treatment other than other traffic. Without classification, all traffic and packets will be 

treated equally. After the traffic has sorted into different classification, the network 

administrator can apply various policies according to the requirement of the network. 

The network devices distinguish the level of service by policies and take actions for 

forwarding and processing the traffic.  

Classification options will be applied into Cisco devices command configuration. A 

class-map is created to match each criterion by the MQC (Modular of Quality of 

Service CLI). Traffic classification by Differentiated service implementation as 

figure: 

 

Figure 3-1 

http://www.slideshare.net/proydesa/cisco-qos 
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There are many methods to implement the classification and identification mainly 

based on field in packet, flow parameters, and IPP/DSCP, as following options of 

classification include: 

 Access list: classifying the traffic by source host/port, destination 

host/port, TCP, UDP, ICMP, and so on. 

 IP precedence/DSCP value: DSCP is backward compatible with IPP. 

In IPv4 packet TOS byte field, IPv4 header defines the first 3 bits for IPP 

which has 8 types of service with value 0 – 7 and the first 6 bit for DSCP. 

The related detail of IPv4 packet, IPP/DSCP value will be showed in the 

marking section.  

 IEEE 802.1Q/ISL CoS/Priority value (Layer 2): 3 bits PRI in 802.1q 

Ethernet frame header encode 8 types of service level 

 QoS group number 

 MPLS experimental bits: 3 bits EXP in 32-bit MPLS header for QoS, 8 

classes of service as well. 

 Protocol/NBAR (Network Based Application Recognition):  

class-map has lots of options matching different protocols and 

Applications. 

NBAR performs serval functions such as traffic statistic provision, 

protocol discovery, and identifying application and protocol through layer 

4 to layer 7. It can classify applications that use statically and dynamically 

assigned TCP or UDP numbers, Non-TCP and Non-UDP IP protocol such 

as ICMP, EIGRP, and deep packet inspection such as HTTP traffic 

carrying a certain type of payload (.wav)  

 Frame Relay DE bit 

 Input interface: in class-map to match all traffic received through input 

interface. 

 Source/Destination MAC address 

3.2  Marking 

Since the traffic is classified, the marking will be taking place in the traffic so that it 

is easy to be distinguished and treated with appropriate QoS policy at each device in 

the network infrastructure. In order to know how and the traffic actually been marked 

and where the marking been made in the frame or packet, we will go through and 

analyse each of layer 2, layer 2.5, and layer 3 packet and frame. 

3.2.1 Layer 2 - data link layer marking 

In Ethernet frame header of VLAN Tag (802.1q) defines an 8 levels service (CoS, 

Class of service). Meanwhile, a 3-bit field called Priority Code Point specifies a 

carrying CoS value between 0 and 7 that can be used by QoS rules to differentiate 

traffic, and these bits are also commonly referred to 802.1p. A sample of frame 

structure as below figure: 
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PREAM SFD DA SA TYPE TCI PT PAYLOAD FCS 

                                                                            2 byte 

 

 

                                                   3 bits             1 bit               12 bits 

Figure 3-2 

http://www.cisco.com/c/dam/en/us/products/collateral/ios-nx-os-software/quality-of-

service-qos/prod_presentation0900aecd80312b59.pdf 

TCI (tag control information): 2 bytes in Ethernet frame including PCP (PRI), DEI 

(CFI), and VLAN ID. 

DEI (Drop eligible indicator): a 1-bit field. Formerly called CFI, usually working 

with PCP to indicate frames whether should be dropped when the congestion occurs.  

VLAN identifier: a 12-bit field to indicate which VLAN the frame belongs to. 

PCP (priority control point): 3 bits used for 802.1p class of service referring to the 

frame priority level. 8 priority values to be used for prioritizing different traffic. 8 

class of service definition in figure: 

 

Traffic type Service characteristic CoS Marking Protocol 

Network 

Control 

Applied to network 

maintaining and data 

reliability, and requires 

low drop probability 

7 reserved 
BGP, PIM, 

SNMP 

Internet work 

control 

Requires low latency 

and drop probability 
6 reserved 

STP, OSFP, 

RIP 

Voice 

Applied to voice service, 

normally requires 

latency and jitter < 10 

ms 

5 SIP, MGCP 

Video 

Video service requires 

latency and jitter < 100 

ms 

4 RTP 

Critical 

Applications 

Applied to guarantee 

minimum bandwidth 

service 

3 
NFS, SMB, 

RPC 

PCP DEI (CFI) VLAN ID 



14 

 

Excellent 

Effort 

information 

organization sending out 

message to important 

costumers 

2 SQL 

Best Effort 

Default class of service, 

not require prioritizing 

service, takes its best 

effort to transfer the 

traffic 

0 HTTP 

Background 
Applied to bulk transfer 

service 
1 FTP, SMTP 

Table 3-3 

One thing has to be aware of is CoS value of 7 and 6 are usually reserved on Cisco 

devices and these are never assign to traffic. These marking only been used by 

devices themselves and reserved these values for traffic control.   

3.2.2 Layer 2.5 – MPLS Marking 

In here, we consider MPLS is referred to layer 2.5, because its header inserted 

between layer 3 and layer 2. In nowadays technology, MPLS is commonly been used 

in ISP core network, and it brings more efficient and faster service for packet 

switching with label pushing and popping. As same as frame header, it reserves 3 bits 

in MPLS header class EXP (the experimental bits) to carry the CoS or DSCP value as 

marking purpose within prioritizing the service level. As below shown the figure 

MPLS header structure: 

Frame header MPLS header IP header Payload 

                                             32   bits 

 

 

 

                                                   3 bits                                              

Figure 3-4 

http://www.cisco.com/c/dam/en/us/products/collateral/ios-nx-os-software/quality-of-

service-qos/prod_presentation0900aecd80312b59.pdf 

Experimental: 3 bits used for class of service consists of 8 service levels. By default, 

Cisco device copies the three most significant bits of the DSCP or IPP to EXP field. 

 

 

 

 

Label EXP S TTL 
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The allocation of EXP value in MPLS header: 

Traffic type EXP 

Network control 7 reserved 

Internetwork control 6 reserved 

Voice 5 

Video 4 

Critical data 3 

Transaction data 2 

Bulk data 1 

Best effort 0 

Table 3-5 

http://babaawesam.com/2013/08/07/mpls-vpn-qos-with-gns3-and-virtualbox/ 

3.2.3 Layer 3 - IP Precedence/DSCP marking  

In traditional network, a 3-bit field is used for different levels of service in 1 byte ToS 

field. As the network infrastructure is becoming more complicated, there are more 

classifications of service to fulfil the requirement of the traffic complexity in the 

network. Thus, DiffServ with extensions is implemented within adding up to 6 bit for 

DSCP. DSCP is backward compatible with IP Precedence. IPv4 packet header as 

figure: 

Ver 

Length 

ToS 

Byte 
Len ID Offset TTL Protocol FCS 

IP 

SA 

IP 

DA 
DATA 

                  8 bits 

7 6 5 4 3 2 1 0 

IP Precedence Unused 

DSCP Flow control 

Figure 3-6 

http://www.slideshare.net/proydesa/cisco-qos 

DSCP is taking 6 bits for different type of service. CS is compatible with IPP. 
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In implementing of DiffServ network, each forwarding device decides its forwarding 

behavior in accordance with DSCP value in IP packet. It also can be called Per-Hop 

behavior. ToS field in IPv4 packet defines PHB in figure: 

             7               6              5               4              3               2               1              0     

1 0 1 1 1 0 ECN ECN 

 

Default=000000                            Class Selector(IPP)=000           Flow Control 

Expedited forwarding=101110 

Assured forwarding=001xx0,010xx0,011xx0,100xx0 

Figure 3-7 

https://en.wikipedia.org/wiki/Type_of_service 

The first 3 bits define IP Precedence, and the first 6 bits are for DSCP. DSCP is 

backward compatible with IP Precedence.  

There are four mainly used forwarding behavior (traffic categories) as following: 

 Expedited forwarding: dedicated to low latency, jitter, and packet loss 

service. These characteristics are usually using in voice, video and other 

real-time service. The reserved bandwidth is guaranteed. DSCP value for 

EF is 101110.  

 

1 0 1 1 1 0 

 

                       

                                       5                           No Drop probability 

Figure 3-8 

https://en.wikipedia.org/wiki/Type_of_service 

 Assured forwarding: in this approach, the service using this forwarding 

behavior provides assurance of delivery as long as the traffic does not 

exceed maximum allowed bandwidth. Once the traffic that exceeds the 

maximum subscribed rate and congestion occurs, the forwarding behavior 

separates 4 AF classes and each of them subdivided three drop precedence 

(low, med, or high, high precedence means more probability of dropping 

packet). If the congestion occurs between different class, the traffic in the 

high class is assigned high priority and more balanced queueing 

algorithms are likely to be used such as fair queueing or weighted fair 

queueing. Also, if congestion occurs within a class, the packets with 
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higher precedence are dropped first. The first 3 bits are assigned for 

queueing, and the 2 bits behind are for congestion avoidance. 

x x x x x 0 

 

 

                                    Class                          drop probability 

Figure 3-9 

https://en.wikipedia.org/wiki/Type_of_service 

AF behavior group figure: 

 

 
Class 1 Class 2 Class 3 Class 4 

Low drop probability 
AF11(DSCP 

10) 

AF21(DSCP 

18) 

AF31(DSCP 

26) 

AF41(DSCP 

34) 

Medium drop 

probability 

AF12(DSCP 

12) 

AF22(DSCP 

20) 

AF32(DSCP 

28) 

AF42(DSCP 

36) 

High drop probability 
AF13(DSCP 

14) 

AF23(DSCP 

22) 

AF33(DSCP 

30) 

AF43(DSCP 

38) 

Table 3-10 

https://en.wikipedia.org/wiki/Differentiated_services 

 Class Selector: CS value is a continuation of definition of Precedence field 

and equivalent to IP precedence, CS value is being used in TOS field in 

IPv4 header to prioritize traffic and in order to make it compatible 

backwardly with other old network devices. In addition, in TOS byte, the 

class selector code is taking first 3 bit to encode CS value. It also 

respectively maps to IP precedence such as cs1 to IP precedence 1. CS6 

and CS7 are default pointed to network control protocols such as OSPF, 

BGP because maintaining network connection is always top priority. 

 Best Effort: As the default forwarding behavior (FIFO tail drop), it mainly 

uses for the service that is not sensitive about delay, jitter, and packet loss. 

Typically, the default forwarding behavior has best-effort forwarding 

characteristics. Any traffic and packets that does not match the defined 

classes is belong to default forwarding behavior. This approach has been 

applied to most of network such as FTP, E-mail and so on by FIFO to 

implement. We will talk about DiffServ more later in this paper. DSCP 

value is 000000. 
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Here is IPP and DSCP value to mark certain type of service, and the mapping 

between CoS, IPP and DSCP: 

Traffic type PHB IPP DSCP CoS 

Network 

Control 

CS7 7 56 7 

Internetwork 

Control 

CS6 6 48 6 

Voice EF 5 46 5 

 AF43 4 38 4 

 AF42 4 36 4 

Video 

conferencing 

AF41 4 34 4 

Video 

streaming 

CS4 4 32 4 

 AF33 3 30 3 

 AF32 3 28 3 

Critical Data AF31 3 26 3 

Call Signaling CS3 3 24 3 

 AF23 2 22 2 

 AF22 2 20 2 

Transaction 

Data 

AF21 2 18 2 

Network 

Management 

CS2 2 16 2 

 AF13 1 14 1 

 AF12 1 12 1 

Bulk Data AF11 1 10 1 
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Scavenger CS1 1 8 1 

Best Effort 0 0 0 0 

Table 3-11 

https://www.tucny.com/Home/dscp-tos 

Packet can be classified and marked at layer 2 and layer 3 using different mechanisms 

such as IPP, DSCP MPLS EXP, and CoS. The packet classification is a QoS 

mechanism responsible for distinguishing different traffic flows, and the marking is to 

color the packets so it can carry the distinguishable mark against other different 

packets during the application of QoS to decide PHB. 
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4. Congestion management 

In the data communication network, the links are shared by many of computers for 

data propagation. In addition, normally, the bandwidth of WAN is less than the 

bandwidth of LAN. As result of it, the data cannot always maintain the same data rate 

when data transmission is from one LAN to another through WAN, so it might cause 

a congestion. As the reduction of bandwidth along the path, some of packet arrived at 

device and cannot be fully transmitted due to the congestion occurring. For example, 

as figure shown below: 

  

 

 

 

                                     10M                                               10M 

    

 

          

                                  100M                                                                100M 

 

                               

                         LAN1                         LAN2 

 

                                                     Figure 4-1 

The congestion occurs on R1 when traffic is propagated with speed mismatch or 

traffic aggregation from 100M link to 10M link. 10M link is also called bottleneck 

with minimum bandwidth on whole path. We have to notice that a typical cisco 

network device interface having a software queue and a hardware queue for outbound 

traffic propagation. The hardware queueing system always uses FIFO queueing, and 

the software depends on how you configure and perform it. Only if the hardware 

queue is fully occupied, then the software queueing will be used to manage the 

congestion. The software queue works as a buffer, where the packets store 

temporarily until they are transferred. Actually, the length of the hardware queue can 

be adjusted with tx-ring-limit command. These two queueing components consist: 

hardware queueing and software queueing. 
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Congestion management means using approaches to administrate and control when 

the device cannot process that much flow. The approach to facilitate solving the 

congestion issue is queueing concept, the explicit procedures of this method include 

queue creation, packet classification, and packet allocation to appropriate queue, and 

scheduling queues. When the data rate exceeds the bandwidth of the interface, 

congestion management mechanism will classify the traffic and allocate them into 

different queues with priority value in packets or frames to process traffic 

sequentially, which the packets have higher priority will be treated first forwarding. 

FIFO (First in First out), PQ (Priority Queueing), CQ (Custom queueing), FQ (Fair 

queueing), WFQ (Weighted fair queueing), CBWFQ (Class-based Weighted fair 

queueing), LLQ (Low latency queueing). 

4.1  FIFO 

First in First out queueing is a default best effort approach in software and hardware 

queue, and all traffic receive equal treatment regardless of whether the traffic been 

classified or not. When the time-sensitive and important traffic arrived the outbound 

traffic interface with a period of congestion occurring, the packets might get stuck far 

behind the less important packets. As result of it, a huge delay would be easily 

generated. Furthermore, FIFO queueing only use one queue to process packets, all 

packets will be put into one single queue. If the queue has been filled up, it will take 

tail-drop method to avoid overload with incoming packets. The packets can be 

transferred first that really depends on the sequencing of the packets arrival. As 

default in cisco devices, the FIFO queueing is a default applying to interfaces except 

the serial interface, which uses Fair-queueing instead.  We will cover FQ in next 

section. Now, here is the illustration of FIFO: 

 

  P3       P2        P1                                     FIFO Queueing                                                        

Figure 4-2 

http://h3c.com/portal/Products___Solutions/Products/Switches/H3C_S5120-

EI_Series_Switches/White_Paper/200812/689004_57_0.htm#_Toc215923183 

P1: non-important packet P2: normal packet P3: time-sensitive packet 

The critical traffic is not receiving any special treatment, the quality of that traffic 

cannot get guaranteed. 

In cisco device, the default FIFO is using in the interfaces which the bandwidth is 

more than 2.048 Mbit/sec. Otherwise, the default setting will be Fair queueing. 

Example as the following: 
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Figure 4-3 

4.2  Priority Queueing 

Priority queueing identifies the classification of traffic and put them into certain 

queue. Eventually, all packets will be classified into up to 4 classes and allocate the 

packets respectively in one of these queues. Four PQs are high, medium, normal, low 

priority queue. PQ always schedules the packets in the high priority queue to be sent 

out first until this queue becomes empty. In turn, the medium queue is starting 

processing packets, and rest of queue does same thing. The packets belong to high 

priority queue always are transferred first when the congestion takes place, which is 

benefit for the critical traffic. However, it will cause a starvation of other queue. The 

packets in the lower priority queue might get stuck if the higher queue never being 

empty.  

                                                           high                1st dispatch     

                                                        medium                                 

                                                        normal                 schedule 

                              classification        low                 last 

      P1 high priority packet        

      P2 normal  

        P3 medium 

          P4 low             P5 high    

Figure 4-4 
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http://h3c.com/portal/Products___Solutions/Products/Switches/H3C_S5120-

EI_Series_Switches/White_Paper/200812/689004_57_0.htm#_Toc215923183 

The PQ mechanism as above illustration. Prior to queueing of packets, the order of 

packets: P1 P2 P3 P4 P5. The packets go through classification and put into certain 

queue. Afterward, the sequence of packets is rearranged to P1 P5 P3 P2 P4. 

The example by using Cisco configuration:  

Versus PQ always scheduling the packets in high priority queue, there are extensions 

of queue scheduling mechanism as Round Robin algorithm and Weighted Round 

Robin algorithm. 

Round Robin is a scheduling fashion which has multiple queues which don’t have 

prioritization, and dispatch one packet from each of queues in turn and perform a 

same scheduling. 

Weighted Round Robin embeds a weight algorithm to each queue, the packets are 

dispatched by weight. For example, four packets dispatch from queue 1, two from 

queue 2, five from queue 3, 1 from queue 4, and it all depends on how the queue 

being configured and the weight assigned.    

Here I will give a quick lab to show how PQ works: 

 

Figure 4-5 

The packets should be scheduled first in the high queue. If there is no high queue, 

then process medium queue. the same thing is for low queue. In this scenario, 

PC1(192.168.1.1/24) will send traffic to PC2(192.168.2.1/24) with 4 different types 

of traffic flow. The bandwidth between PC and routers is 100M and between routers 

is 1.54M. The interface s2/0 on R1 will execute PQ and monitor the bandwidth 

distribution.  

1st creates 4 access-list to match different traffic: 
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Figure 4-6 

2nd defines priority lists to assign the traffic to relative queue 

 

Figure 4-7 

By default, the queue size for each queue is high – 20 packet, medium – 40 packets, 

normal – 60 packets, low – 80 packet. The queue-limit sets in this way because high 

queue can be scheduled first and need less time to de-queue, the queue size does not 

need to be large. Also, it brings a balance for others queue scheduling. The queue-

limit can be change with command priority-list 1 queue-limit x x x x.  

 

Figure 4-8 

3rd assign the priority list to interface s2/0 

 

Figure 4-9 

Show interface s2/0 command to see the PQ applied and whether it takes the effect. 
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Figure 4-10 

Now we are using iperf which is a tool for measuring the achievable maximum 

bandwidth on IP network. 

PC1 is iperf client and PC2 acts like a server. Let us see the output of the execution. 

We run iperf3 command concurrently, so we can see the bandwidth occupation. 

 

  

Figure 4-11 

 

 

Figure 4-12 

 

 

Figure 4-13 

As the expectation, traffic 1 as high priority queue took more bandwidth more others 

and got addressed fisrt. The router always process the high queue most if there are 

packets in queue. 
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4.3  Weighted Fair queueing 

Prior to WFQ, there is a brief introduction of FQ. Fair Queueing is based on the 

concept of traffic flow to split the bandwidth to assign for each queue and utilize 

Round Robin algorithm which are against the conventional approach FIFO with one 

single queue for all traffic flows or PQ without fairly scheduling packets from each 

queue. The objective of FQ is to implement fairness when a limited link being shared. 

In cisco routers or switches, the interfaces speed less than 2.048 Mbps set to the 

default as Fair Queueing; otherwise, FIFO is default applied to all interfaces. 

WFQ is a further development of FQ, in order to break the fairness and assign special 

treatment for particular queue, so the mechanism acts as classifying the traffic into 

different queue and deciding how much resource needs to be allocated 

proportionately to each queue regarding other queues. Furthermore, WFQ performs a 

queueing algorithm to reduce response time for interactive flows by scheduling them 

to the front of the queue and fairly share the bandwidth among flows.  

WFQ classifies the traffic flows by the characteristic of the packet including 

following parameters: source/destination IP address or MAC address, 

source/destination TCP or UDP port, IPP/DSCP/EXP value, and protocols, and the 

packets of the same flow end up in the same queue. For example, the packets having 

same above parameters will be put into same flow such as a series of HTTP data 

packets or ICMP ping packets. WFQ can configure N queues up to 256 and assign a 

weight value for each of flow. The weight determines how bandwidth can be 

guaranteed. WFQ allocates the bandwidth regarding the IPP/DSCP/EXP to each flow, 

so this reflects the weight assigned in the queue. For example, there are N flows with 

respective weight w1, w2, w3, w4, w5…, wn, so the assigned bandwidth proportion 

of the K flow is (w1+w2+w3+…+wn)/wk. (Note: bandwidth proportion is inversely 

proportion to weight, the greater weight the less bandwidth allocation). In IOS, using 

IPP to address the weight. The proportion of the bandwidth assigned to each flow is 

(IPP+1)/(sumIPP+1). In addition, if two or more flows put into one queue, it might 

result to lower the bandwidth which is supposed to assign to one queue. Therefore, 

the importance is that the number of queues configured has to be larger than the 

number of flows. The packet put into appropriate queue according to packet 

characteristics calculated as an index of the queue known as hash value by 

source/destination IP address or MAC address, source/destination TCP or UDP port, 

IPP/DSCP/EXP value, and protocols, and assign a weight=32384/(IPP+1) value for 

finish time calculation to determine the scheduling of packet in one flow queue. 

FT(Pk+1)=FT(Pk)+Size(Pk+1)*32384/(IPP+1) (k=0,1,2,3,4…,7), the packet has 

minimum FT comparing with other queues will be scheduling first to be sent out of 

software queue and the rest can be done in the same manner regarding FT value. 

According to the integer issue, that's the reason why we multiple a number 32384 

which is least common multiple of 1 to 7. Also there is another thing dropping 

algorithm, and WFQ has two types of drooping which are early dropping (congestion 
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 Flow 1                             

Flow 2 

Queue 1 

Queue 2 

Flow N Queue N 

discard threshold) and aggressive dropping (hold-queue out limit). HQO is the 

maximum packets that the WFQ buffer can hold, and CDT is the threshold when 

WFQ calculate the worst FT packet and start to drop packets early. The dropping 

policy as illustration shows: 

 

Figure 4-14 

http://blog.globalknowledge.com/technology/unified-communications/quality-of-

service-part-10-%E2%80%93-weighted-fair-queuing/ 

Note: Because dropping happens in the same flow, the packet precedence has no 

effect on the dropping policy. In one flow contains various packets; 

FT(Pk+1)=FT(Pk)+Size(Pk+1), FT(P0)=Now+size(P0) (k=0,1,2,3,4,….k) 

Here is the illustration of WFQ: 

                  Incoming packets 

 

 

 

  

            

 

  

 

Figure 4-15 

http://virtualrack.blogspot.ca/2011/11/notes-wfq.html 

 

WFQ drop 

 

WFQ drop 

 

WFQ 

Scheduler 

WFQ drop 
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To explore the implementation on cisco devices and test WFQ algorithm, as below 

with topology and configuration: 

 

Figure 4-16 

 Creating loopback0 for on R5 5.5.5.5/32 

 make sure all can ping each other  

 Implementing WFQ on R4 s2/0, set default IPP of the traffic from R1, R2, R3 

respectively to 0, 1, 3.  

  

 
Figure 4-17 

 Ping respectively from R2, R3, R4 to loopback R5 

Ping 5.5.5.5 timeout 0 repeat 100000000 

 Show queue on R4 s2/0 to monitor WFQ: 
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Figure 4-18 

As we known, the weight=32384/(IPP+1), so for flow 1(IPP=0)=8086, flow 

2(IPP=1)=16192, flow 3(IPP=3)= 8096. As above mentioned, the bandwidth 

allocated is inversely proportion to weight. The greater weight the less 

bandwidth. 

Show int s2/0 is running WFQ: 

 
Figure 4-19 

 

 Create a policy-map to check the occupied bandwidth for each queue on R4 
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Figure 4-20 

 Set the load-interval 30 on interface S2/0 on R5 and after 30 seconds Show 

policy-map int s2/0 on R5: 

 
Figure 4-21 

The proportion of occupied bandwidth=(IPP+1)/(sumIPP+1), so the allocation 

ratio is 1:2:4 as same as the test on R5. 

Therefore, this small lab tested the function of WFQ and its algorithm by 

result as above.  
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Class 1 

Class x 

tail drop Queue 1 

Queue x 

Class 

default  

d 

 

Default 

queue 

4.4  Class-base Weighted Fair Queueing 

As previous we talked about WFQ, CBWFQ is an extension of WFQ which gives 

more customised user-defined requests and create classes for various traffic 

classification to satisfy and match the criteria including ACL, protocol/NBAR, and so 

on. The WFQ classified the traffic flows based on the characteristics of the packets, 

and this mechanism is working automatically. The bandwidth allocation also is done 

automatically depending on weight of the WFQ versus CBWFQ specifying weight 

manually. Since the class has been created within matched criteria, the packets can be 

certain class and then put into the relative queue. Therefore, it guarantees the certain 

traffic performance and bandwidth delivery to each class when the congestion occurs. 

When the packets have reached the limited queue size (queue-limit), it will start to 

drop the overload packets. The default congestion avoidance mechanism is tail drop, 

but the queue also can be configured with WRED or CBWRED. Packets in classes, 

get services in a round-robin fashion based on their finish time (FT). It is the same as 

WFQ scheduling algorithm, and the packets de-queues depend on the assigned 

weight. The packets with lower finish time gets high priority then other, which the 

packets will be de-queued first towards hardware queue. Hence, it provides more 

control and flexibility of the resource allocation.  

The operational process illustrates in CBWFQ: 

                  Incoming packets 

 

                                               

 

  

             

 

  

 

 

 

Figure 4-22 

http://lh3.ggpht.com/-gOaonvekK0U/TrK2vDx47BI/AAAAAAAAANs/v0G0oU-

Ha70/s1600-h/image%25255B4%25255D.png 
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A simple example of configuring CB-WFQ: 

 

Figure 4-23 

On R1, f0/0 100Mbps and e1/0 10Mbps, if too much traffic coming at the same time 

from PC1 to PC2, it will cause congestion on e1/0. Thus, to filter the more important 

traffic, we are going to classify them into different classes and give different 

minimum bandwidth guarantee. Sending rate of IPP1 traffic: 5Mbps, sending rate of 

IPP2 traffic: 5Mbps, sending rate of IPP2 traffic: 5Mbps, Sending rate of EF traffic: 

20Mbps, The basic configuration as: 

  

Figure 4-24 
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Figure 4-25 

The policy-map ensures the minimum bandwidth for IPP1, IPP2, and IPP3.   

 

Figure 4-26-a 
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Figure 4-26-b 
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4.5  Low-latency Queueing 

LLQ is an upgrade of CBWFQ which based on CBWFQ within purpose providing a 

guaranteed priority queueing for time-sensitive application. It can prioritize the 

selected flow to be scheduled first and reduce delay and jitter, actually it is a 

combination with CBWFQ which adds a strict PQ. The strict PQ ensures a minimum 

bandwidth to a particular class when the congestion occurs. The packets will be 

dropped if the queue get stuffed. In CBWFQ, all packets are treated fairly according 

to weight, there is no such strict priority specified. For example, the time-sensitive 

traffic such as voice traffic has no tolerance of delay, and especially variation in 

delay. Therefore, to fix this issue, LLQ enables a single strict priority queue with 

guaranteed bandwidth.  

The illustration shows LLQ architecture as below: 

 

                 Incoming packets 
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Figure 4-28 
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http://core0.staticworld.net/images/idge/imported/article/nww/2008/03/07fig05-

100279669-orig.jpg 

          Voice packet 

          Class 1 packet 

          Class default packet 

The packets put into their own class and Voice packets always are scheduled first. 

CB-WFQ and LLQ both can guarantee minimum bandwidth, Priority queue 

introduced in LLQ which provides low latency and applies to real-time applications. 

4.6  Queueing mechanism comparison 

As above queueing mechanisms, they made a breakthrough to traditional IP network 

of simple FIFO congestion management policy, and empowered QoS capacity to 

fulfil different service requirements. Here is the comparison of these queueing 

methods. 

type of 

queue 

Number 

of 

queue 

Advantage Disadvantage 

FIFO 1 

Default queueing, easy to 

use and configure 

Simple queueing method 

All packets treated the 

same. The arrival sequence 

of packets determines the 

bandwidth distribution, 

packet delay and lost. 

No guarantee to time-

sensitive traffic 

PQ 4 

Guarantee bandwidth to 

real-time applications, the 

packets can be scheduled 

first 

If no limit to PQ, Lower 

priority queues get 

starving 

WFQ 
User-

defined 

Easy to configure, flow 

classification automatically 

completed 

Reduce delay jitter 

Allocate different 

bandwidth based on 

priority level 

Since number of flows 

decrease, bandwidth 

allocation will increase 

automatically for rest of 

flows 

Not applicable to time-

sensitive application 
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CBWFQ 
User-

defined 

Classify traffic more 

flexible to satisfy different 

requirements 

Provide a fair queueing by 

weight 

More efficient for 

scheduling 

When configured too many 

classes of traffic, the 

hardware usage will 

dramatically increase. 

LLQ 
User-

defined 

Ensure the important 

traffic can be transmitted 

first. Other traffic still 

follows WFQ scheduling 

mechanism 

 

More complicated to 

configure, it requires a 

good understanding of PQ 

and WFQ. Bad 

configuration might get 

packets dropped or 

starving 

Table 4-29 

http://h3c.com/portal/Products___Solutions/Products/Switches/H3C_S5120-

EI_Series_Switches/White_Paper/200812/689004_57_0.htm#_Toc215923183 

 

5. Congestion avoidance 

Excess congestion will cause great harm to the network resource, there must be some 

approaches to solve this issue. Congestion avoidance is a mechanism which control 

and administrate traffic flows in accordance with monitoring the usage of network 

resource such as buffer usage. When the congestion is dramatically getting critical, 

the buffer will discard overload packets and adjust amount of traffic flows to relieve 

network overload.  

Comparing with End-to-End flow control, using dropping has more significant 

meaning for device and manage more classes of traffic without affecting usage of 

resource of entire link. It can take the effect to each node and won’t affect the original 

flow control such as TCP control flow while the device drops packets. Thus, the 

combination of queueing and packets dropping can optimize the throughput and 

maximize efficiency of the network, which also minimize the packet loss and delay. 

5.1  Tail-drop 

The default of dropping approach is tail-drop, it’s similar concept as FIFO which 

strictly follow the order of the incoming and outgoing. Tail-drop is traditional 

dropping policy, which will drop incoming packet when the queue reach maximum 

threshold and cannot buffer more packets. Dropped packets may cause significant 

application performance degradation.  

As we known, for TCP transmission, it needs three-way handshake to establish 

connection first. This dropping approach can cause TCP synchronization when the 
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TCP connection packets cannot be buffer and be discarded. The first we have to look 

at is TCP slow start which is the cause of TCP synchronization. So what the TCP 

slow start is and why TCO slow start should be apply to. In WAN, TCP packet might 

go through many routers and low speed link. If the sender starts to send numbers of 

packets at the same time, which causes increasing the buffer load dramatically among 

the intermediate routers, so the buffer will be overloaded and then drop incoming 

packets. Hypothetically, the intermediate routers can buffer 3 packets, and the sender 

constantly send 5 packets as 1,2,3,4,5. The router might not forward all of them at one 

time, so the first two packets get forwarded first and 3,4,5 packets are buffered in the 

queue which means the buffer has no space for incoming packets.  Meanwhile, the 

sender starts to send new packets towards intermediate routers, and 6,7 cannot be 

buffer and get dropped. As a result, the sender cannot receive ACK packet during the 

certain time, so the retransmission will occur inevitably. Therefore, to solve this issue, 

TCP needs to support slow start algorithm. The slow start algorithm in the sender side 

includes a congestion widow which cooperate with actual window size. The receiver 

receives the initial packet and send out the ACK packet with its own window size. If 

there is no response from receiver, the sender either resends a packet or knows not to 

continue sending data any more. Since TCP connection has been successfully 

established, the sender increases congestion window gradually when it receives ACK 

packets. It will stop increasing congestion window size in next packet until the 

congestion window=actual window size or receiver’s window size reaches to limit. 

The sending rate will increase again if the congestion is no longer there. The 

intermediate router starts to drop packets, which means sender congestion window is 

too big. The new packet sending packet rate should be equal with returning ACK 

packet rate. The procedure that many TCP flows concurrently enable TCP slow start 

called TCP synchronization. When TCP synchronization occurs, the bandwidth 

cannot be efficiently used, which causes a waste of bandwidth. As generalizing of 

network, the traffic has been dramatically increasing constantly, so the network 

congestion must occur. How to avoid congestion becomes very important, and tail-

drop drops overloaded packets. This approach might cause TCP synchronization. 

Usually, the traffic is bursty. If the buffers are full, it will cause packet dropped in 

short time, and TCP flow has adaptiveness. The window size and sending packet rate 

will decrease rapidly in order to relieve the network congestion. The sending packet 

rate will get back to increase while the congestion no longer occurs. Back and forth, 

the network utilization becomes pretty low during that time, and also lower the 

throughput and increase jitter. Statistically, the packet loss of the network layer is 5%, 

which will decrease 50% of the throughput of application based on TCP in 

application layer. Here the utilization variation in TCP synchronization:    
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Figure 5-1 

http://slideplayer.com/slide/9996714/# 

In order to avoid this issue, other queue size management algorithm will reduce TCP 

synchronization, as well as keeping the queue efficiently being utilized. Random 

Early Detection (RED) and Weighted RED will introduce next. 

Tail-drop also cause unfairly TCP flow bandwidth allocation. Some of aggressive 

flow occupy more bandwidth than others, other might starve. Especially, when UDP 

traffic mix with TCP. TCP slow start makes the sending rate go down to release some 

of bandwidth; meanwhile, UDP traffic will take over these resource rapidly. 

Eventually, TCP flow starves because of lack of bandwidth. 

5.2  Random Early Detection 

Tail-drop would cause TCP synchronization if congestion occurs. As we know from 

above, TCP synchronization brings a low bandwidth utilization. However, Tail-drop 

can be avoided prior to congestion taking place. RED is mechanism that randomly 

drops packets before a queue getting filled to overcome TCP synchronization. RED 

algorithm aims to use an average queue length/size to determine the incoming packets 

whether violate the congestion avoidance mechanism and drop them or not. It 

increases the possibility of avoiding congestion. The basic idea is to monitor the 

average queue size, once the RED detect the queue is approaching to be filled, it 

starts to randomly drop packets and decrease congestion window size in order to 

avoid TCP synchronization occurring. Because RED is based on FIFO queueing 

scheduling and only discards incoming packets, it is easy to implement.   

According to two thresholds (minimum and maximum threshold) of average queue 

size to determine whether the incoming packets should be discarded. Minimum 

threshold means the number of packets prior to the queue is prepared to discard 
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packets. if the number of packets is less then minimum threshold, which means no 

congestion occurs and the packets can be buffer. When the average queue size is 

greater than minimum threshold, the queue runs random dropping until it exceed the 

maximum threshold, and then tail drops all the incoming packets. RED algorithm 

uses average queue size and minimum, maximum threshold to determine drop 

probability. The average queue size= (previous average queue size * (1-2-n)) + 

(current queue size * 2-n). In addition, the bursty traffic has less sensitive for the 

change of average queue size, so it would avoid to treat bursty traffic unfairly. The 

comparison of RED enabled before and after: 

 

Figure 5-2 

http://slideplayer.com/slide/9996714/# 

Average link utilization is much closer to link bandwidth. 

Although RED can avoid the congestion and boost the average link utilization, there 

are still some flaws: 

 For the connection cannot response the congestion avoidance, RED is not able 

to address this kind of traffic. As the result, the bandwidth will be occupied 

most by this connection, it causes unfair sharing bandwidth. 

 The average queue size always changes with the increase of connections; it 

leads to unstable network performance. RED increases drop rate as the 

average queue size increases. 

 RED algorithm is very sensitive to parameters such as two thresholds and 

maximum drop probability. If one of them has changed, it will bring big effect 
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to network performance. For instance, the network could receive lager 

throughput, but might cause higher packet loss and delay.    

 RED applies the random dropping, might not differentiate precedence in one 

class. The higher priority packets might be discarded. 

5.3  Weighted Random Early Detection 

WRED combines RED with IPP/DSCP to provide priority service. when the 

congestion occurs at interface, it not just easily randomly discards packets, but 

choosing lower level precedence packet to drop first. The purpose is to reduce the 

drop probability of higher priority packets. For example, in one queue might have 

serval different IP precedence packet which is associated with their own queue 

threshold respectively. A queue may have various thresholds, and the lower threshold 

is for lower priority packets, hence discarding the lower priority packets first. In this 

way, the higher priority packets obtain protection from other lower packets in the 

same queue. WRED creates its own parameter (profile) based on IPP/DSCP; each 

profile includes minimum threshold, maximum threshold, and maximum drop 

probability.  

Here are figures to show the relation between IPP/DSCP and WRED profile: 

 

Figure 5-3 

http://player.myshared.ru/9/885523/data/images/img14.jpg 

From the figure we can know that the minimum threshold increasing with IPP value, 

the lower IPP the higher drop probability. When the IPP is the same, the lager queue 
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size the higher drop probability. The same thing in DSCP: 

 

Figure 5-4 

http://player.myshared.ru/9/885523/data/images/img17.jpg 

WRED working procedure: once a packet arrived, first checking IPP or DSCP, 

according to each packet’s WRED profile to determine random drop or tail drop. 

Illustration shown as following: 

 

Figure 5-5 

http://player.myshared.ru/9/885523/data/images/img13.jpg 

In above figure, FIFO queue can be replaced by WFQ or PQ.  

When queueing is WFQ: 
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 WRED is in accordance with different precedence to provide different drop 

features 

 Implementing WRED based on pre-flow. Different flows have their own 

queues, and for small flow also has small size of queue. Therefore, the drop 

probability is relative low. As the result, the small flow gets protected. 

 When queueing is FIFO, PQ: 

 WRED specifies dropping pattern based on every queue profile 

 For small flows has few number of packets, so the drop probability is low, 

which also protect small flow traffic.  

WRED usually can configured within class-based in CBWFQ or LLQ 

An example of WRED discard packets depending on IPP/DSCP. There are serval 

traffic flows with different IPP value, and we classify them into one class. It 

implemented WRED with CBWFQ. The traffic transmits from PC1 to PC2, the 

bandwidth between PC1 and R1 is 100Mbps, and the bandwidth reduces when 

arriving at e1/0 with 10Mbps. Thus, the congestion would occur on interface e1/0. 

The topology as following: 

 

Figure 5-6 

PC1: 192.168.1.1/24, PC2: 192.168.2.1/24. 

Traffic: Flow1 IPP=0, bandwidth=4Mbps, PC1->PC2. Flow2 IPP=1, 

bandwidth=4Mbps, PC1->PC2. Flow3 IPP=2, bandwidth=4Mbps, PC1->PC2. Flow4 

IPP=3, bandwidth=4Mbps, PC1->PC2. Flow5 IPP=4, bandwidth=4Mbps, PC1->PC2.  

 

Figure 5-7 

Five 4Mbps traffic send to interface e1/0 is greater than the maximum bandwidth of 

interface, so the congestion occurs. The queue will buffer packets and discard 

overloaded packets. Let us see the drop probability of each IPP flows. 

1st creating access-list 101 to capture the all TCP traffic from PC1 to PC2. 
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Figure 5-8 

2nd enabling class-map to match this captured traffic. 

 

Figure 5-9 

3rd invoking class-map in policy-map, enabling CBWFQ and assigning bandwidth 

with 5Mbps (can be any value less than 90% interface bandwidth, 10% bandwidth 

reserved on interface). Enabling WRED by command random-detect.  

 

Figure 5-10 

4th employing policy-map on e1/0, and starting to send traffic from PC1. (Here we are 

using an application called IxChariot that generates different traffic with QoS level) 
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Figure 5-11 

According to WFQ, assign bandwidth by weight. The higher IPP, the more bandwidth 

usage. 

Show policy interface: 

 

Figure 5-12 

The above statistics shows that the number of drop depends on IPP. The higher 

precedence, the higher drop probability. 

The same thing for DSCP. Traffic: Flow1 DSCP=AF11, bandwidth=4Mbps, 

PC1->PC2. Flow2 DSCP=AF12, bandwidth=4Mbps, PC1->PC2. Flow3 DSCP=13, 

bandwidth=4Mbps, PC1->PC2. Flow4 DSCP=21, bandwidth=4Mbps, PC1->PC2. 

Flow5 DSCP=AF22, bandwidth=4Mbps, PC1->PC2, Flow6 DSCP=AF23, 

bandwidth=4Mbps, PC1->PC2. 

 

Figure 5-13 

Enabling random-detect dscp-based, and assignning mimimum and maximum 

threshold for each dcsp flow. And also put flows into one class by access-list. 
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Figure 5-14-a 

 

Figure 5-14-b 

 

Figure 5-14-c 

Show policy-map: 

 

Figure 5-15 

Starting to send traffic from PC1 
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Figure 5-16 

 

Show result of WRED: 

 

Figure 5-17 
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Therefore, the result shows the same concept with IPP. For example, af12 is higher 

drop probability af11 because 2 in af12 means drop probability, the greater number is, 

the higher drop probability. And af21 has higher priority than af11.  

Furthermore, we have noticed there is a value exp-weight-constant that is default 

value 9; however, this value can be selected from any number 1-16. It can be adjusted 

by command random-detect exponential-weighting-constant n, the value n is 

associated with average queue size to determine WRED mode (no drop, random drop, 

tail drop). The formula is Qave(t+1) (new average queue size) = Qave(t) (previous 

average queue size) * (1-2-n) + Qt (current queue size) * 2-n. Usually, WRED is not 

reacting a bursty traffic immediately. If the congestion continues in a long term of the 

bursty traffic, the WRED will decide whether to discard the packets or not. Therefore, 

that means smaller size of average queue is more sensitive for bursty traffic because 

queue is easier to be reached threshold. The higher the exponential-weighting-

constant is, the less sensitive to even long term bursts of traffic. By raising the value, 

WRED is becoming reacting slower to bursty traffic. In addition, please note that 

WRED does not affect UDP traffic because there is ACK mechanism and sliding 

windows implemented like TCP. The real-time application traffic usually applied in 

PQ or LLQ, the packets always are transmitted first rather than waiting in the queue.  
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6. Traffic shaping and policing 

Traffic policing is typically control and limit the rate at which traffic is being sent 

from an interface or being received at an interface. When the traffic exceeds the 

certain rate, the mechanism will address the packets to be dropped or reset their 

IPP/DSCP value. Usually, using Committed Access Rate limiting or Class-based 

policing are to limit rate. An example, limiting HTTP traffic is not to exceed the 50% 

of network bandwidth. It can be implemented at interface or policy-map. For shaping, 

it is not like policing which just dropped the exceed packets, and the exceed packets 

can be buffered and sent later. The shaping is only working for outgoing traffic, 

unlike policing working on incoming and outgoing direction traffic. Both of them are 

using token bucket concept to address traffic. Traffic shaping and policing are taking 

place before queueing, it addresses traffic first then put them into software queue to 

execute other queueing mechanism. 

6.1  traffic policing 

In nowadays network structure, when the traffic is transmitting from a high rate link 

to a lower one, the bandwidth will reach to bottleneck on low rate link, which causes 

the data lost severely and especially for time-sensitive data such as voice. Traffic 

policing is typically to avoid this issue by policing entering flow criteria. Limiting 

rate in a reasonable range protects network resource. For ISP network, it is very 

necessary to control and monitor the traffic that subscriber sent into network. To 

enterprise network, controlling and administrating some applications traffic is also 

necessary. We analyse the policing based on Cisco device. The policing is 

implemented by token bucket algorithm that addresses the incoming traffic on the 

basis of pre-set actions. Based on the pre-set actions the policer will either transmit, 

drop, or transmit the packets with a new remarked IPP/DSCP value. First, I will 

introduce token bucket algorithm, which includes a token bucket and tokens that are 

filling during certain time as known as CIR (token arrival rate). Token bucket is like a 

water bucket, and the tokens are like incoming water from a pipe. In here, we defined 

three parameters as Bc is burst size (bucket size), Tc is the time interval, and CIR is 

committed information rate=Bc/Tc. Every time a packet is policed token and 

determine whether follow the pre-set. If the packet size is lager than tokens, the 

packet will be discarded or remarked. The tokens will be put back into buckets after 

it. In this way, the packets can be classified into three categories: conform, exceed, 

and violate, and it also called three colors or classifications. The CB-policing 

classifies the three main method based on number of buckets and number of rates. As 

the result, applied three colors for each of situations.  
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1st single rate with single token bucket, two colors: conform and exceed  

 

 

                  Token arrival rate (CIR) 

 

                                             Excess tokens are discarded  

 

 

 

                                                                                No 

            Size of a packet=B  

                                                                 Yes                                     Yes 

 

 

                                                      Transmit                                 Drop 

Figure 6-1 

http://www.cisco.com/c/dam/en/us/products/collateral/ios-nx-os-software/quality-of-

service-qos/prod_presentation0900aecd80312b59.pdf 

Bc: bucket size                                            

T1: number of tokens in bucket 

B: size of a packet, number of bytes 

CIR: committed information rate 

The number of tokens refill into the bucket (unit in byte):  

(Current_packet_arrival_time – Previous_packet_arrival_time) * Police_rate/8 

Every time a packet is policed, CB policing puts some tokens back into the Bucket. If 

the packet colored with conform, it will take tokens from bucket. The rest of 

tokens=T1-B. if the packet entered exceed class, it will simply drop the packet and 

the number of tokens in bucket won’t be changed. 

 

 

 

 

Bc 

if B<T1, remove 

B tokens   if B>T1d 

conform exceed 
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2nd single rate with dual token buckets, three colors: conform, exceed, and 

violate 

            Token arrival rate (CIR) 

 

                                                                               Overflow  

                                                                                    Excess tokens are discarded                                              

 

 

 

                                                             No 

 Size of a packet=B  

                                             Yes                                    Yes                                   No 

 

 

                                  Transmit                             remark                   drop or remark 

Figure 6-2 

http://www.cisco.com/c/dam/en/us/products/collateral/ios-nx-os-software/quality-of-

service-qos/prod_presentation0900aecd80312b59.pdf 

Bc: bucket size   

Be: the second bucket size                                          

T1: number of tokens in bucket Bc 

T2: number of tokens in bucket Be 

B: size of a packet, number of bytes 

CIR: committed information rate 

Introducing another bucket into bucket algorithm. The tokens with CIR to fill into 

bucket, if Bc is filled up, then the excess tokens are going to Be. When Be is 

overflowed, just simply discards excess tokens. Assumingly, B<T1, then the packet 

entered conform class with transmit status in CIR rate and took B tokens. The number 

of tokens in Be won't change. If T1<B<T2, then the packet colored with exceed 

which means the packet will be remarked and took the tokens from Be, and the T1 

wouldn’t be changed because tokens were taken from Be. If B>T1, T2, the packet is 

violated and should be dropped or remarked depends on police. The number of token 

refill into bucket is the same formula as single bucket and single rate. The additional 

Bc 

if B<T1, remove 

B tokens 

  if B<T2, remove 

B tokens 

conform exceed 

Be 

violate 
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bucket (Be) involved into buckets system, and it only increased the tolerance to burst 

traffic but the transmitting rate will be still keeping CIR. 

In here, an additional explanation for remarking. The purpose of remarking can be 

used for later WFQ queueing to schedule the packets depending on their weight 

which is remarking the IPP/DSCP value in policing procedure. For example, the 

conformed packets also can be remarked. The packet is conformed marking with 

IPP1, and the excess traffic is with IPP0. Once the packets are arriving at queueing 

packet, WFQ will schedule them, and the higher IPP always gets preference over 

lower IPP packets. Also, policing remarking affects WRED to determine the 

probability of dropping packets.   

3rd dual rate with dual token buckets, three colors: conform, exceed, and violate 

 

            Token arrival rate (PIR)                                      Token arrival rate (CIR)   

 

                                               

                                  Excess tokens are discarded                                              

                                                                                                                             discard 

 

 

                                                             No 

 Size of a packet=B  

                                             Yes                                    Yes                                   No 

 

   

                                drop or remark                   remark                           transmit                   

Figure 6-3 

http://www.cisco.com/c/dam/en/us/products/collateral/ios-nx-os-software/quality-of-

service-qos/prod_presentation0900aecd80312b59.pdf 

Bc: bucket size   

Be: the second bucket size                                          

T3: number of tokens in bucket Be 

T4: number of tokens in bucket Bc 

B: size of a packet, number of bytes 

Be 

if B>T3 if B>T4 

violate exceed 

Bc 

conform 
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CIR: committed information rate 

PIR: peak information rate 

PIR>CIR, Be>Bc 

Introducing a new rate PIR to token bucket algorithm, and the PIR much be greater 

than CIR. Therefore, it brings the following:  

Conform: if the number of byte is less than tokens in both buckets, a packet can take 

tokens from both of buckets is belong to conform class, and the packet will be 

transmitted in CIR. The packet is going to take tokens from both of them, so the rest 

of token is T4-B in Bc and T3-B in Be. The number of tokens refill into each bucket 

respectively is (Current_packet_arrival_time – Previous_packet_arrival_time) * (PIR 

or CIR)/8 (unit in byte). 

Exceed: the packet can get the sufficient tokens from Be but not form Bc, the packet 

will be classified into exceed to be remarked and remove tokens from Be bucket. the 

number of tokens in Bc won’t be changed. The transmitting rate for exceeding is PIR-

CIR. 

Violate: number of bytes in a packet are more than tokens in both bucket, the packet 

violates. CB policing does not take away any tokens in any bucket, and the packet 

will perform to be either dropped or remarked.   

The figure shows a difference after policing and before: 

 

Figure 6-4 

http://www.cisco.com/c/en/us/support/docs/quality-of-service-qos/qos-

policing/19645-policevsshape.html 

The burst traffic reaches the configured rate, and the packet will get dropped or 

remarked. One thing has to be noticed that the bucket size will affect the sensitivity of 

burst traffic. The lager bucket is; the more tolerance policing has for burst traffic. 

To implement the policing, we can use two methods as CAR and CB policing. CAR 

is using command line interface, applying the policer to interface to address the 
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traffic. CB policing is using MQC to create class-map and policy-map to cope with 

the burst. Usually, it is applied to ingress direction.   

Examples of implementing CB-policing:  

1st single rate with two colors, and we will see how the bucket size take effect for the 

burst traffic. Note: due to flaws of the traffic generation application, the output might 

not be so accurate as shown in figures because is a total throughput value which the 

application can supply, and which is not the receiving rate at the receiver side.   

 

Figure 6-5 

PC1:192.168.1.1/24, PC2:192.168.2.1/24, and the traffic is generating from PC1 to 

PC2 with 10Mbps rate and IPP1. It will be simply configured in the policy-map to 

limit traffic to 2Mbps and assign the policy on interface g0/2.  

Creating class-map to match IPP1, and specifying CIR to the class of traffic. Shown 

the configuration: 

 

Figure 6-6 
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Now starting to send traffic from PC1 and show policy-map interface: 

 

 

Figure 6-7 

From the figure shown, the interface offered 1493000bps is about equal to conformed 

rate 1212000bps + exceed rate 281000. 
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The result of policing as following: 

 

Figure 6-8 

We can see the graph shows that the curve changed dramatically up and down, and 

you will see the shaping mechanism how the curve goes. It will definitely show the 

difference. 

Now let change the bucket size and see the change of curve. The default size was 

62500 bytes and now change to 150000 bytes twice of the previous size. The 

tolerance of the burst traffic has been changed dramatically, even in some moment the 

rate reached to 10Mbps which originally generated by PC1. The figure shows as 
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below: 

 

Figure 6-9 

 

Figure 6-10 
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2nd an example of single rate with three colors, and using same scenario. Change the 

configuration in policy-map: 

 

Figure 6-11 

 

Figure 6-12 
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Conformed rate still keeps 2000000bps, and introduce another bucket Be, which just 

increased the tolerance of burst. That is the reason why the traffic can reach sending 

rate at some moments, and exceeded packets were remarked to IPP2 captured in 

Wireshark as DSCP CS2 that is equivalent to IPP2. The violated packets just simply 

got dropped. 

 

Figure 6-13 

3rd two rate with three colors 

 

Figure 6-14 
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Figure 6-15 

 

Figure 6-16 

The conformed traffic is still keep same rate as CIR, but the total throughput got 

increased because another rate has been introduced. The exceeded traffic got rate as 

PIR-CIR, and the violated packets were discarded. 
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6.2  Traffic shaping 

Comparing with traffic policing as dropping the packet without buffering them when 

a packet size more than tokens, so shaping introduces a buffer where temporarily 

store the excess rate packets and schedule them to be sent out later with the previous 

configured rate while the bucket has idle tokens. It will facilitate the output rate much 

smoother. It is not like policing can be used at incoming and outgoing direction, and 

shaping only can be executed at outbound interface to limit the traffic rate.  

The packets might get lost when the traffic is entering into high speed interface and 

leaving from low speed interface. The shaping will help to buffer the packets instead 

discard them and use a lower rate than the capability of the egress interface. Traffic 

shaping is using same algorithm of token bucket which assign tokens to a packet to 

decide what amount of bits can be sent out at certain period of time. However, there is 

only one bucket introduced in this algorithm. A few parameter is included such as 

CIR which you paid for ISP to give you the amount of resource, Bc (committed burst) 

which is meant the amount of bits of traffic can be sent during Tc, Be (the second 

bucket, excess burst), and Tc (time interval) the duration of sending Bc bits of traffic. 

The maximum tokens in the bucket is Bc+Be. The relation among them as a formula 

Tc=Bc/CIR (in seconds). If the incoming rate of traffic is less than CIR, it will be 

send in Tc; otherwise, it will be buffered in the queue and wait till next Tc coming to 

be available to have sufficient token in the bucket to carry the buffered packets. Here 

is an example shows how the shape the traffic as CIR if the rate exceeds. The actual 

physical interface capability is 100Mbps, and you want to shape the traffic to 

50Mbps. The default Tc in cisco routers is 125ms, we take 50% of time to send the 

traffic in rate 100Mbps and another 50% of time to pause the traffic. Hence, the 

shaping rate=50%*100Mbps. According to the above formula, 

Bc=Tc*CIR=125ms*50Mbps=6250kbits. In 125ms, the amount of bits is supposed to 

be sent 125ms*100Mbps, but 50% pausing exists in algorithm. The amount if bits is 

62.5ms*100Mbps instead, so the traffic is shaped to 50Mbps. 
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The figure of shaping with time arrangement: 

    100Mbps 

 

 

 

 

 

 

 

 0    62.5   125             250            375           500           625           time(ms)    

Figure 6-17 

https://networklessons.com/quality-of-service/qos-traffic-shaping-explained/ 

The illustration of shaping algorithm: 

                                                               Bc of tokens at every Tc 

 

 

                          Enough tokens 

                                  Yes              

 

                  No    Not enough tokens                       Yes   enough token             

 

 

Figure 6-18 

http://www.cisco.com/c/en/us/td/docs/ios/12_2/qos/configuration/guide/fqos_c/qcfpol

sh.html 

The maximum bucket size is Bc+Be, Be>0 allows bursting. 

 

 

 

 

 

Bc/(B

c+Be) 
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Buffer queue 

Software or 

hardware queue 
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The figure shows a difference after shaping and before: 

 

Figure 6-19 

Examples of implementing shaping in cisco router:  

CB-shaping test: 

 

Figure 6-20 

Set 4 flows: flow1 IPP1 with 10Mbps, flow2 IPP2 with 10Mbps, flow3 IPP3 with 

10Mbps, flow4 IPP6 with 10Mbps. 

1st test average rate: 

Assign the policy-map on interface g0/2 egress direction:  

  

Figure 6-21-a 

 

Figure 6-21-b 
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Figure 6-21-c 

Here shows policy-map interface: 

 

Figure 6-22 
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Figure 6-23 

It obviously shows that the curve becomes smoother comparing with policing, 

because buffer introduced in the shaping mechanism and the packets don't get 

discarded when exceeding the limited rate. Actually, configuring the Be size does not 

really affect the average rate, but it can increase the tolerance to burst. 

Adding another flow to transmission with 10Mbps and IPP6, and change the speed of 

interface to 10Mbps. Thus, if two flows transmit simultaneously, congestion will 

occur. Let see the result of overflowed traffic. 
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Figure 6-24 

The shaping maintains target rate and the rest of bandwidth given to flow6, so which 

means shaping can guarantee the minimum bandwidth when congestion occurs. 

And then, changing the shaping scheme to peak. 

 

Figure 6-25 
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And show policy-map interface: 

  

Figure 6-26 

 

Within peak rate get invovled, the formula of traget rate after shaped: target 

rate=(1+Be/Bc)*CIR. In which we set Be=4000bits and Bc=8000bits, so target 

rate=3/2*2000000=3000000bps as same as below figure here: 
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Figure 6-27 

Now we add another flow6 and run the traffic from PC1, here shows the result of two 

flows process: 

 

Figure 6-28 
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The target rate gets guaranteed, and rest of available bandwidth assigns to flow6. 

There are serval ways to utilize shaping combining with other mechanism such as 

priority queueing. Shaping also can configure with deep concept as policy in policy. 

Here is an example:  

The configuration on R1 is: 

Creating a access-list to match all traffic from PC1 to PC2, and assign a average rate 

in 2000000bps executed in policy-map parent. Builting up other two class-map 

respectively to match IPP1 and IPP2, and then specify arverage rate in policy-map 

child which will be invoked in policy-map parent. Therefore, the average rate from 

child will obtain the bandwidth from the parent that defined the maximum average 

rate. It implemented the CB-policing from different layers to gain more controls over 

policies. 

The configuration for class-map and policy-map showing as following: deploying the 

policy-map parent on interface g0/2 outbound direction. 

 

Figure 6-29 
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The result of demonstrating the configuration: 

 

Figure 6-30 

Pair1- flow1 IPP1, Pair3- flow2 IPP2, Pair4- flow3 IPP3, Pair5- flow6 IPP6, and all 

give bandwidth 10Mbps. It is obvious to see flow1 and flow2 is ensured to be granted 

the expected rate as configured. In addition, the curves of them keep smooth during 

the period of time, but other two flows without shaping was getting up and down 

frequently. The propagating rate they have is trading off and taking turns, which 

means one is increasing, another instead decreasing. 

6.3  Over-subscription 

Introduction 

After we introduced the functionalities of policing and shaping which practically 

applied to over-subscription, and ISPs mostly apply these techniques to achieve that 

more efficiently utilize network resource without huge cost of upgrading their 

hardware specifications. First, let us take a look the definition of over-subscription; 

literally, over-subscription descripts that something has been over used and exceed its 

maximum capability to arrange things such as a car renting company having 10 cars 

and wanting to rent 15 customers concurrently. It exceeds the availability of number 

of cars they can arrange. In the case of ISP business, over-subscription is often related 

to represent in percentage of how much resource being subscripted which the value 

can be either less or more than 100%. For instance, customer subscribes (purchases) 

two 50Mbps virtual connections to a 100Mbps UNI (user network interface, physical 

port), so there is no oversubscription appeared; both links can reach up to their 

maximum capability and give guaranteed accessing speed for customers. However, 

adding two more connections with 50Mbps to the same 100Mbps UNI, and the ratio 
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of subscription will be increased to 200%, which might cause the congestion on the 

UNI ingress interface and break the SLA of QoS that is not guaranteed within 

congestion. In the SLA, the service provider should ensure low delay, jitter, and 

packet loss for customer, specially for time-sensitive applications. How we 

implement best performance for customers when customers over-subscribe bandwidth 

and also guarantee the minimum rate, becomes a considerable topic being responsible 

for ISPs to solve. The traditional technique is TDM-based (time division 

multiplexing), which is sharing the network resource. As the increase of customers, it 

urgently requires ISPs to upgrade their equipment. Therefore, the best solution for 

ISP to allocate bandwidth is using policing or shaping technique to be assigned to 

ingress PE router or egress CE router to control the traffic.         

Bandwidth profiles 

A new definition has been introduced by service provider is bandwidth profile to 

allow service provider to sell the bandwidth to ensure the performance of data 

transmission in in-profile service, and the bandwidth subscriber needs should be less 

than UNI physical maximum speed. It is often related to SLA to assign resource to 

subscribers at ingress and egress routers. Here the in-profile means the rate which 

allow the traffic toward PE router, and the out-of-profile means excess rate can be 

allowed go inside of ISP core but no service performance insurance. The non-

committed rate is the excess rate traffic will get discarded when entering ISP network. 

Also, the bandwidth profile can be categorized into two classes, which is referred to 

the direction egress and ingress. The two classes of bandwidth profiles will be 

introduced with policing and shaping. The policing can be applied to both directions, 

unlike the shaping only can be used to egress interface. Both techniques apply token 

bucket algorithm to divide traffic rates. 

Policing for over-subscription 

Policing to facilitate implementing and is extensive application to over-subscription, 

and divide the traffic into three classes or colors:  

 green: in-profile - committed rate with service performance insurance.  

 yellow: out-of-profile - excess rate transmitting traffic without service 

performance insurance. 

 red: non-committed - violate rate, drop packet immediately. 

In the concept of cisco, there are a few parameters including as: 

CIR (committed information rate), PIR (peak information rate), Bc (committed burst 

size), Be (excess burst size), PIR>CIR. 

The policing is using three combinations of token bucket and the number of rates. It 

can be using single bucket and single rate, which if a packet size is less than Bc, the 

packet will take the tokens and transmitted; otherwise, it gets discarded immediately. 

There are only two color involved. You can understand that if the incoming traffic 
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rate is higher than CIR, the policing will be working on it and cut the excess rate to 

meet the same rate as CIR, and other rate just simply discarded. The result of 

implementing policing of single rate and single bucket has been shown above content 

at policing chapter. 

Another is single rate and two token buckets, which introduces two burst size. An 

incoming packet either choose Bc or Be, and it provides more tolerance for the burst 

traffic.  

The third one is dual rates and dual buckets; it is mostly often used policing approach 

for implementing over-subscription. It uses all the parameters above introduced. The 

CIR is the committed rate which service provider provides guaranteed service 

performance, and if the incoming traffic rate is less than CIR; it gets forwarded as 

same rate immediately and belong to in-profile. In case of excess traffic rate, if the 

rate is higher than CIR and less than PIR, the traffic will be divide into two classes, 

which one class (green) will be transmitted as CIR as in-profile committed rate, and 

another class (yellow) will be transmitted and remarked as incoming rate-CIR in 

which the traffic might not get same service performance as green class. If the 

incoming traffic rate is higher than PIR, the policing will classify this flow into three 

colors which green is transmitting with CIR in-profile, yellow should be transmitted 

with PIR-CIR out-of-profile, and red class just immediately gets discarded. The 

illustration of token bucket algorithm as previous mentioned: 

 

            Token arrival rate (PIR)                                      Token arrival rate (CIR)   

 

                                               

                                  Excess tokens are discarded                                              

                                                                                                                             discard 

 

 

                                                             No 

 Size of a packet=B  

                                             Yes                                    Yes                                   No 

 

   

                                drop or remark                   remark                           transmit                   

Figure 6-31 
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http://www.cisco.com/c/dam/en/us/products/collateral/ios-nx-os-software/quality-of-

service-qos/prod_presentation0900aecd80312b59.pdf 

The policing approaches can be applied in ingress or egress interface, and the result 

of three policing approaches have been shown in above content.  

Shaping for over-subscription 

The shaping can help to deal with over-subscription as well, and difference between 

shaping and policing is shaping won't drop the packets. Instead, it takes the excess 

traffic which did not get sufficient tokens will be put into a buffer waiting till the 

tokens become available to be used for excess traffic. Here is similar as policing 

parameters including CIR (committed information rate), PIR (peak information rate), 

Bc (committed burst size), Be (excess burst size), and Tc (time interval), but the 

algorithm only utilizes one bucket and one rate. The bucket size can be either Bc or 

Bc+Be which increase the capability to tolerant burst traffic. In cisco devices, the 

configuration can be two choices which are average and peak. The average rate is 

actually same as CIR when the incoming traffic rate higher and CIR, and the excess 

packets will be buffered inside of a queue waiting for next Tc coming. If we 

configure shaping with peak, the actual rate will be (1+Be/Bc)*CIR. Thus, using 

shaping approach in egress interface can  limit rate and bring a flexibity of adjusting 

maximum rate. 

Ingress and egress bandwidth profiles 

Ingress – policing only Egress – policing or shaping 

Per-UNI ingress bandwidth profile Per-UNI egress bandwidth profile 

Per-EVC ingress bandwidth profile Per-EVC egress bandwidth profile 

Per-DSCP ingress bandwidth profile Per-DSCP egress bandwidth profile 

Table 6-32 

https://www.mef.net/Assets/White_Papers/Understanding_MEF_6.2_Bandwidth_Pro

files_FINAL.pdf 

Per-UNI ingress bandwidth profile is based on capability of physical port, and all 

service will be treated as one pipe transmission. if the incoming traffic <= CIR<=UNI 

bandwidth, the traffic will be green class and enter network with assurance of service 

performance. If UNI>PIR>incoming traffic rate>CIR, one part is belonged to green 

class, and another is in yellow which also allowed to enter network. If incoming 

traffic even is higher than PIR, the traffic will be classified two part which green with 

CIR, yellow with PIR-CIR, and red simply drops. 
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    Provider network 

Per-UNI Ingress bandwidth profile:  

 

  

                                                                              Per-UNI Ingress bandwidth profile                                                                               

 

 

 

Figure 6-33 

https://www.mef.net/Assets/White_Papers/Bandwidth-Profiles-for-Ethernet-

Services.pdf 

Per-EVC Ingress bandwidth profile is classifying flows to different EVCs. For 

instance, we create two access-list for each of EVC by TCP/UDP or IP addresses. The 

UNI is 100Mbps and includes two EVCs. The EVC1 is CIR=10Mbps, and 

PIR=100Mbps which is equal to UNI bandwidth. The EVC1 has 10Mbps guaranteed 

resource for packets to maintain service performance as in-profile, and excess rate 

will be colored yellow. The EVC2 has a CIR=30Mbps and PIR=100Mbps. The sum 

of all EVCs must be <= the actual UNI bandwidth. Two ways to implement this are 

rate-limit and CB-policing. An example of configuring CB-policing and assign it to 

ingress interface: 
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       Provider network 

 

Figure 6-34 

Per-EVC Ingress bandwidth profile:  

 

  

                                                                                    Per-EVC Ingress bandwidth profile                                                                          

  

                                                                                    Per-EVC Ingress bandwidth profile 

 

 

Figure 6-35 

https://www.mef.net/Assets/White_Papers/Bandwidth-Profiles-for-Ethernet-

Services.pdf 

Per-DSCP Ingress bandwidth profile assign policing scheduler for each DSCP class, 

and the percentage of CIR allocation depends on the value of DSCP. The higher 

DSCP is, the more CIR will be allocated. An example of configuration is given as the 
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following: the UNI is 100Mbps speed.

 

 

Figure 6-36 
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        Provider 

network 

Per-DSCP Ingress bandwidth profile:  

 

 

                                                                                       Per-EVC Ingress bandwidth profile                                                                              

 

                                                                                       Per-EVC Ingress bandwidth profile 

 

 

Figure 6-37 

https://www.mef.net/Assets/White_Papers/Bandwidth-Profiles-for-Ethernet-

Services.pdf 

Egress policing is using same concept as ingress, which classifies bandwidth profile 

towards egress interface to limit traffic. Let us take a look at shaping specified on 

egress interface. Shaping is unlike policing which drop the non-conformant traffic, it 

will buffer the traffic into a queue temporarily. However, if the burst traffic remains a 

long term, if might cause increasing latency and packets loss. It also can be 

subdivided into three bandwidth profile by different type of pipes. Per-UNI Ingress 

bandwidth profile treat all service equally, Per-EVC Ingress bandwidth profile has a 

few EVCs to run various type of traffic, and finally Per-DSCP Ingress bandwidth 

profile is looking at DSCP value to determine how much rate need to be shaped by 

the importance of traffic. The shaping approach not only guarantees the minimum 

bandwidth for certain class but also provides an increment for the rate by peak 

command. Note that the shaping method can only be assign to egress interface. For 

example, two customers subscribe 50Mbps bandwidth profile connecting to a 

100Mbps UNI by shaping method to limit the rate. By the formula (1+Be/Bc)*CIR, 

we set Be=Bc, so the shaping rate will be 2CIR. When one customer is not using the 

link, another cutomter can take over another 50Mbps and ISP can price the bandwidth 

incrementally. Whereas, they both occupy the link at the same time, the 50Mbps 

speed can be guaranteed, and also is flexible to take over another link’s resource 

when the link is idle.  
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An example of configuring shaping: 

 

Figure 6-38 

R1#sh policy-map interface 

 FastEthernet0/0 

  Service-policy output: shaping 

    Class-map: AF1X (match-any) 

      0 packets, 0 bytes 

      5 minute offered rate 0 bps, drop rate 0 bps 

      Match:  dscp af11 (10) 

        0 packets, 0 bytes 

        5 minute rate 0 bps 

      Match:  dscp af12 (12) 

        0 packets, 0 bytes 

        5 minute rate 0 bps 

      Match:  dscp af13 (14) 

        0 packets, 0 bytes 

        5 minute rate 0 bps 

      Queueing 

      queue limit 64 packets 

      (queue depth/total drops/no-buffer drops) 0/0/0 

      (pkts output/bytes output) 0/0 

      shape (peak) cir 5000000, bc 20000, be 20000 

      target shape rate 10000000 
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    Class-map: AF2X (match-any) 

      0 packets, 0 bytes 

      5 minute offered rate 0 bps, drop rate 0 bps 

      Match:  dscp af21 (18) 

        0 packets, 0 bytes 

        5 minute rate 0 bps 

      Match:  dscp af22 (20) 

        0 packets, 0 bytes 

        5 minute rate 0 bps 

      Match:  dscp af23 (22) 

        0 packets, 0 bytes 

        5 minute rate 0 bps 

      Queueing 

      queue limit 64 packets 

      (queue depth/total drops/no-buffer drops) 0/0/0 

      (pkts output/bytes output) 0/0 

      shape (peak) cir 15000000, bc 60000, be 60000 

      target shape rate 30000000 

 

    Class-map: AF3X (match-any) 

      0 packets, 0 bytes 

      5 minute offered rate 0 bps, drop rate 0 bps 

      Match:  dscp af31 (26) 

        0 packets, 0 bytes 

        5 minute rate 0 bps 

      Match:  dscp af32 (28) 

        0 packets, 0 bytes 

        5 minute rate 0 bps 

      Match:  dscp af33 (30) 

        0 packets, 0 bytes 

        5 minute rate 0 bps 

      Queueing 

      queue limit 64 packets 

      (queue depth/total drops/no-buffer drops) 0/0/0 

      (pkts output/bytes output) 0/0 

      shape (peak) cir 20000000, bc 80000, be 80000 

      target shape rate 40000000 
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    Class-map: AF4X (match-any) 

      0 packets, 0 bytes 

      5 minute offered rate 0 bps, drop rate 0 bps 

      Match:  dscp af41 (34) 

        0 packets, 0 bytes 

        5 minute rate 0 bps 

      Match:  dscp af42 (36) 

        0 packets, 0 bytes 

        5 minute rate 0 bps 

      Match:  dscp af43 (38) 

        0 packets, 0 bytes 

        5 minute rate 0 bps 

      Queueing 

      queue limit 64 packets 

      (queue depth/total drops/no-buffer drops) 0/0/0 

      (pkts output/bytes output) 0/0 

      shape (peak) cir 25000000, bc 100000, be 100000 

      target shape rate 50000000 

 

    Class-map: EF (match-any) 

      0 packets, 0 bytes 

      5 minute offered rate 0 bps, drop rate 0 bps 

      Match:  dscp ef (46) 

        0 packets, 0 bytes 

        5 minute rate 0 bps 

      Queueing 

      queue limit 64 packets 

      (queue depth/total drops/no-buffer drops) 0/0/0 

      (pkts output/bytes output) 0/0 

      shape (peak) cir 35000000, bc 140000, be 140000 

      target shape rate 70000000 

 

    Class-map: class-default (match-any) 

      0 packets, 0 bytes 

      5 minute offered rate 0 bps, drop rate 0 bps 

      Match: any 
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      queue limit 64 packets 

      (queue depth/total drops/no-buffer drops) 0/0/0 

      (pkts output/bytes output) 0/0 

Now we take a look at combination of shaping and policing as the following scenario 

show the link between PE1 and PE2 is Ethernet interface 10Mbps, which means the 

maximum capability is 10Mbps. Hypothetically, ISP sells 10Mbps to each of 

customers and only 5Mbps can be guaranteed, and the time interval assumes to be 

100ms. Where the 10Mbps link is causes the over-subscription. CE1 and CE2 

implement shaping of peak on their egress interface, and policing will be 

implemented on ingress interface with CIR 5Mbps and PIR 10Mbps. In addition, CB-

WFQ will be introduced for queueing between different class of flows. 

The scenario:    

 

Figure 6-39 

The configuration on each router: 
CE1#sh run 

class-map match-all TCP 

 match access-group 101 

policy-map shaping 

 class TCP 

  shape peak 5000000 800000 800000 

interface Ethernet1/0 

service-policy output shaping 

CE1-B#sh run 

hostname CE1-B 

class-map match-all TCP 

 match access-group 101 



82 

 

policy-map shaping 

 class TCP 

  shape peak 5000000 800000 800000 

interface Ethernet1/0 

service-policy output shaping 

PE1(config-if)#do sh run 

class-map match-all p0 

 match ip precedence 0  

class-map match-all p1 

 match ip precedence 0  

class-map match-all fromR1 

 match access-group name fromr1 

class-map match-all fromR2 

 match access-group name fromr2 

policy-map policing 

 class fromR1 

  police cir 5000000 pir 10000000 

   conform-action set-prec-transmit 1  

   exceed-action set-prec-transmit 0 

   violate-action drop  

 class fromR2 

  police cir 5000000 pir 10000000 

   conform-action set-prec-transmit 1 

   exceed-action set-prec-transmit 0 

   violate-action drop  

policy-map CB-WFQ 

 class p0 

  bandwidth percent 5 

 class p1 

  bandwidth percent 20 

interface Ethernet1/0 

 load-interval 30 

service-policy input policing 

 service-policy output CB-WFQ 

ip access-list extended fromr1 

 permit tcp host 192.168.1.2 any 

ip access-list extended fromr2 
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 permit tcp host 192.168.2.2 any 

set the conformed traffic as IPP1 and excess as IPP0, it is for later CB-WFQ to 

schedule packet depending on their weight. 

1st Now we run 10Mbps traffic from pc1 to remote, and show the policy-map on CE1 

and PE1: 

 

Figure 6-40 

The traffic is going through egress interface and getting shaping with 10Mbps 

outgoing traffic rate. 

 

Figure 6-41 

In 30s e1/0 conform almost 5Mbps traffic when the rate exceeds the configured CIR 

(green), and rest of them belong to excess (yellow). 
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The throughput is displayed as below: 

 

Figure 6-42 

2nd generating traffic from pc1 and pc2 simultaneously with both 10Mbps, and see 

how the shaping and policing varying. 

PE1: 

 

Figure 6-43 
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When over-subscription is taking place, the policy helps to ensure the CIR as 

conformed 

CE1: 

 

Figure 6-44 

CE1-B:   

 

Figure 6-45 
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When the over-subscription is happening on the link, the shaping facilitates to limit 

the traffic to SLA rate to guarantee the service performance for each of customers. 

The CB-WFQ: 

 

Figure 6-46 

PC1 throughput: 

 

Figure 6-47 
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PC2 throughput: 

 

Figure 6-48 

Their relation is trading off and taking turns. 

The small testament shows us how the policing and shaping cooperate with each 

other to make sure the green class service performance when over-subscription takes 

place. Also, it helps to take over idle resource to be used. 
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7. MPLS QoS 

MPLS (Multiprotocol Label Switching) is using label switching to take place of the 

conventional routing to forward packets. It has powerful routing function, flexible, 

fast processing, and satisfied to various of new network requirement, and scalable to 

some network protocols such as IPv6, IPX, and so on. MPLS saves a lot of resource 

and CPU consuming in routers. Nowadays, this technique is widely applied to ISP’s 

core network and a huge network infrastructure, so QoS applying to MPLS must be 

considered. 

For MPLS network, QoS is the same as IP network where has to consider serval 

parameter to maintain certain service quality including propagation rate, delay, jitter, 

packet loss, and so on. According to network controlling diverse application traffic 

differently, QoS service also can classify three categories: BE, DiffServ, and IntServ. 

Different MPLS service is in accordance with EXP value in MPLS header to 

determine PHB implementation. The IntServ of MPLS network is utilizing MPLS-TE 

technique to be performed.  

7.1  MPLS DiffServ 

The mechanism of DiffServ for MPLS is same as IP DiffServ, which the traffic enter 

a configured area starts to be classified by its regulation. In MPLS network, it 

forwards packets depending on label in MPLS header and doesn’t check IP header, so 

it is not able to use IPP/DSCP value to classify traffic. The services are mapped to 

certain class according to the service characteristics and requirements at MPLS 

network edge, and then each of node in core network checks and treats traffic via 

recognizing the 3-bit EXP which is configured by service policy and to guarantee 

their quality of service. 3-bit EXP carries DiffServ PHB and label switching router 

takes a decision by considering MPLS EXP. However, DiffServ PHB is maximum up 

to 64 code values (26), so how 3-bit EXP that is maximum 8 classes (23) can handle 

that many values. There are two solutions for determine PHB:  

The first method E-LSP, which EXP decide PHB and LSP (label switching path): It 

applies to less than 8 PHBs network, and certain DSCPs directly map to certain EXP 

to specify PHB. On the way of propagating packets, LSP decide the path of 

forwarding; meanwhile, EXP will determine queueing and scheduling on each of LSR 

(label switching router). Therefore, one LSP can carry 8 different PHBs with using 

EXP to differentiate. EXP can either copy DSCP from IP header or be configured by 

ISP.  

The second approach L-LSP supports more than 8 PHBs network. In here, EXP is not 

sufficient to carry various of PHB information, so it requests label and EXP working 

together to decide PHB and LSP. In the procedure of forwarding, labels not only 

work for determining forwarding path but also assign scheduling behaviours, and 

EXP is carrying dropping precedence. Thus, they both cooperate with each other to 

conclude PHB. Due to existing relation between label and PHB, so when establishing 
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MPLS DiffServ Domain 

LSP, it need to transmit this information. In consequence, the LSP that needs label to 

propagate PHB to establish called L-LSP. 

After using these approaches to classify traffic, QoS mechanisms will be the same as 

IP network such as shaping, policing, and congestion management and avoidance. 

The table shows the default mapping between DiffServ PHB and EXP: 

DSCP PHB EXP 

CS7 (111000) 111  7 

CS6 (110000) 110  6 

EF (101110) 101  5 

AF4X (100XX0) 100  4 

AF3X (011XX0) 011  3 

AF2X(010XX0) 010  2 

AF(001XX0) 001  1 

Best Effort 000  0 

Table 7-1 

The illustration explains how DiffServ and EXP exchange between each other: 

 

 

 DSCP  

     IPv4 packets  

 

    

            0                                                 19                  22  23                     31 

Label EXP S TTL 

Figure 7-2 

http://h3c.com/portal/Products___Solutions/Products/Switches/H3C_S5120-

EI_Series_Switches/White_Paper/200812/689004_57_0.htm#_Toc215923183 

MPLS Header  DSCP  
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As shown above illustration, at the edge of MPLS, the IP packets directly copy DSCP 

to MPLS header of EXP by default. However, if ISP doesn’t trust any incoming data 

or might request to define different DiffServ, so EXP or DSCP in IP header can be 

changed according to scheduling policy along the path.  

7.2  MPLS DiffServ tunneling 

As MPLS VPNs are rapidly getting popular over private WAN to provide ISP core 

network routing and switching with their customers, and supply scalable VPNs and 

faster packets forwarding with end-to-end quality of service. MPLS VPN mainly 

consists of CE, PE, and P. Customer Edge Router: directly connected ISP edge router 

which is not perceptive the existence of VPN. Provider Edge Router: responsible for 

VPN entrance and cope with VPN-IPv4 routing. Provider Router: expedited 

forwarding data. The basic architecture of MPLS VPN network is displayed as below: 

 

Figure 7-3 

http://www.cisco.com/c/en/us/support/docs/multiprotocol-label-switching-

mpls/mpls/47815-diffserv-tunnel.html 

Note: 1. Enabling ip cef  

          2. creating IGP like OSPF across all ISP routers and IBGP between PE1 and 

PE2 

                3. creating VRF (virtual routing and forward) and assign it to ingress interface 

                4. enabling mpls ip on the interface which connects to ISP routers 

          5. CE1 and CE2 belong to their own Autonomous system, and redistribute their 

routing entries to IBGP and IBGP routing entries to the pointed AS. 

Now the network behind CE1 and CE2 is able to ping each other. We will continue to 

implement three different tunneling models based on this scenario, and analyze how 

the EXP and DSCP swaps while traffic traveling through MPLS core network from 

outside of it.   

Actually, MPLS network essentially provide a tunnel to carry these DiffServ, and 

there are three MPLS DiffServ tunneling modes which defined in RFC3270. They are 

including Uniform, Short-Pipe, and Pipe mode. By default, a packet enters the MPLS 

network copying and mapping the DSCP value from IP header to EXP bits of all 

pushed labels, and then carry this value all the way along the path. The packet leaves 
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the MPLS domain with the same DSCP as it incoming to MPLS domain. Different 

tunneling modes are introduced to allow differentiate QoS in MPLS network. 

7.2.1 Uniform mode 

Uniform mode is keeping the marking information uniform and having one layer of 

QoS. The ingress PE router copies the DSCP value from incoming IP packet to 

MPLS EXP bits of imposed label. When the packet is crossing the MPLS core 

network through P routers, the EXP might be change or not. If the EXP of topmost 

label get changed, it will copy to the newly exposed label after label popped. Also, 

the egress PE router will copy the EXP value to exposed DSCP in IP packet.  

The illustration of EXP and DSCP swapping shows: 

 

 

 

 

 

Figure 7-4 

http://www.cisco.com/c/en/us/support/docs/multiprotocol-label-switching-

mpls/mpls/47815-diffserv-tunnel.html 

For example, the traffic is generating behind CE routers towards PE1, and we will see 

how to complete the EXP and DSCP swapping as the illustration. 

In addition, the bandwidth between PE1 and P1 is 1Gbps, and because of interface 

on, which means the capability of transmission is 100Mbps in total. If the ISP sell 

100Mbps to each of customers behind each CE routers, it will cause oversubscription 

and occurrence of congestion. For example, if ISP sells 100Mbps respectively to two 

customers behind CE1-A router, it might not get the bandwidth which the customer 

wants originally when they generate traffic simultaneously. The purchased bandwidth 

DSCP:ef DSCP:ef 

EXP:5 

EXP:5 

DSCP:ef 

EXP:5 

EXP:4 

DSCP:ef 

EXP:4 

DSCP:af43 
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might loss its quality when congestion occurs. Therefore, it requires policing and 

shaping cooperating with CE router and PE router to implement oversubscription and 

provide minimum bandwidth insurance. Furthermore, we implement CB-WFQ and 

WRED on each provider routers in case the congestion occurs. The detail 

configuration will be displayed later.   

Behind CE1-A network: 5.1.1.1/32, 6.1.1.1/32, 7.1.1.1/32 

Behind CE2-A network: 11.1.1.1/32, 12.1.1.1/32, 13.1.1.1/32 

Behind CE1-B network: 8.1.1.1/32, 9.1.1.1/32, 10.1.1.1/32 

Behind CE2-B network: 14.1.1.1/32, 15.1.1.1/32, 16.1.1.1/32 

1st uniform mode configurations of each router: 

CE1-A-WEI#sh run 

hostname CE1-A-WEI 

ip cef 

class-map match-all VOICE 

 match  dscp ef  

class-map match-all VIDEOCON 

 match  dscp af41  

class-map match-all CRITICALDATA 

 match  dscp af31  

class-map match-all CALLSIGNAL 

 match  dscp cs3 

class-map match-all VIDEOSTR 

 match  dscp cs4 

class-map match-all NETMAN 

 match  dscp cs2 

class-map match-all BULKDATA 

 match  dscp af11 

class-map match-all SCAVEN 

 match  dscp cs1 

class-map match-all BESTEFF 

 match  dscp 0 

policy-map shaping 

 class VOICE 

  shape peak 50000000 5000000 5000000 

 class VIDEOCON 

  shape peak 50000000 5000000 5000000 

 class CRITICALDATA 

  shape peak 50000000 5000000 5000000 

 class CALLSIGNAL 

  shape peak 50000000 5000000 5000000 

 class VIDEOSTR 

  shape peak 50000000 5000000 5000000 

class NETMAN 

  shape peak 50000000 5000000 5000000 

class BULKDATA 

  shape peak 50000000 5000000 5000000 

class BESTEFF 

  shape peak 50000000 5000000 5000000 

interface Loopback1 

 ip address 5.1.1.1 255.255.255.255 

! 

interface Loopback2 

 ip address 6.1.1.1 255.255.255.255 

interface Loopback3 

 ip address 7.1.1.1 255.255.255.255 

interface GigabitEthernet1/0 

 ip address 192.168.1.1 255.255.255.192 

 duplex full 

 service-policy output shaping 

router rip 
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 version 2 

 network 5.0.0.0 

 network 6.0.0.0 

 network 7.0.0.0 

 network 192.168.1.0 

 no auto-summary 

CE2-A-WEI#sh run 

hostname CE2-A-WEI 

ip cef 

class-map match-all VOICE 

 match  dscp ef  

class-map match-all VIDEOCON 

 match  dscp af41  

class-map match-all CRITICALDATA 

 match  dscp af31  

class-map match-all CALLSIGNAL 

 match  dscp cs3 

class-map match-all VIDEOSTR 

 match  dscp cs4 

class-map match-all NETMAN 

 match  dscp cs2 

class-map match-all BULKDATA 

 match  dscp af11 

class-map match-all SCAVEN 

 match  dscp cs1 

class-map match-all BESTEFF 

 match  dscp 0 

policy-map shaping 

 class VOICE 

  shape peak 50000000 5000000 5000000 

 class VIDEOCON 

  shape peak 50000000 5000000 5000000 

 class CRITICALDATA 

  shape peak 50000000 5000000 5000000 

 class CALLSIGNAL 

  shape peak 50000000 5000000 5000000 

 class VIDEOSTR 

  shape peak 50000000 5000000 5000000 

class NETMAN 

  shape peak 50000000 5000000 5000000 

class BULKDATA 

  shape peak 50000000 5000000 5000000 

class BESTEFF 

  shape peak 50000000 5000000 5000000 

interface Loopback1 

 ip address 11.1.1.1 255.255.255.255 

interface Loopback2 

 ip address 12.1.1.1 255.255.255.255 

interface Loopback3 

 ip address 13.1.1.1 255.255.255.255 

interface GigabitEthernet1/0 

 ip address 192.168.3.1 255.255.255.0 

 duplex full 

 service-policy output shaping 

router eigrp 11 

 network 11.1.1.1 0.0.0.0 

 network 12.1.1.1 0.0.0.0 

 network 13.1.1.1 0.0.0.0 

 network 192.168.3.0 

PE1-WEI#sh run 

hostname PE1-WEI 

ip cef 

ip vrf CE1 

 rd 1:1 

 route-target export 123:1 

 route-target import 234:1 

 route-target import 567:1 

 route-target import 789:1 

ip vrf CE2 

 rd 1:2 
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 route-target export 789:1 

 route-target import 567:1 

 route-target import 123:1 

 route-target import 234:1 

mpls label range 100 200 

mpls label protocol ldp 

class-map match-all MPLS-5 

 match mpls experimental topmost 5  

class-map match-all MPLS-0 

 match mpls experimental topmost 0 

class-map match-all MPLS-1 

 match mpls experimental topmost 1  

class-map match-all MPLS-2 

 match mpls experimental topmost 2  

class-map match-all MPLS-3 

 match mpls experimental topmost 3  

class-map match-all MPLS-4 

 match mpls experimental topmost 4  

class-map match-any VOICE 

 match  dscp ef  

class-map match-any VIDEODA 

 match  dscp af41  

class-map match-any CD&CS 

 match  dscp af31  

 match  dscp cs3 

class-map match-any NM 

 match  dscp cs2  

class-map match-any BD&SCA 

 match  dscp af11  

 match  dscp cs1 

class-map match-any BESTEFF 

 match  dscp 0 

policy-map outbound 

 class MPLS-5 

  priority percent 25 

class MPLS-0 

  bandwidth percent 3 

  random-detect 

 class MPLS-1 

  bandwidth percent 5 

  random-detect 

 class MPLS-2 

  bandwidth percent 20 

  random-detect 

 class MPLS-3 

  bandwidth percent 15 

  random-detect 

 class MPLS-4 

  priority percent 20 

policy-map set-MPLS-EXP 

 class BESTEFF 

  police cir 2000000 pir 50000000 

   conform-action set-mpls-exp-imposition-

transmit 0 

   exceed-action set-mpls-exp-imposition-

transmit 0 

   violate-action drop  

class BD&SCA 

  police cir 4000000 pir 50000000 

   conform-action set-mpls-exp-imposition-

transmit 1 

   exceed-action set-mpls-exp-imposition-

transmit 0 

   violate-action drop  

 class VIDEODA 

  police cir 15000000 pir 50000000 

   conform-action set-mpls-exp-imposition-

transmit 4 

   exceed-action set-mpls-exp-imposition-

transmit 3 

   violate-action drop  

 class CD&CS 
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  police cir 5000000 pir 50000000 

   conform-action set-mpls-exp-imposition-

transmit 3 

   exceed-action set-mpls-exp-imposition-

transmit 2 

   violate-action drop  

 class NM 

  police cir 9000000 pir 50000000 

   conform-action set-mpls-exp-imposition-

transmit 2 

   exceed-action set-mpls-exp-imposition-

transmit 1 

   violate-action drop  

 class VOICE 

  police cir 15000000 pir 50000000 

   conform-action set-mpls-exp-imposition-

transmit 5 

   exceed-action set-mpls-exp-imposition-

transmit 4 

   violate-action drop  

interface Loopback1 

 ip address 1.1.1.1 255.255.255.255 

interface GigabitEthernet1/0 

 ip vrf forwarding CE1 

 ip address 192.168.1.2 255.255.255.0 

 duplex full 

 service-policy input set-MPLS-EXP 

interface GigabitEthernet1/1 

 ip vrf forwarding CE2 

 ip address 192.168.3.2 255.255.255.0 

 duplex full 

interface FastEthernet1/2 

 ip address 10.1.11.1 255.255.255.252 

 duplex full 

 mpls ldp discovery transport-address 

interface 

 mpls ip 

 service-policy output outbound 

router eigrp 11 

address-family ipv4 vrf CE2 autonomous-

system 11 

  redistribute bgp 11 metric 15000 1 255 255 

65535 

  network 192.168.3.0 

 exit-address-family 

router ospf 1 

 router-id 1.1.1.1 

 network 1.1.1.1 0.0.0.0 area 1 

 network 10.1.11.0 0.0.0.3 area 1 

router rip 

address-family ipv4 vrf CE1 

  redistribute bgp 11 metric 5 

  network 192.168.1.0 

  no auto-summary 

  version 2 

 exit-address-family 

router bgp 11 

 bgp log-neighbor-changes 

 neighbor 2.2.2.2 remote-as 11 

 neighbor 2.2.2.2 update-source Loopback1 

 ! 

 address-family vpnv4 

  neighbor 2.2.2.2 activate 

  neighbor 2.2.2.2 send-community extended 

 exit-address-family 

 ! 

 address-family ipv4 vrf CE1 

  redistribute rip 

 exit-address-family 

 ! 

 address-family ipv4 vrf CE2 

  redistribute eigrp 11 

 exit-address-family 
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mpls ldp router-id Loopback1 

P1-WEI#sh run 

hostname P1-WEI 

ip cef 

mpls label range 200 300 

mpls label protocol ldp 

class-map match-all MPLS-IN 

 match mpls experimental topmost 5  

policy-map MPLS-IN 

 class MPLS-IN 

  set mpls experimental topmost 4 

interface Loopback1 

 ip address 3.3.3.3 255.255.255.255 

interface FastEthernet1/0 

 ip address 10.1.11.2 255.255.255.252 

 duplex full 

 mpls ldp discovery transport-address 

interface 

 mpls ip 

 service-policy input MPLS-IN 

interface FastEthernet1/1 

 ip address 10.1.11.5 255.255.255.252 

 duplex full 

 mpls ldp discovery transport-address 

interface 

 mpls ip 

router ospf 1 

 router-id 3.3.3.3 

 network 10.1.11.0 0.0.0.3 area 1 

 network 10.1.11.4 0.0.0.3 area 1 

mpls ldp router-id Loopback1 

P2-WEI#sh run 

hostname P2-WEI 

ip cef 

mpls label range 300 400 

mpls label protocol ldp 

class-map match-all qos-group-5 

 match qos-group 5 

class-map match-all MPLS-5 

 match mpls experimental topmost 5  

class-map match-all MPLS-0 

 match mpls experimental topmost 0 

class-map match-all MPLS-1 

 match mpls experimental topmost 1  

class-map match-all MPLS-2 

 match mpls experimental topmost 2  

class-map match-all MPLS-3 

 match mpls experimental topmost 3  

class-map match-all MPLS-4 

 match mpls experimental topmost 4  

class-map match-all qos-group-4 

 match qos-group 4 

class-map match-all qos-group-1 

 match qos-group 1 

class-map match-all qos-group-3 

 match qos-group 3 

class-map match-all qos-group-2 

 match qos-group 2 

class-map match-all qos-group-0 

 match qos-group 0 

policy-map qos-group-in 

 class MPLS-5 

  set qos-group mpls experimental topmost 

 class MPLS-4 

  set qos-group mpls experimental topmost 

 class MPLS-3 

  set qos-group mpls experimental topmost 

 class MPLS-2 

  set qos-group mpls experimental topmost 

 class MPLS-1 

  set qos-group mpls experimental topmost 
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class MPLS-0 

  set qos-group mpls experimental topmost 

policy-map qos-group-out 

 class qos-group-0 

  bandwidth percent 3 

  random-detect 

class qos-group-1 

  bandwidth percent 5 

  random-detect 

  set mpls experimental topmost qos-group 

 class qos-group-2 

  bandwidth percent 20 

  random-detect 

  set mpls experimental topmost qos-group 

 class qos-group-3 

  bandwidth percent 15 

  random-detect 

  set mpls experimental topmost qos-group 

 class qos-group-4 

  priority percent 20 

  set mpls experimental topmost qos-group 

 class qos-group-5 

  priority percent 25 

  set mpls experimental topmost qos-group 

interface Loopback1 

 ip address 4.4.4.4 255.255.255.255 

interface FastEthernet1/0 

 ip address 10.1.11.6 255.255.255.252 

 duplex full 

 mpls ldp discovery transport-address 

interface 

 mpls ip 

 service-policy input qos-group-in 

interface FastEthernet1/1 

 ip address 10.1.11.9 255.255.255.252 

 duplex full 

 mpls ldp discovery transport-address 

interface 

 mpls ip 

 service-policy output qos-group-out 

router ospf 1 

 router-id 4.4.4.4 

 network 10.1.11.4 0.0.0.3 area 1 

 network 10.1.11.8 0.0.0.3 area 1 

mpls ldp router-id Loopback1 

PE2-WEI#sh run 

hostname PE2-WEI 

ip cef 

ip vrf CE1 

 rd 1:1 

 route-target export 234:1 

 route-target import 123:1 

 route-target import 567:1 

 route-target import 789:1 

ip vrf CE2 

 rd 1:2 

 route-target export 567:1 

 route-target import 789:1 

 route-target import 123:1 

 route-target import 234:1 

mpls label range 400 500 

mpls label protocol ldp 

class-map match-all qos-group-5 

 match qos-group 5 

class-map match-all MPLS-5 

 match mpls experimental topmost 5  

class-map match-all MPLS-0 

 match mpls experimental topmost 0 

class-map match-all MPLS-1 

 match mpls experimental topmost 1  
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class-map match-all MPLS-2 

 match mpls experimental topmost 2  

class-map match-all MPLS-3 

 match mpls experimental topmost 3  

class-map match-all MPLS-4 

 match mpls experimental topmost 4  

class-map match-all qos-group-4 

 match qos-group 4 

class-map match-all qos-group-1 

 match qos-group 1 

class-map match-all qos-group-3 

 match qos-group 3 

class-map match-all qos-group-2 

 match qos-group 2 

class-map match-all qos-group-0 

 match qos-group 0 

policy-map qos-group-in 

 class MPLS-5 

  set qos-group mpls experimental topmost 

 class MPLS-4 

  set qos-group mpls experimental topmost 

 class MPLS-3 

  set qos-group mpls experimental topmost 

 class MPLS-2 

  set qos-group mpls experimental topmost 

 class MPLS-1 

  set qos-group mpls experimental topmost 

class MPLS-0 

  set qos-group mpls experimental topmost 

policy-map qos-group-out 

class qos-group-0 

  set precedence qos-group 

  bandwidth percent 3 

  random-detect 

class qos-group-1 

  set precedence qos-group 

  bandwidth percent 5 

  random-detect 

 class qos-group-2 

  set precedence qos-group 

  bandwidth percent 20 

  random-detect 

 class qos-group-3 

  set precedence qos-group 

  bandwidth percent 15 

  random-detect  

 class qos-group-4 

  set precedence qos-group 

  priority percent 20 

 class qos-group-5 

  set precedence qos-group 

  priority percent 25 

interface Loopback1 

 ip address 2.2.2.2 255.255.255.255 

interface FastEthernet1/0 

 ip address 10.1.11.10 255.255.255.252 

 duplex full 

 mpls ldp discovery transport-address 

interface 

 mpls ip 

 service-policy input qos-group-in 

interface GigabitEthernet1/1 

 bandwidth 100000 

 ip vrf forwarding CE2 

 ip address 192.168.4.1 255.255.255.0 

 duplex full 

 service-policy output qos-group-out 

interface GigabitEthernet1/2 

 ip vrf forwarding CE1 

 ip address 192.168.2.1 255.255.255.0 
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 duplex full 

router eigrp 11 

address-family ipv4 vrf CE2 autonomous-

system 11 

  redistribute bgp 11 metric 15000 1 255 255 

65535 

  network 192.168.4.0 

 exit-address-family 

router ospf 2 vrf CE1 

 redistribute bgp 11 subnets 

 network 192.168.2.0 0.0.0.255 area 2 

router ospf 1 

 router-id 2.2.2.2 

 network 2.2.2.2 0.0.0.0 area 1 

 network 10.1.11.8 0.0.0.3 area 1 

router bgp 11 

 bgp log-neighbor-changes 

 neighbor 1.1.1.1 remote-as 11 

 neighbor 1.1.1.1 update-source Loopback1 

address-family vpnv4 

  neighbor 1.1.1.1 activate 

  neighbor 1.1.1.1 send-community extended 

 exit-address-family 

address-family ipv4 vrf CE1 

  redistribute ospf 2 

 exit-address-family 

address-family ipv4 vrf CE2 

  redistribute eigrp 11 

 exit-address-family 

mpls ldp router-id Loopback1 

CE2-B-WEI#sh run 

hostname CE2-B-WEI 

ip cef 

interface Loopback1 

 ip address 14.1.1.1 255.255.255.255 

interface Loopback2 

 ip address 15.1.1.1 255.255.255.255 

interface Loopback3 

 ip address 16.1.1.1 255.255.255.255 

interface GigabitEthernet1/0 

 ip address 192.168.4.2 255.255.255.0 

 duplex full 

router eigrp 11 

 network 14.1.1.1 0.0.0.0 

 network 15.1.1.1 0.0.0.0 

 network 16.1.1.1 0.0.0.0 

 network 192.168.4.0 

CE1-B-WEI# sh run 

hostname CE1-B-WEI 

ip cef 

interface Loopback1 

 ip address 8.1.1.1 255.255.255.255 

! 

interface Loopback2 

 ip address 9.1.1.1 255.255.255.255 

! 

interface Loopback3 

 ip address 10.1.1.1 255.255.255.255 

interface GigabitEthernet1/0 

 ip address 192.168.2.2 255.255.255.0 

 duplex full 

router ospf 2 

 network 8.1.1.1 0.0.0.0 area 2 

 network 9.1.1.1 0.0.0.0 area 2 

 network 10.1.1.1 0.0.0.0 area 2 

 network 192.168.2.0 0.0.0.255 area 2

2nd test the connectivity from CE1 routers to CE2 routers 
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Figure 7-5 

Show ip route on CE1-A: 

 

Figure 7-6 

3rd enable debug MPLS packet and look at how the EXP changed in label: 

Ping 16.1.1.1 from 5.1.1.1 with ToS 184 (DSCP EF) 

On PE1 debug mpls packet and wireshark to see the label between PE1 and P1. 
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Figure 7-7-a 

 

Figure 7-7-b 

On P1: the topmost label has changed, wireshark between P1 and P2 

 

Figure 7-8-a 

 

Figure 7-8-b 
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On P2: 

 

Figure 7-9 

On PE2: the EXP bits has been swapped to 4 according to configuration. Wireshark 

between P2 and PE2 

 

Figure 7-10-a 

 

Figure 7-10-b 

And the packet left PE2 and DSCP has been changed to AF43 
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Figure 7-11 

Now let us take a look on policy-maps on CE routers 
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Figure 7-12 

Considering about Oversubscription: Due to the limitation of bandwidth on MPLS 

core network at 100Mbps. If ISP sell 100Mbps, it might not reach 100Mbps for two 

customers connected to PE router. Thus, we shape the traffic at the egress of the CE 

routers configured with peak which results the target rate= (1+Be/Bc) 

*CIR=100000000bps. It brings capability of reaching 100Mbps when the link is idle, 

and it also can limit the rate to 50Mbps when the two node having traffic to be sent 

out simultaneously. In case that too much traffic is from both sides of customers, so 

we implement policing on the ingress interface to monitor the traffic flow depending 

on the service level to allocate the maximum rate. The detail of policy-map 

configurations shows as below: 

PE1-WEI#sh policy-map interface  

 GigabitEthernet1/0    

  Service-policy input: set-MPLS-EXP 

    Class-map: BESTEFF (match-any) 

      0 packets, 0 bytes 

      5 minute offered rate 0 bps, drop rate 0 bps 

      Match:  dscp default (0) 

        0 packets, 0 bytes 

        5 minute rate 0 bps 

      police: 

          cir 2000000 bps, bc 62500 bytes 

          pir 50000000 bps, be 1562500 bytes 

        conformed 0 packets, 0 bytes; actions: 

          set-mpls-exp-imposition-transmit 0 

        exceeded 0 packets, 0 bytes; actions: 

          set-mpls-exp-imposition-transmit 0 

        violated 0 packets, 0 bytes; actions: 

          drop  

        conformed 0 bps, exceed 0 bps, violate 0 bps 

    Class-map: BD&SCA (match-any) 

      0 packets, 0 bytes 

      5 minute offered rate 0 bps, drop rate 0 bps 

      Match:  dscp af11 (10) 

        0 packets, 0 bytes 

        5 minute rate 0 bps 
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      Match:  dscp cs1 (8) 

        0 packets, 0 bytes 

        5 minute rate 0 bps 

      police: 

          cir 4000000 bps, bc 125000 bytes 

          pir 50000000 bps, be 1562500 bytes 

        conformed 0 packets, 0 bytes; actions: 

          set-mpls-exp-imposition-transmit 1 

        exceeded 0 packets, 0 bytes; actions: 

          set-mpls-exp-imposition-transmit 0 

        violated 0 packets, 0 bytes; actions: 

          drop  

        conformed 0 bps, exceed 0 bps, violate 0 bps 

 

    Class-map: VIDEODA (match-any) 

      0 packets, 0 bytes 

      5 minute offered rate 0 bps, drop rate 0 bps 

      Match:  dscp af41 (34) 

        0 packets, 0 bytes 

        5 minute rate 0 bps 

      police: 

          cir 15000000 bps, bc 468750 bytes 

          pir 50000000 bps, be 1562500 bytes 

        conformed 0 packets, 0 bytes; actions: 

          set-mpls-exp-imposition-transmit 4 

        exceeded 0 packets, 0 bytes; actions: 

          set-mpls-exp-imposition-transmit 3 

        violated 0 packets, 0 bytes; actions: 

          drop  

        conformed 0 bps, exceed 0 bps, violate 0 bps 

    Class-map: CD&CS (match-any) 

      0 packets, 0 bytes 

      5 minute offered rate 0 bps, drop rate 0 bps 

      Match:  dscp af31 (26) 

        0 packets, 0 bytes 
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        5 minute rate 0 bps 

      Match:  dscp cs3 (24) 

        0 packets, 0 bytes 

        5 minute rate 0 bps 

      police: 

          cir 5000000 bps, bc 156250 bytes 

          pir 50000000 bps, be 1562500 bytes 

        conformed 0 packets, 0 bytes; actions: 

          set-mpls-exp-imposition-transmit 3 

        exceeded 0 packets, 0 bytes; actions: 

          set-mpls-exp-imposition-transmit 2 

        violated 0 packets, 0 bytes; actions: 

          drop  

        conformed 0 bps, exceed 0 bps, violate 0 bps 

    Class-map: NM (match-any) 

      0 packets, 0 bytes 

      5 minute offered rate 0 bps, drop rate 0 bps 

      Match:  dscp cs4 (32) 

        0 packets, 0 bytes 

        5 minute rate 0 bps 

      Match:  dscp cs2 (16) 

        0 packets, 0 bytes 

        5 minute rate 0 bps 

      police: 

          cir 9000000 bps, bc 281250 bytes 

          pir 50000000 bps, be 1562500 bytes 

        conformed 0 packets, 0 bytes; actions: 

          set-mpls-exp-imposition-transmit 2 

        exceeded 0 packets, 0 bytes; actions: 

          set-mpls-exp-imposition-transmit 1 

        violated 0 packets, 0 bytes; actions: 

          drop  

        conformed 0 bps, exceed 0 bps, violate 0 bps 

    Class-map: VOICE (match-any) 

      621 packets, 868102 bytes 
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      5 minute offered rate 20000 bps, drop rate 0 bps 

      Match:  dscp ef (46) 

        621 packets, 868102 bytes 

        5 minute rate 20000 bps 

      police: 

          cir 15000000 bps, bc 468750 bytes 

          pir 50000000 bps, be 1562500 bytes 

        conformed 621 packets, 868102 bytes; actions: 

          set-mpls-exp-imposition-transmit 5 

        exceeded 0 packets, 0 bytes; actions: 

          set-mpls-exp-imposition-transmit 4 

        violated 0 packets, 0 bytes; actions: 

          drop  

        conformed 43000 bps, exceed 0 bps, violate 0 bps 

    Class-map: class-default (match-any) 

      37 packets, 3922 bytes 

      5 minute offered rate 0 bps, drop rate 0 bps 

      Match: anyFurthermore, on account of service level, we are using CB-WFQ and 

LLQ in here, where voice traffic (DSCP EF) and video conferencing with PQ always 

been scheduling first, other traffic configured with CB-WFQ with assigning 

guaranteed bandwidth to each class.  The LLQ shows: 

FastEthernet1/2  

Service-policy output: outbound 

    queue stats for all priority classes:       

      queue limit 64 packets 

      (queue depth/total drops/no-buffer drops) 0/0/0 

      (pkts output/bytes output) 1185/896758 

    Class-map: MPLS-5 (match-all) 

      621 packets, 868102 bytes 

      5 minute offered rate 4000 bps, drop rate 0 bps 

      Match: mpls experimental topmost 5  

      Priority: 25% (25000 kbps), burst bytes 625000, b/w exceed drops: 0 

    Class-map: MPLS-0 (match-all) 

      1 packets, 70 bytes 

      5 minute offered rate 0 bps, drop rate 0 bps 
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      Match: mpls experimental topmost 0  

      Queueing 

      queue limit 64 packets 

      (queue depth/total drops/no-buffer drops) 0/0/0 

      (pkts output/bytes output) 1/78 

      bandwidth 3% (3000 kbps) 

        Exp-weight-constant: 9 (1/512) 

        Mean queue depth: 0 packets 

        class     Transmitted       Random drop      Tail drop          Minimum        Maximum     Mark 

                  pkts/bytes     pkts/bytes       pkts/bytes          thresh         thresh     prob         

        0               1/78              0/0              0/0                 20            40  1/10 

        1               0/0               0/0              0/0                 22            40  1/10 

        2               0/0               0/0              0/0                 24            40  1/10 

        3               0/0               0/0              0/0                 26            40  1/10 

        4               0/0               0/0              0/0                 28            40  1/10 

        5               0/0               0/0              0/0                 30            40  1/10 

        6               0/0               0/0              0/0                 32            40  1/10 

        7               0/0               0/0              0/0                 34            40  1/10 

    Class-map: MPLS-1 (match-all) 

      0 packets, 0 bytes 

      5 minute offered rate 0 bps, drop rate 0 bps 

      Match: mpls experimental topmost 1  

      Queueing 

      queue limit 64 packets 

      (queue depth/total drops/no-buffer drops) 0/0/0 

      (pkts output/bytes output) 0/0 

      bandwidth 5% (5000 kbps) 

        Exp-weight-constant: 9 (1/512) 

        Mean queue depth: 0 packets 

        class     Transmitted       Random drop      Tail drop          Minimum        Maximum     Mark 

                  pkts/bytes     pkts/bytes       pkts/bytes          thresh         thresh     prob         

        0               0/0               0/0              0/0                 20            40  1/10 

        1               0/0               0/0              0/0                 22            40  1/10 

        2               0/0               0/0              0/0                 24            40  1/10 

        3               0/0               0/0              0/0                 26            40  1/10 
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        4               0/0               0/0              0/0                 28            40  1/10 

        5               0/0               0/0              0/0                 30            40  1/10 

        6               0/0               0/0              0/0                 32            40  1/10 

        7               0/0               0/0              0/0                 34            40  1/10 

    Class-map: MPLS-2 (match-all) 

      0 packets, 0 bytes 

      5 minute offered rate 0 bps, drop rate 0 bps 

      Match: mpls experimental topmost 2  

      Queueing 

      queue limit 64 packets 

      (queue depth/total drops/no-buffer drops) 0/0/0 

      (pkts output/bytes output) 0/0 

      bandwidth 20% (20000 kbps) 

        Exp-weight-constant: 9 (1/512) 

        Mean queue depth: 0 packets 

        class     Transmitted       Random drop      Tail drop          Minimum        Maximum     Mark 

                  pkts/bytes     pkts/bytes       pkts/bytes          thresh         thresh     prob           

        0               0/0               0/0              0/0                 20            40  1/10 

        1               0/0               0/0              0/0                 22            40  1/10 

        2               0/0               0/0              0/0                 24            40  1/10 

        3               0/0               0/0              0/0                 26            40  1/10 

        4               0/0               0/0              0/0                 28            40  1/10 

        5               0/0               0/0              0/0                 30            40  1/10 

        6               0/0               0/0              0/0                 32            40  1/10 

        7               0/0               0/0              0/0                 34            40  1/10 

    Class-map: MPLS-3 (match-all) 

      0 packets, 0 bytes 

      5 minute offered rate 0 bps, drop rate 0 bps 

      Match: mpls experimental topmost 3  

      Queueing 

      queue limit 64 packets 

      (queue depth/total drops/no-buffer drops) 0/0/0 

      (pkts output/bytes output) 0/0 

      bandwidth 15% (15000 kbps) 

        Exp-weight-constant: 9 (1/512) 
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        Mean queue depth: 0 packets 

        class     Transmitted       Random drop      Tail drop          Minimum        Maximum     Mark 

                  pkts/bytes     pkts/bytes       pkts/bytes          thresh         thresh     prob         

        0               0/0               0/0              0/0                 20            40  1/10 

        1               0/0               0/0              0/0                 22            40  1/10 

        2               0/0               0/0              0/0                 24            40  1/10 

        3               0/0               0/0              0/0                 26            40  1/10 

        4               0/0               0/0              0/0                 28            40  1/10 

        5               0/0               0/0              0/0                 30            40  1/10 

        6               0/0               0/0              0/0                 32            40  1/10 

        7               0/0               0/0              0/0                 34            40  1/10 

    Class-map: MPLS-4 (match-all) 

      0 packets, 0 bytes 

      5 minute offered rate 0 bps, drop rate 0 bps 

      Match: mpls experimental topmost 4  

      Priority: 20% (20000 kbps), burst bytes 500000, b/w exceed drops: 0 

    Class-map: class-default (match-any) 

      583 packets, 45835 bytes 

      5 minute offered rate 0 bps, drop rate 0 bps 

      Match: any  

      queue limit 64 packets 

      (queue depth/total drops/no-buffer drops) 0/0/0 

      (pkts output/bytes output) 583/49688 

7.2.2 Pipe mode 

Pipe mode supply 2 layers of QoS. Ingress PE router defines a newly imposed EXP 

bits without taking default DSCP mapping to EXP. In this way, the ISP might have 

their own policy to schedule packets without changing DSCP value. When the EXP 

of topmost label has change as policy requesting, the EXP of the topmost label is 

copied into a newly exposed label. Since packets exit the ISP MPLS core network, 

the packet simply starts to remove label and remain unchanged DSCP value on the 

egress PE. We have to notice that the outbound interface of PE router (PE to CE) 

copes with the newly exposed IP packets for congestion management and avoidance 

depending on MPLS EXP bits from the recently popped label. This mode is usually 

used when MPLS core network has different QoS policy with customer network, and 

EXP marking is just temporarily used traversing the core.  
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The illustration of EXP and DSCP swapping shows: 

 

 

 

 

 

 

Figure 7-13 

http://www.cisco.com/c/en/us/support/docs/multiprotocol-label-switching-

mpls/mpls/47815-diffserv-tunnel.html 

The connectivity configuration is based on previous setting. Here we only give class-

map and policy-map configuration to each of ISP routers.  

Cisco provides a five service EXP mapping for MPLS core network: 

DSCP:cs6 DSCP:cs6 

EXP:3 

EXP:3 

DSCP:cs

6 

EXP:3 

EXP:4 

DSCP:cs6 

EXP:4 

DSCP:cs6 
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Figure 7-14 

http://www.cisco.com/c/en/us/td/docs/solutions/Enterprise/WAN_and_MAN/QoS_S

RND/QoS-SRND-Book/VPNQoS.html 

Representation of DSCP for different service mapping to EXP 3 bits, customized 

table: 

 

Service DSCP EXP CB-WFQ 

Real-time EF voice 5 Priority 35% 

CS5 interact video 

Critical data 

 

CS6 3 Bandwidth 20% 

 
AF31 3 

CS3 3 

Video AF2 2 Bandwidth 15% 

CS2 2 

Bulk data 

 

AF11 1 Bandwidth 5% 

CS1 1 
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Best effort 0 0 Bandwidth 25% 

Table 7-15 

 

The policy-map and class-map on each router: 

PE1: class-map match-any REALTIME 

 match ip dscp ef  

 match ip dscp cs5  

class-map match-all MPLS-5 

 match mpls experimental topmost 5  

class-map match-all MPLS-4 

 match mpls experimental topmost 4  

class-map match-all MPLS-3 

 match mpls experimental topmost 3  

class-map match-all MPLS-2 

 match mpls experimental topmost 2  

class-map match-all MPLS-1 

 match mpls experimental topmost 1  

class-map match-all MPLS-0 

 match mpls experimental topmost 0  

class-map match-any BULK-DATA 

 match ip dscp af11  

 match ip dscp cs1  

class-map match-any CRITICAL-DATA 

 match ip dscp cs6  

 match ip dscp af31  

 match ip dscp cs3  

class-map match-any VIDEO 

 match ip dscp af21  

 match ip dscp cs2  

! 

! 

policy-map outbound 

 class MPLS-5 

  priority percent 35 

 class MPLS-3 

  bandwidth percent 20 

  random-detect 

 class MPLS-2 

  priority percent 15 

 class MPLS-1 

  bandwidth percent 5 

  random-detect 

policy-map set-MPLS-EXP 

 class REALTIME 

  police cir 17500000 pir 50000000 

   conform-action set-mpls-exp-imposition-

transmit 5 

   exceed-action set-mpls-exp-imposition-

transmit 3 

   violate-action drop  

 class CRITICAL-DATA 

  police cir 10000000 pir 50000000 

   conform-action set-mpls-exp-imposition-

transmit 3 

   exceed-action set-mpls-exp-imposition-

transmit 2 

   violate-action drop  

 class VIDEO 

  police cir 7500000 pir 50000000 

   conform-action set-mpls-exp-imposition-

transmit 2 

   exceed-action set-mpls-exp-imposition-

transmit 1 

   violate-action drop  

 class BULK-DATA 

  police cir 2500000 pir 50000000 
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   conform-action set-mpls-exp-imposition-

transmit 1 

   exceed-action set-mpls-exp-imposition-

transmit 0 

   violate-action drop 

P1: class-map match-all MPLS-IN 

 match mpls experimental topmost 3  

policy-map MPLS-IN 

 class MPLS-IN 

  set mpls experimental topmost 4 

P2: class-map match-all MPLS-5 

 match mpls experimental topmost 5  

class-map match-all MPLS-4 

 match mpls experimental topmost 4  

class-map match-all MPLS-3 

 match mpls experimental topmost 3  

class-map match-all MPLS-2 

 match mpls experimental topmost 2  

class-map match-all MPLS-1 

 match mpls experimental topmost 1  

class-map match-all MPLS-0 

 match mpls experimental topmost 0  

! 

! 

policy-map qos-group-in 

 class MPLS-4 

  set qos-group mpls experimental topmost 

 class MPLS-1 

  set qos-group mpls experimental topmost 

 class MPLS-2 

  set qos-group mpls experimental topmost 

 class MPLS-3 

  set qos-group mpls experimental topmost 

 class MPLS-5 

  set qos-group mpls experimental topmost 

 class MPLS-0 

  set qos-group mpls experimental topmost 

policy-map qos-group-out 

 class MPLS-5 

  priority percent 35 

  set mpls experimental topmost qos-group 

 class MPLS-4 

  bandwidth percent 20 

  random-detect 

  set mpls experimental topmost qos-group 

 class MPLS-3 

  bandwidth percent 20 

  random-detect 

  set mpls experimental topmost qos-group 

 class MPLS-2 

  priority percent 15 

  set mpls experimental topmost qos-group 

 class MPLS-1 

  bandwidth percent 5 

  random-detect 

  set mpls experimental topmost qos-group 

PE2: class-map match-all MPLS-5 

 match mpls experimental topmost 5  

class-map match-all MPLS-4 

 match mpls experimental topmost 4  

class-map match-all MPLS-3 

 match mpls experimental topmost 3  

class-map match-all MPLS-2 

 match mpls experimental topmost 2  

class-map match-all MPLS-1 

 match mpls experimental topmost 1  

class-map match-all MPLS-0 

 match mpls experimental topmost 0  

policy-map qos-group-in 

 class MPLS-4 

  set qos-group mpls experimental topmost 
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  set discard-class 4 

 class MPLS-1 

  set qos-group mpls experimental topmost 

  set discard-class 1 

 class MPLS-2 

  set qos-group mpls experimental topmost 

  set discard-class 2 

 class MPLS-3 

  set qos-group mpls experimental topmost 

  set discard-class 3 

 class MPLS-5 

  set qos-group mpls experimental topmost 

  set discard-class 5 

 class MPLS-0 

  set qos-group mpls experimental topmost 

  set discard-class 0 

policy-map outbound 

 class MPLS-5 

  priority percent 35 

 class MPLS-4 

  bandwidth percent 20 

  random-detect discard-class-based 

 class MPLS-3 

  bandwidth percent 20 

  random-detect discard-class-based 

 class MPLS-2 

  priority percent 15 

 class MPLS-1 

  bandwidth percent 5 

  random-detect discard-class-based 

Now take a look how the EXP and DSCP value changed. Ping 16.1.1.1 from 5.1.1.1 

with DSCP CS6. 

On P1 debug mpls packet: 

 

Figure 7-16 
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Wireshark between PE1 and P1: 

 

Figure 7-17 

EXP didn’t exactly copy the default mapping value from DSCP, which means Pipe 

mode provides MPLS core maintain their own service policies. 

P2: 

 

Figure 7-18 

Wireshark between P1 and P2: 

 

Figure 7-19 

The policy took the effect on EXP swapping. 

PE2: 

 

Figure 7-20 
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Wireshark between P2 and PE2: 

 

Figure 7-21 

The newly exposed mpls label copied the former EXP value of mpls. At PE2 egress 

interface will take this EXP value to decide outbound queueing. 

7.2.3 Short Pipe mode  

Short Pipe mode is using same approach to treat and mark the packet across the core, 

and it is applied to when the occurrence of different regulation between customer 

network and MPLS core network. The only difference is that the newly outgoing 

exposed packets on egress PE router will take the DSCP value in IP packets for 

queueing and congestion early detection. 

The illustration of EXP and DSCP swapping shows: 

 

 

 

 

 

Figure 7-22 

http://www.cisco.com/c/en/us/support/docs/multiprotocol-label-switching-

mpls/mpls/47815-diffserv-tunnel.html 

DSCP:cs6 DSCP:cs6 

EXP:3 

EXP:3 

DSCP:cs6 

EXP:3 

EXP:4 

DSCP:cs6 

EXP:4 

DSCP:cs6 
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For short Pipe mode, we just need to change the egress policy-map configuration on 

PE2. It has to take DSCP value to determine outbound queueing. 

PE2: policy-map outbound 

 class MPLS-5 

  priority percent 35 

 class MPLS-4 

  bandwidth percent 20 

  random-detect dscp-based 

 class MPLS-3 

  bandwidth percent 20 

  random-detect dscp-based 

 class MPLS-2 

  priority percent 15 

 class MPLS-1 

  bandwidth percent 5 

  random-detect dscp-based 

customers are sending traffic to the edge of MPLS core where MPLS label pushed 

with EXP value. The ingress PE router either copies DSCP from IP packets or uses 

their own policy, and ISP routers take EXP to determine how to treat packets at 

egress for WFQ, WRED, and other QoS services. When a packet is leaving MPLS 

core, it simply pops the label and expose the IP header for IP network QoS 

scheduling. 
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Conclusion 
 

QoS is an essential approach to solve the issue of network congestion instead of best 

effort in traditional network when there is limited network resource to be allocated, 

and satisfy different requirements for various service such as real-time applications 

need low latency, less packet lost, and low jitter. Therefore, QoS can guarantee the 

quality for certain sensitive service. We have introduced three main QoS service 

modes, and mainly focused on DiffServ to spread many concepts behind it including 

classification, marking, congestion management, congestion avoidance, policing, and 

shaping. In addition, the examples of each of concepts have been given individually 

to test the implementation. For instance, WFQ shows how the weight, where stores in 

the IP header or MPLS EXP bits, affects the action of software queueing to schedule 

the packets, and the higher weight gets better treatment than others. Also, shaping and 

policing cooperate with each other to be able to facilitate ISP to implement over-

subscription without huge cost of upgrading hardware. Over-subscription provides an 

efficiency of utilize network resource, and the customers can purchase the bandwidth 

they need and allow ISP to add charging to it. However, the bandwidth they can 

actually purchase should be less than UNI (users network interface, physical port) 

speed. There is a combination of each concept have been implemented in MPLS 

DiffServ tunneling modes in above content. For example, how ingress router limits 

the flow by policing and mark them to relevant EXP, different classes of traffic are 

randomly dropped and the sequence of scheduling packets in the queue when 

congestion occurs, and shaping the traffic at egress direction to help control the flow 

of traffic as well. Therefore, QoS is more effective and efficient to dedicate to control 

traffic flows and allocate resource to ensure minimum latency, jitter, and packet loss, 

and it work on serval layers’ devices to fulfil different scenarios. 
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Figure 4-26-a Throughput testing  

Figure 4-26-b  

Figure 4-28 LLQ scheduling http://core0.staticworld.net/images/idge/imp

orted/article/nww/2008/03/07fig05-

100279669-orig.jpg 

Table 4-29 Queueing mechanism 

comparison  

http://h3c.com/portal/Products___Solutions/

Products/Switches/H3C_S5120-
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EI_Series_Switches/White_Paper/200812/6

89004_57_0.htm#_Toc215923183 

Figure 5-1 the utilization variation in 

TCP synchronization 

http://slideplayer.com/slide/9996714/# 

Figure 5-2 The comparison of RED 

enabled before and after 

http://slideplayer.com/slide/9996714/# 

Figure 5-3 the relation between IPP 

value and drop probability 

http://player.myshared.ru/9/885523/data/ima

ges/img14.jpg 

Figure 5-4 the relation between DSCP 

value and drop probability 

http://player.myshared.ru/9/885523/data/ma

ges/img17.jpg 

 

Figure 5-5 WRED working procedure http://player.myshared.ru/9/885523/data/ima

ges/img13.jpg 

Figure 5-6 Scenario for WRED  

Figure 5-7 Different flow of IPP  

Figure 5-8 Create access-list  

Figure 5-9 Show class-map has been 

created 

 

Figure 5-10 policy-map for WRED  

Figure 5-11 Throughput of WRED  

Figure 5-12 Show policy-map with 

random-detect 

 

Figure 5-13 Different flow of DSCP  

Figure 5-14-a Access-list  

Figure 5-14-b Class-map to match access-

list 

 

Figure 5-14-c Policy-map to random-

detect dscp-based 

 

Figure 5-15 Show policy-map  
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Figure 5-16 Throughput of random-

detect 

 

Figure 5-17 Show policy-map interface 

to see the result  

 

Figure 6-1 Single token bucket, single 

rate, two colors 

http://www.cisco.com/c/dam/en/us/products

/collateral/ios-nx-os-software/quality-of-

service-

qos/prod_presentation0900aecd80312b59.p
df 

Figure 6-2 dual token buckets, single 

rate, three colors 

http://www.cisco.com/c/dam/en/us/products

/collateral/ios-nx-os-software/quality-of-

service-

qos/prod_presentation0900aecd80312b59.p

df 

Figure 6-3 dual token buckets, dual 

rates, three colors 

http://www.cisco.com/c/dam/en/us/products

/collateral/ios-nx-os-software/quality-of-

service-

qos/prod_presentation0900aecd80312b59.p
df 

Figure 6-4 a difference after policing 

and before 

http://www.cisco.com/c/en/us/support/docs/

quality-of-service-qos/qos-policing/19645-

policevsshape.html 

Figure 6-5 Scenario of CB-policing  

Figure 6-6 Configurations of class-map 

and policy-map for 1 bucket 
and 1 rate 

 

Figure 6-7 Show policy map to see the 

matchups for 1 bucket, 1 
rate 

 

Figure 6-8 Throughput of CB-policing 

for 1 bucket and 1 rate, 

bucket size 1 

 

Figure 6-9 Throughput of CB-policing 

for 1 bucket and 1 rate, 

bucket size 2 
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Figure 6-10 Show policy-map for 1 

bucket, 1 rate 

 

Figure 6-11 Show policy-map for 1 rate 

and 2 buckets 

 

Figure 6-12 Throughput of CB-policing 

for 2 buckets and 1 rate 

 

Figure 6-13 Wireshark to check exceed 

traffic DSCP value 

 

Figure 6-14 Configurations of 2 

buckets, 2 rates 

 

Figure 6-15 Show policy-map for 2 

buckets, 2 rates 

 

Figure 6-16 Throughput of CB-policing 

for 2 buckets and 2 rates 

 

Figure 6-17 Shaping with time 

arrangement  

https://networklessons.com/quality-of-

service/qos-traffic-shaping-explained/ 

Figure 6-18 Shaping algorithm  http://www.cisco.com/c/en/us/td/docs/ios/12

_2/qos/configuration/guide/fqos_c/qcfpolsh.

html 

Figure 6-19 a difference after shaping 

and before 

http://www.cisco.com/c/en/us/support/docs/

quality-of-service-qos/qos-policing/19645-
policevsshape.html 

Figure 6-20 Scenario of CB-shaping  

Figure 6-21-a Assign policy-map to 

interface 

 

Figure 6-21-b Class-map to match ipp1  

Figure 6-21-c Show policy-map for 

average rate 

 

Figure 6-22 Show policy-map interface 

for shaping average rate 
matchups 
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Figure 6-23 Throughput of shaping for 

average rate 

 

Figure 6-24 Throughput of shaping for 

average rate with another 
traffic rate 

 

Figure 6-25 Show policy-map for peak 

rate 

 

Figure 6-26 Show policy-map interface 

for shaping peak rate 
matchups 

 

Figure 6-27 Throughput of shaping for 

peak rate 

 

Figure 6-28 Throughput of shaping for 

peak rate with another 
traffic rate 

 

Figure 6-29 Configurations for multiple 

layers’ policy-map 

 

Figure 6-30 Throughput of multiple 

layers’ policy-map 

 

Figure 6-31 token bucket algorithm for 

over-subscription 

http://www.cisco.com/c/dam/en/us/products

/collateral/ios-nx-os-software/quality-of-

service-

qos/prod_presentation0900aecd80312b59.p
df 

Table 6-32 Ingress and egress 

bandwidth profiles 

https://www.mef.net/Assets/White_Papers/

Understanding_MEF_6.2_Bandwidth_Profil
es_FINAL.pdf 

Figure 6-33 Per-UNI Ingress bandwidth 

profile 

https://www.mef.net/Assets/White_Papers/

Bandwidth-Profiles-for-Ethernet-
Services.pdf 

Figure 6-34 Configuration for EVC 

ingress bandwidth profile 
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Figure 6-35 Per-EVC Ingress bandwidth 

profile 

https://www.mef.net/Assets/White_Papers/

Bandwidth-Profiles-for-Ethernet-

Services.pdf 

Figure 6-36 Configuration for DSCP 

ingress bandwidth profile 

 

Figure 6-37 Per-DSCP Ingress 

bandwidth profile 

https://www.mef.net/Assets/White_Papers/

Bandwidth-Profiles-for-Ethernet-

Services.pdf 

Figure 6-38 Policy-map for peak 

shaping 

https://www.mef.net/Assets/White_Papers/

Bandwidth-Profiles-for-Ethernet-

Services.pdf 

Figure 6-39 Scenario for combination of 

shaping and policing for 
over-subscription 

 

Figure 6-40 Show policy-map on CE1  

Figure 6-41 Show policy-map on PE1  

Figure 6-42 Throughput of combination   

Figure 6-43 Show policy-map interface 

on PE1 

 

Figure 6-44 Show policy-map interface 

on CE1 

 

Figure 6-45 Show policy-map interface 

on CE1-B 

 

Figure 6-46 CB-WFQ  

Figure 6-47 PC1 throughput  

Figure 6-48 PC2 throughput  

Table 7-1 Default mapping between 

DiffServ PHB and EXP 

 

Figure 7-2 The illustration explains 

DiffServ and EXP 

exchange between each 
other 

http://h3c.com/portal/Products___Solutions/

Products/Switches/H3C_S5120-

EI_Series_Switches/White_Paper/200812/6
89004_57_0.htm#_Toc215923183 
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Figure 7-3 The basic architecture of 

MPLS VPN network 

http://www.cisco.com/c/en/us/support/docs/

multiprotocol-label-switching-

mpls/mpls/47815-diffserv-tunnel.html 

Figure 7-4 Uniform mode http://www.cisco.com/c/en/us/support/docs/

multiprotocol-label-switching-
mpls/mpls/47815-diffserv-tunnel.html 

Figure 7-5 Connectivity from CE1 to 

CE2 

 

Figure 7-6 Show ip route on CE1-A  

Figure 7-7-a On PE1 debug mpls packet 

and wireshark to see the 

label between PE1 and P1 

 

Figure 7-7-b  

Figure 7-8-a On P1: the topmost label 

has changed, wireshark 
between P1 and P2 

 

Figure 7-8-b  

Figure 7-9 Debug mpls packets on P2  

Figure 7-10-a On PE2: the EXP bits has 

been swapped to 4 

according to configuration. 

Wireshark between P2 and 

PE2 

 

Figure 7-10-b  

Figure 7-11 the packet left PE2 and 

DSCP has been changed to 
AF43 

 

Figure 7-12 policy-maps on CE routers  

Figure 7-13 Pipe mode http://www.cisco.com/c/en/us/support/docs/

multiprotocol-label-switching-
mpls/mpls/47815-diffserv-tunnel.html 

Figure 7-14 Cisco provides a five 

service EXP mapping for 
MPLS core network 

http://www.cisco.com/c/en/us/td/docs/soluti

ons/Enterprise/WAN_and_MAN/QoS_SRN
D/QoS-SRND-Book/VPNQoS.html 

Figure 7-15 Representation of DSCP for 

different service mapping to 
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EXP 3 bits, customized 

table 

Figure 7-16 On P1 debug mpls packet  

Figure 7-17 Wireshark between PE1 

and P1 

 

Figure 7-18 On P2 debug mpls packet  

Figure 7-19 Wireshark between P1 and 

P2 

 

Figure 7-20 On PE2 debug mpls packet  

Figure 7-21 Wireshark between P2 and 

PE2 

 

Figure 7-22 Short pipe mode http://www.cisco.com/c/en/us/support/docs/

multiprotocol-label-switching-

mpls/mpls/47815-diffserv-tunnel.html 

 

 

 


