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Abstract

Perceptual factors in vision can facilitate the development of more effective

multimedia algorithms. In particular, the wide dynamic range of the human

vision system is a motivation for developing image lighting enhancement al-

gorithms. Image lighting enhancement can be achieved by capturing multiple

images with different exposure settings and then reconstructing a final image.

However, this approach cannot solve the problem of revealing or predicting

details in already-captured images. Single-image lighting enhancement is de-

sirable for this scenario, but many challenges remain to be addressed including

over-enhancement, noise, and color artifacts due to a lack of understanding of

the image content. Another aspect of multimedia algorithms that can benefit

from perceptual factors, like the foveation mechanism and perceptual quality,

is image and video compression. As the resolution and image quality of mod-

ern cameras have increased, the amount of data produced by computational

photography has also surged dramatically. This has created a demand for bet-

ter image/video compression methods that can reduce the data size without

compromising the image quality.

In this thesis, four perceptually motivated methods are proposed to address

the challenges in single-image lighting enhancement and image/video compres-

sion. First, we propose an image lighting enhancement method based on a fu-

sion pyramid, which is a traditional contrast-based fusion approach. Second,

we propose a self-attention-based learning strategy to reconstruct a properly

exposed image from a single input image. We leverage the self-attention mech-
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anism to model the interdependencies between different locations, and design a

generative adversarial network (GAN) with a custom HDR loss function to im-

prove the image quality. Third, we propose a novel video compression method

that integrates visual saliency information with foveation to reduce percep-

tual redundancy. This is an innovative approach to subsample and restore

the input image using saliency data, which allocates more space for salient

regions and less for non-salient ones. Finally, based on the assumption that

a group of images can be decomposed into several shared feature matrices,

we propose a novel principal component approximation network (PCANet)

for image compression. This is the first learning-based method that achieves

promising performance while including the size of the network in the bitrate

calculation.
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Ever tried. Ever failed. No matter. Try Again. Fail again. Fail better.

– Samuel Beckett
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Chapter 1

Introduction

Perceptual factors in vision, such as brightness, color, contrast, movement,

visual saliency, foveation, and etc., can contribute to the improvement of mul-

timedia algorithms. One category of multimedia algorithms that can benefit

from perceptual factors is single-image lighting enhancement. Single-image

lighting enhancement is the process of correcting or improving the lighting

condition of an image based on information contained in the image itself. De-

pending on the application area, it can be used to reveal more details or to im-

prove the perceptual quality of the image to the human observer. While single-

image lighting enhancement has been explored by researchers for many years,

there are still many challenges to be addressed, including over-enhancement,

noise, and color artifacts due to a lack of understading of the image content.

Chapters 3 and 4 of this thesis explore methods to address these challenges and

improve single-image lighting algorithms using computer vision and machine

learning techniques.

Another category of multimedia algorithms that can benefit from percep-

tual factors is image/video compression. Image/video compression aims to

reduce the size of data while minimizing the loss of perceptual quality. Al-

though many image/video compression algorithms have been proposed and

widely applied in practice, there are still some gaps in utilizing perceptual fac-

tors to boost the performance of compression algorithms. Chapters 5 and 6 of

this thesis explore methods to improve the efficiency of image/video compres-

sion by incorporating visual saliency information and utilizing a decomposition

1



method that models the data better.

1.1 Motivation

Computational photography refers to the techniques of capturing and pro-

cessing images with digital methods instead of optical processes. It has been

increasingly popular in recent years due to the rapid development of computing

capabilities and the limited space on mobile devices for optical improvements.

One of the most important applications of computational photography is High

Dynamic Range (HDR) imaging, which produces images that are similar to

what the human visual system perceives.

The dynamic range of a signal is the ratio between the largest and small-

est possible values. In photography, the dynamic range of a scene is the ra-

tio between the brightest and darkest light intensities in the scene. Natural

scenes can have a luminance level ranging from 107cd/m2 in direct sunlight

to 10−1cd/m2 at night [84]. This corresponds to more than 8 orders of mag-

nitude. Human eyes are able to adapt to this high dynamic range thanks

to the ability to change the pupil size and the presence of two types of pho-

toreceptor cells in the retina: cones and rods. Cones are more sensitive in

bright light and are responsible for color vision, while rods are more sensitive

in dim light. Therefore humans naturally have a high dynamic range in visual

perception and can see details in both bright and dark areas of a scene. Conse-

quently, high dynamic range images are more favorable compared to standard

dynamic range (SDR) images because they contain more details and are more

similar to what we see [70]. However, very few imaging systems are capable

of directly capturing such a high dynamic range [47]. Thus, HDR imaging

is usually achieved by bracketing, which is to capture multiple images with

different exposure settings and then fuse them into one HDR image. This ap-

proach requires extra computation for image alignment and fusion, and is not

suitable for enhancing images that have already been taken. Therefore, image

lighting enhancement algorithms need to be developed that reveal the details

in both bright and dark areas of an existing image. We propose two image

2



lighting enhancement algorithms in this thesis. The first one, “Image Dynamic

Range Enhancement Based on Fusion Pyramid,” is a traditional approach that

uses a contrast-based fusion pyramid to enhance the image. The second one,

“Lighting Enhancement Using Self-Attention Guided HDR Reconstruction,”

is a self-attention-based learning strategy to reconstruct a properly exposed

image from a single input image.

Another important application of computational photography is image/video

compression. Computational photography can be used to identify regions of

interest in an image or video, which enables the imaging system to prioritize

the image quality of the identified regions. Image/video compression benefits

from this because of the spatially-varying sensing characteristics of the Human

Visual System (HVS) [109].

The two types of photoreceptor cells are distributed differently in the retina.

Cones have the highest density in the fovea while rods are almost absent in

the fovea and reach their highest density within a 10 to 20 degree periphery of

the fovea. Their sensitivity to light also varies. Cones, which are responsible

for photopic vision, have a lower sensitivity than rods, which are responsible

for scotopic vision. Despite having higher sensitivity, rods have extremely

poor visual acuity under low luminance compared to cones under photopic

conditions. Since we use our photopic vision most of the time except for in

very dark environments, the image quality we perceive is mostly determined by

the cones. Cones have the highest density in the center of fovea, so the quality

of the part of the image that gets projected to this area has the biggest impact

on the perceived image quality. We call the parts of the image in the center

of the receptive field the “fixation points.” On the other hand, the quality

of the image in the periphery has less impact on the perceived image quality.

Therefore, compression can be achieved by reducing the image quality in the

periphery while maintaining the quality of the fixation points because humans

are less sensitive to the peripheral image quality. Foveated compression is a

compression technique that takes advantage of this property of the HVS. In

this thesis we propose a novel foveated video compression method based on

visual saliency and feature preserving image warping.
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Figure 1.1: Two-dimensional cosine patterns used in JPEG.

Image compression can also be achieved by decomposing images into a set

of feature patterns and their corresponding coefficients. This has been widely

applied in image compression methods such as JEPG, JPEG2000, and HEIC

[49]. The discrete cosine transform (DCT) is the most commonly used trans-

form for decomposing images into 2-dimensional cosine patterns of different

frequencies. Figure 1.1 shows the 2-dimensional cosine patterns of a 8×8 block

used in JPEG. Images can be decomposed into a set of fixed cosine patterns

and their corresponding coefficients using the DCT, and then compressed by

scaling and quantizing the coefficients. In this process, more information from

the high frequency components are discarded compared to the low frequency

components. This is because humans are not equally sensitive to all spatial

frequency patterns [109] and the high frequency components are less important

for image quality.

Despite being effective in general image compression, the DCT might not

be optimal for domain specific images. For example, face images contains

many common features such as hair, eyes, nose, and mouth. These features

are usually similar among different images and located in similar positions.

Therefore, for domain specific images, it might be more effective to decom-
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pose images into a set of domain specific features instead of using generic

cosine patterns. In this thesis, we adopt this idea and propose a novel prin-

cipal component approximation network that decomposes images into a set a

learnable features.

1.2 Weakness of Existing Approaches

1.2.1 Image Lighting Enhancement

Some common weaknesses of existing image lighting enhancement algorithms

are:

• Some methods require multiple images taken at different exposures to

enhance the details, such as daytime and nighttime surveillance video

frames of the same place [91], [124]. This requirement is usually hard to

meet in practice for existing images and videos.

• Some approaches might over enhance the image and produce unnatural

images, for example, overly bright nighttime images that look like day-

time images, or images with severe color shift [32], [40], [52], [55], [77],

[111], [115]. Some noise might also be introduced in the process.

• Some methods might introduce color artifacts in the enhanced image due

to a lack of understanding of the image content.

1.2.2 Foveated Video Compression

Some common weaknesses of existing foveated video compression algorithms

are:

• Some methods are limited by the existing block-based video encoders

they improve upon, and do not fully utilize the HVS’s spatially-varying

sensing characteristics [33], [48], [98], [117], [128], [129]. This might

result in a suboptimal compression performance.
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• Existing variable resolution (VR) approaches enlarge the salient areas,

which leaves less space for peripheral pixels and decreases the peripheral

image quality [15], [20]–[22], [116].

• Multiple fixation points are not handled coherently and effectively.

1.2.3 Machine-Learning-Based Image Compression

Some common weaknesses of existing machine-learning-based image compres-

sion algorithms are:

• Existing machine learning based methods usually consider their models

as general models that work on all images [2]–[4], [10]–[12], [18], [23], [24],

[36], [38], [39], [43], [44], [53], [54], [62], [63], [65], [68], [79], [80], [82],

[86], [95], [96], [103], [106], [107], [110], [114], [120], [121], [127], [130],

[132]. Thus, they do not include the model size when calculating the

bitrate. However, some evidence implies that memorization still plays

an important role in the performance of deep neural networks, which

reduces their ability to generalize.

• Existing machine learning models are usually large, which suggests sig-

nificant redundancy in the models themselves.

1.3 Our Contribution

1.3.1 Image Dynamic Range Enhancement Based on
Fusion Pyramid

• We propose a novel segmentation-fusion approach, based on an image

pyramid, to produce natural images from single exposures.

• An enhancement method is designed, based on the Retinex model, to im-

prove the lighting condition individually for different parts of the image

[40].

• The enhancement is guided by HDR inspired quality metrics, which en-

sures the enhanced image quality.
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1.3.2 Lighting Enhancement using Self-Attention Guided
HDR Reconstruction

• This is the first work to utilize the self-attention mechanism to model

long-distance dependencies across different regions in images for lighting

enhancement. This mechanism helps reduce the artifacts and boosts the

output image quality.

• We design a new HDR loss function inspired by the characteristics of

HDR images and the HDR reconstruction process. We show that this

loss function can alleviate the color shift/artifacts in the output images.

• We compare our work with several state-of-the-art methods utilizing

objective tests to show that our proposed method outperforms all other

existing methods.

1.3.3 Foveated Video Compression

• A foveation process, based on per-quad image warping, is used to pre-

serve the image quality of salient regions, achieving non-uniform sub-

sampling based on saliency level.

• The saliency data is incorporated at a lower granularity, providing more

precise quality control of salient regions.

• Our method is independent of traditional encoding processes, making it

applicable to improve most existing compression methods.

1.3.4 Machine Learning Based Image Compression

1. We propose the principal component approximation network to learn

shared feature matrices for image compression. The network parameters

are used to approximate these shared matrices, thereby reducing in-

formation redundancy inside the proposed network. Therefore, the pro-

posed approach achieves promising compression results even after taking

the size of network parameters into account.
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2. The size of the proposed network is relatively small, containing only

around 4 million trainable parameters. The architecture is very straight-

forward and explainable.

3. Comprehensive experiments based on several standard datasets demon-

strate the effectiveness of the proposed approach.

4. A new metric is proposed to evaluate the information redundancy inside

the models.

1.4 Thesis Organization

The rest of the thesis is organized as follows: In Chapter 2 we discuss ex-

isting methods for image lighting enhancement, foveated video compression,

and machine-learning-based image compression in detail. In Chapter 3, we

present a traditional image lighting enhancement method based on a fusion

pyramid. In Chapter 4, we introduce a lighting enhancement method using

self-attention guided HDR reconstruction. In Chapter 5, we propose a foveated

video compression method based on visual saliency and feature preserving im-

age warping. In Chapter 6, we propose a principal component approximation

network for image decomposition and compression. Finally, we conclude the

thesis in Chapter 7.
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Chapter 2

Related Work

This chapter reviews related publications to this thesis. Section 2.1 and Sec-

tion 2.2 both discuss image lighting enhancement methods. Section 2.1 has a

broader scope and covers general image lighting enhancement methods while

Section 2.2 focuses on single image lighting enhancement methods. Section

2.3 introduces visual saliency and reviews foveated video compression meth-

ods based on visual saliency. Finally, Section 2.4 reviews image compression

methods based on deep learning.

2.1 Image Dynamic Range Enhancement Based

on Fusion Pyramid

Rao et al. overview various video enhancement processing and analysis algo-

rithms. The authors categorize video enhancement methods into two types:

self-enhancement and context-based fusion enhancement. Self-enhancement

methods, including contrast enhancement, HDR-based enhancement, wavelet-

based enhancement and compression-based enhancement, are all based on the

information in the current image itself; while context-based enhancement uti-

lizes illumination information in multiple frames [90].

Contrast enhancement techniques include histogram equalization and tone

mapping. There are many publications related to the former one, which can

be divided into global and local methods [1], [45]. Zhang et al. use per-frame

multi-exposure and best exposed region detection to produce frames for later

fusion and achieve better contrast [124]. Didyk et al. classify regions in a
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frame into three categories, then enhance the contrast of the regions based on

their categories [28]. Rafael et al. present an enhancement method for reverse

tone mapping based on a bilateral filter [56]. Francesco et al. also take the

reverse tone mapping approach to enhance LDR videos. Lu and Jian adopt

a zone-based exposure analysis and use high-level features of the image to set

priority of the zones. Then, a best non-linear curve mapping, which is the

result of a global optimization, is applied to the whole image.

The compression-based video enhancement process happens in the decom-

pression phase of a video. The basic idea of this method is to enhance the

image by manipulating the DCT coefficients [64]. It has several advantages

including low computational complexity, less severe block artifacts compared

with post-decompression methods and it is applicable to any DCT-based im-

age compression method [105]. Wavelet-based methods are mostly used in

de-noising and image feature preservation [30].

The second type of video enhancement, context-based enhancement, is

accomplished by extracting and fusing meaningful information in a video se-

quence. One of the approaches is enhancing videos by exploiting the context

in both night-time and day-time videos [91]. But, this approach is generally

limited to full day surveillance videos captured by fixed cameras [124]. Frames

in a video may contain images of the same scene with different exposures,

making it possible to enhance the dynamic range [131]. Yu et al. apply a zone

system to input videos for exposure evaluation and then remap each region

using several different tone mapping curves to achieve better contrast. They

also use information in frames to maintain temporal consistency [126]. Henrik

et al. apply adaptive spatio-temporal smoothing to low illumination videos to

reduce noise and enhance contrast [75].

Several researchers have used deep learning to enhance images. Marner-

ides et al. use three CNN branches to process local, large pixel neighborhood

and global information, respectively [77]. Gabriel et al. propose a UNet-like

CNN for HDR reconstruction [32]. They train their CNN on a simulated HDR

dataset created from a subset of MIT Places dataset to make the model more

generalizable. Yifan et al. propose EnlightenGAN, which does not require
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paired HDR-LDR images for training [52]. EnlightenGAN also utilizes adver-

sarial learning. However, a downside of deep learning approaches is that they

require significant computational resources, and can be slow if executed on a

CPU.

2.2 Lighting Enhancement Using Self-Attention

Guided HDR Reconstruction

Producing images without losing details in scenes with extreme contrast can

be achieved by taking a series of images at different exposure settings and then

fusing them [42]. Another approach is to capture an image using HDR cameras

to preserve the dynamic range in natural scenes [13]. However, these meth-

ods cannot be applied to existing images. Thus, some single image lighting

enhancement algorithms are developed to address this problem.

2.2.1 Traditional Methods

Adaptive Histogram Equalization (AHE) is a contrast enhancement method

that can be used to enhance images [87]. However, AHE usually produces

artifacts around high contrast edges. Some other classical image processing

techniques based on the Retinex theory are also used in solving this problem

[60]. However, these methods often create unnatural or over-enhanced images.

Wang et al. propose a method based on the bi-log transformation to enhance

the image while preserving its naturalness [111]. This approach solves the is-

sue of over-enhancing, but it cannot produce images with high visual quality.

Fu et al. develop a weighted variational model to improve the prior repre-

sentation and noise suppression of earlier logarithmic transformation based

methods [34]. Dong et al. notice that the inverted low-light images are similar

to images with haze [29]. They then apply an optimized de-hazing algorithm

on inverted low-light images to enhance them. Guo et al. combine this ob-

servation and the Retinex theory and proposed LIME, a simple yet effective

low-light image enhancement algorithm [40]. Ren et al. propose a Retinex-

model-based decomposition method, which sequentially estimates a smoothed
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illumination map and a noise-suppressed reflectance map [94]. Li et al. in-

troduce a robust Retinex model with an additional noise map [67]. They also

propose an optimization function with regularization terms for illumination

and reflectance.

2.2.2 Deep Learning Approaches

Currently, many researchers are using deep learning to enhance images. An

and Lee use a deep convolutional neural network (CNN) to reconstruct the

radiance map from raw Bayer images [8]. Marnerides et al. use three CNN

branches to process local, large pixel neighborhood and global information

[77]. Gabriel et al. propose a UNet-like CNN for HDR reconstruction [32].

They train their CNN on a simulated HDR dataset created from a subset of

the MIT Places dataset to make the model more generalizable. RetinexNet is

a deep learning model with a decomposition net and an enhancement net that

is intended for low-light enhancement [115]. Deep SR-ITM is a joint super-

resolution and inverse tone-mapping framework that boosts the contrast and

details of images [55]. Yifan et al. propose EnlightenGAN, which does not

require paired HDR-LDR images for training [52]. EnlightenGAN also utilizes

adversarial learning.

There are several HDR reconstruction/image enhancement methods that

use the attention mechanism, but our approach is very different from those.

Yan et al. [122] and Niu et al. [85] use the attention mechanism for multi-

exposure HDR fusion while our method focuses on reconstruction using a single

exposure. Li et al. [66] use this mechanism for single exposure reconstruction.

Their approach models the feature interdependencies between convolutional

kernels, while we model the interdependencies between different locations in

the entire image.

2.2.3 Image Quality Metrics

Image quality assessment (IQA) can be performed by either subjective tests

or objective tests. Subjective tests involve human evaluators, and the results

are based on the ratings from those evaluators. Objective tests automate the
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process of image quality assessment and can be classified into two categories:

full-reference assessment (FR-IQA) and no-reference assessment (NR-IQA).

HDR-VDP is a FR-IQA developed for use under all luminance conditions.

It is a comprehensive model for HDR IQA, but it only takes luminance into

account and does not consider color [76].

When evaluating HDR images reconstructed by various algorithms, it is

difficult to assume a reference image since camera settings and characteris-

tics might vary for different images. Thus, no-reference IQA is more suitable

for evaluating HDR reconstruction algorithms. Many attempts have been

made to develop no-reference IQA models to match the results from subjec-

tive IQAs. Natural Image Quality Evaluator (NIQE) is a no-reference IQA

model based on natural scene statistics. It measures the image quality only by

calculating deviations from statistical regularities observed in natural images.

NIQE outperforms popular FR-IQA like peak signal-to-noise ratio (PSNR)

and structural similarity (SSIM)[81], [113]. Debarati et al. propose a model,

HDR Image GRADient-based Evaluator (HIGRADE), for evaluating image

quality of tone-mapped HDR pictures. They combine the natural scene statis-

tic (NSS) model and HDR-specific gradient-based features into this model and

validate the model on HDR datasets [59].

2.3 Visual Saliency Guided Foveated Video Com-

pression

2.3.1 Visual Saliency

Visual saliency data gives us a description of visual fixation points and rel-

ative saliency levels in image and video frames. Saliency information can

be obtained by using eye-trackers to track eye movements when viewing im-

ages and videos. However, gathering such data requires specific hardware,

proper experimental setup, and many participants for subjective evaluations.

Thus, researchers have proposed many visual saliency models using biologi-

cal/psychological knowledge and machine learning methods.

Visual saliency detection methods can be categorized into bottom-up and
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top-down models [26]. Before deep learning was widely applied in this field,

most of the early methods were bottom-up models. The early methods usually

involve biological and psychological research about the visual attention mech-

anism. Furthermore, these two approaches match common believes about the

biological process of human vision. In general, these models try to estab-

lish links between visual saliency and low-level image features, such as color,

contrast, and brightness [26], [50].

Differing from the above approaches, top-down models try to find factors

that have the most impact on visual saliency. These models use visual saliency

datasets, which contain images and their saliency annotations, for a data-

driven analysis. In recent years, deep learning has been introduced into this

area and has boosted the performance of saliency prediction [17], [27], [31],

[51], [57], [58], [72], [112].

2.3.2 Foveated Compression

Basu et al . propose a variable resolution (VR) model for video conferencing

and demonstrate that it can achieve higher compression rates than JPEG

[15]. Wiebe et al . improve the performance of video transmission under the

asynchronous transfer mode (ATM) protocol by introducing foveal priority

dithering [116]. VR was later extend for improvement of the MPEG algorithm

based on the available network bandwidth [20], transmission of 3D mesh and

texture [21], and improvement of the HEVC algorithm [22]. The distinct ad-

vantage of VR-based methods is that the quality of an image changes smoothly

and continuously. This prevents creating hard edges or artifacts around region

boundaries.

Other research approaches usually make improvements based on existing

video compression methods like JPEG2000, AVC, and HEVC. Sanchez et al .

use a Gaussian distribution to assign different priority levels to data packets

according to their distance to the region of interest (ROI) [98]. Pohl et al . use

an eye-tracker to get real-time fixation information. They divide the video into

several fixed tiles, then compress different tiles at different resolutions based on

the fixation information. Another approach for foveated compression is to set
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different quantization parameters (QPs) for different regions in a video frame

[33], [48], [117], [128], [129]. QP controls the step length in the quantization

process of coefficients. A higher QP results in larger quantization steps, which

causes the decoded image quality to decrease and the compression ratio to

increase. These foveated compression methods also use eye-trackers to acquire

real-time saliency information and assign higher QPs to regions with higher vi-

sual saliency. Polakovič et al . blur the blocks in the visual periphery to remove

details in those areas and consequently remove high frequency components in

the transformed coefficients [88].

In conclusion, existing foveated compression methods can be classified into

two main categories: VR-based methods and ROI-optimized methods based

on existing video encoders. VR-based methods use pixel relocation to achieve

foveation based on the distance from the fixation point. However, this ap-

proach enlarges salient areas and is less effective in handling multiple fixa-

tion points. In contrast, the method proposed in this thesis addresses these

limitations by using a per-quad image warping process for foveation. In addi-

tion, ROI-optimized methods based on AVC/HEVC are limited by block-based

compression, which necessitates the encoding and transmission of all pixels re-

gardless of their saliency. However, our approach overcomes this constraint

through a novel saliency-based image warping process, enabling the removal

of unimportant pixels before encoding and transmission. This property also

makes the proposed method compatible with most existing video compression

methods.

2.4 Principal Component Approximation Net-

work for Image Compression

Typically, image compression methods [5], [7], [9], [25], [46], [74], [89], [101],

[108], [119] utilize entropy coding to reduce the statistical redundancy in im-

age data. However, humans can better perceive low-frequency components

than high-frequency components in images, and entropy coding cannot take

advantage of this. Thus, since the 1960s, some transform techniques have been
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proposed to address this problem, e.g., the Fourier Transform [9], Hadamard

Transform [89], Discrete Cosine Transform (DCT) [5], and Wavelet Trans-

form [25]. These transforms are effective because compression can be achieved

by removing some high frequency components in the frequency domain. For

example, JPEG [108], a well-known image compression method, divides an im-

age into coding blocks. Then, the coding blocks are transformed using DCT

and quantized for entropy coding [74]. JPEG2000 [25] is similar to JPEG

except that it uses a wavelet transform to achieve higher compression rates.

These traditional transform-based methods are widely used in image compres-

sion, but they use fixed, hand-crafted transforms to convert the images into

different frequency components. This limits their performance since the hand-

crafted transforms might not be optimal for all images. Our method tries

to overcome this limitation by learning the shared feature matrices for image

decomposition.

With the rise of deep learning networks in the computer vision field, many

sophisticated methods based on deep learning have been proposed for image

and video compression [2]–[4], [10]–[12], [18], [23], [24], [36]–[39], [43], [44],

[53], [54], [62], [63], [65], [68], [79], [80], [82], [86], [95], [96], [102], [103], [106],

[107], [110], [114], [120], [121], [127], [130], [132]. These methods typically rely

on entropy encoding with an encoder-decoder architecture, where the encoder

generates a compressed representation of an image, and the decoder reverses

the encoding process. For example, Balle et al. [11] propose a nonlinear

transform coding framework to map an image to a latent code space via a

parametric analysis transform. Toderici et al. [107] propose a variable-rate

learned compression method based on recurrent models, and Rippel et al.

[96] propose a generative adversarial network (GAN) using an auto-encoder

structure with pyramidal analysis for image compression. Recently, Hu et al.

[44] propose a coarse-to-fine hyper-prior model for entropy estimation. Zhu et

al. [130] propose a multivariate Gaussian mixture model for compression where

a novel probabilistic vector quantization is utilized to effectively approximate

the parameters of Gaussians. Rhee et al. [95] propose processing low- and high-

frequency regions separately. Wodlinger et al. [120] utilize a stereo attention
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module during decoding to improve image quality. Zou et al. [132] propose a

window-based local attention block to learn local features.

In summary, almost all these methods incorporate deep learning networks

and information entropy into existing encoder-decoder image compression pipelines

to reduce redundancy inside images. These methods optimize the models to

output the minimum possible number of bits to represent images, assuming

that the models are general and can be applied to compress any image. Under

this assumption, the bitrate calculation need not include the size of the model

parameters since the models only need to be transmitted once. However, we

observe that even for the same architecture, bigger models usually achieve bet-

ter performance, which indicates that memorization still plays an important

role in the performance of these models. Thus, the assumption of generaliza-

tion might be only partially true, and the size of the model parameters might

still be important for image compression. Our method takes the size of the

parameters into account and tries to reduce redundancy in the encoded results

as well as in the model itself.

In contrast to the above-mentioned approaches, our approach considers

image compression as a matrix factorization problem. We focus on finding

a number of shared feature matrices for a group of images, and the images

are reconstructed by the weighted sum of these feature matrices. Specifically,

weight vectors are used for encoding images and these shared feature matri-

ces are approximated by the proposed network. In addition, when using a

relatively large number of images, such as the 20,480 we used in our main

experiment, promising compression results are achieved even after considering

the parameters of the network. By contrast, other methods do not consider

the size of the network parameters.
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Chapter 3

Image Dynamic Range
Enhancement Based On Fusion
Pyramid

3.1 Introduction

The dynamic range in an image or video is the ratio between the largest and

smallest values in luminance. A high dynamic range (HDR) image can reveal

more details especially in the darkest and brightest areas than a low dynamic

range (LDR) one. But software improvements or better image sensors are

required to capture HDR contents. Also, re-capturing existing LDR videos

using HDR techniques is probably impossible. Thus, it is important to develop

algorithms to enhance dynamic range in existing videos.

Humans have a relatively high dynamic range because of the ability to

control pupil size and having two types of photoreceptor cells — rods and

cones. Rods are sensitive enough to respond to a single photon, which enables

us to see objects in dark environments. On the other hand, cones are less

sensitive, making it possible for us to see in bright environments. In recent

years, advances in display technologies have enabled many devices, such as

mobile phones, laptops and monitors to display HDR content. HDR content

on these screens have better contrast and more details in relatively bright and

dark areas [90]. They provide a better viewing experience because images on

them are closer to human perception of the scene. Unfortunately, imaging

systems are not able to keep pace with the advances in display devices. HDR
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Figure 3.1: Overview of image enhancement process.

video capture is still rare, not to mention existing videos are unlikely to be shot

again. Therefore, development of image and video enhancement algorithms to

make them more suitable for display on HDR devices has become a necessity.

3.2 Proposed Method

3.2.1 Image Enhancement

As shown in Figure 3.1, our proposed method adopts a contrast-based fusion

approach. The input image undergoes a series of processes to be enhanced.

First, the image is segmented into several regions according to its luminance

distribution. Then, we generate multiple enhanced images based on different

enhancing parameters. The enhanced images are then evaluated for their

image quality. For each region, the enhanced image with the best quality in

that specific region is chosen for later fusion. Finally, the chosen images are

fused together using a image pyramid.

Segmentation

The image is segmented based on the illuminance of the pixels. Every image

is divided into 10 regions using the following method:

r = floor(
xi,j

255/10
) (3.1)

xi,j denotes the luminance of the pixel at location (i, j). r denotes the index

of the region this pixel belongs to. Then, a morphological transformation,

closing, is applied to the segmentation result to eliminate small holes inside

each region. This transformation ensures the quality of the image fusion, later.
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Enhancement

For the enhancement component, an illumination map estimation based ap-

proach is adopted [40]. The Retinex model regards a captured image as the

result of the following formula:

L = R ◦ T (3.2)

where L and R are the captured image and the desired recovery, respectively.

T represents the illumination map, and the operator ◦ denotes element-wise

multiplication. Therefore, by estimating the illumination map, the desired im-

age output can be recovered. In this paper, the illumination map is estimated

using the following formula:

illumination = max(r, g, b)γ (3.3)

where r, g and b denote the red, green and blue color channels in the image,

respectively. And γ is the parameter for gamma correction. The illumination

is then gaussian-blurred and the pixel values in the map are clipped to fit in

the range (0, 1). Then, the desired image is recovered by:

imagerec = 1−
(1− imageori)− λ ∗ (1− illumination)

illumination
(3.4)

By manipulating λ we can control the exposure enhancement applied to the

image. In this step we generate several images using different values of λ as

candidate images for quality evaluation and fusion.

Quality Evaluation

The multiple candidate images generated for fusion are evaluated by three

metrics: contrast, saturation and exposure. For each metric, a score map

having the same size as the original image is generated. The element-wise

multiplication of the three score maps is the overall quality score map of the

image. HDR images usually have better contrast, more saturated colors and

correct exposure. Therefore, it is reasonable to use these three metrics. For

contrast evaluation, a laplacian filter is applied to the gray-scale version of the
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image to generate the relative contrast map. For saturation evaluation, the

image is converted to the HSV space, and the saturation plane is used as the

saturation score map. For exposure evaluation, the image is converted to the

Lab space. Exposure score map is generated using the following equation:

E = e−(l−0.5)2 (3.5)

where l is the luminance channel of the Lab image. This equation is based on

the assumption that a well-exposed image should have an overall luminance

close to 0.5. The three score maps are then normalized to the range (0, 1) and

then multiplied together.

Fusion

Fusion is done using an image pyramid to eliminate the hard edges and ar-

tifacts. For each region in the image, one of the generated candidate images

with the best quality in that region is chosen. We evaluate the quality of the

image in that region by calculating the sum of the values of the score map in

that region:

Qr =
n∑

i=1

si (3.6)

where Qr is the region quality score, si is the score value of pixel i and n

is the total number of pixels in that region. Then, the chosen regions are

concatenated together using a 5-level pyramid to get the final result.

3.3 Experiments

We compare our algorithm with three state-of-the-art methods, including

HDR-CNN, HDR-ExpandNet and EnlightenGAN. The original test images

and results are shown in Figure 4.5.

As can be seen from Figure 4.5, our proposed algorithm can effectively

enhance images with non-optimal exposures. Our algorithm outperforms the

other two deep learning based models, HDR-CNN and HDR-ExpandNet. Those

two models do not work so well with dark images, while our algorithm can suc-

cessfully reveal details in under-exposed areas.
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Original HDR-CNN HDR-ExpandNet EnlightenGAN Proposed

Figure 3.2: Performance comparison.

Note that EnlightenGAN tends to create images that are too bright com-

pared to the original ones, making the night scenes appear more like a daylight

scene. However, our algorithm can produce results that are more natural while

revealing details. Moreover, our algorithm does not require a GPU to run and

it requires less resources and time to generate the results.

We adopt Natural Image Quality Evaluator (NIQE) [81], a well-known

no-reference image quality assessment for evaluating real image restoration

without ground-truth, to provide quantitative comparisons. We gather the

total NIQE score for all test images using the compared algorithms. The

results are shown in Table 3.1. Lower scores are assigned to images that look

more natural, while higher scores indicate worse quality.

We observed an improvement of 3.9% with respect to the state-of-the-art,

HDR-CNN. The proposed algorithm runs significantly faster than the deep-
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Algorithm Original HDR-CNN HDR-ExpandNet EnlightenGAN Proposed
NIQE score 405.19 384.95 439.96 400.96 369.98

Table 3.1: NIQE score comparison.

learning-based methods.

3.4 Conclusion

In this chapter, we proposed a novel algorithm for enhancing the dynamic

range in images. The proposed algorithm uses an image pyramid to fuse po-

tential enhanced images together. We adopted an approach that does not

require any training, and can produce more natural results than deep learning

approaches. Experiments show that our algorithm achieved a 3.9% perfor-

mance improvement over the state-of-the-art.
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Chapter 4

Lighting Enhancement using
Self-Attention Guided HDR
Reconstruction

4.1 Introduction

The dynamic range in an image or video is the ratio between the largest

and smallest values of luminance. High Dynamic Range (HDR) can reveal

more details, especially in the darkest and brightest areas than Low Dynamic

Range (LDR). HDR content can offer a better viewing experience because

they are closer to human perception of the scene. Human eyes can adapt

to a wide range of luminance levels by controlling the pupil and having two

types of photoreceptors that work in both bright and dark environments. This

is a result of adaptation to the large range of illumination values exhibited

by natural scenes [84]. However, a large dynamic range causes most normal

imaging systems to get either overexposed or underexposed. Unfortunately,

devices that are capable of HDR image and video capture are still rare, not

to mention that it is impossible to capture existing images and videos again.

Thus, developing lighting enhancement algorithms for images and videos has

become a necessity.

The majority of recent image lighting enhancement methods utilize CNNs.

A problem with this approach is that the sizes of the convolutional kernels

are relatively small and not enough to leverage long-distance or global depen-

dencies in the images. Thus, artifacts usually appear in their reconstructions

24



when there is high contrast or tinted light source in the scene.

In this paper, we propose a new neural network model combining the self-

attention mechanism, adversarial training, and customized loss function in-

spired by the HDR reconstruction process to enhance over- or under-exposed

images and address the problems mentioned above. We also conduct several

ablation tests to demonstrate the effectiveness of our proposed method. Our

contributions are listed below:

• This is the first work to utilize the self-attention mechanism to model

long-distance dependencies across different regions in images for lighting

enhancement. This mechanism helps reduce the artifacts and boosts the

output image quality.

• We design a new HDR loss function inspired by the characteristics of

HDR images and the HDR reconstruction process. We show that this

loss function can alleviate the color shift/artifacts in the output images.

• We compare our work with several state-of-the-art methods utilizing

objective tests to show that our proposed method outperforms all other

existing methods.

4.2 Proposed Method

As shown in Figure 4.1, we adapt a UNet-like CNN with self-attention mecha-

nism as the generator, and a pre-trained ResNet as the discriminator. Several

custom loss functions are used together with the discriminator to guide the

training process of the generator.

4.2.1 Generator

The generator has an encoder-decoder structure similar to UNet [97]. Be-

tween the second and third up-sampling modules we introduce a self-attention

module to eliminate local color artifacts.

25



646451
2

12812825
6

256256 12
8

512 512 64

512 512 32

1024 512 512 64

512 256256 12
8 256 12

8

256 12812825
6

128646451
2351

2

Conv MaxPool

,

Conv+ReLU Upsample Concat Attention

Figure 4.1: Generator structure.

4.2.2 Self-attention

Traditional CNNs can only model relatively local features due to their limited

field of reception. This prevents CNNs from capturing dependencies across the

entire image and creates some local color artifacts in the experiments. The

self-attention mechanism is one approach to solve this problem [123].

The self-attention module in our model is complementary to the convolu-

tion layers and helps capture cues from all positions in the image to reduce

artifacts introduced by pure convolution. Different from the attention mod-

ule in [66], which models the interdependencies between different convolutional

kernels (image feature extractors), our method focuses on modeling the spatial

interdependencies across different locations in the image.

This module takes the output features of one intermediate convolutional

module as input. The structure of this module is shown in Figure 4.2. This

attention module works differently from convolutional kernels. The parame-

ters in convolutional kernels cannot change after the training process, which

means the features they can extract are fixed. However, the attention module

computes the attention map based on the input. There are no fixed rules to

decide which features are related to another one, so the attention module is

more flexible than convolutional layers.
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Figure 4.2: Structure of the attention module.

The input image features x of shape (C,H,W ) is first transformed into two

feature matrices, f(x) and g(x), for calculating the attention map, where C

represents the image feature channels, H and W are feature height and width,

respectively, and f(x) = Wfx, g(x) = Wgx. Here, we use a 1 × 1 convo-

lutional kernel with an output channel of C/8 to reduce memory utilization.

Thus, f(x), g(x) and h(x) are matrices of size (C/8, H,W ). They are then

reshaped to size (C/8, N) to convert the 2D features into 1D features, where

N = H ×W .

The attention map is obtained by multiplying the transpose of f(x) with

g(x) and then applying the softmax function to the result:

βj,i =
exp(sij)

∑N

i=1 exp(sij)
, where sij = f(xi)

T
g(xj). (4.1)

βj,i denotes the extent to which the model attends to the ith location when

synthesizing the jth region. This is the key to the self-attention mechanism as

it enables the model to find out the relationship between any two locations in
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the entire image. The final output is calculated using the following formula:

o = v(h(x)βT ), where

h(x) = Whx and

v(x) = γh(x)+ x

(4.2)

As shown in Figure 4.2, h represents a convolution layer using an 1× 1 kernel.

v is a linear transformation with a learnable parameter γ. The input features

are added back to the final output.

The self-attention layer is applied after the second upsampling block of the

generator.

4.2.3 Discriminator

We use a pre-trained ResNet-18 as our discriminator for its simplicity and

relatively good performance. It was originally trained for classification, but

in the training process it is also trained to classify good and bad HDR re-

constructions. The classifier layer in the original structure is replaced with a

linear transformation layer: y = xAT + b, where x and y are the input and

output of this layer, A is the weight matrix of size (1, N) and b is a scalar bias.

N is the channel size of the output from the last average pooling layer. Thus,

the final result is a scalar indicating the quality of the HDR reconstruction

from the generator.

We use the simple minimax GAN loss function:

Ex [log (D(x))] + Ez [log (1−D(G(z)))] , (4.3)

where D(x) is the discriminator’s estimate of the probability that the HDR

reconstruction x (x is from the dataset) is good, Ex is the expected value

over all good reconstructions, G(z) is the generator’s output when the given

image is z, D(G(z)) is the discriminator’s estimate of the probability that a

reconstruction from the generator is good, Ez is the expected value over all

generated reconstructions. The generator tries to minimize this loss while the

discriminator tries to maximize it.
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4.2.4 Custom Loss Function

We also propose two custom loss functions to help train the network.

Feature Preserving Loss

The image features are similar in the original image and its HDR reconstruc-

tion, except that the HDR version has better contrast and details. Thus, if

both images are processed by a classifier network, the image features extracted

should be similar. In order to preserve image features in our enhancement pro-

cess, we adopt ResNet to extract image features from the input and output

of the generator and build a loss function based on the mean square error

between these features.

Only the first six ResNet basic blocks are used in our implementation. Two

image feature tensors are obtained by feeding the original image and its HDR

counterpart to the partial ResNet. The feature preserving loss is the mean

square error between these two tensors:

LFP (I, I
′

) =
1

N

N∑

i=1

(

φi(I)− φi(I
′

)
)2

, (4.4)

where I and I
′

are the original image and the corresponding generator output,

N is the number of elements in the image features and φ denotes the partial

ResNet feature extractor.

HDR Loss

HDR images usually have better contrast, more saturated colors and correct

exposure. Thus, we combine these three metrics to develop a HDR loss func-

tion. This loss function helps the generator produce images that have more

HDR image characteristics.

Contrast The contrast of an image is calculated by applying a Lapla-

cian filter to the input. This operation highlights regions with rapid intensity

change, which are regions with high contrast levels. By using this metric, we

ensure the details in images are revealed.
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The Laplacian L(x, y) of an image with pixel intensity I(x, y) is given by:

L(x, y) =
∂2I

∂x2
+

∂2I

∂y2
(4.5)

For simplicity we implement this using convolution. The convolutional kernel

is a discrete approximation of the Laplacian function:

kL =





0 −1 0
−1 4 −1
0 −1 0



 (4.6)

The contrast score map Sc is obtained by convolution:

Sc = I ∗ kL, (4.7)

where I is the input image and ∗ denotes the convolution operation.

Saturation Saturation at position (i, j), Ss(i, j), is calculated by convert-

ing the image from RGB to HSV color space using the following formulae:

Cmax(i, j) = max (Ri,j, Gi,j, Bi,j)

Cmin(i, j) = min (Ri,j, Gi,j, Bi,j)

Ss(i, j) = Cmax(i, j)− Cmin(i, j).

(4.8)

Exposure HDR images have correct exposure, and the image will not be

too dark or too bright. We use the maximum value among the three color

channels as the exposure value:

Se(i, j) = max (Ri,j, Gi,j, Bi,j) (4.9)

Finally, the HDR loss is calculated using the following formulae:

LHDR(I, I
′

) =
∑[

S(I)− S(I
′

)
]2

, where

S(I) = Sc(I)Ss(I)Se(I) and

S(I
′

) = Sc(I
′

)Ss(I
′

)Se(I
′

)

(4.10)

The training procedure is described in Algorithm 2. z and y refer to the

original images and ground truth HDR reconstructions in the dataset.
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Algorithm 1: Training procedure using GAN and custom loss func-
tions
1. Initialize the parameters in the generator G and the discriminator
D;
while maximum training steps not reached do

2. Load one batch of training data (z, y) from the dataset;
Stage 1: Train discriminator

3. Generate the output G(z) by passing z to the generator;
4. Get the response for the ground truth and the output from
the discriminator, D(y) and D(G(z));
5. Use gradient descent to maximize D(y)−D(G(z));

Stage 2: Train generator
6. Calculate the total loss Ltotal = LFP + LHDR;
7. Use gradient descent to maximize D(G(z)) and minimize
Ltotal;

end

4.3 Experiments

4.3.1 Datasets

Samule et al. developed a computational photography pipeline including cap-

turing, aligning, and merging a burst of frames to reconstruct HDR images.

They captured images using a variety of Android mobile cameras and pro-

cessed them through this pipeline. The results are published as the HDR+

Burst Photography Dataset. The dataset consists of 3640 bursts with 28461

images in total [42]. Every burst in this dataset is made up of several raw im-

ages and one final resulting image. Even though the exposure time and gain

are the same across all images in a burst, the images are generally different

from one another.

We retrieve paired images from the dataset by pairing a random raw image

with the corresponding final result image. In this way, we augment our data

to further enlarge the datasets. In the training process we use 3340 image

pairs from the HDR+ Burst Photography Dataset. We use the remaining 280

non-synthetic images pairs as the test data.
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4.3.2 Evaluation Metrics

NIQE is a no reference, opinion unaware, distortion unaware IQA model [81].

“Opinion unaware” means that this model does not require training on images

that have quality scores, and “distortion unaware” means that this model does

not use specific distortion patterns to evaluate images. NIQE calculates the

image features using a NSS model and then fits these features to a multivariate

Gaussian (MVG) model. The NIQE score is the distance between this fit and

the MVG model derived from a set of natural images. Hence a lower NIQE

score indicates that the input image is more natural or has better quality.

HIGRADE is a metric for evaluating HDR images. Similar to NIQE, it uses

an established NSS model to extract image features [59]. Other than this, some

new image features are designed to consider artifacts during HDR processing,

including log-derivatives and gradient domain scene statistics. HIGRADE-1

and HIGRADE-2 are two variants of this model which incorporate different

gradient domain scene statistics. HIGRADE-1 utilizes gradient magnitude

features, which is widely used in IQAs, while HIGRADE-2 explores the ad-

vantage of a less researched feature, gradient orientation information. Higher

HIGRADE scores indicate higher quality.

All other image quality metrics, including PSNR, SSIM, MS-SSIM, and

HDR-VDP-3, are full reference IQAs. We use the ground truth HDR images

from the datasets as references.

PSNR can be calculated using the following formula:

PSNR = 10 log10(
m2

MSE
), (4.11)

where MSE is the mean square error between the test and reference images,

and m is the maximum value possible in the image (255 for 8-bit images).

Higher scores are better.

The SSIM index is calculated on various windows of an image. The mea-

surement for two N ×N windows around (x, y) is defined as:

SSIM(x, y) =
(2µxµy + C1) + (2σxy + C2)

(µ2
x + µ2

y + C1)(σ2
x + σ2

y + C2)
. (4.12)
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In this equation, µx and µy are the local means. σx and σy are the local

standard deviations, and σxy is the cross-covariance. C1 and C2 are the reg-

ularization constants for the luminance and contrast. C1 = (0.01L)2 and

C2 = (0.03L)2, where L is the dynamic range of the input image. Higher

SSIM scores are better with a maximum of 1.

Multiscale SSIM (MS-SSIM) measures the image quality at several scales,

and it is more robust than SSIM.

HDR-VDP is a visual metric that compares a pair of images (a reference

and a test image) and predicts visibility (probability that the difference at

a certain location is noticed by a person) and quality of the test image (ex-

pressed as a mean-opinion-score). HDR-VDP is based on a new visual model

which is derived from contrast sensitivity measurements. Thus, this model

can work with images having arbitrary illuminance ranges. We use the quality

evaluation part of this metric; higher scores are better with a maximum of

100.

4.3.3 Ablation Test

We train our model in several different settings using various techniques men-

tioned in the last section. This can help us understand the function of each

part in the model. The settings we use is listed in Table 4.1. Note that Model

6 is the one we use to report our final performance. Model 1 is used as a per-

formance baseline since only mean square error (MSE) loss is used as the loss

function. Model 2 is trained using only the HDR loss, and Model 3 is trained

using GAN. For Model 4, both GAN and HDR loss are used. We introduce

feature preserving loss and self-attention module in Models 5 and 6.

These six models were tested using NIQE and two HIGRADE metrics,

with the results listed in Table 4.2. From the scores of Models 1-3, it is clear

that when only HDR loss or GAN is used, the model performs worse than the

baseline model. But the scores of Model 4 indicates that those techniques work

better when combined together. Model 5 improves the NIQE score and HI-

GRADE1 score to 4.5651 and 0.1154, respectively, with the help of the feature

preserving loss. Model 6 increases the performance considerably, indicating
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Table 4.1: Model settings.

Model GAN Self-attention MSE Loss Feature Preserving Loss HDR Loss
1 *
2 *
3 *
4 * *
5 * * *
6 * * * *

that the self-attention module is a key part of the model.

Table 4.2: Model performance.

Model NIQE HIGRADE1 HIGRADE2
1 4.83 -0.26 -0.22
2 5.13 -0.26 -0.29
3 5.07 0.04 0.02
4 4.82 0.06 -0.02
5 4.57 0.12 0.07
6 3.14 0.27 0.33

Figure 4.3 includes output images from the six models when the same

input image is used. The input image and corresponding ground truth are

also shown in Figure 4.3. All the models reveal the details in the dark areas,

but Model 1 does not perform as well as the others. The output of Model 3

has a brown tinge. Adding HDR loss helps alleviate this problem, and makes

the image look more natural. From the output of Model 5, we can see that

feature-preserving loss makes the color of the image closer to the original one.

The output of Model 6 has the best overall image quality.

4.3.4 Objective Image Quality Comparison

Comparisons are made between LIME [40], HDR-CNN [32], EnlightenGAN

[52], HDR-ExpandNet [77], RetinexNet [115], Deep-SR-ITM [55] and our pro-

posed method. HDR-CNN and HDR-ExpandNet originally produce HDR

images with linear luminance levels, so the output of those two methods is

tone-mapped using the Reinhard curve [93].

Some example output images are shown in Figure 4.5. The original images
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Figure 4.3: Ablation test image examples.

LIME HDR-CNN

EnlightenGAN Proposed

Figure 4.4: Reconstruction details of different methods.
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and output images of all compared methods are shown in various columns.

RetinexNet’s output contain many unnatural colors and noise. The output of

Deep-SR-ITM has a strong blue tinge, and HDR-ExpandNet produces some

images that look washed out. Compared to LIME, HDR-CNN, EnlightenGAN,

and our method, the other methods perform worse in terms of image quality.

For the first two test images, EnlightenGAN seems to be the best, followed

by our proposed method. Both methods are able to reveal details in dark areas,

while LIME is not able to recover dark areas in the second image. For yellowish

images, like Images 3-6 and 13, LIME, HDR-CNN, and EnlightenGAN appear

to ignore this problem and produce more yellow-orangish images, but our

method is able to identify the problem and produce more reasonable colors. For

images that include large parts of sky in them, for example, Images 2, 6, 8, and

11, the proposed method appears to be better at recovering the colors of the

sky and details of the clouds. Furthermore, for images with large contrast or

relatively high brightness, such as Images 10-12, LIME introduces some noise

into the output, and HDR-CNN’s and EnlightenGAN’s output contain color

artifacts. In comparison, our method can successfully recover details without

introducing noticeable noise and artifacts. Figure 4.4 gives an example of some

details in the reconstructed images of LIME, HDR-CNN, EnlightenGAN, and

the proposed method. LIME fails to reconstruct the details in those two

areas. HDR-CNN and EnlightenGAN introduce noise in both regions, while

the proposed method is able to recover details without producing noise.

Table 4.3: Image Quality Comparison. Scores in red indicate the best perfor-
mance, scores in blue indicate the second-best performance.

IQAs PSNR SSIM
MS

-SSIM NIQE
HDR-
VDP-3

HI-
GRADE1

HI-
GRADE2

Input 14.94 0.48 0.68 3.73 6.53 -1.16 -1.19
LIME 14.23 0.40 0.68 4.32 6.95 -0.55 -0.46

HDR-CNN 14.88 0.45 0.62 2.73 6.67 -0.29 -0.00
EnlightenGAN 12.56 0.43 0.68 3.08 6.24 0.12 0.29

HDR-ExpandNet 15.47 0.46 0.68 3.30 6.86 -1.10 -0.75
RetinexNet 12.20 0.31 0.52 7.85 5.23 -0.06 0.25

Deep-SR-ITM 14.39 0.49 0.67 4.24 6.75 -0.09 -0.07
Proposed 17.01 0.48 0.70 3.14 7.26 0.27 0.33

36



Original LIME HDR-CNN
Enlighten-

GAN
HDR-

ExpandNet
Retinex-

Net
Deep-

SR-ITM Proposed

Figure 4.5: Example output of various methods.

We use both FR-IQAs and NR-IQAs to measure the image quality of the

above-mentioned algorithms. Note that for NIQE, a lower score is better,
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while for all other metrics, a higher score is better. The results are listed in

Table 4.3.

For the four FR-IQAs, all the models generate relatively low scores. For

example, an image with good quality usually gets a PSNR higher than 40

dB when compared to its reference, but all models score lower than 20 dB.

The same situation occurs in evaluations using SSIM, MS-SSIM, and HDR-

VDP-3. We believe the reason for this is that the output images are very

different from the reference images from the dataset. The reference images

are synthesized using multiple images with different exposure settings, but all

compared models produce their output based on only one input image. Thus,

the reconstructions are very different since less information is available.

However, the results still show that our model can produce the output

with the highest quality. Our PSNR score shows that the output image of

our model has a 1.6 times higher signal-to-noise ratio than the output of the

model in the second place. The proposed method comes in second place in

the SSIM test, but only falls short by a small margin. As for MS-SSIM and

HDR-VDP-3, the proposed method ranks first and leads by a large margin.

For the NIQE test, the proposed method performs worse than HDR-CNN

and EnlightenGAN, but is much better than the other methods. For HIGRADE-

1 and HIGRADE-2, our model scores the highest.

In summary, the proposed model performs better than all other methods

for 5 of the 7 IQAs we used in the comparisons. This shows that our model

can effectively enhance SDR images and attain good image quality.

4.4 Conclusion

We proposed an encoder-decoder model with adversarial training, a self-attention

mechanism and customized loss functions to enhance incorrectly exposed im-

ages. To the best of our knowledge, we are the first to combine adversarial

training with a self-attention mechanism to improve reconstruction quality.

This helps our network exploit the location interdependency and reduce arti-

facts. Objective comparisons between our proposed model and several other
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state-of-the-art methods were conducted. These comparisons demonstrated

that our model performs better in terms of image naturalness and the ability

to adapt to different lighting conditions.
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Chapter 5

Visual Saliency Guided
Foveated Video Compression

5.1 Introduction

Widely applied video compression methods, e.g . AVC [118], HEVC [104], VP8

[14], VP9 [83] and AV1 [41], use block-based algorithms to reduce spatial

and temporal redundancy. A video frame is first divided into several blocks,

then the encoder performs intra-frame (for spatial redundancy) or inter-frame

(for temporal redundancy) predictions according to the frame type. Blocks

might be partitioned into smaller ones in this process. The encoder calculates

the errors and transmission costs of different prediction modes and partition-

ing patterns, and records the best performing combination for transmission.

Next, a block-wise transform is applied to the prediction errors, resulting in

coefficients in another domain. The discrete cosine transform (DCT) and dis-

crete sine transform (DST) are commonly used as block-wise transforms. The

coefficients are then quantized and encoded into a bitstream.

Various compression methods can effectively eliminate spatial and temporal

redundancies. However, the spatially-varying sensing characteristics of the

Human Visual System (HVS) are often not considered. Humans have two types

of photoreceptors in the eye, namely rods and cones [109]. Rods and cones

are unevenly distributed across the human retina. Cones have the highest

density in the fovea, the center of the retina, while rods are almost absent in

the fovea and reach their highest density in a 10 to 20 degree periphery of the
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fovea. Rods and cones also have different sensitivity to light. Rods support

vision under low illumination levels, while cones support vision under normal

and higher brightness. Even though rods have higher sensitivity, their visual

acuity under low illumination is extremely poor compared to visual acuity

under photopic conditions. The reason for this is that signals from many rods

converge onto a single neuron within the retina. This improves sensitivity in

exchange for spatial resolution. On the other hand, every cone is connected

to multiple neurons, and they have a high density in the fovea. This means

that the fovea has a higher spatial resolution than the periphery. As a result,

the Human Visual System encodes more information from the center of the

receptive field, and less information from the periphery.

Existing compression methods treat all parts of a video frame equally, en-

coding all blocks with the same resolution. Resolution scales evenly as the

target video resolution changes. This introduces perceptual redundancy since

information in the periphery is sampled at a lower spatial resolution due to

the characteristics of the HVS. To eliminate this redundancy, different blocks

in the video needs to be encoded with different resolutions depending on their

locations. The blocks in the periphery should be encoded with a lower resolu-

tion, while the blocks in the fovea should be encoded with a higher resolution.

In this paper, we propose a novel video compression method which incor-

porates the non-uniform spatial resolution of the HVS to reduce perceptual

redundancy. The proposed method has the following novel features:

• A foveation process based on per-quad image warping is used to pre-

serve image quality of salient regions, achieving non-uniform subsam-

pling based on saliency level.

• The saliency data is incorporated at a lower granularity, providing more

precise quality control of salient regions.

• Our method is independent of traditional encoding processes, making it

applicable to improve most existing compression methods.
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5.2 Proposed Method

5.2.1 Overview

Our method aims to reduce perceptual redundancy, which is usually not han-

dled by widely used video compression methods. As mentioned in the intro-

duction, HVS encodes more information from the center than the periphery

of the receptive field. Thus, humans are more sensitive to quality degradation

around the fixation point. Furthermore, the salient area, in a single video

frame, i.e., the area that needs to have relatively high quality after compres-

sion, is usually a very small part of the frame given the limited viewing time

for each frame. Based on these two factors, we design an algorithm to sub-

sample different regions of a video frame at different sampling rates according

to their saliency. Pixels in salient areas are sampled at a higher sampling rate

to preserve the image quality in those areas, while other pixels are sampled at

a much lower sampling rate to effectively reduce perceptual redundancy. The

overall pipeline of our approach is illustrated in Figure 5.4.

5.2.2 Saliency Encoding

The saliency map is a grayscale image. This map needs to be transmitted

to the decoder to provide the necessary information for image reconstruction.

But transmitting it as an image significantly increases the data size. As an

alternative, we use a few parameters to describe this saliency map and only

transmit the parameters for reconstruction on the decoder end. Such a sim-

plification is possible because the saliency maps are formed by a combination

of several gaussian distributions.

The saliency datasets we use are collected using eye-trackers or similar

technologies. The direct output of these devices are fixation points instead of

saliency maps. For every frame, a collection of fixation points is generated:

C = {(x1, y1) , (x2, y2) , ..., (xn, yn) |xi, yi ∈ R
2}, where (xi, yi) are the coordi-

nates of a single fixation point i, and n is the total number of fixation points.
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Then, the saliency map is generated using Eq. 5.1.

f(xj, yj) =
n∑

i=1

Ai exp−(ai(xj − x0i)
2

+2bi(xj − x0i)(yj − y0i)

+ci(yj − y0i)
2)

(5.1)

Function f(xj, yj) gives the saliency value at location (xj, yj). A is the

amplitude of the distribution and (x0, y0) is the center of the distribution. a,

b, c are the other three parameters that are used to define the distribution in

Eq. 5.2.

ai =
cos2 θi
2σ2

Xi

+
sin2 θi
2σ2

Y i

bi = −
sin 2θi
4σ2

Xi

+
sin 2θi
4σ2

Y i

ci =
sin2 θi
2σ2

Xi

+
cos2 θi
2σ2

Y i

(5.2)

θ is the angle of the long axis of the distribution blob. σX and σY are the

standard deviations along the X and Y axes, respectively.

Let D be the set of parameters: {(Ai, ai, bi, ci, x0i, y0i) |i = 1, 2, ..., n}.

Then, the parameterization of the saliency map can be formulated as an opti-

mization problem; namely, finding the D that minimizes the difference between

the actual saliency values and the fitted values generated using D in Eq 5.1:

Dmin = argmin
D

m∑

j=0

(
fD (xj, yj)− Sxj ,yj

)2
, (5.3)

where Dmin is the optimal parameter set, m is the total number of pixels, Sxj ,yj

is the saliency value in the ground truth saliency map at location (xj, yj), and

fD (xj, yj) is the fitted saliency value at (xj, yj) calculated using f with the

parameter set D. This equation can be solved using a non-linear least-squares

solver.

5.2.3 Foveation using Image Warping

In foveated compression, the quality of the salient areas needs to be preserved

and this restriction gradually relaxes as the distance from the salient areas
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increases. The variable resolution transformation [15] introduces one way to

approach this problem, by placing pixels to new locations based on their dis-

tances to the fixation point. After VR transformation, the area around the

fixation point is enlarged and the other areas are squeezed. However, this is not

optimal since the salient area takes up more space than in the original image.

It also reduces the space available for other areas and impacts the overall image

quality. Furthermore, when dealing with multiple fixation points, two meth-

ods can be used with VR, namely, collaborative foveae and competing foveae.

However, which method is better for compression cannot be determined before

applying them to assess the resulting image quality. To address these issues,

we propose a subsampling strategy inspired by feature-aware texturing [35].

Problem formulation

Our goal is to find an image warping function that can reduce the total number

of pixels in an image by sub-sampling, while maintaining the image quality of

salient regions. Specifically, the function W : R
2 → R

2 defines a mapping of

pixel locations from the original image to the warped image.

W (xi, yi) = (x′

i, y
′

i) (5.4)

In Eq. 5.4, (xi, yi) is the coordinate of a pixel in the original image, and

xi ∈ (1, h), yi ∈ (1, w), where h and w are the height and width of the original

image, respectively. Similarly, (x′

i, y
′

i) is the coordinate of a pixel in the warped

image, with x′

i ∈ (1, h′), yi ∈ (1, w′), where h′ and w′ are the height and width

of the warped image, respectively. Since we are reducing the total number of

pixels, we have hw > h′w′. To preserve image quality in salient areas, W needs

to sample the salient regions at a higher sampling rate, and other regions at a

lower sampling rate. We divide the original image into rectangular grids, and

denote the resulting mesh as G = (V,E, F ), where V = v1, v2, ..., vn is the set

of vertices of the mesh, E is the set of edges between adjacent vertices, and F

is the set of faces formed by vertices and edges. We denote the set of quads

formed by four adjacent vertices as Q = {Qij : (vij1, vij2, vij3, vij4)}, where Qij

is the quad located at the ith row (r rows in total) and jth column (c columns
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Figure 5.1: Quads and quad vertices.

in total), and vij1, vij2, vij3, vij4 are the four vertices. The quads are illustrated

in Figure 5.1.

The saliency map associated with the input image specifies visual saliency

at the pixel level. We divide this saliency map using the same mesh and obtain

the set of faces Fs = Sij, where Sij is the face corresponding to Qij. We define

the salient areas as the set of quads Qs, whose average saliency level exceeds

the threshold st. In general, a smaller saliency threshold will result in a larger

area being categorized as salient, and vice versa. In cases where saliency

predictions may not be precise, a smaller threshold value is recommended as it

increases the probability of capturing the actual salient regions by expanding

the labeled salient regions.

Qs =

{

Qij|

∑k

p=1 mp

k
> st,mp ∈ Sij

}

(5.5)

In Eq. 5.5, mp is the pixel value in the saliency map. Now, we can formulate

the problem as finding the warping function to transform all quads in Q to

reduce the image size while maintaining the size of any Qij ∈ Qs.

Feature Preserving Mesh Transformation

To preserve the quality of salient areas, a bigger portion of pixels are sampled

in any Qij ∈ Qs than in other quads. The result of this is that any Qij ∈ Qs
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contains more pixels than other quads and thus has a larger area. The variation

in size makes it hard to describe the whole transform as a single warping

function. Thus, we carry out the transformation on a per quad basis. Similar

to the VR transformation, our method results in salient regions being enlarged

and other regions being squeezed. As a consequence, the relative offsets of

quads to the origin might change after the transformation and it is not trivial

to calculate the new offsets. We decided to make the translation of each quad

a free parameter if other restrictions are met.

The transformation of a quad can be expressed as the transformation of

its four edges. We denote the four edges as vectors e1, e2, e3, e4, where:

eij1 = vij1 − vij2

eij2 = vij2 − vij3

eij3 = vij3 − vij4

eij4 = vij4 − vij1.

(5.6)

The transformation can be performed as a matrix multiplication:

tẽ′ = Hẽ, (5.7)

where ẽ′ and ẽ are the transformed and original homogeneous coordinates

of the edge in the form:





x
y
1



, t is a multiplier to turn ẽ′ into homogeneous

coordinates, and H =





a0 a1 a2
b0 b1 b2
c0 c1 c3



 is the transformation matrix.

Then, the target transformed edge can be calculated as:

ẽ′

k = ṽ′

k − ṽ′

k+1

= Hkṽk −Hkṽk+1, k = 1, ..., 4 cyclically,
(5.8)

where ṽk represents the homogeneous coordinates of the vertex vk. This equa-

tion defines the relationship between the transformed vertices and the original

ones.

For any Qij ∈ Qs, only translation is allowed since we want to maintain the

original size. Thus, their transformation matrices have the form:





1 0 tx
0 1 ty
0 0 1



,
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where tx and ty are translation parameters. Using Eq. 5.8 enables tx and ty to

be free. A total of 4Ns linear equations can be obtained from Eq. 5.8, where

Ns is the number of Qij ∈ Qs.

For all other quads, we want them to scale with the entire image using

the same scaling ratio. Thus, their transformation matrices have the form:



sx 0 tx
0 sy ty
0 0 1



, where sx and sy are the scaling ratios for the height and width,

respectively. A total of 4Nns linear equations can be obtained from Eq. 5.8,

where Nns is the number of Qij /∈ Qs.

Furthermore, vertices on the boundaries of the original image should stay

on the boundaries after the transformation. Thus, for these vertices, Eq. 5.9

is used.

ṽ′

k = Hkṽk (5.9)

In total we have 4(Ns + Nns) equations and they form a system of lin-

ear equations. This system is overdetermined, so we can solve it using least

squares. Solving this system for ṽ′ gives us the transformed homogeneous

coordinates with their squared errors to the desired coordinates minimized.

Saliency Guided Weighting

In the system of linear equations, for any single equation, multiplying both the

left and right-hand sides with the same weight parameter w does not break the

equality. However, when solving this system in the least squares sense, adding

the weight w causes the squared residual to be multiplied by w2. Consequently,

the transformed locations of vertices with bigger weights will be closer to their

location estimated by the given transformation. This means the shapes and

sizes of quads containing those vertices are better preserved. Thus, we apply

the average saliency level of a quad as the weight w to all four edges in the

quad. The corresponding equations are changed to:

w
(
ṽ′

k − ṽ′

k+1

)
= w (Hkṽk −Hkṽk+1)

k = 1, ..., 4 cyclically, where,

w = max(mp, 1) , mp ∈ Sij .

(5.10)

We use the value 1 as the minimum of the saliency level.
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5.2.4 Salient Area Scaling

It is not always possible to keep the size of the salient areas unchanged. If

the target compression scale is too small, the salient areas will also need to

be scaled to make sure they do not fall outside the compressed image. Thus,

we calculate the maximum possible scale for the salient area using Eq. 5.11.

(xij, yij) is the coordinate of a point in Sij, and smargin is a parameter to

control the space reserved for peripheral regions, as shown in Figure 5.2. The

required salient area scales, srsx and srsy, are defined as the maximum ratio

of the area occupied in the x and y axes plus the two margins. Then, the

maximum possible scales are calculated by dividing the target scales by the

required salient area scales. If the result is larger than 1, 1 is used as the scale.

ssx = min

(
sx
srsx

, 1

)

ssy = min

(
sy
srsy

, 1

)

where,

srsx =
max(xij)−min(xij)

h
+ 2× smargin

srsy =
max(yij)−min(yij)

w
+ 2× smargin

(5.11)

Peripheral Image Quality Constraints

The non-salient parts of the image might suffer from a loss of quality because

of the sudden change in the transformation method at the boundaries of salient

regions. The salient quads are only allowed to translate, while the non-salient

quads are allowed to translate and transform perspectively. This results in

a relatively big deformation at the boundaries, as shown in Figure 5.3. To

address this problem, we develop a smoothing weighting method and introduce

a uniform constraint on non-salient quads.

The weights of non-salient quads are defined in Eq. 5.12.

w = max(mp, 1) , mp ∈ S ′

ij , (5.12)
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Figure 5.2: Salient area scaling.

where S ′ is the new saliency map generated using the parameters discussed in

Section 5.2.2. Specifically, 1.5σX and 1.5σY are used to increase the saliency

level on the boundaries, consequently increasing the weight of quads in that

region. This also ensures that the saliency level changes smoothly from the

fixation centers to peripheral regions, which prevents generating artifacts due

to sudden changes in weight.

Furthermore, we introduce the uniform constraint as a set of additional

linear equations to further alleviate this problem. To make sure pixels are

uniformly sampled in the non-salient quads, one intuitive approach is to make

sure quads on the same row (column) have the same width (height).

w
(
ṽ′

k − ṽ′

k+1

)
= w

(
ṽ0

′

k − ṽ0
′

k+1

)

, k = 1, ..., 4 cyclically
(5.13)

Thus, the linear equations can be formulated as Eq. 5.13, where ṽ0 denotes

the vertices in the first quad of this row (column), and w is calculated using

Eq. 5.12.

As illustrated in Figure 5.3, when transforming the mesh without any con-

straints, the salient areas near the center overlap with each other, and the

quads near the edge of the image are squeezed into a very small area. Because

of this, for some quads in those areas, no pixel is sampled, and the information
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(a) (b)

(c) (d)

Figure 5.3: Transformed meshes under different constraints: a) original mesh,
b) transformed mesh without constraints on non-salient quads, c) transformed
mesh with smoothing weight scheme, d) transformed mesh with smoothing
weight scheme and uniform constraint.

in those quads is totally lost. After applying the smoothing weight method,

the extent of deformation on the boundaries of salient areas is reduced, as

shown in Figure 5.3 (c). Finally, after applying the uniform constraint, the

salient areas do not overlap anymore, and the deformation is further reduced,

allowing the pixels in non-salient areas to be sampled more uniformly.

5.2.5 Effectiveness of Foveation in Reducing Redun-
dancy

The foveation process reduces the total number of pixels that need to be

encoded. We assume that this can reduce redundancy in the video frames.

To verify this assumption, we calculate the average information entropy and

total information entropy of all video frames in the dataset before and after

applying foveation.

Information entropy measures the average level of information that a ran-

dom variable contains [100]. For a discrete random variable X with n possible
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values x1, x2, ..., xn, the information entropyH(f) is defined as Eq. 5.14, where

pi is the probability of xi.

H(f) = −
n∑

i=1

pi log2 pi (5.14)

The entropy can be seen as a lower bound on the average number of bits needed

to encode a random variable. However, it is not trivial to extend Shannon’s

original information entropy to higher dimensions, such as images. We use

delentropy to measure the average information entropy of an image in our

experiment, as it compares favorably with the conventional intensity-based

histogram entropy and the compressed data rates of a lossless image encoder

[61]. The results are shown in Tables 5.1 and 5.2.

The results confirm our assumption. As shown in Table 5.1, the average

entropy increases from 4.0907 bits per pixel (bpp) to 4.4182 bpp after the

foveation process. According to [61], images with simple patterns like a pure

black image has a lower average entropy than images with complex patterns,

like a natural scene. Therefore, the increase in the average entropy indicates

that the foveation process has removed some redundancy in the video frames.

It also means that each pixel is carrying more meaningful information than

before.

The total entropy for a frame decreases from 1.29E6 bits to 6.95E5 bits,

which means that the total amount of information in the video frames has been

reduced. Since this is the lower bound on the average number of bits needed to

encode a frame without loss, it shows that our method can effectively reduce

redundancy in the video frames, if the perceived quality remains similar. Thus,

adding the foveation process can help increase the compression ratio.

Table 5.2 shows the results of all categories, and we can draw similar con-

clusions.

5.3 Experiments and Discussion

We test our compression algorithm on the UCF Sports dataset [78]. The UCF

Sports dataset contains 150 videos in 12 categories. The resolution of these
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Table 5.1: Average and total entropy of a frame in the original and warped
videos.

Original Image
Avg. Entropy 4.09 bpp
Warped Image
Avg. Entropy 4.42 bpp
Original Image
Total Entropy 1.29E6 bits
Warped Image
Total Entropy 6.95E5 bits

Table 5.2: Overall average and total information entropy of the original and
warped images.

Category
Original Image
Avg. Entropy

Warped Image
Avg. Entropy

Original Image
Total Entropy

Warped Image
Total Entropy

Diving 3.96 4.31 1.15E6 6.25E5
Golf 4.13 4.44 1.53E6 8.07E5

Kicking 3.30 3.70 1.23E6 6.81E5
Lifting 3.48 3.92 1.01E6 5.70E5
Riding 3.82 4.23 1.37E6 7.55E5
Run 3.63 4.03 1.26E6 7.02E5

SkateBoarding 4.74 4.92 8.19E5 4.23E5
Swing 4.76 5.00 1.38E6 7.25E5

Figure 5.4: Test pipeline.

videos is 720×480. We implement the test pipeline using the Gstreamer frame-

work, as shown in Figure 5.4. First, the input video sequence is decoded into a

YUV sequence and then converted to the RGB color space. Then, the saliency

map of the corresponding frame is read and decomposed into a combination of
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Figure 5.5: Overall rate-distortion curves of the proposed method compared
with H.264 and H.265. We conducted two sets of comparisons. The results
in the first row shows the comparison between the original H.264 and H.264
incorporating the proposed method. The results in the second row shows the
comparison between the original H.265 and H.265 incorporating the proposed
method. Three metrics are used for each set of comparison: EWPSNR, VMAF,
and LPIPS. For EWPSNR and VMAF, higher is better. For LPIPS, lower is
better.

several gaussian distributions. The parameters of these gaussian distributions

are then saved for reproducing the saliency maps on the decoder end. To be

specific, the parameters are converted to 16-bit floating-point numbers and

saved as bytes in a raw text subtitle track using the MKV container. Next,

the warped mesh is generated based on the reconstructed saliency map using

the gaussian parameters. We then compute a pixel location mapping from the

original frame to the compressed frame from the warp mesh parameters. Fi-

nally, we construct the compressed RGB frame using the mapping and encode

the resulting frame using a video encoder, such as H.264 or H.265.

This process is repeated for all frames in a video. Assuming the eye move-

ment is relatively small during a short interval of time, we only generate a
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new warped mesh every 5 frames (about 167ms in a 30 frame/second video)

to reduce the computational complexity.

The decoding process is the reverse of the encoding process. First, the

compressed video is decoded by a video decoder to produce YUV frames, and

then converted to the RBG color space. Then, the saved gaussian parameters

are extracted from the raw text subtitle track in the MKV container and used

to reconstruct the saliency map. Next, the saliency map is used to compute

the warped mesh and a pixel location mapping from the compressed frame

to the original frame. Finally, the original frame is reconstructed using the

compressed frame and the mapping. Figs. 5.9 and 5.10 show some results

from the proposed method, H.264, and H.265 with details magnified. It can

be seen that the proposed method retains details in salient areas, while H.264

and H.265 produce blurry blocks and color artifacts.

For the subjective and objective image quality tests, when compared with

H.264, the target bitrate settings are 0.054 bpp, 0.026 bpp, 0.014 bpp, and

0.008 bpp for the high, medium, low, and very low settings, respectively. When

compared with H.265, the target bitrate settings are 0.06 bpp, 0.026 bpp,

0.01 bpp, and 0.006 bpp for the high, medium, low, and very low settings,

respectively.

5.3.1 Subjective Image Quality Assessment

For comparison, we compress the original video sequences using both H.264

and the proposed method. We use four different quality settings for the pro-

posed method, and use the x264 encoder to produce compressed videos that

have the same bitrates. We conduct a subjective quality assessment using the

double-stimulus impairment scale (DSIS) method specified in Recommenda-

tion ITU-R BT.500-14 [99]. A total of 20 videos are randomly selected from

the UCF Sports dataset with at least one from each category.

Twelve test subjects are asked to compare a video produced by either the

proposed method or x264, and give a response in the five-grade impairment

scale. The mean scores and 95% confidence intervals (CI) for every quality

setting are summarized in Table 5.3. The results show that the perceptual
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video quality of our method is better than H.264 for all quality settings. This

is because more bits are used to store information on the salient areas in our

method compared to H.264.

Table 5.3: Subjective test results.

Bitrate Method Mean Score 95% CI
High

0.054bpp
Proposed 4.91 (4.36, 5.47)
H.264 4.83 (4.11, 5.56)

Medium
0.022bpp

Proposed 4.67 (3.71, 5.64)
H.264 4.04 (2.47, 5.63)

Low
0.011bpp

Proposed 3.90 (2.58, 5.17)
H.264 2.70 (0.97, 4.40)

Very Low
0.006bpp

Proposed 2.88 (1.38, 4.34)
H.264 1.75 (0.02, 3.53)

5.3.2 Objective Image Quality Assessment

The proposed method optimizes the perceptual video quality using saliency

information. This introduces more distortion in non-salient areas than tradi-

tional video compression methods like H.264 and H.265. Video quality metrics

based on signal processing techniques, such as the peak signal-to-noise ratio

(PSNR) and structural similarity (SSIM)[113], are not suitable for evaluating

the perceptual video quality in this case because the relatively large distortion

in non-salient areas causes a large decrease in overall PSNR and SSIM. These

metrics might give results that do not align with human perception. Thus,

we conduct an objective image quality assessment using perceptual quality

metrics, specifically using the Eye-tracking Weighted PSNR (EWPSNR)[69],

Perceptual Similarity (LPIPS)[125], and Video Multi-Method Assessment Fu-

sion (VMAF)[92] metrics.

The EWPSNRmetric is a perceptual objective quality metric incorporating

saliency information when calculating the PSNR score.

The LPIPS metric uses deep features trained on supervised, self-supervised,

and unsupervised objectives alike, to model low-level perceptual similarity.

The results show that LPIPS can outperform traditional metrics like l2 and

SSIM.
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VMAF is a perceptual video quality metric that tries to approximate hu-

man perception of video quality. It is formulated by Netflix to correlate

strongly with subjective mean opinion scores using machine learning tech-

niques.

Figure 5.5 shows the rate-distortion curves. These test results align with

our subjective test results at medium and lower bitrates. Compared with

H.264, the proposed method performs better at low and very low bitrate set-

tings according to most metrics we use. Compared with H.265, the proposed

method performs better at medium and lower bitrate settings. We calcu-

late the BD-EWPSNR, BD-VMAF, and BD-LPIPS scores at medium and

lower bitrates, as well as the corresponding BD-Rate values, for the proposed

method and H.264/H.265 [16]. The results are shown in Table 6.4. Overall, at

medium and lower bitrates, the proposed method achieves better perceptual

video quality than either H.264 or H.265.

Table 5.4: BD-EWPSNR, BD-VMAF, and BD-LPIPS scores, as well as the
corresponding BD-rate values. For BD-EWPSNR and BD-VMAF, a positive
value x indicates that the proposed method can increase the performance by
x at the same bitrate. For BD-LPIPS, a negative value −x indicates that the
proposed method can increase the performance by −x at the same bitrate. For
BD-rate, a negative value −x indicates that the proposed method can achieve
the same level of performance with a bitrate saving of x%.

Method H.264 H.265
BD-EWPSNR 0.028 0.309

BD-Rate -3.354 -23.974
BD-LPIPS -0.004 -0.083
BD-Rate -6.537 -46.962
BD-VMAF -3.505 7.434
BD-Rate 4.414 -27.268

We also observe that the scores vary for different video categories. We sum-

marize all test results for different categories in Figs. 5.6, 5.7, and 5.8. It can be

seen that in “Diving,” “Riding,” and “Run” categories, the proposed method

is better on almost all four bitrate settings. In “Kicking,” “Lifting,” “Skate-

Boarding,” and “Swing” videos, the proposed method is better at medium and

low settings. However, in “Golf” videos, H.264 and H.265 perform better on
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all bitrate settings.

These results show that the proposed method is suitable for videos with

fast motion. When watching such videos, people tend to focus only on the

main subject in the videos and are less likely to notice the image quality

degradation in the background. However, when watching videos with less

motion, like videos from the “Golf” category, because the main subject cannot

draw enough attention, people are more likely to notice the quality difference

between salient and non-salient areas. Thus, the proposed method achieves

better results in categories with fast motion.

One problem we notice in the objective test is that the EWPSNR and

VMAF scores are relatively low for the proposed method at medium and

high bitrates, and they do not align well with the LPIPS and subjective test

scores. Our assumption is that the two full-reference image quality metrics

are essentially based on the pixel-to-pixel difference between the original and

compressed images. However, the proposed method might shift the pixels in

the salient regions by a small distance from their original location, as shown

in Figure 5.11, because of the warping transform process. This might cause

the pixel-to-pixel difference between the original and compressed images to

be larger than the actual difference perceived by humans. Thus, the proposed

method might achieve better perceptual quality than the full-reference metrics

suggest, as the subjective test result indicates.

5.3.3 Impact of Saliency Prediction Accuracy

The accuracy of saliency prediction is an important factor that affects the

performance of the proposed method. Thus, we also conducted several addi-

tional experiments to study the impact of saliency prediction accuracy on the

proposed method. We used the first frame of the Diving-Side-005 video as the

input for these experiments. Saliency predictions of different accuracy were

generated using the following procedure:

Step 1: Data on fixation points for this image frame is obtained from

the dataset.
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Step 2: We shift all the fixation points by a random distance between 0

and 50 pixels.

Step 3: 2D Gaussian distributions with standard deviations σx =

20, σy = 20 are placed on a grid with the center of each distribution

being the shifted fixation points.

Step 4: The values in the grid are then normalized to have a minimum

of 0 and a maximum of 255. This forms the saliency map.

Step 5: We calculate the Normalized Scanpath Saliency (NSS) score

defined in Eq. 5.15 for the generated saliency map. If the NSS score is

not within the desirable range, we repeat the process from Step 2.

NSS =

∑N Ti

N

where T =
S − S̄

σS

◦ F

(5.15)

In Eq. 5.15, S is the saliency map, S̄ is the mean of S, σS is the standard

deviation of S, F is the fixation map with only 0 and 1 as pixel values in it,

Ti is the pixel value in T at location i, and N is the total number of non-

zero pixels in F . A higher NSS score indicates a higher saliency prediction

accuracy.

The original image and the generated saliency maps are then used as the

input for the proposed method. The target scales in the experiments are

sx = 0.5, and sy = 0.5. We chose these aggressive scaling factors to make the

proposed method more sensitive to the saliency prediction accuracy. This will

also cause the EWPSNR scores to be relatively low.

Three saliency maps are used with NSS scores of 8.3277, 2.082, and 0.5184,

respectively. A NSS score of 8.3277 is very high and the corresponding saliency

map can be seen as the ground truth. A NSS score of 2.082 indicates a mod-

erate saliency prediction accuracy. A NSS score of 0.5184 indicates a poor

saliency prediction accuracy. We also experiment with three different saliency

threshold (st) settings of 1, 50, and 100.

We summarize the results in Figure 5.12.

58



It can be seen that as the saliency accuracy decreases, the proposed method

produces images with lower EWPSNR scores. This is expected because poor

saliency prediction results in regions being labeled incorrectly as salient. Con-

sequently, more bits will be assigned to non-salient regions and cause a quality

decrease in the actual salient areas. However, the results demonstrate that

this problem could be alleviated by using a lower saliency threshold st. A

lower st will result in more regions being labeled as salient, and those regions

have a chance to cover the actual salient regions. The resulting warped meshes

of different saliency thresholds st are shown in Figure 5.13. Thus, as long as

the saliency prediction accuracy is not too low, the proposed method can still

produce images that preserve the quality of the actual salient regions.

5.3.4 Applications and Limitations

The proposed method can serve as a pre-processing step for any existing video

compression method. Experimental results indicate that the proposed method

is particularly effective when compressing videos with restricted bitrates, such

as those streamed on mobile devices using cellular data. This is because the

proposed method has a bigger advantage at medium and low bitrates. Addi-

tionally, the proposed method shows potential for compressing videos featuring

fast motion, such as sports videos. In this case, peripheral details receive less

attention, making the proposed method highly suitable.

The proposed method could be suitable for video compression in survail-

lance systems and drone applications. In survaillance systems, most of the

time the video frames will be almost identical, and only a small portion of the

video will contain important information. The survaillance videos look like

the “boats” video in our experiments and we expect the proposed method to

perform well in this case. In drone applications, the proposed method can be

used to compress the live feed before transmitting it to the remote controller.

This helps prioritize interesting features, decrease the bandwidth usage, and

reduce the response latency.

The proposed method has two limitations. First, it may introduce mi-

nor pixel displacements in salient regions compared to their original locations.
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This might result in a decrease in PSNR scores. However, it is not expected

to significantly impact the perceptual quality of the video. Second, the pro-

posed method may not perform optimally for videos with slow motion, as

quality degradation in the background is more likely to be perceptible in such

instances.

5.4 Conclusion

We presented a novel approach to video compression, taking into account the

characteristics of the human visual system and leveraging foveation to allo-

cate bits to different regions in a video based on their visual saliency. This

was achieved through a feature-aware image warping technique that preserves

the image quality in salient areas. One of the main advantages of the proposed

method is that it can be easily integrated with existing video compression stan-

dards without requiring modifications to the bit stream format. Our subjective

evaluations show that the proposed method outperforms H.264 and H.265 in

terms of perceptual quality, and objective evaluations confirm these findings

at medium and low bitrates. These results suggest that our approach has the

potential to improve the compression ratio while maintaining the perceptual

quality.
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Figure 5.6: Rate-EWPSNR curves of the proposed method compared with
H.264 and H.265 on different categories. The first two rows show the com-
parison with H.264, and the last two rows show the comparison with H.265.
Higher is better.
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Figure 5.7: Rate-LPIPS curves of the proposed method compared with H.264
and H.265 on different categories. The first two rows show the comparison
with H.264, and the last two rows show the comparison with H.265. Lower is
better.
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Figure 5.8: Rate-VMAF curves of the proposed method compared with H.264
and H.265 on different categories. The first two rows show the comparison
with H.264, and the last two rows show the comparison with H.265. Higher is
better.
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Figure 5.9: Video quality comparison with H.264. The first and third rows
show results produced by the proposed method. The second and fourth rows
show results produced by H.264. The results are best viewed in color.
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Figure 5.10: Video quality comparison with H.265. The first and third rows
show results produced by the proposed method. The second and fourth rows
show results produced by H.265. The results are best viewed in color.

Figure 5.11: The same 8×8 image block from the original video (left) and the
video compressed by the proposed method (right). The pixels in the salient
regions are shifted up by about one pixel from their original location.
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Figure 5.12: EWPSNR scores of the reconstructed images with different
saliency prediction accuracy and saliency threshold st settings.

Figure 5.13: The warped meshes for different saliency threshold (st) settings
are shown. The top left image shows the saliency map with a NSS score of
8.3277. The top right image shows the mesh with st = 1. The bottom left
image shows the mesh with st = 50. The bottom right image shows the mesh
with st = 100.
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Chapter 6

Principal Component
Approximation Network for
Image Compression

6.1 Introduction

Lossy image compression is a fundamental research topic in image processing.

Recently, several sophisticated approaches based on deep learning networks

have achieved excellent performance in image compression [2]–[4], [10]–[12],

[18], [23], [24], [36]–[39], [43], [44], [53], [54], [62], [63], [65], [68], [79], [80], [82],

[86], [95], [96], [102], [103], [106], [107], [110], [114], [120], [121], [127], [130],

[132]. However, these methods usually do not include the size of network

parameters in bitrate computation. This is because these models consider

themselves as general image compression models that can be applied to com-

press any image. Therefore, the models only need to be transmitted once, and

used for all subsequent image compression. However, like many other machine

learning models, the performance of these networks might be impacted if the

image being compressed is dissimilar to their training images. In addition,

we noticed that for the same method, bigger networks tend to provide better

compression results. This observation contradicts the assumption that these

models are general since the performance of a general model should not be

impacted by changing the size of the model, and indicates that some level of

memorization still exists in these models, which means there might be redun-

dancies inside these networks. Thus, we propose a novel method, the principal
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Weighted 

Sum

Figure 6.1: Illustration of the proposed principal component approximation
network. An image is reconstructed by the weighted sum of several shared
feature matrices, and the weight vector can be used as the coding vector for
image compression.

component approximation network (PCANet), that reduces redundancies not

only in the coding vectors but also in the network parameters. We account

for the lack of ability to generalize to all images by including the size of the

model parameters into the bitrate computation.

The proposed approach treats image compression as a decomposition prob-

lem. The intuition behind this is that common features exist in different im-

ages, and images can be represented by a limited number of these features.

This is similar to how images are decomposed into different frequency compo-

nents in traditional image compression methods [25], [108]. Thus, the proposed

method decomposes images into several shared feature matrices that resemble

common image features. Then, the original images can be reconstructed using

the weighted sum of these feature matrices, as shown in Figure 6.1. We re-

gard these feature matrices as the “principal” components, and the proposed

approach focuses on learning and approximating these feature matrices using
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a network.

The architecture of the proposed network is quite straightforward. First,

the vertical and horizontal vectors are multiplied to generate a limited number

of basis matrices whose rows are linearly related. Then these basis matrices are

linearly transformed into several feature matrices, in which the linear trans-

formation is approximated using a fully connected layer. Finally, the images

can be reconstructed by the weighted sum of the feature matrices using weight

vectors, which are generated during the training process. During the training

of the proposed network, both the network parameters and the input vectors

are updated. After completion of the training process, the updated input vec-

tors are used as the weight vectors for the reconstructed images. Details of

our approach are discussed in Section 6.2.

The proposed approach tries to reduce redundancy by utilizing two tech-

niques. First, by using a fixed number of basis feature matrices and minimizing

reconstruction errors, the model is forced to learn the most representative fea-

tures among all the images. This technique reduces the redundancy in the

model itself as the number of training images increases, since only the most

representative features are retained. Second, the weight vectors — which con-

tain the weights of each feature matrix for the images — are generated by

flattening covariance matrices of a limited number of independent variables.

The weight vectors are the final encoded results of the images. By representing

them as covariances of independent variables, only a few independent variables

need to be stored for each image. This technique reduces redundancy in the

coding results/vectors. Moreover, in order to improve the reconstruction qual-

ity, images at different scales are reconstructed independently and the sum of

the images at different scales is used as the final reconstruction result.

The proposed method differs from existing image compression methods in

several aspects. First, it learns the most representative features for decom-

position, while traditional image compression methods use fixed hand-crafted

transforms. This allows it to adapt to different images and achieve better

compression results. Second, the proposed method is the first learning-based

method to consider image compression as a decomposition problem. Third,
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Figure 6.2: The main architecture of the proposed PCANet focusing on learn-
ing a series of shared feature matrices for image decomposition.

the proposed method not only reduces redundancy in the coding vectors, but

also reduces redundancy in the model itself. This enables the proposed method

to be the first to include the size of the model parameters in the bitrate com-

putation and still achieve promising results.

The main contributions of this chapter are:

1. We propose the principal component approximation network to learn

shared feature matrices for image compression. The network parameters

are used to approximate these shared matrices, thereby reducing in-

formation redundancy inside the proposed network. Therefore, the pro-

posed approach achieves promising compression results even after taking

into account the size of network parameters.

2. The size of the proposed network is relatively small, containing only

around 4 million trainable parameters. The architecture is very straight-

forward and explainable.

3. Comprehensive experiments based on several standard datasets demon-

strate the effectiveness of the proposed approach.

4. A new metric is proposed to evaluate the information redundancy inside

the models.
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6.2 Principal Component Approximation Net-

work

The proposed approach is based on the assumption that a group of images

{In|n ∈ [1, N ]} can be decomposed into a number of shared feature matrices

F⃗T = [F1, F2, · · · , FL]
T which are linearly transformed from a limited number

of basis matrices B⃗T = {B1, B2, · · · , BK}
T . Moreover, vectors {e⃗n|n ∈ [1, N ]}

representing the weights of matrices can be used to encode any of the images in

this group. By reducing the number of feature matrices, the length of coding

vectors can also be reduced, which demonstrates great potential for lossy image

compression. This process can be mathematically expressed as Eqn. 6.1:

In = e⃗n · F⃗
T + ϵn (6.1)

where ϵn represents the errors between the reconstructed and original images,

and n is the index of the image. The main purpose of the proposed approach

is minimizing the total errors between the reconstructed and original images

with a constraint on the number of feature matrices. Mathematically, this can

be shown as:

minimize
N∑

n=1

ϵ2n = (In − e⃗n · F⃗
T )2

subject to ||e⃗n||0 = ||F⃗||0 ≤ L

(6.2)

where ||e⃗n||0 is the length of a coding vector, ||F⃗||0 is the number of feature

matrices, and L is the maximum value of ||F⃗||0. In Eqns. 6.3, 6.5, and 6.6, we

show that it is possible to use a neural network to approximate F⃗T by deriving

from singular value decomposition (SVD).

First, we consider that images can be decomposed by SVD into several

basis feature matrices with their corresponding weights. Mathematically, this

is represented as:

In = UnSnV
T
n =

M∑

i=1

σi(u⃗i,n · v⃗
T
i,n) =

M∑

i=1

σi,nBi,n (6.3)

where σi,n denotes the singular values of the image In; Bi,n is the basis matrix

computed from the multiplication of singular vectors u⃗i,n and v⃗i,n; M is the
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number of singular values for the basis matrices. u⃗i,n is the i-th column vector

of Un and v⃗i,n is the i-th column vector of Vn. u⃗i,n · v⃗Ti,n gives the i-th basis

matrix Bi,n. The singular values σi,n are weights associated with the basis

matrices Bi,n, and the weighted sum of the basis matrices can be used to

reconstruct the original image In.

The basis matrices of different images are independent. Thus, we introduce

a latent variable an,j ∈ {0, 1} to correlate these independent basis matrices.

an,j =

{

1 if j = i

0 otherwise
(6.4)

The decomposition process can be mathematically expressed as:

In = UnSnV
T
n

=
M∑

i=1

σi,n · Bi,n

= 0 ·
M∑

i=1

σi,1 · Bi,1 + · · · 1 ·
M∑

i=1

σi,n · Bi,n + · · ·

= an,1 ·

M∑

i=1

σi,1 ·Bi,1 + · · · an,n ·

M∑

i=1

σi,n ·Bi,n + · · ·

=
N∑

j=1

an,j ·
M∑

i=1

σi,j · Bi,j =
N∑

j=1

M∑

i=1

an,j · σi,j
︸ ︷︷ ︸

wn,k

·Bi,j

=
K∑

k=1

ωn,k · Bk = ω⃗n · B⃗
T , ||ω⃗n||0 = K = M ·N

(6.5)

where wn,k = an,j ·σi,j can be used as the coding vectors, B⃗T = [B1, B2, · · ·BK ]
T

is the vector containing all the shared matrices, and N is the number of images.

In this equation, we expand each term in Eqn. 6.3 into the sum of N terms,

which correspond to the singular values and feature matrices of the N images.

Each term in the summation is multiplied by a latent variable an,j, which is

equal to 1 only when i = j to indicate the selection of a set of singular values

and feature matrices. This allows us to further simplify this equation to a

matrix multiplication form.

As shown in Eqn. 6.5, it is possible to find a series of shared matrices which

can be used to reconstruct all images in the training set using a weighted sum.
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However, the length of the weight vectors is very long because the number of

matrices is large. Retaining all the matrices and the corresponding weights

is not practical for image compression since this will impact the compression

ratio. Inspired by how low-frequency components and high-frequency compo-

nents are treated differently in lossy image compression methods, we made an

assumption that the shared feature matrices might not be equally important

for image reconstruction. Therefore, we decided that we only need to keep the

most important matrices and the corresponding weights. To achieve this, we

apply a linear transformation to these basis matrices, then lossy reconstruc-

tion can be done with a limited number of transformed matrices that are the

feature matrices describing the common parts of different images. This process

can be described as:

In = ω⃗n · B⃗
T = ω⃗n ·

Ψ·Φ=I=diag(1,1,··· ,1)
︷ ︸︸ ︷

(Ψ · Φ) ·B⃗T

= ω⃗n · [Ψα Ψβ] ·

[
Φα

Φβ

]

· B⃗T

= [ω⃗n ·Ψα ω⃗n ·Ψβ]

[
Φα · B⃗T

Φβ · B⃗
T

]

= (ω⃗nΨα)
︸ ︷︷ ︸

e⃗n

· (ΦαB⃗
T )

︸ ︷︷ ︸

F⃗T

+ ω⃗nΨβΦβB⃗
T

︸ ︷︷ ︸

ϵ

= e⃗ · F⃗T + ϵn = e⃗n · (ΦαB⃗
T ) + ϵn,

(6.6)

where Ψ =
[
Ψα Ψβ

]
,Φ =

[
Φα Φβ

]T
and Ψ ·Φ = I is an identity matrix.

Φα is a linear transformation, which can be achieved using a fully connected

layer. In this equation, we introduce two matrices Ψ and Φ, which are used as

linear transformation matrices applied to ω⃗n and B⃗T , respectively. To separate

the most important components of ω⃗n and B⃗T , we further separate the columns

of Ψ into Ψα and Ψβ, and rows of Φ into Φα and Φβ. Ψα and Φα correspond to

the most important components of ω⃗n and B⃗T , while Ψβ and Φβ correspond to

the less important components. We gather all the less important components

into ϵn and treat them as errors. Eqn. 6.6 shows that a good reconstruction

of a set of images can be achieved by finding a set of weight vectors ω⃗n and

shared feature matrices F⃗T to minimize the error term ϵn. Since Ψα and Φα

are linear transformations, they can be approximated using a fully connected
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layer.

Based on Eqn. 6.6, the architecture of the proposed principal approxima-

tion network is shown in Figure 6.2. The architecture is very straightforward.

Multiplications of several basis vectors are used to generate the vector of basis

matrices B⃗T , which are then used as the input of a fully connected layer to

generate the feature matrices. The fully connected layer is an approximation

of the linear transformation Φα. Finally, image In is reconstructed with these

feature matrices and the coding vectors e⃗n. During the training of the proposed

network, we try to minimize the squared errors ϵ2n, which is mathematically

shown below:

min
N∑

n=1

ϵ2n = (In − e⃗n · F⃗
T )2 = (In − e⃗n · ΦαB⃗

T )2

⇒ f(e⃗n,Φα, B⃗) = min
N∑

n=1

(In − e⃗n · ΦαB⃗
T )2

(6.7)

where Φα and B⃗T are trainable parameters of the proposed PCANet. In

particular, Φα represents the parameters of a fully connected layer, B⃗T is

the basis matrix, and e⃗n is the coding vector. In order to further reduce the

information redundancy in the coding vectors, the coding vectors are generated

by flattening a covariance matrix of a few independent variables, which is

mathematically shown as follows:

e⃗n = F(c⃗Tn · c⃗n), c⃗n = [cn,1, cn,2 · · · cn,J ]
T , (6.8)

where J2 = ||⃗cn||
2
0 = ||e⃗n||0. F is the flattening function. J is the final number

of variables used to encode an image, and every image is represented by c⃗n

which is a vector of the size 1 × J . The setting of J = 240 is used for all

experiments in this paper.

Network Training and Image Encoding: Unlike previous approaches

that require that the encoder and decoder be trained separately, in the pro-

posed method one single network functions as both the encoder and decoder.

Every training image In is assigned a randomly initialized coding vector c⃗n

before the training process. The reconstructed images, I ′n, are generated using
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these coding vectors and the feature matrices, then the errors between I ′n and

In are computed and back-propagated. During the back-propagation, both the

coding vectors c⃗n and the network parameters are updated to minimize the

sum of errors between I ′n and In. When the errors are reduced to an acceptable

range after training, c⃗n can be directly used as the coding vector of image In

for a lossy reconstruction.

Additionally, we demonstrate that when a large number of images are used

for training, the proposed network can be used for encoding unseen images.

Details about this are discussed in the last paragraph of Section 6.3.1.

Bitrate Computation: One concern may be that the proposed network

is specific to the training images, which means that the network only works for

images from the training set. It may therefore be seen as unfair to compare

it with previous networks which are considered to be general methods for all

images. Thus, we include the size of the proposed network into the bpp com-

putation for comparisons with state-of-the-art methods, as shown in Section

6.3.1. In this way, the comparison is fair because we consider the parameters

of the network as part of the encoded results while the other methods do not.

After training the network parameters, these parameters are quantized and

encoded using arithmetic coding to further reduce the information redundancy

inside the proposed network. In the bitrate computation, the size of the quan-

tized parameters is evenly distributed among all the images in the training

set. The number of bytes used to encode an image is calculated as the sum of

the size of the coding vector c⃗n and the shared parameters. In addition, as the

number of training images approaches ∞, the size of the shared parameters

can be ignored, which can be mathematically expressed as:

C(In) = lim
N→∞

(||⃗cn||0 +
||Φα||0 + ||B⃗||0

N
) = ||c⃗n||0 + 0 (6.9)

where ||Φα||0+||B⃗||0 denotes the size of the proposed network, and ||⃗cn||0 = 240

is the size of the coding vectors. In the evaluation experiments, the maximum

number of training images is 20,480. Given this number, every image shares

less than 200 bytes of parameters, which is smaller than the coding vector c⃗n

of size 1× 240. The proposed approach achieves promising results even when
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Figure 6.3: Detailed architecture of the proposed PCANet. This example
shows the size of intermediate tensor shapes for four different paths when the
input image shape is 178. Results from different paths are up-sampled and
summed to produce the final reconstruction result.

compared with BPG, which is one of the best non-deep learning compression

methods.

Multi-scale Strategy: We use a multi-scale strategy to improve the qual-
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ity of image reconstruction. There are multiple paths in the proposed network,

and each path is used to reconstruct images at a different scale. One path pro-

duces images at the original scale, and the other paths produce down-sampled

images. The results from the different scales are then up-sampled by a few

transposed convolution layers to produce images at the original scale. The

final reconstruction result is the sum of the images at different scales. A de-

tailed architecture of the proposed PCANet is illustrated in Figure 6.3. The

process of training and inferencing on this architecture is explained below.

Algorithm overview: The detailed training process is as follows: first

we initialize the parameters c for generation of coding vectors and b for gener-

ation of basis matrices. Each training image corresponds to one coding vector,

which is generated by a row of c. Each row of b generates one basis ma-

trix for each n scale paths. Then, each row of c is separated into n parts

ci = [ci,0 ci,1 · · · ci,n] that correspond to n scale paths used in the network.

Each part is used to generate the initial coding vectors for the corresponding

scale path: ei,j = cTi,j · ci,j. The final coding vectors are the concatenation

of all the flattened ei,j: ei = [F(ei,0) · · · F(ei,n)]. Next, the basis matri-

ces are generated in a similar way. Each row of b is separated into n parts

bi = [bi,0 bi,1 · · · bi,n] that correspond to n scale paths used in the network.

Each part is used to generate the initial basis matrix for the corresponding

scale path: BT
i,j = bTi,j · bi,j. Then, we load one batch of training images I

from the dataset and start the forward pass. The feature matrices F T are

generated by passing the basis matrices BT through a fully connected layer.

This is equivalent to a linear transformation, which approximates Φα. Next,

the results from different scale paths are up-sampled using different trans-

posed convolutions. The up-sampled weighted sums have the same size as

the original images. The final reconstruction result I ′ is the summation of

all up-sampled weighted sums. Finally, the backward pass is carried out by

first calculating the reconstruction loss: Lbatch = 1
Nb

Nb∑

k=1

L(Ik − I ′k), where L is

the loss function. Then, the parameters c and b are updated using gradient

descent. This process is illustrated in Algorithm 2. After training is finished,
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Algorithm 2: Training/Encoding procedure

1. c, b ←Initialize parameters;
while convergence not reached do

2. e⃗n ← F(c⃗Tn · c⃗n), where c⃗n = [cn,1, cn,2 · · · cn,J1 ]
T , and c⃗ ∈ R(N,J1);

3. B⃗T
n ← b⃗Tn · b⃗n, where bn = [bn,0 bn,1 · · · bn,J2 ] and b⃗ ∈ R(M,J2);

4. I⃗ ← load one batch of images from the dataset;
Stage 1: Forward pass

5. F⃗ T ← Φα · B⃗T , where Φα is approximated by a fully
connected layer;

6. S⃗n ← e⃗n · F⃗
T
n ;

7. I⃗ ′ ←
∑

Ct(S⃗n), where Ct indicates a transposed convolution
operation;

Stage 2:Backward pass

8. Lbatch ← 1
Nb

Nb∑

k=1

L(Ik − I ′k), where L is the loss function;

9. c ← c− η∇L(c, b), b ← b− η∇L(c, b), where η is the
learning rate;

end

each training image has a corresponding coding vector ci. b is shared by all

images.

To decode a set of images, we first load the trained parameters b and the

coding vectors c for the images to be decoded. The decoding process is the

same as the forward pass discussed in Algorithm 2.

6.3 Experiments

Experimental design: The proposed approach was evaluated on around

50,000 images from four different datasets including the Kodak, COCO [71],

CelebA [73], and CDNet [6] datasets. The Kodak dataset is a widely used

dataset for evaluating image compression algorithms. The COCO dataset is

a large dataset containing images of various categories. The CelebA dataset

contains images of human faces, and the Boat dataset contains consecutive

frames from the video “boats” from the CDNet dataset. We chose the Kodak

and COCO datasets to evaluate the performance of the proposed method

on general images. Additionally, we used the CelebA and Boat datasets to
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demonstrate that the proposed method is effective in decomposing images

into common feature matrices.

For each dataset, we train a separate model for the proposed method.

Then, we evaluate the quality of the reconstructed images using the peak

signal-to-noise-ratio (PSNR) metric and the bitrate using the bits per pixel

(bpp) metric. Since separate models are needed for each dataset, the size of

the network parameters is included in the bitrate computation. The results

are shown in Figure 6.4, Tables 6.1, 6.2, 6.3, and Figure 6.8, respectively.

The compared methods include those based on deep learning, such as

CVPR22 [110], ICLR19 [63], CVPR18 [79], CVPR17 [107], ICASSP20 [19],

TPAMI21 [44], and non-deep learning methods including JPEG [108], JPEG

2000 [25] and BPG. The results of the compared methods are generated by

the source code and pre-trained models provided by the authors. Since these

methods are assumed to be general, the size of the network parameters are

not included in the bitrate computation. We discuss why this assumption

might not be true in the “PRNR-pb” subsection and propose a new metric to

measure the information redundancy inside network parameters.

At the end of this section, we include the BD-PSNR and BD-rate com-

parison of the proposed method and the best performing method, TPAMI21

[16], [44]. The BD-PSNR calculates the average PSNR difference between two

rate-distortion curves. The BD-rate calculates the average bitrate difference

between two rate-distortion curves. The BD-PSNR score shows a PSNR gain

of the proposed method over TPAMI21 at the same bitrate, and the BD-rate

score shows a bitrate reduction of the proposed method over TPAMI21 at the

same PSNR score.

Training details: The proposed PCANet is implemented using PyTorch.

During training, the learning rate is set to 0.0001 and the Adam optimizer with

default parameters is used. Most of the experiments, including evaluation on

Kodak, COCO, and CelebA, are run on a Nvidia GTX 1080 GPU with 8GB of

VRAM. The experiment on video “boats” is run on a Nvidia RTX 3090 GPU

with 24GB of VRAM.
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Figure 6.4: The comparisons between the proposed PCANet and state-of-the
methods on Kodak dataset.

6.3.1 Evaluation of the proposed PCANet

Experiments on Kodak: The Kodak dataset is one of the most commonly

used datasets used to evaluate image compression algorithms. Thus, the pro-

posed approach is first evaluated on the Kodak dataset. During the evalua-

tions, images are divided into patches of resolution 128 × 128, to reduce the

memory required to run the training. The network parameters of the proposed

network and previous networks are not yet included into the bitrate compu-

tation. The comparisons are shown in Figure 6.4, where a curve close to the

top left corner indicates better performance. It can be seen from the graph

that the proposed method outperforms all other compared methods in terms

of PSNR. This means the proposed method offers better image quality at the

same bitrate compared to other methods. We also compare the performance

of the proposed method and the state-of-the-art method, TPAMI2021, using
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the BD-PSNR and BD-rate [16] metrics. The results are shown in Table 6.4.

As indicated, the proposed method can increase the PSNR by 1.8826 dB at

the same bitrate, or reduce the bitrate by −48.290% for the same PSNR score,

compared to TPAMI2021.

PRNR-pb: However, one problem with this evaluation method is that

the size of the network parameters is not considered in the bitrate compu-

tation. Unlike deep learning-based methods, traditional image compression

methods do not need any extra network parameters to encode and decode

images. Therefore, the size of the network should be included in the bitrate

computation, unless there is evidence that the prior information learned by

networks is general for all images. Otherwise, the information redundancy

might simply be moved from the coding vectors into the network parameters.

Sometimes the size of the network parameters can be much larger than the

size of the dataset on which the models are evaluated. For example, there are

only 24 images in the Kodak dataset. Hence, the total size of the data for the

Kodak dataset is 24 × 512 × 768 × 3/(220) ≈ 27MB, which is much smaller

than the size of a few networks evaluated on this dataset.

The best way to address this concern is to evaluate deep learning-based

compression methods on a large number of images, with the size of the net-

works included in the bitrate computation. Thus, we propose a new metric

called the Peak Signal-to-Noise Ratio per byte (PSNR-pb) to measure the in-

formation redundancy inside the network parameters. Specifically, PSNR-pb

measures the contribution of every byte of trainable parameters to reduce the

mean squared errors between reconstructed and original images; it also mea-

sures the quality of the reconstructed images. This can be mathematically

expressed as:

PSNR-pb =10 · log

(
MAX2

MSE
·

1

||G||N0

)

=PSNR− 10N · log(||G||0)

where MSE is the mean squared error between the reconstructed and original

images; MAX denotes the maximum possible value of a pixel which is 255 for

an 8-bit image; N is a constant value used to generate results in a reasonable
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Figure 6.5: Illustration of training images extracted from the COCO dataset.

range (0.1 is used for N in this paper); and ||G||0 denotes the total number of

bytes occupied by the trainable parameters inside networks. In the remaining

part of this section, the PSNR-pb values of the methods based on deep learning

networks are shown for reference.

Experiments on COCO dataset: The COCO dataset [71] contains a

large number of images from diverse natural scenes at different resolutions.

We randomly select a subset and divide it into 20,480 images of 128 × 128

resolution for evaluation. A few samples of training images are shown in Figure

6.5. The size of the raw data for all training images is around 20 × 1024 ×

128× 128× 3/(220) ≈ 960MB. During the computation of the bpp metric, the

size of the proposed network is included, but the size of the network of other

methods continues to be excluded from the bpp computation. For reference,

the proposed PSNR-pb values of all methods based on deep learning are listed

for reference, to demonstrate the information redundancy inside networks. In

the comparisons, we select the smallest network provided by other methods to

generate the lowest bitrate compression results, which is supposed to lead to

the lowest information redundancy in their networks. This is a compromise

since these networks usually require significant computational resources and

the encoding of 20,480 images is extremely time-consuming.

The evaluation is shown in Table 6.1. According to the PSNR values of
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Table 6.1: Evaluation of the proposed approach on 20,480 images extracted
from the COCO dataset.

PSNR bpp Net Size PSNR-pb
CVPR22 [110] 30.71 0.368 463MB 22.02
ICLR19 [63] 27.39 0.125 26MB 19.95
CVPR18 [79] 25.98 0.300 115MB 17.89
CVPR17 [107] 22.61 0.300 95MB 14.60
ICASSP20 [19] 25.97 0.152 262MB 17.53
TPAMI21 [44] 29.65 0.283 81MB 21.72
JPEG2000 23.68 0.270 - -
JPEG 24.59 0.385 - -
BPG 24.96 0.086 - -
our PCANet 24.32 0.153 2.64MB 18.70

the proposed approach, the results can be considered promising compared to

state-of-the-art methods. The PSNR-pb score of the proposed approach is

better than CVPR17 [107] and ICASSP20 [19]. This is a reasonable result

since we have similar PSNR values of around 24.32 but our network is much

smaller. It indicates that every byte of trainable parameters of the proposed

approach has been effectively used to reduce mean squared loss. The size of

the proposed network is only 2.64MB. The total size of the data used to encode

the raw data of these 20,480 images is around 6MB, which is much smaller

than pre-trained models proposed in other works. These results demonstrates

its potential in real applications. However, the proposed approach shows no

advantage compared to BPG, which is one of the best non-deep-learning based

methods, because there are not many common features among the images,

which are extracted from diverse natural scenes. In order to demonstrate

the advantage of the proposed approach, we evaluate it on images with more

common features, such as face images. The CelebA dataset [73] is thus used

as the third dataset to evaluate the proposed approach.

Experiments on CelebA dataset: CelebA [73] is a dataset with more

than 200 thousand celebrity images with diverse faces. We randomly select

20,480 face images of 218× 178 resolution from the dataset. The total size of

raw images is around 20×1024×178×218×3/(230) ≈ 2.22GB. A few samples

of images are shown in Figure 6.6. Even though the faces vary, some common
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Figure 6.6: Sample images from the CelebA dataset.

features can be found among these images such as eyes, nose, and mouth.

Comparisons of the proposed approach with state-of-the art methods are

shown in Table 6.2. The proposed approach achieves almost the same results as

BPG, which is better than that achieved on the COCO dataset. In contrast to

images in the COCO dataset, face images are assumed to have more common

features, where the proposed approach provided a better compression result.

This validates our assumption that a group of images with common parts

can be decomposed into several shared feature matrices. Given more common

features in these images, better compression results can be attained by the

proposed PCANet. In addition, the results of the proposed PCANet are still

promising compared to other deep learning networks, such as CVPR17 [107],

CVPR18 [79], and ICASSP20 [19]. It is worth highlighting that the PSNR-pb

values between ICASSP20 [19] and the proposed PCANet are very close, but

the bitrate of ICASSP20 [19] is almost twice as PCANet’s bitrate of 0.075.

To further demonstrate the advantage of the proposed PCANet, frames from

the video “boats” from the CDNet dataset [6] are used for the last evaluation

experiment.

Experiments on Boats dataset: The video “boats” is from the CDNet
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Table 6.2: Evaluation of the proposed approach on 20,480 images extracted
from the CelebA dataset.

PSNR bpp Net Size PSNR-pb
CVPR22 [110] 32.19 0.280 463MB 23.50
ICLR19 [63] 28.54 0.131 26MB 21.10
CVPR18 [79] 27.17 0.273 115MB 19.08
CVPR17 [107] 22.05 0.202 95MB 14.05
ICASSP20 [19] 26.85 0.133 262MB 18.41
TPAMI21 [44] 30.58 0.232 81MB 22.65
J2K 24.14 0.205 - -
JPEG 24.51 0.359 - -
BPG 25.47 0.076 - -
Our PCANet 25.15 0.075 3.28MB 18.40

dataset [6]. It is recorded by a stationary camera in a dynamic background

scenario, such as running water. We extract a few sample frames as well as the

differences between two consecutive frames for illustration, which are shown in

Figure 6.7. There are a total of 7,999 frames in this video, and the resolution is

320×240. The total size of the raw data is around 7999×320×240×3/230 ≈

1.71GB. As shown in Figure 6.7, although the frames are generally similar,

they still have different detail features.

For example, as shown by the magnified part of the difference images in

Figure 6.7, the variation between the two frames is significant, due to the run-

ning water. In reality, details on the running water are highly unpredictable.

Thus, previous networks, e.g., TPAMI2021 [44] and ICLR2019 [63], had a

lower chance to learn such features. The advantage of the proposed approach

in this area is obvious, and better results are achieved by the proposed ap-

proach compared with previous methods based on deep learning networks,

such as TPAMI2021 [44] and ICLR2019 [63]. To demonstrate the advantage

of the proposed approach, we evaluate all methods on the “boats” video with

different bitrate settings. At the same time, the coding vectors of the pro-

posed approach are also extended to generate results with different bitrates.

The comparison results are shown in Figure 6.8, where the proposed approach

achieves excellent results at very low bitrates. The PSNR and PSNR-pb val-

ues of the compared methods at their respective lowest bitrate settings are
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Figure 6.7: Illustration of sample frames and differences between consecutive
frames from the video “boats.”

shown in Table 6.3, as well as the PSNR and PSNR-pb values at the lowest

and highest bitrate settings of the proposed approach. It can be seen from the

plot that the rate-distortion curve of the proposed approach is closer to the

top left corner than other methods, which indicates better performance.

The proposed approach achieves a PSNR of 25.95 dB with 0.058 bpp,

which is better than all traditional methods. Moreover, at the highest bitrate

setting, the proposed approach achieves a PSNR of 28.65 dB with 0.147 bpp,

which is better than the state-of-the-art, TPAMI2021 [44]. This shows that

previous methods based on deep learning networks are not general enough;

otherwise, they should show similar performance with different datasets. The

BD-PSNR and BD-rate scores comparing the proposed method to TPAMI2021

are shown in Table 6.4. It shows that on the average, the proposed method

can increase the PSNR by 1.1091 dB at the same bitrate, or reduce the bitrate

by −57.1026% for the same PSNR score, compared to TPAMI2021.

86



Figure 6.8: Comparison between the proposed approach and state-of-the-art
methods on the boats video.

Table 6.3: Evaluation of the proposed approach on images from video “boats.”

PSNR bpp Net Size PSNR-pb
CVPR22 [110] 30.17 0.425 463MB 21.48
ICLR19 [63] 25.97 0.143 26MB 18.53
CVPR18 [79] 24.45 0.451 115MB 16.36
CVPR17 [107] 21.33 0.171 95MB 13.33
ICASSP20 [19] 25.18 0.223 262MB 16.74
TPAMI21 [44] 28.38 0.294 81MB 20.45
J2K 21.95 0.150 - -
JPEG 22.79 0.310 - -
BPG 23.45 0.064 - -
Our PCANet 25.95 0.058 2.96MB 19.45

28.65 0.147 3.51MB 21.92

6.3.2 Discussion

In prior work, image compression methods based on deep learning were usually

trained with a large number of images to produce models that were assumed to

be general. Based on this assumption, the size of the network parameters was

excluded from the bitrate computation. However, there is no guarantee that
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Table 6.4: BD-PSNR and the corresponding BD-rate values comparing the
proposed method and TPAMI2021. For BD-PSNR, a positive value x indicates
that the proposed method can increase the performance by x at the same
bitrate. For BD-rate, a negative value −x indicates that the proposed method
can achieve the same level of performance with a bitrate saving of x%.

Dataset BD-PSNR BD-rate
Kodak 1.88 -48.29
Boats 1.11 -57.10

pre-trained networks perform adequately for unseen images since networks

rely on training images and overfitting problems always exist. In contrast,

the proposed PCANet network is deliberately trained for overfitting since an

overfitted network on a certain dataset can better reconstruct the data from

that dataset. This overfitting might be a problem for other methods because

it is preferable to have a general model that only needs to be transmitted

once and can be used for all images is preferred. But since the proposed

method produces a very small network, we can encode the network parameters

along with the coding vectors and transmit them together without significantly

increasing the bitrate. Thus, we included the size of the proposed network into

the bitrate computation.

The advantage of the proposed PCANet is that it not only reduces redun-

dancy in the coding vectors but also the redundancy in the model itself. This

is a result of the aforementioned intentional overfitting which allows the model

to learn the most representative features in the training images, and leads to

a better reconstruction. While other learning based methods aim to train a

general model, it might be difficult to find common features among images

from different categories. To alleviate this problem, a larger model and large

quantities of training data are needed. This limits their ability to remove the

internal redundancy in the models and might lead to worse reconstruction

quality in a specific category.

The proposed method achieves better performance than other methods be-

cause of this reduced redundancy. A smaller model enables us to have separate

models targeting different image categories. We demonstrated the benefit of
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(a) Reconstructed images. (b) Original images

Figure 6.9: Demonstration of unseen images reconstructed by the proposed
PCANet, with a PSNR of 26.43, and a bpp of 0.158.

this in the experiments section. Moreover, a smaller model requires fewer com-

puting resources to encode and decode images. This allows for faster runtime

and lower energy consumption, which is important for real-world applications.

Even though the proposed PCANet is overfitted, it can still be used for

unseen images. The reason for this is that the proposed network learns how

to decompose images into shared feature matrices, and these feature matrices

can be used to reconstruct unseen images if they contain similar features.

To demonstrate this, we encoded one thousand unseen faces images using a

PCANet trained on the CelebA dataset. The results are shown in Figure

6.9, where the proposed PCANet achieves a PSNR of 26.43 dB with a bpp of

0.158. This demonstrates the potential of the proposed PCANet to generalize

if trained on a large number of images.

However, it is worth noting that currently the proposed method is unable

to take advantage of higher bitrates to provide better image quality because

it is designed to reduce the redundancy as much as possible. In a future

research, it might be possible to solve this problem by relaxing the constraint
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on redundancy removal and allowing the proposed method to use more bits to

improve the image quality.

6.4 Conclusion

We proposed the Principal Component Approximation Network (PCANet) for

image compression, based on the assumption that a group of images can be de-

composed into several shared feature matrices. PCANet was devised to learn

these shared feature matrices and the weights corresponding to each image for

reconstruction using weighted sums. PCANet contains multiple scale paths to

capture common features at different scales. The weights corresponding to fea-

ture matrices are learned by minimizing the errors between the reconstructed

and original images.

The proposed method differentiates itself from other deep learning-based

methods by treating image compression as a decomposition problem. This

allows us to not only reduce redundancy in the coding vectors but also re-

dundancy in the model itself. Consequently, the proposed method produces

a very small network, which can be encoded along with the coding vectors

without significantly increasing the bitrate. Comprehensive evaluations com-

paring our approach to state-of-the-art methods show promising performance

and demonstrate its potential for use in image and video compression.
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Chapter 7

Conclusion and Future Work

In this thesis, we incorporated several perceptual factors into the design of im-

age and video processing algorithms, where existing methods were insufficient

to address problems such as single image lighting enhancement, naturalness

and quality of lighting enhancement, incorporation of human visual system

(HVS) characteristics, and effective removal of redundancy inside a neural

network model.

Chapters 3 and 4 incorporate perceptual factors such as brightness, con-

trast, saturation, and global content dependencies to improve the perceptual

quality of single image lighting enhancement.

In Chapter 3, we proposed a image lighting enhancement method based on

fusion pyramid, which addresses the over-enhancement problem and improves

the quality of enhanced images in single image lighting enhancement. A future

direction of research could investigate the possibility of using the proposed

method in video lighting enhancement.

In Chapter 4, we designed a neural network based on the self-attention

mechanism to model the long distance dependencies in the image, which ad-

dresses the problem of artifacts and improves the image quality. We also intro-

duced a new loss function based on the characteristics of HDR images, which

alleviate the color shift/artifacts in the output images. A future direction of

research can involve adding the ability to model time-domain dependencies in

the network to enable multi frame/video enhancement.

Chapters 5 and 6 utilize perceptual factors such as foveation, visual saliency,
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and pattern sensitivity to boost the performance of image and video compres-

sion algorithms.

In Chapter 5, we achieved foveated video compression using a foveation pro-

cess based on per-quad image warping. This process can produce non-uniform

subsampling of the video frames based on different visual saliency levels, con-

sequently increasing the overall compression rate while preserving the image

quality of salient regions. By using the per-quad image warping, we also en-

able a more precise quality control of salient regions because saliency data can

be incorporated at a lower granularity. Moreover, while existing methods in-

troduce modifications to the current video compression pipeline, the proposed

method is independent from traditional encoding processes, making it appli-

cable to improve most existing compression methods. A future direction of

research can involve exploring other ways to achieve non-uniform subsampling

that might have less computational cost. For example, using an adaptive al-

gorithm to create a quad grid made of quads of different sizes. Furthermore,

some other mesh generation methods can be investigated to achieve better

quality control of salient regions, such as elliptic mesh generation.

In Chapter 6, we proposed a neural network for image compression. Un-

like existing learning based compression methods, the proposed method treats

the image compression problem as a decomposition problem. The proposed

method learns the most representative features among the training images and

decompose the images as linear combinations of the features. This approach

allows the proposed method to not only reduce redundancy in the coding vec-

tors, but also in the network model itself. Therefore, the proposed method can

achieve promising compression rate even with the size of the model included in

the bitrate calculation. A future direction of research can involve relaxing the

redundancy reduction constraint in the current model to allow higher bitrate

and achieve better image quality. It would also be interesting to investigate

how image enhancement will impact the performance of the proposed method.
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