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Abstract

This thesis is organized into five Chapters. In Chapter 1, we provide

an introduction. In Chapter 2, we present a study on residential energy-

efficiency retrofits in Canada. We describe the EnerGuide for Houses data

and model household decisions to invest in energy-efficiency retrofits. Our

results show that government financial incentives have important positive

effects. The decision to invest in energy-efficiency retrofits is positively re-

lated to potential energy cost savings and negatively related to the costs of

the retrofits. We find that household characteristics such as the age compo-

sition of household members are important factors. All else remaining con-

stant, low income households are more likely to undertake energy-efficiency

retrofits. In the third Chapter, we present our study on price-induced en-

ergy efficiency improvements in Canadian manufacturing. Our study em-

ploys a new approach to the estimation of price-induced energy efficiency

improvements and the results have important empirical and policy impli-

cations. In the fourth chapter, we present our study on the implications of

the “shale gas revolution” on Alberta greenhouse gas emission abatement

strategy. Given that the strategy is centered on deployment of CCS tech-

nologies, we analyze the effects of the declines in natural gas price on CCS

deployment in the electricity sector. We use the CIMS simulation model to

simulate various policy scenarios under high and low natural gas price as-

sumptions. Comparison of the results shows that CCS market penetration

in the electricity sector is very minimal in the low natural gas price scenario



even when a 50% cost subsidy is applied. Accordingly, there is little gain

from subsidizing CCS given the “shale gas revolution.” We provide a few

concluding remarks in Chapter 5.
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Chapter 1

Introduction

Concerns about greenhouse gas (GHG) emissions emanate from a
generally agreed upon scientific knowledge which predicts severely detri-
mental long-term effects from concentrations of GHGs in the atmosphere
along with the observation that emissions resulting from human activities
are substantially increasing these atmospheric concentrations of the GHGs
(IPCC, 1990). Carbon dioxide is the most important anthropogenic green-
house gas whose primary source since the pre-industrial period is fossil fuel
use, with land-use change providing another significant but smaller con-
tribution (IPCC, 2005). Hence, tackling the problem of global warming
calls for reductions of CO2 emissions which in turn calls for reductions in
fossil fuel combustion and possibly the adoption of end-of-the-pipe abate-
ment mechanisms, such as carbon capture and storage (CCS) technolo-
gies.1 Energy efficiency improvements and switching to other clean, renew-
able energy sources such as wind and solar energy are the main channels
for reducing fossil fuel combustion. All of these possible mechanisms for
reducing CO2 emissions - energy efficiency improvements, fuel switching,
and adoption of end-of-the-pipe abatement techniques -require large scale
investments in innovations and adoption of new technologies.

Economic theory, however, suggests that markets fail to address both

1In Canada, data from Office of Energy Efficiency (OEE) suggest that both energy
consumption and GHG emissions are increasing. Secondary energy use in 2008 was
25% higher than the 1990 levels. Commercial/institutional and total transportation
sectors are the ones that experienced the highest growth rates, 39% and 38% higher
than 1990 levels, respectively. In the transportation sector, energy consumption
in the freight transport sector was over 70% higher. Energy consumption in the
industrial sector that accounts for about 39% of the overall energy consumption was
about 20% higher than the 1990 level followed by the residential sector (14% higher).
As a result, total GHG emission in 2008 was over 22% higher than the 1990 level.



GHG emissions and to induce optimal supply and adoption of new tech-
nologies. GHG emissions create an externality in that the producers and
consumers (emitters) do not have sufficient economic incentives to internal-
ize the damages caused to the environment. Government policy is, thus,
needed to provide the required incentives or regulations.2 It should be
noted that there are various sources of market failures that may deter the
market from generating desired levels of innovation and adoption of new
technologies, the main mechanisms to attain emission abatements. There
are various barriers to innovation and adoption of new technologies. Some
of these barriers are related to the unclaimed benefits from innovations and
early adoption of new technologies. Others could be related to a lack of
information and financial constraints (Jaffe et al., 2005).

Specific to innovations, theory and evidence suggest that the cost
of R&D (innovation) and appropriability conditions3 are among the most
important factors affecting the optimal level of R&D (Jaffe et al., 2003).
While patents and other forms of intellectual property rights may help to
overcome the appropriability problem,4 financing constraints may call for
provision of various financial incentives by the government.

Barriers to to adoption at both the household and firm levels include
lack of information, cost or financial constraints, and positive externalities
associated with early adoption. Uncertainty associated with adoption of
new innovations that have not yet been tried renders an option value from
waiting, hence resulting in delayed decisions (Jensen, 1982). More gener-
ally, diffusion of a technology often displays an S-shape which depicts that
it is slow at an initial stage, followed by a rapid diffusion stage until it
slows down again after it reaches maturity (Stoneman, 2002). The main
feature is that early adoption is slow due to various constraints. However,
an adopter of a new technology creates a positive externality for others
in the form of the generation of information about the existence, charac-
teristics, and success of the new technology (Jaffe et al., 2005). As such,
the likelihood of technology adoption depends on the rank (whether the

2According to the Coase Theorem, allocation of property rights, regardless of to whom
the rights are assigned, could resolve market failures to the extent that the parties can
easily negotiate and negotiation costs are insignificant. This requires the number of
parties involved to be small. However, in reality, several parties are involved making
negotiations difficult and costly and, therefore, there is a role for government policy
intervention.

3Appropriability condition is related to the right to use the innovations exclusively
4Efficiency effects of patent rights can be viewed within the context of the famous
Coase Theorem.
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adopter is the first to adopt or not) and stock (how many people/firms
have already adopted the technology) effects (Stoneman and Karshenas,
1993). Baerenklau (2005) underlines that there is an important learning
effect generated from agents that have already adopted a technology in
their neighborhood. That is, while uncertainties and high costs may deter
early adoption, positive externalities created by early adopters would re-
sult in more adoption later. Both of these suggest the importance of policy
intervention to ease the obstacles to early adoption. Information provision,
cost subsidy, and technology standards are all important interventions.

Consistent with this phenomenon, researchers have long observed that
households would require shorter pay-back periods (significantly higher
individual discount rates relative to the market rate) for investments in
energy-using equipment with higher efficiency (Hausman, 1979; Train, 1985).
Various engineering-economic studies on energy efficient equipment have
also observed that consumers tend to fail to purchase cost-effective energy-
efficient equipment on the market (Brown, 2001). Many investments in
energy efficiency fail to take place despite their apparent profitability (De-
Canio, 1993). Thus, there is an energy-efficiency gap, the difference be-
tween the actual level of investment in energy efficiency and the higher
level that could be achieved (Sorrell et al., 2004), suggesting existence of
untapped energy efficiency improvement potentials. Insufficient and incor-
rect information is among the most important barriers (Jaffe and Stavins,
1994; Anderson and Newell, 2004). Of course, there are other factors such
as split-incentives (principal agent problem), hidden costs, uncertain ben-
efits, and capital market imperfections or limited access to capital (Sorrell
et al., 2004; DeCanio, 1993). Evidence shows that all of these factors play
important roles in deterring decision to invest in new energy efficient tech-
nologies by firms (DeCanio, 1993).

Climate policy interventions can, therefore, be multifaceted. First,
government policies to regulate or penalize GHG emissions are required.
This could induce various actions towards technical changes as businesses
attempt to achieve environmental compliance (Porter and van der Linde,
1995). However, the various barriers and market failures hindering adoption
and innovation should be eased through supplementary policies. This may
include information provision, subsidies, and technology standards. The
key point is that policies have to address both sides of the equation: the
incentive to mitigate emissions have to be assisted by various policies to
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induce innovation and adoption of new technologies. Accordingly, a host of
demand side management policies and programs are frequently employed by
policy makers in addition to setting emission and technology standards.5

The history of climate policy actions in Canada reflects this complex-
ity although some critics maintain that the government focuses too much
on the supply and adoption of new technologies through financial incen-
tives, energy efficiency standards, and information provision with no hard
emission reduction requirements or penalties such as carbon taxes. This
implies that emission reduction is voluntary given all the incentives and
information provided (Jaccard et al., 2006). However, the government’s
actions have been preceded by commitments to cut GHG emissions such
that the main rationale for the incentives was to achieve those emission
reduction targets. Canada made its first international commitment to cut
GHG emissions at the 1988 World Conference on the Changing Atmosphere
and then followed this with commitments at the 1988 G7 meeting, the 1992
Earth Summit in Rio and the 1997 negotiation of the Kyoto Protocol (Jac-
card et al., 2006).6 Canada signed an agreement with the (UNFCC) in 1992
to reduce the volume of GHG emissions to 1990 levels by 2000. Moreover,
Canada signed the Kyoto protocol in December 2002, committing to reduce
GHG emissions by 6% below 1990 levels on average through the first com-
mitment period (2008- 2012) - a reduction of 240 Mt from the projected
“business-as-usual” emissions level in 2010.

The Climate Change Action Fund (CCAF) was established in the
1998 Federal Budget with $150 million allocated over three years. The
purpose was to promote early action and improve the understanding of
climate change in Canada; provide funding for the national process, fed-
eral coordination and analysis; technology demonstration and development;
public education and outreach; and science, impacts, and adaptation work.
The first official business plan, the Action Plan 2000 on Climate Change

5Demand side management includes providing general and technical information to
consumers about how they can better manage their energy consumption; low-interest
loans and other subsidies for the installation of energy-efficient technologies; direct or
free installation of energy efficient technologies; performance contracting; direct load
management; real-time pricing; and market transformation (Loughran adn Kulick,
2005). Information provision could be provided through product labeling or energy
efficiency audits

6At the invitation of the Government of Canada, over 300 world experts and
high level policy makers from 46 countries assembled in Toronto to consider the
threats posed by the changing global atmosphere and how they might be ad-
dressed(Climate Change Chronology; http://www.climatechangesask.com/html/
learnmore/CanadaInternational/Chronology/index.cfm).

4

http://www.climatechangesask.com/html/learnmore/CanadaInternational/Chronology/index.cfm
http://www.climatechangesask.com/html/learnmore/CanadaInternational/Chronology/index.cfm


was unveiled, identifying actions in five broad areas: transportation, hous-
ing and commercial/institutional buildings, large industrial emitters, small
and medium-sized enterprises, and the international market. More gen-
erally, the plan stipulated a five-year, $500-million initiative including the
extension of the CCAF. The key targets were general long-term behavioural
and technological changes. A subsequent action plan, Climate Change Plan
for Canada was issued on November 21, 2002 outlining the national strat-
egy to meet the GHG reduction target under the Kyoto Protocol and also
announcing additional government funds (Government of Canada, 2005;
2003a; 2003b; 2002; 2000).

Specific to energy consumption and efficiency, the Federal Budget pro-
vided $60 million over three years in 1997 (commencing in April 1998) for
new initiatives to improve energy efficiency in new commercial buildings,
encourage commercial building retrofits, provide for energy performance as-
sessments of houses, and stimulate demand for cost-effective, commercially
available renewable energy systems for space and water heating/cooling.
Budget 2001 proposed to broaden the eligibility criteria for income tax
incentives that apply to renewable energy and certain energy efficiency
projects (Government of Canada, 2003a).7 A 2002 action plan stipulated
expansion of cost-shared home energy audits for homeowners, targeting en-
ergy efficient retrofits of 20 percent of the housing stock and 20 percent of
the commercial/institutional building stock by 2010. This was in addition
to actions pertaining to energy efficiency regulations the Energy Efficiency
Act, which provides for the specification and enforcement of regulations
concerning minimum energy performance levels of energy-using products,
product labeling, as well as collection of data on energy use. This act was
passed by Parliament in 1992 and came into effect in February 1995 (Nat-
ural Resource Canada, 1999).8 The action plan targeted building all new

7To encourage production of clean technologies, the 2001 federal budget also introduced
a 15-year $260- million production incentive for electricity produced from qualifying
wind-energy projects. Tax incentives for renewable were also introduced. Fuel cell
and hydrogen technology funding was announced in 2002.

8The key objective of the energy efficiency act was to eliminate the least energy-efficient
products from the Canadian market. Under the Act, minimum energy efficiency
standards were established for some types of energy-consuming products, including
appliances imported to Canada or traded between provinces/territories. The regu-
lation was amended in November 1995 to include regulation of general service fluo-
rescent lamps and general service incandescent reflector lamps; in November 1997 to
strengthen and clarify the regulations as they apply to electric motors and to simplify
administrative requirements for motor dealers; and in December 1998 to introduce
minimum energy efficiency standards for 15 energy-using product and to increase
the existing energy efficiency standards for two products (Natural Resource Canada,
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homes to an R-20009 or equivalent standard by 2010 and all new commer-
cial/ institutional buildings to a minimum of 25 percent above the Model
National Energy Code by 2010 (Government of Canada, 2003a, 2002). In
the industry sector, the action plan stipulates increased actions through the
Canadian Industry Program for Energy Conservation (CIPEC) via cost-
shared energy efficiency audits and expanding its scope to include Small
and Medium-Sized Enterprises (SMEs). Other action plan aspects included
promoting Energy Star products,10 and public awareness about the need
and methods for becoming involved by emphasizing the Kyoto commitment
through a one-ton GHG reduction challenge for each citizen.

A residential energy audit program known as the EnerGuide for Houses
(EGH) was put in place in 1997. The EGH program involved a home
energy evaluation including tests to find air leakages and determine the
energy efficiency of the heating system. In its early implementation, the
EGH program mainly focused on information provision pertaining to en-
ergy efficiency improvement potentials. In August, 2003, the government
announced the EGH grant program to encourage homeowners to participate
in the program that had been ongoing without federal financial assistance.11

The size of the financial incentive was based on the difference in the EGH
energy efficiency ratings before and after upgrades were implemented, to a
maximum of $3,348.

Generally, the 2002 action plan reflects Canada’s concerns with com-
petitive disadvantages resulting from the US decision not to sign the Kyoto
protocol. Hence, the government emphasized the use of various financial
incentive packages and energy efficiency regulations stated above. At about
the same time, the government also set a course to begin examining Car-
bon Capture and Storage (CCS) potentials (Government of Canada, 2002).

1999).
9The R-2000 Standard includes requirements related to energy efficiency, indoor
air quality and the use of environmentally responsible products and materi-
als. See http://oee.nrcan.gc.ca/residential/personal/new-homes/r-2000/
standard/current/purpose.cfm?attr=12

10Energy Star is the international symbol of premium energy efficiency and its
use is monitored in Canada by Natural Resources Canada’s (NRCan’s) Office of
Energy Efficiency (OEE); see http://oee.nrcan.gc.ca/residential/business/
energystar/index.cfm?attr=12

11The EGH program (for existing houses) should not be confused with the EnerGuide
labeling Program that was first introduced in 1978 as part of the Consumer Packaging
and Labeling Act, primarily used for energy-efficiency ratings of appliances, heating
and cooling equipment, houses and vehicles. There was also a program known as
EnerGuide for New Houses program which was introduced in 2006.
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During the same year, the Alberta Government also issued its climate ac-
tion plan (Government of Alberta, 2002) indicating its plan to explore
CCS potentials. Recently, the federal government along with governments
of Alberta and Saskatchewan have allocated significant financial incentives
to CCS projects.

These various government actions that aim at GHG emission reduc-
tions form the basis for the research questions we tackle in this disserta-
tion. Policies are likely to be more effective when applied with a clear
understanding of how the target group responds to various incentives given
various economic, demographic, and other factors. For example, financial
incentives provided for residential retrofit investments may be ineffective
in terms of inducing the investments if not properly targeted. Understand-
ing how households of different income and demographic structures have
responded to previous incentives can inform future policy makers in im-
portant ways. This forms the main thesis in the first paper (Chapter 2).
We model residential retrofit investment behaviour using the EGH audit
data that were compiled during the first and the second audits of program
participants. From October 1998 to December 2005, over 188, 000 houses
underwent first audits under the EGH program of which nearly 20 percent
were known to have undertaken at least some of the recommended energy-
efficiency retrofit investments, as they underwent a second audit that was
used to validate the actions in order to apply for government rebates. Our
findings suggest that while financial incentives appear to have significant
positive effects on retrofit investments, there is also important variation
based on income and demographic structures. We observe significant in-
crease in both participation in the first audit as well as the probability
to undertake retrofit after the government introduced financial rebates.
Retrofit investment is negatively related to costs and positively related to
potential energy cost savings from the investments. We also find that low
income households are more likely to undertake retrofits suggesting that
financial incentives targeting low income group could render the program
to have better impacts.

One of the possible mechanisms to induce efficiency improvements in
order to reduce GHG emissions in the industrial sector is the use of a fuel
tax which has a direct effect on increasing energy costs. There is evidence
suggesting the existence of a relationship between energy prices and energy
saving innovations or efficiency improvements (Popp, 2002; 2001). The
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second paper (Chapter 3) seeks to identify price-induced energy efficiency
improvements in Canadian Manufacturing, separating out the impacts of
forecasted and realized energy prices. We model price induced efficiency
improvements by noting that efficiency improvement in many manufactur-
ing industries is a result of adoption of energy efficiency equipment. As
noted by (Newell et al., 2006), a natural way to model induced techni-
cal change is to recognize that energy-saving technological change comes
about largely through the introduction of new capital goods that embody
improved energy efficiency; that is, lower energy requirements per unit of
output. Thus, we posit that business investment in efficiency can be viewed
as investment decisions regarding equipment embodying energy efficiency
and such investments are based on discounted present value calculations.
In this way, expected energy price, as a key determinant of the value of
expected energy cost savings must be considered in the decision making
process. That is, businesses base their energy efficiency investments partly
on expected energy prices. We note that forecast energy prices that are
used for such business decisions are only weakly correlated with actual
energy prices, an observation vital for estimation of separate substitution
and efficiency-inducement effects of energy price changes. To our knowl-
edge, our study is the first to isolate these distinct effects of energy prices
using such methodology. Our results support the existence of price-induced
efficiency improvements in general. We also show that a failure to account
for price-induced energy efficiency effects may result in erroneous estimates
of substitution effects. This is important contribution to the literature in
the light of the difficulties in estimating the two distinct effects of energy
price changes in the literature (e.g. Linn, 2008; Kaufmann, 2004; Sue Wing,
2008). Moreover, with the more recent recognition of existence of induced
technical change in economic models of climate policy analysis (e.g. Popp,
2004), empirical estimation of price-induced efficiency improvements can
play a very important role in climate policy modeling and analysis.

In the final paper (Chapter 4), we assess the implication of the “Shale
Gas Revolution” for the Alberta CCS strategy. Recently, Canada’s federal
and provincial governments have committed a total of approximately $3
billion in funding for CCS. The objective is is to support three to five
large-scale CCS demonstration projects through the federal Clean Energy
Fund, ecoENERGY Technology Initiative, and the Sustainable Develop-
ment Technology Fund (Natural Resource Canada, 2009). Alberta alone
allocated a $2 billion Carbon Capture and Storage Fund to be used to
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finance CCS projects through a government - private sector partnership
(Government of Alberta, 2009). The objective is to achieve widespread de-
ployment of CCS in order to achieve significant GHG emission reductions.
Meanwhile, technological breakthroughs in horizontal drilling, known as
hydraulic fracturing, has resulted in a substantial increase in the supply of
unconventional natural gas in North America. This has led to a significant
drop in natural gas prices. This has significant impacts on the attractive-
ness of CCS relative to other GHG abatement strategies compared to a
world with perviously forecasted high natural gas prices. Using the Cana-
dian Integrated Modeling System (CIMS) simulation model, we compare
and contrast market penetration of CCS in the electricity sector under
various policy scenarios, including a 50% cost subsidy. We compare and
contrast results under high and low natural gas price scenarios. We find
that CCS market penetration is significantly constrained with the new low
natural gas prices even when a 50% cost subsidy is applied. We conclude
that that CCS subsidy is not a viable policy tool for Alberta under the new
natural gas market conditions.

The thesis concludes with a few closing remarks in Chapter 5.
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Chapter 2

An Explanation of the Probabilities and
Intensities of Residential Energy-Efficiency

Retrofits in Canada

2.1 Introduction

The introduction, in April 1998, of the EnerGuide for Houses (EGH)
home energy efficiency audit program as a mechanism for promoting energy
efficiency is rooted in the observation that residential home retrofits offer
great potential for energy saving and hence for the reduction of GHG emis-
sions.1 Generally, home energy audits provide an important mechanism for
informing homeowners about their current energy usage and wastage, as
well as available energy-savings options. Deutscher and Munro (1980) ar-
gue that home energy audits provide a vital tool to help homeowners decide
to undertake beneficial retrofits since the most important barrier to making
such decisions is a lack of information and uncertainties surrounding the
alternatives and the resulting cost savings.

Specific to Canada, Jaccard et al. (2002) argue that about 46 percent
of the Canadian GHG emission reductions commitment for the residential
sector under Kyoto could be achieved through retrofitting building shells
and furnace improvements. They note that the stock of houses built before
1980, when many of energy conservation programs started, represents 70

1According to the Natural Resource Canada’s (NRCan) Office of Energy Efficiency,
the residential sector is the third largest both in terms of energy consumption and
greenhouse gas (GHG) emissions. Space heating, ventilation, air conditioning and
cooling (HVAC) account for over 60 percent of energy use and 50 percent of the GHG
emissions by the residential energy sector ?.



percent of the current total housing stock. This cohort of houses built
before 1980 tend to be about 25-40% less energy efficient as compared to
R2000 and, therefore, use 30 percent more energy than homes built to the
R2000 standard (Sadler, 2003).2 Yet, a survey eliciting information on
residential retrofits conducted in 1994 shows that only about one in twenty
homeowner households undertook major work (improved insulation and
improvements to windows and doors) aimed at improved energy efficiency
(NRCan, 1997).3

In this study, we seek to explain home owners’ retrofit decisions in the
context of the EGH program to highlight the major underlying factors. By
doing so, we will attempt to identify whether government financial rebates
induce retrofit investments in general and what types of households are
more likely to retrofit, controlling for other relevant variables.

The EGH program, which was terminated on May 12, 2006, was de-
veloped by the office of energy efficiency (OEE) of NRCan in cooperation
with Canada Mortgage and Housing Corporation (CMHC) to provide eval-
uation services to homeowners with information on energy-efficiency im-
provements for their homes (Natural Resource Canada, 2005a).4 In simple
terms, it was a home energy audit program which, in some years, was
combined with a financial incentive package. The Government of Canada
allocated $73.4 million dollars in Fall 2003 to EGH retrofit incentives. The
EGH home retrofit program proved to be so popular that the 2005 Federal
budget announced an increase in incentive funding by $225 million over
five years to encourage up to half a million homeowners to increase the en-
ergy efficiency of their homes (Natural Resource Canada, 2005b; Finance
Canada, 2005).

2The R-2000 Standard (R-2000) is an industry-endorsed technical performance stan-
dard for energy efficiency, indoor air tightness quality, and environmental respon-
sibility in home construction. It was officially launched in 1982. For back-
ground and description, see http://oee.nrcan.gc.ca/residential/personal/
new-homes/r-2000/background.cfm?attr=4.

3Building energy retrofits are of great significance not only because there are widespread
energy efficiency gaps in the buildings sector, but also due to the often low upfront
costs (Jacoby, 2004). In addition to their energy saving role, home retrofits also
have ancillary benefits in the form of improved thermal comfort (Clinch and Healy,
2003). Conservation through retrofits does not involve major adjustments to house-
hold lifestyles, and offers potential economic returns to the consumer (Deutscher and
Munro, 1980) .

4Homeowners who completed the first assessment by May 2006 had until March 31,
2007 to complete the final assessment and apply for the grant. The ecoENERGY
Retrofit program, which ended March 31, 2011, was launched on April 1, 2007 as a
replacement for the EGH program.
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The Government of Canada provided, during the 2003 - 2005 period
included in our data set, grants to homeowners who completed energy effi-
ciency retrofits based on recommendations of an EGH adviser as an incen-
tive for undertaking the recommended retrofit actions. The grant amount
was determined based on the difference between the pre- and post-retrofit
EGH ratings of the houses. Only homes evaluated using the EGH service
were eligible for these government grants. Thus, homeowners had to re-
quest that EGH auditors conduct a second round assessment to determine
that a minimum level of energy efficiency improvements had been achieved
in order to qualify for government grants.

For homeowners able to demonstrate at least a minimally accept-
able improvement in the energy efficiency of their homes, the amounts of
the corresponding grant ranged between $116 and $3,348. Another incen-
tive package was offered by Canada Mortgage and Housing Corporation
(CMHC) as a 10 percent refund on mortgage loan insurance premiums for
homeowners who borrow money to build or buy an energy–efficient home
or renovate an existing one. Starting from January 1, 2005, home buyers
also had the flexibility of extending the amount of time required to repay
their mortgage from 25 years to a maximum of 35 years.

Our objective is to carry out an empirical analysis aiming to address
this question. We begin by providing a descriptive analysis that sheds light
on the heating system and house characteristics of Canadian residential
dwellings, and the upgrade recommendations that were made for the homes
that were audited. In our formal analysis, we model residential retrofits as
being the outcome of a two-step process in which homeowners first decide
whether to undertake a retrofit investment, and then decide as to which
specific upgrade types to undertake. We emphasize the roles of expected
energy savings (as measured by upgrade case energy cost saving computed
during the first audit), the investment costs, and government rebates, given
various heating system equipment types and efficiency characteristics, ther-
mal efficiency properties of the homes, and household characteristics such
as income and education.

Our results suggest that financial incentives can play an important
role, as evidenced by the statistically significant positive effects of energy
costs saving potentials and indicators of government incentives on both the
probability and the intensity of retrofits. We also find that the costs of
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retrofits have negative impacts on retrofit investments. Household char-
acteristics such as income, household size, age composition, and average
education levels appear to play important roles as as well. The fact that
income appears to have negative effects suggests that policy makers may
need to target low income homeowners for better results.

The remainder of the paper is organized as follows: Section 2.2 pro-
vides a description of the EGH data. Section 2.3 provides an overview of
the related literature. This is followed by a discussion of modeling and
estimation issues in Section 2.4. Estimation results are provided in Section
2.5. Section 2.6 concludes.

2.2 Description of EGH Data

The EGH Audit Report

The EGH program was introduced in April 1998, with the data set
indicating that homeowners started ordering their first audits in October
1998. A financial incentive program was announced in October 2003 to
provide further motivation to improve energy efficiency. The amount of
the incentive is based on the difference in the EGH energy efficiency ratings
before and after upgrades are implemented. The greater the improvement
in the rating, the larger the incentive, to a maximum of $3,348 (Natural
Resources Canada, 2005a; Blais et al, 2005; Aydinalp et al., 2001).

The EGH audit reports submitted to NRCan have resulted in a rich
data set which contains the information compiled during both the first
and, if undertaken, the second audits. For the initial assessment, the first
audit reports provide estimates of pre-retrofit and upgrade case energy
consumption and costs by energy type.5 They also provide details of the
actual thermal properties of the buildings and HVAC system along with a
list of recommended upgrades. The report that is provided to the home-
owner includes specifics regarding the amount of energy loss through base-
ments, windows, doors, main walls, ceilings, before and after recommended
retrofits. If the homeowners undertake sufficient upgrades they may de-
cide to pay for a follow-up energy audit. During both audits, the following

5The audits are conducted by independent professionals certified by the Office of Energy
Efficiency (OEE).
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details of the audited houses are recorded:6

1. General information: Construction year - City, weather location (more
than one city or towns may belong to the same weather location),
province, Number of occupants, Basement and main floor tempera-
tures (ºC)

2. Construction characteristics: House volume (m3), heated area (m2),
and footprint (m2); house type, number of floors, house shape; ceiling,
foundation wall, and main wall insulation values (RSI); air change
rate at 50 Pa; leakage area (cm2); and Critical month natural and
total air change per hour

3. Equipment stock: Space and domestic hot water (DHW) heating
equipment type, efficiency, and fuel type; and Central ventilation
type

4. Estimated energy consumption and costs: Annual electricity (kWh),
natural gas (m3), and oil consumption (L); annual total household
and space heating energy consumption (MJ); Annual electricity, nat-
ural gas, oil, and total energy costs ($)

5. Calculated heat losses: Air, basement, roof, wall, and window heat
losses (MJ)

6. EnerGuide Rating (see Table 1 for a general guide to the EGH ratings)

From the first audit, each house is assigned an EGH rating which sum-
marizes the dwelling’s’ energy efficiency characteristics (See Table 2.1 for
ranges of the EGH ratings). The calculation of the EGH energy consump-
tion and EGH ratings are based on standard operating conditions in order
to compare similar houses in the same regions. The basic assumptions
are: 1) Total minimum monthly ventilation rate of 0.30 ACH (air change
rate/hour)during the heating season (October through April), including
both natural and mechanical ventilation; 2) four occupants (2 adults and 2
children) present in the house 50% of the time; 3) Electrical consumption
(lights and appliances) of 24 kWh per day or 8760 kWh/year; 4) Tem-
perature set point of 21°C on main floors and 19°C in the basement; 5)
Consumption of 225 liters of hot water per day; and 6) 30 year average

6See Appendix II for an example of a full audit report.
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Table 2.1: Summary of the EGH Home Energy Efficiency Rating System

Source NRCan/OEE; http://oee.nrcan.gc.ca/residential/
personal/home-improvement/service/rating.cfm?attr=4

weather data.

Each house audited receives a checklist of upgrade recommendations
pertaining to the thermal envelope (upgrade case ceiling, foundation wall,
and main wall insulation values (RSI) and air change rate at 50 Pa); rec-
ommended retrofits for equipment stock (upgrade case space and DHW
heating equipment type, efficiency, and fuel type); the implied estimates
for energy consumption and costs after the recommended retrofits (annual
electricity (kWh), natural gas (m3), oil (L), and total household energy
(MJ) consumption and costs ($); upgrade case heat losses (air, basement,
roof, wall, and window heat losses (MJ); and the anticipated EnerGuide
Rating after completion of the recommended retrofits.

Descriptive Analysis

We observe that only about 19% of the houses undergoing a first audit
are observed to implement the recommendations. Part of the explanation
is related to the nature of the data themselves. That is, our data have a
cut-off date, which means there could be homeowners that had actually
undertaken the recommended retrofits but were yet to order the second
audit or there could be households that had undergone the first audit only
a few months before the cut-off date. This is important because there is a
time gap permitted between the date of first and second audits in order for
homeowners to implement all or some of the recommendations in order to
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qualify for the grant. Homeowners whose first EGH audit was conducted
prior to August 12, 2003 had until October 15, 2004 to complete their
second evaluation and have their application received. Homeowners who
had their first evaluation after August 12, 2003, had 18 months from the
date of their first audit to complete their second evaluation and submit
their application to qualify for the grant. Thus, by September 2005, the
cut-off date for our data, there could be homeowners that were still eligible
to undergo a second audit and apply for rebates.

The EGH data set used here includes 188,368 houses from across
Canada that had undergone a first EGH audit between October 1998 and
September 2005. About 33% of these houses underwent a first EGH audit
before October 2003, when the government introduced rebate grants.7

As shown in Table 2.2, approximately 32% of the houses that under-
went a first EGH evaluation are in Ontario; 19% in Alberta, and 17% in
British Columbia. The fourth largest uptake in initial audits was in Quebec
(12%), with the remaining provinces and regions accounting for 20%.

As shown in Table 2.2, less than 20% of homeowners (over 35,000
houses) who undertook the first audit also completed the second evaluation
by the end of 2005. With the introduction of incentives in October 2003, we
observe that the number of houses that underwent the first audit jumped
significantly, such that 2004 was characterized by the the largest number
of first audits (Table 2.3).

As the last two columns of Table 2.2 show, there is a quite marked
variation across regions in terms of the percentage of homes participating
in the second audit. The largest proportions of houses undergoing second
audits are again in Ontario, Alberta, and British Columbia, which together
account for 73%. However, there is a quite different pattern across provinces
and regions in terms of the proportion of houses from the first audit that
also undertook the second evaluation. Quebec has the highest proportion
at 27.2%, while Alberta and Manitoba have around 22% each, followed
by British Columbia with 19.8% and Ontario and New Brunswick both at
18.8%. Variation in the cost of auditing and the fact that auditing service
is subsidized in some provinces could contribute to the regional variation,
among other factors.8

7See table 2.10 for related information
8In the econometrically modeling the retrofit decisions, such province and territory-
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Table 2.2: Number of Homes in the First and Second EGH Audits by
Province

House Region Number 

of  Homes 

in the first 

audit 

Percent 

of total 

Number of 

Homes in 

the Second 

Audit 

Homes in the 

Second Audit 

as a percent of 

the number in 

the first audit 

Homes in the 

Second Audit as 

a percent of the 

Total Number 

of Homes in the 

second audit 

British Columbia 32647 17.3 6461 19.8 18 

Alberta 34798 18.5 7927 22.8 22 

Saskatchewan 13823 7.3 3756 10.64 11 

Manitoba 12668 6.7 2782 22.0 8 

Ontario 60448 32.1 11344 18.8 32 

Quebec 22114 11.7 1580 27.2 4 

New Brunswick 1781 .9 334 18.8 1 

Nova Scotia 5326 2.8 696 13.1 2 

Newfoundland 2089 1.1 187 9.0 1 

Prince Edward Island 533 .3 41 7.7 0 

Nunavut 64 .0 0 0 0 

Northwest Territory 364 .2 30 8.2 0 

Yukon Territory 1713 .9 151 8.8 0 

Total 188368 100.0 35289 18.7  

!

!

!

!

!

!

!

!

!

!

!

!

There are a number of possible reasons for the relatively low par-
ticipation rate in the second audit. First, it is possible that many of the
homeowners were planning to have a second audit but had not yet done
so. Second, the grants were only available for a specific period – retrofits
and second audit generally had to be completed within 18 months of the
first audit. This deadline may have proved too short a period for some
homeowners or may not yet have expired for some homeowners. Third,
homeowners may not have undergone a second audit even though the rec-
ommended retrofits were undertaken. This could occur because the second
phase EGH auditor’s service involves service charges, and homeowners may
not consider a second audit to be worthwhile if the expected grant amount
is small. This is perhaps more likely for newer houses where the efficiency

specific factors are captured by dummy variables.
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Table 2.3: First Audits by Year of Audit and House Region

BC AB SK MB ON QC NB NS NF PEI NU NT YK

1998 0 (0.0) 0 (0.0) 0 (0.0) 0 (0.0) 240 (0.4) 0 (0.0) 0 (0.0) 0 (0.0) 0 (0.0) 0 (0.0) 0 (0.0) 0 (0.0) 0 (0.0) 240 (0.1)

1999 4816 (14.8) 621 (1.8) 143 (1.0) 516 (4.1) 2220 (3.7) 333 (1.5) 12 (0.7) 79 (1.5) 40 (1.9) 6 (1.1) 0 (0.0) 2 (0.6) 135 (7.9) 8923 (4.7)

2000 3702 (11.3) 2110 (6.1) 1069 (7.7) 722 (5.7) 3110 (5.1) 306 (1.4) 0 (0.0) 429 (8.1) 190 (9.1) 1 (0.2) 0 (0.0) 1 (0.3) 154 (9.0) 11794 (6.3)

2001 3235 (9.9) 267 (0.8) 1128 (8.2) 551 (4.3) 3330 (5.5) 733 (3.3) 16 (0.9) 377 (7.1) 371 (17.8) 2 (0.4) 0 (0.0) 1 (0.3) 122 (7.1) 10133 (5.4)

2002 3493 (10.7) 2212 (6.4) 1597 (11.6) 781 (6.2) 4716 (7.8) 828 (3.7) 81 (4.5) 399 (7.5) 515 (24.7) 21 (3.9) 49 (71.0) 0 (0.0) 126 (7.3) 14818 (7.9)

2003 4973 (15.2) 4710 (13.5) 3173 (23.0) 1381 (10.9) 9025 (14.9) 2273 (10.3) 278 (15.6) 793 (14.9) 211 (10.1) 49 (9.2) 20 (29.0) 115 (31.8) 766 (44.7) 27767 (14.7)

2004 6313 (19.3) 18158 (52.2) 4645 (33.6) 6009 (47.4) 22271 (36.8) 6890 (31.2) 882 (49.5) 1674 (31.4) 337 (16.1) 297 (55.7) 0 (0.0) 166 (45.9) 289 (16.9) 67931 (36.1)

2005 6110 (18.7) 6722 (19.3) 2068 (15.0) 2708 (21.4) 15532 (25.7) 10751 (48.6) 514 (28.8) 1576 (29.6) 424 (20.3) 157 (29.5) 0 (0.0) 77 (21.3) 123 (7.2) 46762 (24.8)

Total 32642 34800 13823 12668 60444 22114 1783 5327 2088 533 69 362 1715 188368

Note: Values in brackets are percentages of column total

House Region

TotalYear of first Audit

ratings may not significantly increase after the upgrades. Finally, home-
owners many not implement many of the recommended retrofits. In order
to obtain an accurate explanation of non-participation in the second audit
it is necessary to explore the EGH data in some detail.

Characteristics of Homes in the EGH program

Part of the variation observed in retrofit decisions across provinces
could be attributable to variations in house characteristics. Table 2.4 shows
that the large majority of the homes in the EGH program are older. About
94% of the houses participating in the program were built in 1990 or earlier,
with houses built before 1971 accounting for 55 % of the participants. Over
90% of the houses in the sample are single detached houses. About 46
percent of these are one floor while 46 percent are two floor buildings.

There is marked variation in the average ages of the homes across the
provinces (Figure 1.1). On average, the most recent participating buildings
are in Nunavut, Yukon and Northwest Territories while the oldest ones are
in Nova Scotia and New Brunswick. While there is not much variation in
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Table 2.4: Age Distribution of the Houses

Figure 2.1: House Sizes, and Years of Construction by Province and
Territory

the average sizes of the buildings as described by the floor area and house
volume across most regions, we observe that the territories, are also char-
acterized by smaller home sizes. This is important because home heating
which is directly dependent upon the house volume is the most important
component of residential energy consumption. The fact that older houses
in the data set tend to have larger floor areas would tend to make energy
consumption by old homes much higher than that of the newer homes.
To the extent that this is the case, there would be great potential for the
(predominately older) houses involved in the initial assessment to increase
their energy efficiency by undertaking the recommended retrofits. Of course
this assumes that other factors such as heating-degree days are the same.
Despite being newer and having smaller floor areas, energy consumption
could be higher in typical houses in Nunavut, Yukon and the Northwest
Territories as they experience more heating-degree days.
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Figure 2.2: Thermal Insulation and energy intensity

Thermal characteristics of the houses

Thermal conditions of buildings, and hence their energy intensities
appear to be highly dependent upon the ages of the buildings. Figure 2.2
shows that newer buildings have better average levels of ceiling and wall
insulation. Poor thermal insulation implies heat loss which can result in
larger energy intensity.

Furnace and Domestic Hot Water (DHW) System and Fuel Types

Energy consumption patterns depend on the types of equipment used.
In the EGH database, furnaces with continuous pilots are used in more than
45% of the cases. This indicates that for program participants natural gas
is the most widely used energy source for space heating. Electric baseboard
heaters are used in 12% of the cases (mainly in Quebec). This suggests that
electricity is the second most widely used form of energy for space heating
among participants, and is foremost in Quebec. The furnace fuel type data,
Figure 2.3, shows that natural gas is the furnace fuel used in more than 72
percent of the cases, followed by electricity (15 %) and oil (12 (%). Propane
and wood are used by only 1% of the participants.

Variations in furnace types can contribute to variation in energy ef-
ficiency. High efficiency baseboards, forced air furnaces, radiant ceiling
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Figure 2.3: Fuel Types used for Furnace and Domestic Hot Water Heating

panels and radiant floor panels can be 100 percent efficient while wood
furnaces, and conventional furnaces and boilers can be highly inefficient.
This suggests that there are potentially significant gains from upgrading
the heating system from less efficient to the most efficient specifications.

The DHW system type that is most common among participants is
a conventional tank and conventional tank (pilot), with 90 percent of the
participating households using this system type. The DHW fuel type is also
dominated by the use of natural gas (about 69%). However, there is more
widespread use of electricity for domestic water heating compared to home
heating, while there is less widespread use of oil for this purpose compared
to the home heating (Figure 2.3).

Overall, energy consumption patterns are such that natural gas ac-
counts for about 64% of total energy use while electricity, propane and oil
account for 25%, 10%, and 1%, respectively (Figure 2.4). This general pat-
tern is not sensitive to the ages of the buildings. Comparing the two main
fuel uses, we find that about 72% of energy consumption is for heating
purposes. This proportion is as high as 78% in New Brunswick and as low
as 58 percent in Nunavut.9

Upgrade Recommendations

All initial audits resulted in at least one upgrade recommendation.
Undertaking renovations to reduce air leakages (air sealing) was recom-
mended for all houses (Table 2.5). Window and door upgrades were rec-

9The proportion we broadly classified as DHW energy comprises all energy uses other
than for the purposes of heating the homes.
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Figure 2.4: EGH household energy consumption patterns

ommended for 75% of the houses audited whereas foundation wall insula-
tion upgrades were recommended for 63% of the houses. Heating system
upgrades (furnaces, boilers, heat pump, and water heaters) were recom-
mended for over 61% of the houses audited. Main wall insulation was,
however, recommended for less than 50% of the houses audited. Exposed
floor insulation was recommended in 6% of the cases (Table 2.5).

There is regional variation in the distribution of upgrade recommen-
dations. In British Columbia, Alberta, and Saskatchewan, for example,
most houses received upgrade recommendation to upgrade their heating
systems. Natural gas is the main fuel type used in these provinces and
upgrading furnaces to newer medium to high efficiency standards was rec-
ommended. Ceiling insulation upgrades were less likely to be recommended
in Saskatchewan and Nunavut. Main wall insulation improvements were
recommended for most houses in Alberta, New Brunswick, Newfoundland,
the Northwest Territories, and Saskatchewan, whereas foundation wall in-
sulation upgrades were more likely to be recommended in most regions with
the exception of the territories. Nova Scotia is the leader in terms of the
percentage of houses recommended to upgrade exposed floor insulation.
Most houses were recommended to undergo window and door upgrades,
with percentages as high as 95% in Alberta and 91% in Saskatchewan.
However, Quebec stands out with less than 50% houses recommended for
this particular upgrade, followed by Nunavut (36%).

Generally, houses with more inefficiency problems were recommended
to undergo more upgrades. As shown in Table 2.6, the average number of
upgrade types recommended for older homes built are larger, in general.
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Table 2.5: Recommended Upgrade Types (%)

House 

Region 

Air leakage 

(air 

sealing 

based on  

blower 

door 

comparison) 

Heating 

system 

(furnace/ 

boiler, 

heat 

pump, 

and water 

heater) 

Ceiling 

insulation 

Main Wall 

insulation 

Foundation 

wall 

insulation 

Exposed 

floor 

area 

upgrade 

Window 

and 

door 

upgrade 

BC 100 69.58 53.89 34.77 48.97 4.7 82.11 

AB 100 91.18 66.61 60.72 62.06 3.47 95.48 

SK 100 77.97 49.08 60.82 63.06 7.96 91.12 

MB 100 73.78 69.54 41.60 75.04 4.7 57.48 

ON 100 59.04 58.54 33.87 67.24 7.65 68.70 

QC 100 11.22 62.02 32.41 63.34 4.49 49.37 

NB 100 26.47 74.59 57.38 82.73 9.98 74.26 

NS 100 25.81 70.57 45.37 73.12 12.86 72.48 

NF 100 12.98 62.79 58.62 72.89 8.19 63.46 

PEI 100 26.64 69.61 37.34 77.86 7.69 57.97 

NU 100 15.94 13.04 36.23 0.00 0.00 36.23 

NT 100 35.91 49.72 62.71 35.08 2.49 64.36 

YK 100 21.63 57.32 39.42 42.80 5.60 71.14 

All 100 61.32 60.20 42.25 62.97 5.97 74.67 

!

!

!

!

!

!

!

!

!

!

!
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Table 2.6: Number of Upgrade Recommendations by House Vintage

1 2 3 4 5 6 7 8 9 Average

186 1015 3018 3761 2438 475 93 41 1 3.84

1910 60 431 1472 2252 2122 350 26 16 0 4.07

1920 85 609 1966 2837 2253 450 23 4 0 3.98

1930 67 419 1267 1867 1461 208 17 8 0 3.93

1940 127 919 2820 3818 2958 342 27 13 0 3.89

1950 363 2140 6366 9130 7059 644 59 19 0 3.88

1960 442 2787 7561 10439 7817 782 89 20 1 3.84

1970 894 4627 12510 16550 10764 1127 110 39 2 3.77

1980 1313 4974 9545 9115 3910 457 64 8 1 3.37

1990 1722 3256 3622 2349 674 86 18 0 1 2.77

2000 640 893 704 275 67 8 2 1 0 2.33

5899 22070 50851 62393 41523 4929 528 169 6 3.69

Decade Built

Total

Total Number of Upgrades

! 

"1900

This matches with our earlier observation than older houses are charac-
terized by larger energy intensities, and poor efficiency characteristics in
general. About a third, were recommended to undergo four different types
of upgrades. Relatively, few were advised to undertake more than five
upgrades.

Second Audit Participation

Although all of the houses that underwent a first audit were provided
with upgrade recommendations by the energy auditors, homeowners could
undertake as few or as many of the recommendations as they wished. The
size of any grant that they might receive following the second audit de-
pended on the potential amount of energy saving that the second audit
revealed.10 Only about 18.7 percent of initial participants undertook a sec-
ond EGH audit. Although some households may have declined the second
audit despite following through on recommended retrofits, only households
that completed the second audit are known to have undertaken at least
some of the recommended actions. One of the most important questions

10Energy saving in the audits in the audits are based on engineering calculations and
do not take into account any effects of behavioural factors (such as rebound effects).
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is, therefore, what characteristics do these homeowners have compared to
other observable households.

First, a comparison of the regional shares in the first and second
phases of the audits (Table 2.2) reveals that there are regional disparities
in the tendency to participate in the second audit. The shares of houses
in the second audit in the western provinces are higher than their first
phase counterparts. On the other hand, smaller shares, as compared to
the first audits, were observed in the eastern and Atlantic provinces (Table
2.2). This disparity can be attributed to a number of factors including
regional variation in the costs of the EGH audit services due to the pres-
ence of provincial subsidies. For example, the Newfoundland and Labrador
government’s energy rebate program provides $300 toward the cost of a
complete home energy efficiency audit.11 Regional variation in the distri-
bution of house ages could be another factor. Furthermore, variation in the
distribution of the heating system and fuel types could be another possi-
ble explanation since some heating systems are more efficient than others
and energy efficiency conditions are expected to be a key factor behind a
homeowner’s decision to undertake the recommended upgrades.

Focusing on the homes with second audits, we observe that houses
with greater energy saving potential are more likely to undertake retrofit
upgrades, and that the higher is the energy-saving potential, the greater is
the number of upgrades chosen. In particular, a poor initial EGH rating
generally corresponds to a larger number of retrofit upgrades being under-
taken, while larger ratios of pre-retrofit to post-retrofit energy consumption
and cost (indicators of energy consumption and cost saving potential) gen-
erally correspond to homeowners undertaking more upgrades (Table 2.7).
A higher retrofit intensity (number of various types of upgrades) also tends
to vary along with measures of pre-retrofit blower door air leakage (a mea-
sure of how air-tight the homes are).

This feature of the data, whereby houses with a greater energy sav-
ing potential are more likely to undertake retrofit upgrades, is also appar-
ent when we compare houses that underwent both audits with those who
did not. As Figure 2.5 shows, houses that underwent both audits (under-
went some energy-saving retrofits) are generally characterized by higher
pre-upgrade average overall and space heating energy intensities. This also

11http://www.nr.gov.nl.ca/savingenergy/pdf/nlenerguideprogramguide.pdf
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Table 2.7: Upgrade Intensity and its Determinants

suggests that the larger the energy and cost saving potential, the higher is
the probability that a homeowner will invest in retrofitting. Similarly, it
also suggests that anticipated energy savings is one of the main drivers of
retrofit upgrades.

High energy intensity is largely the result of poor thermal envelope
conditions and low-efficiency heating systems. Figure 2.6 shows that these
underlying factors also distinctly characterize the two groups of homeown-
ers - those who undertook just the first audit and those who retrofitted and
also undertook the second audit. By comparing the pre-upgrade furnace
efficiency and the EGH rating, we see that both variables have higher val-
ues (greater energy efficiency) for homeowners who did not proceed to the
second audit, suggesting that those who undertook retrofit activities have
a relatively greater need for (larger expected energy cost savings from)
reducing energy consumption.

Thus, we observe that homeowners who did undertake retrofit invest-
ments were generally those with more severe energy efficiency problems.
However, given that almost all of the homeowners audited the first time
were given some upgrade recommendations - indicating that all had some
energy saving potential through retrofitting, although to varying degrees -
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Figure 2.5: Pre-Upgrade Energy Intensities

Table 2.8: Retrofit Probability by House Vintage and Upgrade Category
(%)

Thermal Envelope
Heating System 

Upgrade DHW System All

Before 1946 16.374 10.280 0.070 18.458

1946 - 1960 16.037 12.557 0.029 19.574

1961 - 1970 17.301 15.094 0.053 21.889

1971 - 1980 16.871 14.945 0.001 21.380

1981 - 1990 9.821 10.730 0.001 14.590

After 1990 4.691 3.496 0.001 6.718

it is interesting that only a small percentage of homeowners actually under-
took sufficient retrofit investments to justify a second audit. The breakdown
of retrofit probability by house vintage (Table 2.8) indicates that houses
built before 1980 have relatively larger probability of retrofitting relative to
houses build after 1980. This pattern applies to both thermal envelope and
heating system upgrades. Improvements in domestic water heating systems
were not common.

Of all the possible upgrades that could be made to the thermal struc-
ture, as shown in Figure 2.7, window and door upgrades were the most
common, followed by foundation wall and ceiling insulation retrofits. This
figure, along with the information in the preceding tables indicates that

31



Figure 2.6: Furnace Efficiency and EGH Ratings

there are considerable differences in the retrofit options chosen by different
homeowners, and while in part this may have reflected the recommenda-
tions, of the auditors, it also likely reflects decisions made by homeowners
based on budget constraints, what they considered to be more important,
and the state of their house at the time of the first energy audit. As shown
in Table 2.7, we observe that houses with greater energy saving potential
are more likely to undertake retrofit upgrades, and that the higher is the
energy-saving potential, the greater is the number of upgrades that are
chosen. In particular, a poor EGH rating generally corresponds to a larger
number of retrofit upgrades being undertaken, while larger ratios of pre-
retrofit to post-retrofit energy consumption and cost (indicators of energy
consumption and cost saving potential) are generally associated with home-
owners undertaking more upgrades. Table 2.8 also supports this as it shows
that older houses have larger retrofit probability. This feature - that houses
with greater energy saving potential are more likely to undergo retrofit up-
grades - was also apparent when we compared houses that underwent both
audits with those who did not.
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Figure 2.7: Number of Homes with Specific Upgrades

Effects of residential energy-efficiency retrofits

After undertaking retrofits, we observe that thermal efficiency of the
homes has generally improved. Post retrofit data show that furnace effi-
ciencies have improved, and fuel switching from propane and wood towards
natural gas has occurred.

The effect on energy consumption is clear. As shown by Figure 2.8,
engineering-based predictions of energy consumption declined for all house
ages after retrofits. The major aim of retrofitting is to make older houses as
close as possible to being as energy-efficient as newer ones. We observe this
in the post-retrofit predicted energy consumption levels. The first panel
in Figure 2.8 shows that the post-upgrade average energy consumption
estimates per household per year is somewhat equal across all house ages
between 1946 to 2005. Comparing this to the fact that pre-upgrade energy
consumption of newer homes is relatively lower underlines the importance
of retrofit on thermal efficiency. The second panel of Figure 2.8 compares
estimated realized energy savings from retrofits to those expected from
the upgrade recommendations. We observe that more energy savings are
realized per house from the retrofitting of older houses as compared to
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Figure 2.8: Effects of Retrofits on Energy Consumption

newer houses. In all cases, however, actual savings calculated in the second
audit are less than the expected savings from the first audit.

This descriptive analysis, although important in highlighting impor-
tant information, has limitations in terms of leading to conclusions regard-
ing the relative importance of the underlying factors determining retrofit
behaviour. We need to formally model retrofit behaviour estimates and
test these models to obtain further insight into the matter at hand. The
fact that energy consumption in the EGH data set is based on engineering-
based estimates rather than actual consumptions does not, however, permit
an econometric analysis of the effects of retrofits on energy consumption.
The next section provides a review of the literature related to modeling
and estimations in the context of our problem.

2.3 Literature Review

In this section, we discuss conceptual approaches and empirical facts
available in the literature in order to facilitate our model specification.
Our approach is based on a mixture of the frameworks discussed in this
section.
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Conceptual frameworks

There are three distinct conceptual approaches to modeling residential
efficiency retrofit decisions or the purchase of energy efficient equipment.
These are the random utility, cost-minimization, and maximization of net
benefits approaches.

The random utility approach posits that a household chooses the
retrofit alternative that generates the highest utility (Hausman, 1979; Du-
bin and McFadden, 1984; Train, 1985). The indirect utility from each
alternative is assumed to be positively related to its efficiency characteris-
tics, specifically the implied energy demand. Indirect utility is also assumed
to be negatively related to the cost of acquisition (investment cost). Noting
that the utilities are random from the researcher’s point of view leads to
the inclusion of a random component in the utility equation, which leads
to the empirical specification of the probability that an alternative energy
efficiency improvement scenario is chosen by the households. The utility
equation is linear in both the capital and operating costs associated with
each scenario. A problem that arises in such a framework is that only pa-
rameters corresponding to those factors that vary across the alternatives
can be identified in estimating the probability that an alternative is cho-
sen (Greene, 2003; Train, 2003). That is, household specific characteristics
become irrelevant and in fact, many of the studies employing this frame-
work do not consider household characteristics as important factors in the
decision problem. This should not be considered as a major drawback to
the conceptual framework, however, as one could consider the effect of in-
dividual specific attributes by including them in the estimation equation
by cross multiplying them with the alternative specific constants so that
they are allowed to vary across the alternatives (Greene, 2003).

A second approach views household retrofit investment decisions within
the context of cost minimization. Jaffe and Stavins (1994) treat the deci-
sion problem as one in which homeowners attempt to minimize the costs
of energy consumption. Given that such investments are often irreversible,
the problem of optimal timing arises. Costs in Jaffe and Stavins consist of
three elements: the present discounted value of annual energy costs from
the present to time of adoption of the energy-saving technology, the present
value of annual energy costs after the adoption, and the present value of the
one-time cost of adoption of the energy-saving technology. These are depen-
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dent upon the energy-using characteristics of the technology in question,
controlling for a vector of current and expected future values of observ-
able characteristics of the home (such as size, type of heating equipment,
etc), and region (for example, price of fuel, climate, average income and
education).

Finally, Hasset and Metcalf (1993) view the decision problem as an
attempt to maximize the net present value of the investment. By defining
the net present value of investment in energy-efficiency retrofits as the dis-
counted present value of the difference between energy cost savings result-
ing from the investment and the upfront capital cost, Hasset and Metcalf
introduce uncertainty by assuming that the energy price path is random.
Given that energy saving is affected by several variables, the approach can
be generalized by letting the energy consumption path be related to un-
derlying factors such as the thermal efficiency of the house, the equipment
stock, and also to demographic characteristics.

Empirical Studies

Hausman (1979) provides a notable early empirical study analyzing
residential energy conservation investment decisions in a model of the deter-
minants of an individual’s choice to acquire air conditioners with varying
efficiency (low, medium and high efficiencies) and durability properties.
According to the discrete choice approach (employed based on a random
utility model), the item characterized with the high utility level has the
highest probability of being adopted. Hausman shows that the probability
of selecting a particular air conditioner is negatively related to both the
operating and acquisition costs of the equipment. These costs are com-
puted based on the capacity and efficiency properties and the average life
of the appliances. More interestingly, the capacity of an air conditioner
is modeled to depend on thermal conditions of walls, ceilings, floor areas,
sizes of doors and windows and the amount of sun through the windows.
Climate is also taken into account. The efficiency and durability properties
were captured by dummy variables in the regression equation. The study
shows that individuals generally tend to choose air conditioners that last
longer and also are efficient at the time of purchase.

Using stated preference data from a sample of Canadian homeowners,
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Sadler (2003) estimates a model similar to the one developed by Hausman
(1979). The choice equation is specified as a function of capital and oper-
ating costs, subsidies and the comfort levels associated with each upgrade
scenario. Two separate models were estimated for renovation and heating
system choices. In both cases, capital and operating costs enter the util-
ity equations negatively while comfort and subsidies have positive effects
in general. Banfi et al. (2008) provide evidence from experimental stated
preference data from Switzerland and find that energy savings as well as
comfort benefits determine retrofit choices.

On the other hand, Grosche and Vance (2009) estimate a choice model
for various retrofit options using revealed preference data from a sample of
German households. They find that the probability of choosing a retrofit
option is positively related to the corresponding energy saving potential and
negatively related to the costs. They also report that income has a negative
effect on the probability of choosing energy efficiency retrofit options. In
the same vein, Cameron and Wright (1988) analyze the determinants of
shower head retrofits among households in California. They find that a
household decision to install shower retrofit devices is influenced by the
potential to save money on water heating bills. Cameron (1985) analyzes
the determinants of retrofit choices in the US. The alternatives considered
include undertaking no retrofits and each of a set of various possible retrofit
combinations. Since there are several such possible combinations, a nested
logit estimation method is used. The model is then used to simulate the
effects of an increase in the relative price of fuel, a decrease in income, and a
subsidy or tax credit. Results show that the retrofit decision is moderately
elastic to changes in the relative price of fuel, i.e. an increase in cost of
energy moderately encourages more retrofit activities. A decrease in real
household income results in a decrease in retrofit demand. It is also shown
that if the government were to offer to subsidize all retrofit expenditures
by 15%, only about 0.2% of households would be induced to install at least
one retrofit (Cameron, 1985).

Instead of modeling the choice to undertake retrofit upgrades, Long
(1993) analyzes actual residential expenditure on energy conservation. In
order to claim available tax credits as per the US Energy Conservation
Tax Credit Act which allows home owners to reduce their federal income
tax liability up to 15%, homeowners had to report the amount spent for
energy conservation. By compiling information on these expenditure re-
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ports, Long analyzes the determinants of such expenditures for the period
between 1978 and 1981. Expenditure on retrofit upgrades was found to be
positively and significantly related to income. Similar relationships were
found with energy prices, provincial/state subsidies, federal tax credits,
and heating degree days. Household size is also shown to have positive
effect on spending related to energy conservation.

Bonus (1973) provides additional evidence regarding the effect of in-
come level on retrofit behaviour. Bonus uses the concept of vertical diffu-
sion, a process by which individuals were converted from non-potential to
potential adopters of a technology as their income increases, characterized
by a shift in the intercept of the estimated quasi-Engle Curves for, among
other items, refrigerators and televisions.12 There is evidence for the so-
called vertical diffusion process and hence income is an important variable
in determining an individual’s acquisition of energy saving technologies. It
is shown that the fraction of ownership is higher for high income groups.
The most important finding may be that not all individuals are poten-
tial adopters, as there is a certain critical income level that is required
to acquire these technologies. Specific to energy conservation investment,
Sutherland (1991) argues that low income individuals are inherently risk
averse such that they generally refrain from undertaking risky investments
unless granted a very high risk premium on the expected returns. Thus,
they are less likely to undertake energy-efficiency investment as the associ-
ated returns are uncertain.

Building characteristics have also been shown to be important. For
commercial and institutional buildings, Ryan et al. (2003) show that
retrofit behaviour depends on such factors as building size, location, age
of the building, type of ownership, and main heating source. Using the
2000 Canadian Commercial and Institutional Buildings Energy use Survey
(CIBEUS) data, they find that government and non-profit private organiza-
tions tend to undertake more retrofit works as compared to profit-oriented
private organization. This is of interest because it suggests that energy-
saving upgrades may not be perceived to be profitable ventures.

In the context of residential energy retrofits in Canada, the statis-
tical report on the 1994 residential retrofit survey published by Natural
Resource Canada (1997) highlights a number of important relationships.
12A quasi-Engel curve is an equation that relates the odds of the probability to own an

appliance to income.
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In addition to outlining the patterns of upgrades undertaken by Canadian
homeowners, this report shows that the main motivation for energy retrofits
is energy savings. Hence, the age of the building played an important role
in the decision to undertake energy-saving actions. There was a systematic
increase in the frequency of activities to upgrade insulation, windows or
doors in relation to the age of the home. The replacement or upgrading of
heating equipment followed the same trend. Furthermore, the age of the
household head and family income had significant effects. The higher the
family income, the more the energy upgrades were undertaken. Further-
more, younger household heads tend to undertake more energy retrofits
as compared to older ones. In a study analyzing the factors behind some
Canadian homeowners’ decision to keep their old fridges after purchase of
the new energy efficient ones, Young (2008) finds that high income house-
holds that are owner-occupiers of single-detached homes are more likely to
keep the old fridges. This might suggest that high income households may
be less concerned about energy cost savings.

2.4 Modeling Residential Energy Retrofit Decision in the
Context of the EGH Program

2.4.1 The retrofit investment decision problem

From the EGH data we see that all participating households were
advised to undertake at least one upgrade, implying positive energy sav-
ings opportunities. However, less than 20% had received a second audit
by October 2005. From a modeling perspective, we observe that, based
on the first audit report, households are faced with a decision to invest
in the one recommended alternative for a specific category. For example,
households were recommended to upgrade their furnaces to a specific fur-
nace type rather than being given an array of possible alternatives. Thus,
their decisions do not involve making a choice from a menu of technologies;
rather, they involve the case of undertaking an investment in terms of the
specific upgrade recommended by the auditors. The main behavioural pat-
terns we seek to model is, therefore, the probability of undertaking at least
one category of upgrade (such as furnaces, windows, etc.) and the num-
ber of such upgrades undertaken - the propensity and intensity of retrofit
investment by the households.
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Energy efficiency choices fundamentally involve investment decisions
that trade off higher initial capital costs and uncertain lower future energy
operating costs (Gillingham et al., 2009). Consider the decision problem of
a household head who has just completed the first audit and has a list of
recommended upgrades. Each household was given Z number of upgrade
types which would all together result in St amount of energy cost savings
per year if implemented, according to the engineering estimates. The sets of
upgrades involve an upfront cost of $K to the household. According to the
engineering data, and the implied market cost of implementation, therefore,
based on the net present value approach each upgrade set recommended to
a household has a financial benefit of:

NPV =
n∑
t=0

(1 + r)−tSt −K > 0 (2.1)

where r is discount rate; and n is the life-span of the new capital purchased
(retrofits done).13

Given the engineering calculation of $St and the market value of $K,
what other factors are important to the households in their actual upgrade
decision? This question is the main topic of the research in this paper given
that less than 20% of the participants had proceeded to a second audit.

In weighing the initial capital cost against the expected future savings,
there are uncertainties about expected savings due to the fact that engi-
neering estimates are valid only if the assumed scenarios, particularly the
unit energy costs, prevail. Household specific characteristics are, however,
important factors in investment decisions. To incorporate uncertainty and
household characteristics, we specify the implementation criterion as:

E0(NPV |Θ) = E0

n∑
t=0

(1 + r)−t[St|Θ]−K > 0 (2.2)

where E0 is expectation operator based on information available at t = 0;
and Θ is a vector of demographic, and other variables that are household
specific. That is, there are uncertainties regarding the values of the implied
NPV of the retrofits from the household’s point of view, and household

13Note that this equation is based on the characteristics of the upgrade option. Hence,
is not individual specific in the sense that the NPV is purely based on the engineering
estimates of the energy saving potential as well as the market cost of the individual
upgrade.
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expectations are conditional on several other factors beyond the engineering
estimates of energy cost savings.

For example, the variation in unit energy cost (energy price) can be
an important source of uncertainty given that the estimates of energy costs
depend on assumptions regarding future energy price trends. Moreover, it
is important to control for several underlying factors regarding household
characteristics.

Furthermore, the engineering estimates do not take into account any
non-pecuniary benefits (that is, benefits unrelated to energy cost savings
such as comfort) and such benefits are normally dependent upon subjective
valuations of the decision makers which in turn depend on demographic
characteristics, such as education and age. In short, we posit that even
though households were informed about the engineering estimates of the
implied energy cost savings for recommended upgrade scenarios, a house-
hold’s valuation can differ from this. With the introduction of this individ-
ual heterogeneity into the model, two households with the same upgrade
recommendations may not have similar propensities to implement the same
recommended retrofits with identical projected energy savings as their sub-
jective valuations differ.

The probability to undertake a specific retrofit investment is deter-
mined by the probability that E0(NPV |Θ) > 0. This is a simple “prof-
itability” condition, that may not be a sufficient condition given the ir-
reversibility of many retrofit options which suggests the possibility of the
existence of option values from waiting.14.

To specify our empirical model, consider that each household that
was audited and obtained upgrade recommendations has a propensity to
undertake the recommended upgrades Y ∗ conditional on several factors
(X). We generally assume that the vector X is similar to the factors
entering in the upgrade decision problem: St, r,K and Θ. In particular, we
assume that:

Y ∗i = X ′β + εi. (2.3)

14See Stoneman and Karshenas (1993) for modeling when the arbitrage condition (the
no option value from waiting condition) is taken in to account in modeling invest-
ment/adoption decisions
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where i indexes households, β is a vector of parameters capturing the effects
of the X ′s on the propensity to retrofit, and εi is the random component.
The probability that a household undertakes at least one retrofit upgrade
(given that at least one type of upgrade was recommended) is equal to the
probability that the propensity to retrofit is positive, given by:

Prob(Yi ≥ 1|X) = Prob(X ′β + εi > 0|X). (2.4)

where Yi is the number of upgrades undertaken by household i. This can
be rewritten following Maddala (1983) as:

Prob(Yi ≥ 1|X) = Prob(εi < −X ′β|X) = 1−z(−X ′β). (2.5)

The function F (−X ′β) is the cumulative distribution function of εi. The
effect of the jth variable (Xj) on the decision to retrofit is given by:

∂[1−z(−X ′β)]
∂Xj

= βjf(−X ′β). (2.6)

where f denotes the density function. Marginal effects are, in general, a
function of all explanatory variables and can be evaluated at the means of
the variable values.

Modeling retrofit intensity - the number of various upgrades chosen-
is important to shed a light on the underlying factors for the variations in
retrofit intensities among those who have undertaken at least one upgrade.
The focus here is the estimation of the probability that the number of
upgrades takes a specific value:

Prob(Yi = yi|Y ∗i > 0) = Prob(Yi = yi|Yi > 0). (2.7)

where yi is the number of upgrades undertaken by the households. Al-
though it is expected that the same variables affecting the probability of
retrofit also determine the intensity, it is also possible that some variables
playing important roles in determining the general retrofit decision may not
have important effects on the intensity. In general, the effect of a change
in a particular variable can be decomposed into two components. First,
its effect of inducing any retrofit upgrades (crossing from zero to one) and
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then the effect on the expected number of upgrades.

While we focus on modeling retrofit behaviour in terms of homeown-
ers’ decisions to implement the list of recommended upgrades during the
first audit, retrofit behaviour could also be modeled in terms of homeown-
ers’ decisions to choose the various levels of energy cost savings that are
associated with the particular retrofit choices. It is also possible to con-
sider retrofit decisions in terms of the amount of investment costs that the
homeowners chose to invest. These two options are, however, not possible
to pursue in the context of our data given that the amount of energy costs
savings are not specifically attributed to each type of upgrade. Also, in-
vestment costs were not provided in the data and we estimated using out
sources. In some cases, it is not possible to estimate exact monetary costs
of the upgrades. As a result, we use the retrofit counts to evaluate retrofit
decisions, controlling for the total potential energy cost savings and the
estimates of overall investment costs associated to the recommended up-
grades. One disadvantage of using a count of retrofits is that individual
retrofits are not necessarily comparable. One major retrofit, for example,
may represent a larger improvement in a home’s energy efficiency than two
smaller retrofits.

2.4.2 Estimation Methods

2.4.2.1 The Binary Retrofit Decision

The most common assumptions for the distribution of εi are standard
normal or logistic. Both imply that z(−X ′β) is equal to z(X ′(β) as these
distributions are symmetric about zero. The probit model uses the nor-
mal distribution, that is z(X ′(β) = Φ(X ′β). The partial effect of the jth

continuous variable is given by:

∂[1−z(−X ′(β)]
∂Xj

= Φ[X ′β]
∂Xj

= βjφ[X ′β]. (2.8)

where Φ is the cumulative density and φ is the probability density func-
tion of the standard normal distribution. The other distributional as-
sumptions in modeling binary choices are the Logit which is based on lo-
gistic distribution and the complementary log-log, which takes the form:

43



F (X ′β) = 1− exp{−exp(X ′β)} (Cameron and Trivedi, 2005).15

Hypothesis and specification tests can be conducted using Wald or
Likelihood Ratio tests. The Likelihood Ratio test is asymptotically equiva-
lent to the Wald test if the the model is correctly specified. The predictive
power of an estimated model can be evaluated in many ways including a
comparison of the estimated probabilities to the actual outcomes where
probability estimates below or equal to 0.5 are classified as zeros (do not
retrofit) and estimates greater than 0.5 as ones (do retrofit). In this re-
spect, it is possible for the model to have better predictive power for zeros
relative to its predictive power for the positives, or vice versa. Hence, a
preferred way to measure the goodness of fit of a model may be to com-
pute a weighted sum of the separate probability predictions (Wooldridge,
2002).16

2.4.2.2 Retrofit Intensity

The variation in the number of upgrades undertaken by the home-
owners ranges between 1 upgrade to 8 different upgrades undertaken. Ex-
plaining the factors underlying this variation is important. Thus, we use a
zero-truncated count regression model to examine this variation.

The Poisson count-data econometric model is based on the Poisson
distribution for the number of occurrences of the event yi over a fixed
period:

Prob(Yi = yi) = e−µiµyii
yi!

;E(Yi) = µi = var(Yi). (2.9)

with a mean parameterization assumption of µi = exp(X ′δ).
15In all three models, the partial effects depend on the values of the estimated coef-

ficients, and the values of all variables in the model. It is a common practice to
evaluate the marginal effects at the means of the variables in the model. The partial
effects for dummy variables are calculated as the difference between the values of
the estimated density functions evaluated at the two possible values of the dummy
variable under consideration and the mean values of other variables.

16We present our estimation results for all the three distributional assumptions given
that there are slight differences in the results. Based on the comparison of results,
we adopt the best for our analysis of retrofit behavior. This step is mainly used
for identification of which binary choice model to adopt in the overall model of
retrofit behavior which seeks to explain retrofit intensity using a model based on a
combination of binary choice and count data models (hurdle-count and zero inflated
count data models).

44



Whether use of the Poisson model is reasonable can be guided by the
result of tests of over-dispersion, as the assumption that E(Yi) = µi =
var(Yi) has to be acceptable for the model’s validity.17 Tests of over-
dispersion can be conducted by testing the null of equi-dispersion (E(Yi) =
var(Yi)) against a form of over-dispersion: V ar(Yi|X) = E(Yi|X)+α2E(Yi|X).
This amounts to testing whether α = 0. One version of this test is to com-
pute zi = {(yi − µ̂i)2 − yi}/µ̂i from the Poisson regression, carry out an
auxiliary regression of zi on µ̂i with no intercept included, and then con-
duct a t-test of whether the coefficient on µ̂i is zero. Rejection of the
null indicates the presence of over dispersion. As illustrated by Greene
(2003), this test is valid for the specific form of over-dispersion considered
here. Other tests, the conditional moment and the Lagrange multiplier
(LM) tests, consider the same null hypothesis against a general form of
over-dispersion in which variance is systematically related to the regressors
in a way not completely accounted for by E(Yi). Testing Poisson against
the negative binomial in general can be conducted using an LM test that is
computed as LM = n(e′e−y)/(2λ′λ)0.5 where n is number of observations,
e′e is sum of squared residuals from Poisson regression, y is average number
of actual retrofits, and λ′λ is squared sum of the predicted retrofit counts.
Degrees of freedom for this test is the number of parameters including the
constant term.

In the case of over-dispersion, the Poisson maximum likelihood esti-
mator is still consistent under the assumption that µi = exp(X ′δ). Thus,
the alternative methodologies attempt to accommodate over-dispersion while
maintaining the mean-value assumption. One approach is to introducemul-
tiplicative randomness to generate additional variability in yi that can arise
from unobserved heterogeneity. That is, µi is replaced by µiν where ν is
a random variable. The most popular extension, the negative binomial
(NB) model, is based on the assumption that ν v Γ(1, α) where α is the
variance parameter of the gamma distribution. This assumption implies
that the marginal distribution of yi has a negative-binomial distribution - a
Poisson-gamma mixture - denoted by NB(µi, α) (See Cameron and Trivedi,
2005):

17A related problem is heteroskedasticity. This can, however, be handled by using a
heteroskedastic robust variance-covariance matrix.
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Prob(Yi = yi) =
Γ(yi + 1

α
)

Γ(yi + 1)Γ( 1
α

)

( 1
α

1
α

+ µi

) 1
α
(

µi
µi + 1

α

)yi
. (2.10)

with E(Yi|µi, α) = µi and var(Yi|µi, α) = µi(1 + αµi).

The NB model converges to Poisson as α → 0. While E(Yi|µi, α) =
µi is always the case, there are two variants in terms of the assumptions
regrading the function governing the variance parameter - the NB2 which
assumes quadratic variance function: V ar(yi|µi, α) = µi(1 + αµi); and the
NB1 which assumes linear variance function: V ar(yi|µi, α) = µi(1 + α).

Considering that over 80% of the observations have zero realizations,
the count data models discussed above are not directly applied. There are
two possible extensions to consider: i) the hurdle count-data model, and
ii) the zero-inflated count-data model.

The hurdle model applies a binary choice model to the first stage
problem (crossing the hurdle of zero), and a truncated-at-zero count data
estimation techniques to the second stage. The basic idea in this method is
that a binomial probability governs the dichotomous outcome of whether a
count variable has zero or positive realization. If the realization is positive,
the hurdle is crossed, and the conditional distribution of the positives is gov-
erned by the truncated-at-zero count data model (Mulahy, 1986; Cameron
and Trivedi, 2005). The value of the log-likelihood for the overall model
explaining retrofit behavior seen as a two-part decision is given by the
sum of the respective values computed from the binomial model and the
truncated-at-zero count data model.

To illustrate the approach, let Prob(y = 0) = f1(0), where f1(0) is
the density function for zero realizations so that the probability of crossing
the hurdle is given by 1 − f1(0); that is, f1 is a density of Probit or Logit
distribution. The positive outcomes is governed by a truncated at zero
densityf2(y|y > 0) = f2(y)/[1 − f2(0)], where f2 is a density of Poisson
or NB distributions. Hence, the hurdle-count representation of the overall
distribution is given by:

f(y) =

f1(0) if y = 0,
1−f1(0)
1−f2(0)f2(y) if y ≥ 1
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The log-likelihood function of the hurdle-count model is the sum of
the log-likelihood functions for the part governing the hurdle, and that of
the count data model governing the truncated-at-zero counts. Calculation
of the marginal effects of the overall model is not straightforward, how-
ever. Although there is a user-developed Stata command that can be used
to estimate the overall model readily (Hilbe, 2005), the routine does not
support computation of the overall marginal effects. Moreover, this user-
written command requires the same set of regressors in each part. We,
therefore, separately provide estimation results for retrofit probability (the
probability of crossing the hurdle in this context) and the truncated-at-zero
count data regression.

The zero-inflated count data model also supplements the count den-
sity f2(.) with a binary process with a density of f1(.) but the count density
is not truncated in this case. The basic idea is that there are two sources
of zeros: zeros may come from both the point probability mass at zero and
from the count component. We have y = 0 if the binary process takes on a
value of zero with probability of f1(0) whereas y takes on the count values
0, 1, 2, ... from the count density f2(.) if the binary process takes on a
value of one with probability of f1(.). Hence, the zero counts occur both
as a realization of the binary and count processes. The zero-inflated model
has, thus, a density of:

f(y) =

f1(0) + (1− f1(0))f2(0) if y = 0,

(1− f1(0))f2(y) if y ≥ 1

Clearly, therefore, the probability of excess zeros is taken into ac-
count. Not only can the zero-inflated model describe zero-inflated count
data more accurately than the standard count model, but it also provides
more practical information regarding “none versus some” (the probability of
positive counts) in addition to “how much given some” (the positive counts)
(Winkelmann, 2008). There are proprietary Stata commands that can be
used to estimate this model for Probit and Logit distribution assumptions
for the binary part and Poisson and Negative Binomial distribution as-
sumptions for the count part.
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2.4.2.3 Some estimation issues

The EGH data are not drawn randomly from the population as they
represent only those households who had their homes audited using the
EGH auditors. Households decide whether to order a first EGH audit and
also whether to undertake any recommended upgrades. Hence, there are
elf selection problems. This leads to an issue of selection-bias in estimated
results. Correction for this selection effect has, however, not been pos-
sible. Although the Survey of Household Energy Use conducted in 2003
(SHEU - 2003) provides information pertaining to homeowners intentions
to undertake retrofits in a coming year, and hence selection equations could
be estimated from this randomly drawn data, it would not be possible to
match the inverse Mill’s ratios with observations in the EGH data. Com-
puting average values for each province is not of help given that these would
overlap with province dummies.

Even though we are not able to take selection factor into account, the
fact that both self-selection (the probability of ordering first audit) and the
decision to undertake some renovations are driven most likely by the same
underlying factors (energy efficiency problems) may mean that our results
may not be severely biased. For example, in the context of the SHEU - 2003
data, of the Canadian homeowners and landlords / property managers who
did not make any improvements in 2003 and were not planning on making
any improvements in 2004, the majority (64%) stated that improvements
were not necessary while another 17 percent said that improvements were
too costly (Natural Resource Canada, 2006). If they were to undertake
some upgrades, they might order EGH audits given the associated finan-
cial incentive which would mean that they would self-select into the EGH
program based on the same underlying factors that drive the second audit
(retrofit investments). This can be viewed in the econometric framework of
sequential decision models in which the decision functions in all stages are
identical (Maddala, 1983), which suggests that ignoring one of the decision
functions may not reduce any bias.

Another important point to note is the problem of free-ridership.
While the main purpose of the EGH audit is information provision, partic-
ularly before the introduction of financial rebates, it is possible that there
are certain well-informed homeowners who might have used EGH audits,
especially given that the audit itself was subsidized in some provinces, in
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order to receive rebates and therefore reduce the costs of retrofits that they
had already decided upon. Another motivation of such agents may be to
obtain the expert report in order to increase the market values of their
homes. This may partly explain some of the zero outcomes in the second
audits. It should, however, be noted that such homes are most likely to
be highly efficient and that by itself explains why they were not renovated.
Our econometric model seeks to explain participation in the second audit,
not the first one. Thus, free-ridership may result in too much participation
in the first audit, or participation with no intention, from the outset, to
proceed to the second audit, but such strategic behavior itself is a function
of energy efficiency characteristics.18

2.4.3 Explanatory variables

We model retrofits as a function of household characteristics and the
attributes of the upgrade scenario prescribed to each home audited, control-
ling for a number of other factors. Households characteristics considered
include the number of household members, age composition, education, and
income. Even though the EGH data set does not contain the measures of
these socioeconomic and demographic variables, it is possible to at least
include average measures for factors. Information provided in the EGH
data set allows identification of the location of the house up to the level
of the Forward Sortation Area (FSA), that is, the first three digits of the
home owner’s postal code. Using this information, it is possible to match
houses in the EGH data set with demographic information obtained from
other sources. Specifically, information from the 2001 Canadian census per-
taining to such variables as income, education, household size, number of
children, and age composition of households in the participant’s FSA can
be included in this manner.19 Typically, these variables are in the form of
the percentage of the population in a certain income range or with a certain
educational qualification. Unfortunately, these variables are only available
for the one “census year” that falls within the EGH program period. Annual

18“ While homeowners are implementing energy efficiency retrofits that may have been
done even without the financial incentives, homeowners are undertaking double
the number of retrofits they had originally planned and 60% of them are moti-
vated to undertake further measures outside of the program. This suggests that
retrofit programming is expanding or modifying the energy retrofit activities of
the homeowners” NRCan (2010); http://www.nrcan.gc.ca/evaluation/reprap/
2010/e20100915-eng.php

19I am indebted to Professor David Ryan for providing these data.
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tax-filer data are available by FSA on a more frequent annual basis. This
information pertains mainly to various income measures. The inclusion of
census data in this fashion implied that there is no matching information
for some observations, prompting us to exclude them from our analysis.
The attributes of the upgrade scenarios obtained from the EGH database
are the engineering estimates of related energy cost savings, the implied
improvement in the EGH rating since it is the main determinant of the
size of the grant the homeowner would receive, and the implied investment
costs.

In addition to these household and the upgrade specific attributes, we
posit that the retrofit decision is affected by the existing energy efficiency
characteristics of the houses as indicated by thermal envelope qualities as
well as the efficiency characteristics and fuel types of the furnaces, domestic
water heaters, and heat pump efficiencies. We represent thermal insulation
qualities by ceiling, main wall, and foundation wall insulation, windows
and doors energy efficiency characteristics represented by respected heat
loss as a ratio of total heating energy; exposed floor insulation; a measure
of air tightness of the houses; house age; floor area; number of rooms; plan
shapes; number of floors and house type. We assume that better efficiency
characteristics imply a lower probability of undertaking energy efficiency
retrofits.

Capital costs associated with a particular upgrade are estimated using
a unit capital cost formula for that specific upgrade type for the province in
which the house is located. This methodology was developed by Guler et al.
(1999) and also applied by Aydinalp et al. (2001). The equations, and the
relevant information used in the calculations are provided in Appendix A.
These calculations are conducted by considering the cost estimates of the
respective recommended upgrade types from the initial audit. The costs of
heating system upgrades can be matched by the recommended efficiency
and fuel type of the heating system equipment (furnace, boiler, domestic
water heater, and heat pump) to the cost schedule given in Appendix A,
Tables A.1. For the thermal envelopes (ceiling, main wall, and basement
wall) insulation, window and door upgrades, and air sealing, however, we
do not have sufficient information to be able to compute the exact mone-
tary amount associated to the upgrade recommendations. In order to proxy
the household specific variations (depending on the characteristics of their
specific upgrades) in the unit costs, we consider that the area that requires

50



insulation is directly proportional to the amount of the needed reduction in
heat losses. To this effect, we scaled the unit costs of the thermal envelope
insulation by both the recommended change in the respective RSIs20 and
the corresponding initial heat loss as a ratio of total heating energy con-
sumption. We applied the regional adjustment factors given in Appendix A,
Table A.2 to these calculations. The estimated costs for thermal envelope
renovations are, thus, simply an indicator. For heating system upgrades,
however, they are actual estimates of monetary costs.

The date of first audit, the expected change in EGH ratings, estimated
retrofit costs; and upgrade case energy cost savings, are included to capture
the incentives and costs of retrofits. Because the expected grant amount
is directly related to the improvements in EGH ratings, we posit that a
higher upgrade case change in this rating leads to a higher probability of
undertaking retrofits. The more recent the first audits are the less likely
that recommended upgrades have been completed. We capture this by
using a dummy variable that takes a value equal to one for all first audit
dates after August 2003. As per the decomposition in Table 2.10, we also
include a dummy for observations that have undergone first audit less than
18 months before the cut-off date, October 2005. On the other hand,
because financial incentives were introduced more recently, the houses that
were audited recently would more likely undertake more upgrades because
the financial incentives would offset part of their costs. Hence, we expect a
negative effect on the probability of retrofitting while we expect a positive
effect on retrofit intensity.

Summary statistics for selected variables are provided in Table 2.9.
The summaries are calculated after cleaning the data to prepare for estima-
tion by first deleting any observations with obvious errors in data recording.
For instance, there were observations wherein the upgrade case EGH rat-
ings were less than the initial EGH ratings; there were observations with
zero upgrade case energy cost even though the respective energy consump-
tions were not; and there was one observation with a negative upgrade case
heat loss through the ceiling. We drop observations from the three Cana-
dian Territories (Nunavut, Yukon, and Northwest) because there were no
observations with a second audit from Nunavut and participation in the
first audit itself was low. For estimation, we drop cases with missing data
or with values that are not plausible. As a result, the total number of

20Also known as an R -Value, this is a measure of thermal resistance of a building.
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observations in the first audit is reduced to 183,392 while the number with
a second audit is 34,944 (19% of total).

The dependent variable, the number of actual upgrades for all homes
that have undergone a first audit, ranges from zero (for those who did not
do any retrofitting) to 8, with a mean value of 0.5. The average number of
upgrades for those who have undergone a second audit is about 2.6. The
average year of construction is 1960, with an average floor area of 221 m2;
the average numbers of rooms and floors are 6.5 and 1.6, respectively. The
efficiency characteristics of the homes - ceiling insulation, foundation and
main wall insulation RSIs are also given. The expected average change in
EGH rating is 14.6, and is as high as 82 for some observations.

The average number of occupants is 3.4, with a maximum household
size of 9. The average household income is $63,229 and ranges from $23,364
to $279,759. Only a small percentages of household members, about 8%,
have no high school education. About 60% of the household members are
within the age group 20 to 64.

The average value of engineering estimates of energy cost savings is
$867.63, ranging between $0.01 to $17,844. We look at this number cau-
tiously as it appears difficult to justify such a large energy cost saving. Our
analysis of the data reveals that the 99th percentile is only $3,841.53 and
only 1,834 observations are characterized by expected energy cost savings
above this figure. We exclude these observations from the estimation anal-
ysis. The estimated heating equipment upgrade cost ranges between $0
(for observations with no recommendation to upgrade heating equipment
efficiency) to $5,634. The cost indicator for thermal envelope insulation
costs ranges between 3.3 to 92.21

After dropping observations with unreliable energy cost saving data,
we decomposed the observations according to the audit dates (Table 2.10).
Of the 181,558 remaining observations, 33.5% were audited before the in-
troduction of government rebate incentives. By the cut-off date of the data,
for over 52.75% of the observations the “clock” (the 18 months period) al-
lowed to undergo second audit and apply for rebates had run out, while
47.25% still had some time left. The observations that had some time left
by the cut-off date of the data account for over 51% of the observations

21See appendix for information regarding what these values represent
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Table 2.9: Summary Statistics for Selected variables

Variable Name a Mean St. 

Deviation 

Minimum Maximum 

 

Number of actual upgrades b 

 

0.50 

 

1.17 

 

0.00 

 

8.00 

              House Characteristics from EGH data c    

Year built 1960.20 27.49 1690.00 2005.00 

Number of room 6.53 0.79 3.00 10.00 

Floor area d 221.01 87.06 30.4 2982.00 

Ceiling Insulation RSI 4.013 1.84 0.00 23.07 

Foundation Wall Insulation RSI 1.46 5.07 0.00 391.00 

Main Wall Insulation RSI 1.82 0.615 0.00 10.57 

Number of Storeys 1.56 0.57 1.00 3.00 

               Heating System Characteristics    

Furnace Efficiency e 81.00 10.48 20.00 100.00 

DHW heating system efficiency e 61.06 13.37 1.90 100.00 

          Household Characteristics from Census data f    

Number of occupants 3.43 1.11 1.00 9.00 

Proportion of household members with no 

high school education 
0.08 0.05 0.00 0.39 

Proportion of household members with high 

school education  
0.30 0.07 0.00 0.04 

Proportion of household members with trade 

certificate and college education 
0.35 0.05 0.11 0.54 

Proportion household members within age 

group of 20 to 64 
0.61 0.04 0.32 0.86 

Proportion within age group above 64 0.13 0.05 0.004 0.62 

Average household income 63228.97 20074.44 23364 279759 

             Others     

Year and Month of first audit 2003.82 1.68 1998.83 2005.75 

Upgrade change in EGH rating 14.60 10.88 0.00 82.00 

Upgrade energy cost saving 867.63 775.06 0.01 17844.39 

Heating Equipment Upgrade Costs   3462.99 754.72 0.00 5633.71 

Thermal Insulation Upgrade Cost Indicator 13.57 3.57 3.29 92.09 
a Dummy variables (regional, furnace fuel types; house type; and  house shape dummies)  are excluded. 

Number of observations is 183392.   

b   Mean value for  the positive counts is 2.623397. 
c  Number of rooms is from census data 
d   Estimated in EGH data using  House Volume (M3)/2.5 Foot print (M2). 
e   We excluded observations with zero values. The number of observations used for furnace efficiency    

    is 183388; and 182896 for DHW efficiency. 
f  Number of occupants  is  from EGH data.  
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Table 2.10: Decomposition by Audit Date
 

 

          Number    % 

Total Observations with first Audit            181,558    

           

             % of Total 

 

     Number first audited before October 2003        !"#$!%&   ''()" 

     Number first audited at least 18 Months before cut-off date     95,777& & &)*($)&

     Number first audited less than 18 Months before cut-off date   85,781& &&&&&&&&&&&&&&&%$(*)&

     

     Total Observations with second audit      &&&'%#)+%     19.05 

 

                   % of second audit 

 

Number with first Audit before October 2003      10,576&   30.60 

 Number with first Audit at least 18 Months before 

  cut-off date          23,944& &&&&&&&&&&&&&&&!,(*' 

 Number with first Audit during the last 18 Months before 

  cut-off data         10,640& &&&&&&&&&&&&&&&'"($$&

               

 

                 % of Total 

 

     Total Observations with no second audit     146,974&   81.00 

                 

                               % of no second audits 

  

Number first audited less than 18 Months before cut-off date   75,141 & &&)-(-*&  

  

&

with no second audit. To account for these, we use two dummy variables in
our estimations; one to account for whether the homes were audited before
the introduction of rebates and second to account for whether the homes
had not run out of the clock by the cut-off date. We predict that both
these variables will have negative effects on the probability that the homes
had undergone retrofits.

2.5 Estimation Results

We estimate the retrofit probability model using the three underly-
ing distributional assumptions: probit, logit, and complementary log-log
(cloglog). The results are generally consistent across the first two spec-
ifications (Table 2.11). The estimated marginal effects are very close in
magnitude, and have the same signs. The estimates obtained from the
cloglog specification are a bit different. We have two cases in which the
statistical significance of the estimated coefficients were different from the
predictions from the first two, and the magnitude of the marginal effects
are also different in most cases. Model comparison using the Akaike in-
formation criterion suggests that the logit specification performs slightly
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better. The overall fit in all cases is quite good based on (i) the Wald test
of overall significance; (ii) in the cases of probit and logit specifications, the
percentage correctly classified by the model (81%), and iii) the estimated
probability of retrofits. It appears that probit specification performs better
in terms of the estimated probability of retrofits ( 0.164 against the actual
of 0.19).

We present estimation results for the retrofit counts in Table 2.12.
We provide truncated-at-zero Poisson and Negative Binomial as well as
the zero-inflated Poisson regression results.22 The truncated count regres-
sion results provide information regarding retrofit intensity choice among
the homes that were retrofitted. According to the hurdle model, the over-
all retrofit decision is explained by looking at both the probability and
the counts of retrofits. We could not compute the total effects from this
estimation because integrating the two separate estimates is not straight
forward.23 Our insights regarding the overall effect of a variable on retrofit
decision is, therefore, based on the marginal effects computed from zero-
inflated Poisson regression, which captures the total effects of a variable on
both the probability and intensity of retrofits by construction. We observe
that some variables that play important roles in determining retrofit prob-
ability are not significantly affecting the retrofit intensity as shown from
the truncated-at-zero Poisson and Negative Binomial regression results pre-
sented in Table 2.12. What is clear from these estimates is that most of the
variables have additional effects that we have to take into consideration in
determining their effects on overall retrofit decisions (both the probability
to retrofit and the number of retrofits to be chosen). Furthermore, there
are variables that have opposite effects on retrofit probability and retrofit
counts. To this effect, a consistent story about the effect of a variable on
retrofit decisions can be told only by looking at the total effect.

We note from the estimation results that the date of first audit has an
important effect on the likelihood that the homes had undergone a second

22We do not include zero-inflated negative binomial results because convergence could
not be reached in the estimation process and it is not essential given that we re-
jected the null for over-dispersion. Following the truncated Poisson regression, we
computed the LM test of over dispersion and obtained LM = 9.45 with 36 degrees of
freedom. This shows that we can not reject the null hypothesis at conventional lev-
els of significance. The almost identical estimates we obtained from both truncated
Poisson and negative binomial confirms this conclusion.

23This is very difficult to program because any such approach has to take into account
the simultaneous changes in both the coefficients and the probabilities as a value of
a variable changes.
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audit by the end of 2005. We used two dummy variables to account for
the date of first audit. First, we accounted for whether the first audit was
before or after the introduction of government incentives in 2003. Second,
we accounted for whether the first audit date was less than 18 months
before the cut-off date for the data. The dummy variable for first audit
dates less than 18 months before the cut-off date merely captures whether
or not the clock had run out by the cut-off date, and simply accounts for
the possibility that these homes may still be retrofitted. We found negative
coefficients on this variable in all cases, signifying the importance of taking
it into account. We find that the homes that were audited before the
introduction of government incentives were less likely to undergo retrofits,
controlling for other factors (Table 2.11). We observe similar effects on
retrofit intensity (Table 2.12, columns 1 & 2). As a result, the overall effect
on the retrofit decision is negative (Table 2.12, columns 3 & 4). This reveals
the importance of government incentives in the EGH program on retrofit
decisions.

Breaking down the years of construction by decades, we observe that
the houses built before 1991 are more likely to be retrofitted than others.
In terms of retrofit counts, however, statistically significant differences were
instead observed between houses built before 1981 relative to the houses
built after 1980. Year of construction of a house has, therefore, an impor-
tant effect on retrofit decisions. This is mainly related to changes in the
building standards in 1980 (Sadler, 2003). We find that houses with larger
floor area are less likely to be retrofitted. However, among the ones that are
retrofitted, the larger the floor area, the more is the number of retrofits. We
found that attached/row and mobile homes, as well as multi-floor homes
are less likely to be retrofitted. Homes that are privately owned are more
likely to be retrofitted and undergo more of the various retrofit options,
indicating that it is an important factor in retrofit decisions. It appears
that house shapes, and layouts also play a role. Homes with fewer than 6
corners appear to be more likely to be retrofitted as compared to others.
Location is also found to be important. Relative to Quebec, homes in all
provinces, except Prince Edward Island and Newfoundland are more likely
to get retrofits. The effect of location dummies on retrofit counts among the
homes that get retrofits is however not as clear-cut. We actually observe
negative relative marginal effects on retrofit counts for most provinces. The
signs of the overall marginal effects on retrofit decisions are, however, the
same as the predictions for retrofit probability.
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The thermal efficiencies of the homes, measured by main and base-
ment wall insulation, are also important determinants of retrofits. We found
that more efficient homes are characterized by both a lower probability and
number of retrofits. Along the same tune, efficiencies of the heating sys-
tems - furnace efficiency and domestic water heating system efficiency- are
also important factors.

We find that household size, household income, age composition of the
household members, and education levels have effects on retrofit decisions.
Larger household sizes imply a lower likelihood of retrofit investment. High
income households are less likely to undertake retrofit investment, possibly
because energy expenditure accounts for a very small share of their income
such that they may not care much. Perhaps, due to a similar reason,
we observe that homeowners with no high school education, and therefore
more likely to earn less income, are the ones more likely to retrofit their
homes relative to those with high school and higher education. We observe
that households with larger proportions of people with ages above 19 are
more likely to retrofit. Of all the household characteristics, only household
income and the proportion of household members with ages above 64 affect
retrofit intensity.

Controlling for all these factors, we can assess whether or not there
is any role for financial incentives in driving retrofit investment. First, one
of the incentives for the households is their expected energy cost savings
measured by the upgrade case (estimated during the first audit) energy
cost savings. We find that this variable positively and significantly con-
tributes to retrofit probability. A second incentive is the expected rebate
from the government. The expected government rebate is indicated by
the difference between upgrade case and initially assigned EGH ratings.
Larger differences imply larger retrofit rebates. We find a statistically sig-
nificant positive effect associated to this variable. This suggests that from
among the homeowners who decide to undertake retrofits, the ones that
expect more financial rebates are more likely to spend more on retrofits.
Together, the two variables indicate that the larger is the expected finan-
cial gain from the investment, the more likely are households to undertake
retrofit investment and invest in many upgrade types.

As discussed earlier, we include costs of heating equipment upgrades
and thermal insulation separately because of differences in how they are
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Table 2.11: Estimated Marginal Effects for the Probability of Retrofits

Probit  Logit      Cloglog   

House Characteristics 

Number of Rooms 0.0227*** 0.024*** 0.0234***

Floor Area -0.0001*** -0.0001*** -0.0001***

Storeys -0.0058*** -0.0053*** -0.005***

Foundation Wall Ins. -0.0031*** -0.0035*** -0.00353***

Main Wall Insulation -0.013*** -0.0129*** -0.0124***

House Type - Semi Detached -0.021*** -0.019*** -0.0171***

House Type - Row House -0.025*** -0.0234*** -0.0226***

House Shape - 11 or more corners -0.011*** -0.0111** -0.0098**

House Shape -  5 to 6 corners 0.029*** 0.028*** 0.025***

House Shape - Rectangular 0.012** 0.0114*** 0.0109***

Percent of dweller-owned houses 0.03364** 0.025*** 0.016*

Year of Construction before 1946 0.052*** 0.061*** 0.0667***

Year of Construction- 1946 to 1960 0.074*** 0.0831*** 0.0875***

Year of Construction- 1961 to 1970 0.111*** 0.1224*** 0.125***

Year of Construction- 1971 to 1980 0.1115*** 0.126*** 0.129***

Year of Construction- 1981 to 1990 0.0684*** 0.07778*** 0.084***

Heating System Characteristics

Furnace Efficiency -0.004*** -0.0038*** -0.0032***

Fuel Type - Oil -0.0394*** -0.0339*** -0.028***

Fuel Type - Wood -0.117*** -0.1116*** -0.1058***

Household Characteristics

Average household Income -0.0000007*** -0.0000007*** -0.0000007***

Number of Occupants -0.0095*** -0.009*** -0.007***

Proportion  of household members with no 
high school eductation 0.099*** 0.086*** 0.0673

Proportion of household members with age 
between 20 to 64 0.415*** 0.391*** 0.353***

Proportion of household members with age 
above 64 0.43*** 0.41*** 0.37***

Basement thermostat set point -0.0114*** -0.0123*** -0.0127***

Note: *** Indicates significance at 1% and ** indicates significance at 5%
level of significance; while * indicates that it is statistically insignificant

Percent owned refers to percent o
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Table 2.11 Continued: Estimated Marginal Effects for the Probability of
Retrofits

Probit  Logit      Cloglog   

Province

Province - Alberta 0.063*** 0.069*** 0.073***

Province - British Columbia 0.088*** 0.097*** 0.105***

Province - Manitoba 0.0953*** 0.108*** 0.1152***

Province - New Brunswick 0.135*** 0.147*** 0.152***

Province - Nova Scotia 0.0544*** 0.0652*** 0.071***

Province - Ontario 0.0965*** 0.106*** 0.112***

Province - Saskatchewan 0.1052*** 0.113*** 0.115***

Province - New Foundland -0.0787*** -0.0781*** -0.076***

Others

Dummy for first audit before October 2003 -0.135*** -0.123*** -0.111***

Dummy for first audit less than 18 Months 
before cut-off date -0.187*** -0.176*** -0.164***

Number of Recommended Upgrade Cases -0.0002* 0.0035* 0.0061***

Thermal envelope Upgrade Cost Indicator -0.00278*** -0.00303*** -0.00251***

Thermal envelope Upgrade Cost Indicator  
Squared 0.00001*** 0.00001*** 0.00001***

Heating System/Equpment  Upgrade Cost 0.00001*** 0.00001*** 0.00001***

Heating System/Equpment  Upgrade Cost 
Squared -0.0000000002*** -0.0000000002*** -0.0000000001***

Upgrade Case (Potential) Energy Cost Saving 0.00002*** 0.00002*** 0.00002***

Upgrade case increase in EGH Rating 0.001*** 0.001*** 0.0002*

Number of Observations

181558 (Zero outcomes 
=146974, Nonzero 
outcomes = 34584)

181558 (Zero outcomes 
=146974, Nonzero 
outcomes = 34584)

181558 (Zero outcomes 
=146974, Nonzero outcomes 

= 34584)

Log likelihood -78648 -78642 -78700

LR Chi2(41) 19515 19526 19411

Prob> Chi2 0.0000 0.0000 0.0000

Pseudo R2 0.1104 0.1104 N/A

AIC 157380 157369 157483

Estimated Probability of positives 0.1640 0.159 0.156

Percent correctly classified 81.44'% 81.47'% N/A

Note: *** Indicates significance at 1% and  ** indicates significance at 5% level of significance; while * indicates that it is statistically insignificant Note: *** Indicates significance at 1% and ** indicates significance at 5%
level of significance; while * indicates that it is statistically insignificant
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Table 2.12: Estimated Marginal Effects on Retrofit Intensity

Zero Truncated 
Poisson

Zero Truncated 
Negbin

Zero Inflated 
Poisson (Probit 

Inflation)

Zero Inflated 
Poisson (Logit 

Inflation)

House Characteristics 

Number of Rooms 0.056*** 0.059***

Floor Area 0.0004*** 0.0004*** -0.0003*** -0.0002***

Storeys -0.111*** -0.111*** -0.028*** -0.027***

Foundation Wall Ins. -0.014*** -0.014*** -0.010*** -0.0104***

Main Wall Insulation 0.091*** 0.091*** -0.023*** -0.024***

House Type - Semi Detached -0.127** -0.127** -0.068*** -0.063***

House Type - Row House -0.123*** -0.123*** -0.077*** -0.073***

House Shape - 11 or more corners -0.092** -0.092** -0.039*** -0.039***

House Shape -  5 to 6 corners -0.071*** -0.071*** 0.062*** 0.060***

House Shape - Rectangular 0.029*** 0.028***

Percent Owned 0.177*** 0.177*** 0.114*** 0.092***

Year of Construction before 1946 0.387*** 0.387*** 0.198*** 0.214***

Year of Construction- 1946 to 1960 0.256*** 0.256*** 0.235*** 0.252***

Year of Construction- 1961 to 1970 0.206*** 0.206*** 0.327*** 0.350***

Year of Construction- 1971 to 1980 0.204*** 0.204*** 0.32*** 0.37***

Year of Construction- 1981 to 1990 0.176*** 0.196***

Heating System Characteristics

Furnace Efficiency -0.004*** -0.004*** -0.011*** -0.010***

Fuel Type - Oil 0.168*** 0.168*** -0.081*** -0.070***

Fuel Type - Wood 0.849*** 0.849*** -0.26*** -0.25***

Household Characteristics

Average household Income -0.000002*** -0.000002*** -0.000002*** -0.000002***

Number of Occupants -0.025*** -0.023***

Proportion  of household members with no 
high school eductation 0.266*** 0.236***

Proportion of household members with age 
between 20 to 64 1.05*** 1.002***

Proportion of household members with age 
above 64 0.826*** 0.826*** 1.19*** 1.14***

Basement thermostat set point -0.03*** -0.03***

Note: *** Indicates significance at 1% and  ** indicates significance at 5% level of significance; while * indicates that it is 
statistically insignificant 
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Table 2.12 Continued: Estimated Marginal Effects on Retrofit Intensity

Zero Truncated 
Poisson

Zero Truncated 
Negbin

Zero Inflated 
Poisson (Probit 

Inflation)

Zero Inflated 
Poisson (Logit 

Inflation)

Province

Province - Alberta -0.076* -0.076* 0.137*** 0.155***

Province - British Columbia -0.358*** -0.358*** 0.151*** 0.175***

Province - Manitoba -0.137*** -0.137*** 0.203*** 0.234***

Province - New Brunswick 0.319*** 0.32*** 0.42*** 0.454***

Province - Nova Scotia 0.054* 0.054* 0.15*** 0.17***

Province - Ontario -0.165*** -0.165*** 0.21*** 0.24***

Province - Saskatchewan -0.333*** -0.333*** 0.18*** 0.21***

Province - New Foundland -0.48*** -0.48*** -0.234*** -0.232***

Others

Dummy for first audit before October 2003 -0.04** -0.04** -0.35*** -0.32***

Dummy for first audit less than 18 Months before cut-off date-0.152*** -0.152*** -0.491*** -0.468***

Number of Recommended Upgrade Cases -0.007* -0.003* 0.010* 0.003*

Thermal envelope Upgrade Cost Indicator 0.038*** 0.038*** -0.005*** -0.005***

Thermal envelope Upgrade Cost Indicator  Squared-0.00024*** -0.00024*** 0.000024*** 0.000025***

Heating System/Equpment  Upgrade Cost 0.00002*** 0.00002*** 0.00003*** 0.00003***

Heating System/Equpment  Upgrade Cost 
Squared -0.0000000002 -0.0000000002 -0.0000000005*** -0.0000000005***

Upgrade Case (Potential) Energy Cost 
Saving 0.0001*** 0.0001*** 0.0001*** 0.0001***

Upgrade case increase in EGH Rating 0.013*** 0.013*** 0.003*** 0.003***

Number of Observations 34584 34584

181558 (Zero 
outcomes =146974, 
Nonzero outcomes 

= 34584)

181554 (Zero 
outcomes =146974, 
Nonzero outcomes = 

34584)

Log likelihood -52909 -52909 -131566.8 -131554.8

LR Chi2(34) 5453 4762 4724 4720

Prob> Chi2 0.00 0.00 0.00 0.00

Pseudo R2 0.05 0.04 N/A N/A

Estimated Average  Number Events 2.26 2.26 0.41 0.40

Actual Average Number of Events 2.61 2.61 0.50 0.50

157.19 (Pr >Z 

= 0.00)

 157.33  (Pr >Z 

= 0.00)

Note: *** Indicates significance at 1% and  ** indicates significance at 5% level of significance; while * indicates that it is 
statistically insignificant 

Vuong test of Zero Inflated  vs. Standard Poisson under  Ho: Standard Poisson is 
correct specification( (Z) =          
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measured. These costs are found to have statistically significant negative ef-
fects on retrofit probability. They also affect retrofit counts negatively.24

2.6 Summary and Conclusion

We provide a description of the EGH data with a focus on major
trends such as regional distribution of participants, furnace and domestic
water heating systems, house characteristics, and recommended upgrades.
The descriptive statistics suggest that homeowners who proceeded to a sec-
ond audit after undertaking energy-efficiency upgrades were characterized
by relatively poor initial energy efficiency conditions. As expected, given
the nature of upgrades, average household energy requirements declined
after retrofits. Moreover, the amount of engineering-calculated energy sav-
ings appears to be directly proportional to retrofit intensity. There is also
induced fuel-switching taking place particularly from propane and oil to
natural gas.

We conduct an econometric analysis to investigate retrofit behaviour
in a multivariate context and to estimate the specific roles of various factors
related to energy efficiency and economic characteristics in determining the
probability and intensity of retrofit investments. Our analysis reveals that
while households with more initial energy inefficiency problems due to less
efficient thermal envelopes and heating systems are the ones more likely
to undertake retrofit investments, in general, financial incentives appear to
play very important roles. The larger the expected energy costs savings and
the government rebates, the more likely that retrofit investments are un-
dertaken. Cost of investment also appear to play a role in these investment
decisions.

The results indicate that such programs can be important tools to in-
duce home energy efficiency improvements, particularly in older homes, and
among low income households. Moreover, because the amount of potential
energy cost savings is the main factor underlying retrofit investments, and
given that specific characteristics of homes with large potential energy cost

24Although the square of thermal envelope cost indicator has a positive marginal effect,
the overall marginal effect computed as a sum of the marginal effects of the level and
2 times the product of the marginal effect of the square of this variable multiplied
by average cost is negative (0.00001*2*41.2472+(-0.00278) = -0.002).
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savings are known, policy makers may wish to design targeted programs
towards such homes. The role of financial incentives is clearly discerned.
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Chapter 3

Price-induced Energy Efficiency Improvement in
Canadian manufacturing

3.1 Introduction

In this study, we consider a new approach to the estimation of price-
induced energy efficiency improvements using Canadian manufacturing sec-
tor data. Our approach considers forecasts of world oil prices as an impor-
tant factor taken into consideration by firms when deciding on the imple-
mentation or investment energy efficiency improvements. We exploit the
fact that forecasted world oil prices that are used in making decisions to
invest in energy efficiency are only weakly correlated to realized energy
prices. This suggests that price-induced energy efficiency improvements
are better estimated using forecasts that businesses consider while making
the decision to invest in energy efficiency.

It has long been recognized that relative factor price changes affect
energy intensity, a proxy used to indicate energy efficiency, in two ways.
The first is through the substitution effect. An increase in actual energy
price relative to labour cost, for example, may result in a reduction in en-
ergy intensity if energy and labour are substitutes in production. This will
simply reduce both energy and labour utilization if the two inputs are com-
plements. These effects are estimated using actual prices or costs. Another
mechanism for energy efficiency improvement is through technical change
resulting from either the purchase of new equipment embodying energy ef-
ficient technologies or by making innovations. Both of these decisions are
based on calculation of the present value of net benefits associated with the



investments.

Our approach is based on the idea that investment decisions regarding
the adoption of new energy efficient technologies, R&D undertakings, and
retrofits are based on a firm’s expectations of the associated net benefits,
with these benefits accruing from the future stream of energy cost savings.
In making such decisions firms weigh the expected discounted present values
of the benefits against the upfront implementation costs. The higher are
the expected energy prices, the larger will be expected benefits of energy
efficiency investments. To this effect, the relationship between energy
efficiency and prices for most firms in the manufacturing sector is one where
businesses invest in energy efficiency capital (purchase of new equipment
or retrofitting of existing capital or investment in energy knowledge (R&D)
based on comparing the expected discounted lifetime flow of benefits arising
from energy savings to the costs of the investments. The expected flow in
benefits will be a function of expected energy costs. In this framework,
energy efficiency improvement decisions are based on expected energy prices
rather than the yet to-be-observed prices.

Firm-level expectations regarding future paths of energy prices are
assumed to be formed, at least partially, on publicly available forecasts of
the world oil price. This suggests that modeling actual energy efficiency
using actual energy prices reflects actual behaviour only to the extent that
the various forecasts that are used as the basis for investment decisions
are strongly correlated to the actual prices. A comparison of actual prices
to forecasts, however, reveals that there is at best a weak correlation. In
particular, comparing the various forecasts released by the Energy Informa-
tion Administration‘s (EIA) annual energy outlook, and previous to that by
the National Petroleum Council, that are the most widely used for policy
making and investment plans (Winebrake and Sakva, 2006), to the realized
refiner acquisition spot prices, we observe that there is a significant differ-
ence between the historical realized and forecast energy prices. As shown in
Figure 3.1 (see section 3.2), realized oil prices increased significantly during
the oil prices shocks of the 1970s, declined during the early to mid 1980s,
remained somewhat stable until late 1990s, after which it started increasing
again. The forecast oil price, however, does not exhibit such big jumps.

This does not mean actual energy prices are irrelevant, however, in
terms of a firm’s energy use. Energy efficiency improvement constitutes one

71



of the factors affecting energy intensity (the ratio of energy used to output
produced), the others being factor substitution, structural changes, and
changes in the composition of fuel used (Kaufmann, 2004). Factor substi-
tutions are driven by changes in actual relative factor prices. The divergent
trends in actual and forecast oil prices, therefore, enables us to differentiate
direct “expected price”-induced energy efficiency improvements from sub-
stitution effects related to actual energy prices. Note that there could also
be price-independent technical change that affects energy efficiency. One
example is learning-by-doing.

The key to our study is the observation that there are marked dif-
ferences between the trends in actual energy prices that are relevant for
analyzing substitution effects and the forecast world oil prices upon which
businesses form their expectations about future energy prices and, there-
fore, are relevant analyzing price-induced energy efficiency improvements.
In particular, using the Canadian KLEMS data set, along with forecasts
of world oil prices, we examine the responsiveness of energy intensity to
current and expected future energy prices for Canada’s manufacturing sec-
tor and its major sub-components. To this end, a system of equations for
10 major manufacturing sector industry groups is estimated, with atten-
tion paid to possible endogeneity problems through the use of instrumental
variable techniques.

Several previous studies have focused on the relationship between
energy intensity and energy prices (e.g. Kaufmann, 2004; Metcalf, 2008;
Lescaroux, 2008).1 These studies do not, however, highlight the mecha-
nisms by which prices improve efficiency, nor do they attempt to separate
out changes in energy intensity resulting from energy efficiency improve-
ments driven by expected energy prices from substitution effects driven
by changes in relative prices. Metcalf and Lescaroux, in particular, treat
changes in energy intensity within a sector as efficiency changes, interpret-
ing the coefficient of the price in the decomposed “efficiency index" as the
efficiency-inducement effect of price changes.

Hogan and Jorgenson (1991) and Sanstad et al. (2006), on the other
hand, also incorporate technical change in their analysis with the assump-

1Metcalf (2008) and Lescaroux (2008) measure energy efficiency by decomposing energy
intensity into efficiency and other components using the index decomposition meth-
ods discussed in Ang and Zhang (2000); Ang (2005); Liu and Ang (2007) ; and Boyd
and Roop (2004). Kaufmann (2004) focuses on existence of long-run relationship
(co-integration relation) between energy intensity and energy prices.
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tion that it is exogenous and hence energy efficiency improvements are
price-independent. Although recognizing that energy efficiency can be af-
fected by technical change in addition to price induced substitution is one
step forward, treating technical change as exogenous is a restrictive as-
sumption. Fisher-Vanden et al. (2004) include R&D expenditure instead
of a time trend in order to account for technical change in their model of
energy intensity. This can be seen as an improvement upon the studies
that represent technical change using a time trend. There is a possibility,
however, that R&D could be endogenous and/or an imperfect proxy for
energy-related technical change.

Popp (2001) constructs an index of the stock of energy knowledge
based on patent counts, and uses this index as a proxy for technical change
in his model of energy intensity. Patents are found to be positively related
to energy prices in Popp (2002). Thus, the energy knowledge stock used in
the energy intensity equation is assumed to reflect price-induced technical
change, allowing the interpretation of his coefficients on technical change
index as capturing price-induced energy efficiency improvement.

Energy prices affect efficiency through both invention (R&D activi-
ties) and adoption decisions of agents. That is, firms may purchase ma-
chines that already embody new energy-efficiency technologies and this
would not necessarily be reflected in the firm’s R&D spending (Stoneman,
1987). There is empirical evidence confirming that energy prices can in-
duce adoption of energy efficient equipment. For example, Newell et al.
(1999) provide empirical estimates of the effect of energy price on adop-
tion of energy efficient equipment and appliances. Furthermore, patenting
approximates actual innovations only with substantial error margins (Jaffe
et al., 2003) and, therefore, provides an imperfect measure of technical
change. What we can conclude from this observation is that using these
proxies may not fully capture efficiency-inducing effects of energy prices.

To the extent that price-inducement works through more than one
channel, one needs to either be able to take into account all the possible
variables that are induced by energy price changes or the price change
itself. In this respect, Sue Wing (2008) constructs an alternative index of
the stock of energy knowledge based on cumulative energy price increases,
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using the same general formula as Popp (2001).2 Constructing a proxy for
the stock of energy knowledge based on cumulative energy price increases
amounts to assuming that every increase in energy price contributes to
this stock. Moreover, when this proxy is included in an energy intensity
equation, its coefficient might simply pick the asymmetric effect of energy
price increases, as has been suggested, for example, by Adeyemi and Hunt
(2007) who conclude that the inclusion of cumulative increases in energy
prices in an energy demand equation does not substitute for the inclusion
of a proxy for technical change.

In a related study, Linn (2008) models energy efficiency improve-
ment via price-induced adoption of energy efficient technologies under the
assumption that new firms have the highest probability of adopting any
given new technology. An implication of this assumption is that the mag-
nitude of the effects of energy price changes depends on the age of a firm.
The difference between the magnitude of the coefficients on energy price
for new and old firms is attributed to price-induced adoption of new tech-
nologies and thus measures price-induced energy efficiency improvements.
Estimates show that price induced energy efficiency improvement is very
small. This small magnitude could, however, be due to the assumption that
incumbent firms do not adopt new technologies, with the effect of price on
their energy intensity working entirely through a substitution effect.

What is evident from Linn’s results and other studies is that the
estimation of the extent of price-induced energy efficiency improvements is
a complex matter. A major difficulty arises from the fact that, in addition
to the substitution effects, price changes can induce energy efficiency via
a variety of channels that result in technical change.3 Estimating energy
intensity as a function of actual energy price lumps these various effects of
energy price together, even when a time trend is included in an attempt to
capture technical change.

2The stock of energy knowledge is given as
ˆ ∞

o

πEis exp(−δ1i)(1− exp(δ2i(s+1))ds where δ1i and δ2i(s+1)

are decay and diffusion rates of knowledge. The equation used in Sue Wing is adopted
from Popp (2001), the main difference being that Popp’s estimated knowledge stock
is based on patent counts which he shows to be related to energy prices in Popp
(2002).

3Substitution effect refers the the possibility that relative energy price increases could
lead to substitution of other factors for energy.
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Our approach is different in an important way. We exploit the fact
that expected prices provide a driving force for efficiency-improving techni-
cal change and assume that forecasts of oil prices proxy these expectations
reasonably well. These forecasts are weakly correlated with the realized en-
ergy price trends, implying that we can include both forecasted and realized
prices in our energy intensity model. Our approach is based on the observa-
tion that decisions regarding investments in energy efficiency improvements
are based on expected energy prices, rather than realized energy prices and
that the realized prices are the effects of factor substitution.

In particular, we estimate two specifications of a model of energy
intensity for manufacturing industries. The first is a traditional specifi-
cation in which a time trend is the only term used to capture the effects
of energy efficiency improvements (technical change). Our second specifi-
cation accounts for both price-induced and autonomous energy efficiency
improvements. That is, time trend is still relevant after a variable cap-
turing price-induced efficiency improvements is included because there are
efficiency improvements that are autonomous by nature, e.g. learning by
doing. The results suggest that a failure to take price-induced energy
efficiency improvements into account in energy intensity models leads to
misidentification of elasticity coefficients. Particularly, we observe that the
coefficient estimates for the autonomous time trend are similar while the
substitution effects vary across the two specifications.

Model estimates for specific manufacturing sub-sector reveal some
interesting results. For example, technical change is energy-using in the
Petroleum Refining and Coal Products sub-sector and appears to be en-
tirely induced by expected changes in oil prices. This is consistent with
general intuition, as expected increases in energy prices translate into ex-
pected increases in profitability, thereby reducing incentives to improve
efficiency. On the other hand, the steep decline in energy intensity in the
Computer and Electronic Products sub-sector is entirely autonomous. This
can be interpreted in terms of the effects of learning-by-doing character-
istics of this sector. Moreover, we do not observe statistically significant
technical change in the Primary Metals Manufacturing sub sector, similar
to the results observed in Popp (2002).

The remainder of the paper is organized as follows. In Section 3.2 we
examine several stylized facts regarding (i) the patterns of energy prices
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and energy price forecasts; (ii) energy efficiency trends in the aggregate
Canadian manufacturing sector; and (iii) energy efficiency trends in sub-
sectors. We specify our empirical model in Section 3.3. In Section 3.4,
we discuss the data and econometric issues. Results are presented and
analyzed in Section 3.5. Section 3.6 concludes.

3.2 Stylized Facts and Background Information

Over the past few decades, there have been substantial movements
in energy prices, forecasts of energy prices, and energy use. Although not
the only energy input, we focus on oil price movements since oil is a major
energy input and, as a fossil fuel, its cost to final users would be affected
by potential environmental policies such as a carbon tax.

Trends in actual and forecast oil prices

As illustrated in Figure 1, real world oil prices have undergone pe-
riods of rapid increase, periods of rapid decrease and periods of relative
stability over the past few decades. Expectations of these prices, as cap-
tured through forecasts made by the Energy Information Administration,
and previous to that by the National Petroleum Council (NPC), have been
markedly more stable (Energy Information Administration, 2006; 1982;
National Petroleum Council, 1973).4 Note that, with the exception of the
late 1970s / early 1980s and the most recent period, these forecasts have
tended to be above the prices realized in the market. It can be reason-
ably argued that firms will make short-term substitution decisions based on
current prices and long-term capital acquisition or retrofit decisions based
on forecast prices. Oil, of course, is not the only energy input for firms.
Non-electric sources of energy accounted for between 55 to 94 % of total

4Forecasts are averages of projections made during the previous five years. For ex-
ample, the forecast for 1990 is the average of projections made in 1989, 1988, 1987,
1986 and 1985. Forecasts prior to 1983 are compiled from National Petroleum Coun-
cil (NPC, 1973), which provides forecasts of wellhead average revenue required for
oil production under various economic and rates of returns assumptions. We com-
puted averages of all possible scenarios (five scenarios for each year). This forecast is
available for 1971 – 1985. The annual energy outlook published by the Energy Infor-
mation Administration provides forecasts since 1982. We used the average variation
between the two forecast series during the overlapping period (1982 -1985) to adjust
the NPC forecast because the EIA projects refiner acquisition costs.
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Figure 3.1: Trends in Actual And Forecast Real Oil Prices of Crude Oil*

 

 

 

*Forecasts are averages of projections made during the previous five years. For example, the forecast for 
1990 is the average of projections made in 1989, 1988, 1987, 1988 and 1988. Forecasts prior to   1983 
are compiled from National Petroleum Council (NPC, 1973), which provides forecasts of wellhead 
average revenue required for oil production under various economic and rates of returns assumptions. 
We computed averages of all possible scenarios (five scenarios for each year). This forecast is available 
for 1971 – 1985. The annual energy outlook published by the Energy Information Administration 
provides forecasts since 1982. We used the average variation between the two forecast series during the 
overlapping period (1982 -1985) to adjust the NPC forecast because the EIA projects refiner acquisition 
costs. The plots represent $ value divided by 1970 =1 wholesale price index. 

 

* The plots represent nominal value converted to constant 1970 dollars
using wholesale price index. Actual prices are obtained from EIA,

http://www.eia.doe.gov. For source of forecasted price, see footnote 3.
All values are expressed in terms of the Canadian dollar.

energy use during the 1990 - 2007 period, with the exception of one group
where it accounts for only 34% (See Appendix B, Table B.1 column 9).
This variation in the relative importance of oil in the energy mix suggests
that it is likely that sub-sectors will react to price signals, including those
implied by policy changes, differently. That is, the extent to which oil plays
a role in the production process for various sectors will determine how much
any particular firm will pay attention to oil prices, as opposed to those for
other energy inputs.

Energy use trends in the Canadian manufacturing sector

In this study, we focus on the Canadian manufacturing sector. The
contribution of this sector to energy consumption and GHG emissions is
significant. The manufacturing sector accounted for over 27 percent of final
energy consumption in Canada over the 1960 - 2005 period (International
Energy Agency, 2004).5 Although energy use in the manufacturing sector
increased from 20830 Ktoe in 1960 to 53622 Ktoe in 2005 (an average an-

5Long-range data on quantities of energy use by sector are obtained from IEA, En-
ergy Balances of OECD countries, as KLEMS data provides energy consumption in
quantity indexes.
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Figure 3.2: Trends in Aggregate and Manufacturing Energy Intensity In-
dexes (Energy Quantity Index/Output Quantity Index)

Source: Computed from Canadian KLEMS

nual growth rate of 1.75 percent), its share has experienced a decline over
the years, falling from 31.34 percent in 1960 to 21.4 percent in 2005. When
viewed in relation to the average annual growth rate of manufacturing sec-
tor GDP, which, according to the KLEMS data, was more than 4 percent
over the 1962 - 2003 period, the percentage increase in manufacturing en-
ergy use during the same period suggests that there has been a decline
in energy intensity. This is clearly shown in Figure 3.2 which compares
the trends in overall and manufacturing energy intensity. Energy intensity
of the Canadian economy appears to have experienced a structural break
following the oil price shocks of early 1970s, declining precipitously until
the early 1980s. During this period, the manufacturing sector energy in-
tensity caught up with the rest of the economy, suggesting that more than
a proportionate decline was achieved in this sector.

Note that this intensity trend captures both structural change (com-
position effect) and energy efficiency effects. In general, a comparison of
technical change measured by growth in total factor productivity and the
rate of change in the undecomposed energy intensity suggests that techni-
cal change is energy-saving in Canadian manufacturing during the period
after 1974 (Figure 3.3). After excluding the composition effect, we observe
in Figure 3.7 that energy intensity declined during the period following the
1973-74 oil price shocks but then increased slightly during the late 1980s,
corresponding to a period of low world oil prices. Appendix B1 shows that
the composition of the manufacturing sector underwent changes as shown
by the trends in the GDP shares of the sub-groups. It appears, therefore,
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Figure 3.3: The Relationship Between Growth Rates in TFP and Energy
Intensity
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Figure 3.4: Trends in Canadian Manufacturing Energy Use Patterns

Source: IEA:Energy Balances of OECD countries

that the continued declined we observe in the undecomposed energy in-
tensity trend (Figure 3.2) during late 1980s could result from structural
changes in favour of less energy intensive industries. In Appendix B1 for
example, we see that the share of the Pulp and Paper sector, a sector that
is known for high energy intensity, has declined since 1976 in general, al-
though there were occasional years with increases in the shares. This may
have contributed to the decline in manufacturing sector energy intensity
due to composition effects.

An important structural shift in the manufacturing sector can be
seen in terms of fuel switching. As can be seen in Figure 3.4, the share
of petroleum products in Canadian manufacturing sector energy use has
declined while the share of electricity has increased since 1972. Over this
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period the share of the manufacturing sector in total energy use has expe-
rienced a decline. Note that the turning point in the share of electricity
coincided with the early 1970s oil price shock which is shown in Figure 3.1.
What we observe here is that the increased reliance on electricity might
have contributed to the less than proportionate increase in overall energy
use in the manufacturing sector. Meanwhile, the KLEMS data show that
the share of manufacturing in the aggregate value of production has de-
clined only modestly (from 40 percent to slightly below 35 percent) since
the mid-1970s. We observe in Figure 3.2, on the other hand, that the man-
ufacturing sector energy intensity declined more rapidly as compared to
the overall economy.

To view the trends within the context of activities targeting energy ef-
ficiency, note that there have been concerted efforts by the industry group
(CIPEC) in partnership with the federal government to promote energy
savings. About 98 percent of manufacturing establishments (industry as-
sociations and companies) are covered by CIPEC, which was established
in 1975 (CIPEC, 2007). The network helps members to reduce energy in-
tensity by creating awareness of available options for reducing costs via
improvements in energy efficiency. This is done mainly through informa-
tion dissemination programs such as "dollar to $ense" workshops and energy
audit programs. More recently, the federal government has begun to offer
financial incentives through the ecoEnergy retrofit incentives for industry
program, put in place in 2006. The federal government, in partnership with
CIPEC, planned to provide $1 billion in funding to the industry sector over
the period April 1, 2007 to March 31, 2011 period (www.ecoAction.gc.ca).
Meanwhile, the Canadian economy continues, however, to be characterized
by high energy intensity when compared to other industrialized countries
(Natural Resource Canada, 2006). Thus, there is great interest in the
achievement of further improvements in energy efficiency.6

The fact that the major incentive to implement actions of energy
saving, as promoted by CIPEC, is cost savings, it is of interest to see if
the data reveal a relationship between energy intensity and energy price
trends. There are two possible ways by which energy prices affect energy
intensity: through substitution of other factors (labour, capital, and ma-
terials) for energy and through pure efficiency gains resulting from energy

6A detailed account of policy measures and proposals in Canada is presented in a
commentary by Jaccard et al., (2006).
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Figure 3.5: Trends in Energy Intensity, Forecast, and Historical Actual Real
Energy Prices

Source: Actual price and energy intensity are computed from Canadian
KLEMS data; forecast world oil prices are as described in footnote 3.

Figure 3.6: Total Canadian Energy RD&D Expenditure, Million 2006 US$

Source: International Energy Agency
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conservation by implementing best practices and management in resource
use and installing more efficient processes and equipment. By plotting real
energy cost7, we observe that there appears to have been a role played by
energy costs. As shown in Figure 3.5, we see that the energy intensity
and energy prices follow opposite trends. Energy intensity has declined
by over 71 percent from 1962 to 2003 (with an average annual decline of
about 1.72 percent) while real energy costs have increased by an average
of 2.72 percent per annum. We also see from Figure 3.5 that, at times,
energy intensity and forecast oil prices have moved in opposite directions.
In more recent years, however, they have tended to move in the same di-
rection. As evidence that the price effect does not work solely through
substitutions but also by inducing technical change, we observe in Figure
3.6 that the amount of expenditure on energy Research, Development, and
Demonstration (RD&D) in Canada increased from the mid-1970s to the
mid-80s, followed by several years of decline, again showing an increasing
trend recently. This follows the same general patterns as oil prices.

Disaggregated energy use trends in the Canadian manufacturing
sector

Trends of energy use in the manufacturing sector are by no means uni-
form. The manufacturing sector comprises a variety of activities, each with
its own set of available production processes and possibilities for improving
energy efficiency via the adoption of new technologies, the retrofitting of
existing capital, et cetera. Appendix B, Table B.1 looks at a variety of pro-
duction and energy-related characteristics over the 1990 to 2007 period for
the major industry groups within the manufacturing sector. We see from
Column 5 that some sub-groups within the manufacturing sector, such as
Textile Products and Clothing, have been characterized by growth rates of
energy use per unit of output of almost -6 percent. For Wood Products,
however, the rate is +3 percent. Looking at Column 8, we observe that the
energy intensity for Pulp and Paper is more than five times the average.
These statistics indicate that it will be important to model changes in en-
ergy intensity in a way that allows for differences across sub-sectors, rather
than ascribing the same overall sectoral behaviour to all sub-sectors.

7This is calculated as the of the manufacturing energy price index to the manufacturing
output price index from KLEMS data
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The mix of energy sources also differs across sub-sectors. In Column
9, we observe that non-electric sources of fuel, which consist mainly of
petroleum products, account for the largest share among energy sources in
the manufacturing sector. However, there is significant variation across the
sub-sectors, with the largest share being as high as 94% for Petroleum and
Coal Products and the smallest share 37% for Computer and Electronic
Products. This variation in the importance of petroleum products as a
source of energy implies that the sub-sectors will likely react differently to
changes in actual and expected oil prices. Information on trends in capi-
tal - energy, labour-energy, and materials-energy ratios computed from the
KLEMS data set also indicate that the rates of change in these indicators
of factor substitution vary across the subgroups (Appendix B, Table B.2).
This could be explained by differences in their technologies, and therefore
the set of feasible adjustments that are available in a particular sub sec-
tor.

3.3 Model Specification

We model price-induced energy efficiency improvement under the as-
sumption that expected increases in energy prices induce technical change.
Thus, we begin by defining the relationship between factor efficiency im-
provement and technical change. Factor efficiency improvement due to
technical change is defined as the rate of decline in factor intensity due to
technical change. Suppose Xi is the quantity of the ith factor, Y is output,
and T represents technical change. Assuming that technical change evolves
exogenously, we can express factor efficiency improvement, as the negative
of the partial derivative of the natural log of factor intensity with respect
to technical change:

τi = −
∂ln(Xi

Y
)

∂T
= −

∂(Xi
Y

)
∂T
Xi
Y

, (3.1)

When Xi is the quantity of energy used in the production process,
this is known as autonomous energy efficiency improvement. If technology
is endogenous, the factor efficiency improvement is instead given by:
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τi = −
∑
j

∂ln(Xi
Y

)
∂T

· ∂T
∂Zj

, (3.2)

where Zj is a vector of the factors driving technical change.

In evaluating induced energy efficiency improvement, it is important
to focus on technological change that is particularly related to energy. Thus,
we assume that technical change is factor-specific. In line with Equation
(3.1), we assume that factor i′s efficiency improvement is positively related
to technical change specific to that factor according to a simple relation-
ship:

τit = δ0 + δ1Tit, (3.3)

where τit is factor i efficiency improvement at time t; and Tit is factor i-
augmenting technical change at time t; and δ1 > 0. Technical change, Tit
is a function of g(χj) in which case

τit = δ0 + δ1g(χjt), (3.4)

where g(.) is a function relating factor i-augmenting technical change to its
drivers.

Focusing on energy efficiency improvement, our key assumption is
that expected energy price changes comprise a major component of χjt;
that is, we assume that χjt = g({P e

t }tt−i) where {P e}tt−i is a series of time
t energy price forecasts announced during previous periods. With this
argument, we specify a simple relationship between energy efficiency im-
provement and the history of energy price forecasts as follows8:

τE,t = δ0 + δ1

(
t∑
i=0

γiP
e
t−i

)
, (3.5)

In this specification, we assume that firm decision to invest in energy
efficiency considers energy price only. It is possible that firms also consider
future labour costs into account which means we may have to also account
for expected wages in the same fashion we are considering expected en-

8The equation is specified assuming that g({P e
t }t

t−i) =
∑
γiP

e
t−i
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ergy prices. A more complete examination of appropriate lag lengths for
particular sub-sectors is left for future work.

Two key points that we have to consider from a modeling point of
view are (i) the derivation of estimates of factor efficiency improvements
as shown by Equation 3.2 requires that we model factor intensity (factor
demand); and (ii), empirical factor demand models have to be motivated by
a “well-defined" function representing the production technology - cost or
production function. Although the translog cost function is popular for this
purpose, we adopt a generalized Leontief (GL) cost function as this allows
us to represent demand functions in terms of factor intensities (Xi

Y
).

Consider the generalized Leontief cost function for a production pro-
cess using n-inputs (Diewert, 1971) under the assumption that technology
is factor-augmenting. In the context of a cost function, including factor-
augmenting technical change is handled by dividing factor prices by re-
spective factor efficiencies (Kumbhakar, 2002). The cost function, thus,
becomes:

C(Y,P) = Y

 n∑
i=1

n∑
j=1

βij (p̂i)0.5 (p̂j)0.5

 = Y

 n∑
i=j

βiip̂i +
n∑
i 6=j

n∑
j 6=i

βij (p̂i)0.5 (p̂j)0.5


(3.6)

where Y is output, and p̂i and p̂j are Pi/τi and Pj/τj, respectively. Symmetry
is assumed such that βij = βji. It is also assumed that, with energy being
the ith input, the prices of all other inputs are “quality-adjusted" such that
the p̂js are actual prices. This is true given that factor prices are given
as prices for the respective factor services. For energy, however, the price
data are expressed in terms of purchase cost.9 Taking this into account
and applying Shephard’s lemma gives us the following energy intensity
equation:

E

Y
= βEEτ

−1
E + 0.5

n∑
j

βEj

(
pE
τE

)−0.5
(p̂j)0.5 , (3.7)

where p̂j are prices of K, L, M, and S, and pE is the price of energy. Equation
3.7 suggests that the factors affecting energy efficiency enter the energy

9Data on measurements of factor productivity such as the Canadian KLEMS data set
normally present labour and capital prices as the costs of the services provided by
these factors, inherently incorporating quality or factor efficiency.
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intensity equation in two ways: (i) directly according to the first term; and
(ii) as a factor multiplying the relative factor prices. The first term indicates
the negative relationship between energy efficiency improvement (τE) and
energy intensity. Thus, expected energy prices have a negative effect on
energy intensity through induced efficiency improvement as captured by
this first term. Substituting Equation (3.5) and rearranging terms gives
us:

E

Y
= β0 +

t∑
i=0

βiP
e
t−i+0.5

n∑
j=1

t∑
i=0

βeEjP
e
t−i

(
p̂j
pE

)0.5

+0.5
n∑
j

βEj

(
p̂j
pE

)0.5

,

(3.8)
βi < 0 & βeEj < 0 iff βEj > 0. The second and the third terms capture the
effects of expected energy prices included to capture price-induced energy
efficiency improvements.

To compare our specification to approaches which assume exogenous
technical change, consider the GL cost function without the modifications
just introduced:

C(P, Y ) = Y

 n∑
i=1

n∑
j=1

βijp
1
2
i p

1
2
j +

n∑
i

βitpitT

 , (3.9)

where T is a time trend representing overall technical change. This yields a
system of factor intensity equations that can be expressed given as functions
of prices and the level of technology given by the time trend:

Xi

Y
=

n∑
j=1

(1
2)βijp

1
2
j p
− 1

2
i + βitT, (3.10)

So that the energy intensity equation becomes:

E
Y

= βEE + 0.5
n∑
j=1

βEj
(
Pj
PE

)0.5
+ βTET, (3.11)

for j = K, L, M, and S.

Equation (3.8) leaves out price-independent efficiencies, while Equa-
tion (3.11) assumes that all technical change is totally price-independent.
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More realistically, however, energy efficiency improvements can be attributable
to both. We therefore specify our estimation equation for energy intensity
as a function of actual factor prices to account for substitution effects, a
time trend to account for any autonomous efficiency improvement, and
expected energy prices to account for price-induced energy efficiency im-
provements.

3.4 Data and Estimation Strategy

In this section, we discuss the data used for estimating our models
and issues related to the methods of estimation.

3.4.1 Data

The Canadian KLEMS (K -capital, L - labour, E-Energy; M - Ma-
terials; and S - Services) database released by Statistics Canada in 2008
contains a rich set of detailed industry data. It includes industry- specific
output quantity and price indices; cost shares for each input; input quantity
indexes; dollar values for outputs, output price indexes, and productivity
indexes for the period 1961-2003. Although data are presented using both
the Standard Industry Classification (SIC) and the North American Indus-
try Classification Schemes (NAICS), data for the former classification end
in 1997. There are 44 manufacturing industries in Canada, according to
the NAICS classification scheme.

We aggregate the 44 industries into 20 major industry subgroups (Ta-
ble 3.1), consistent with NAICS 3-digit classification. Aggregation requires
the use of weights. In line with the index decomposition approaches, it
is possible to insure that the weights themselves do not play part in the
trends of the energy intensity so that the aggregate index we obtain reflects
changes in industry-level energy intensity alone. One particular method is
to use the base year value-added shares of the industries for the sub sector
they belong to (e.g. International Energy Agency, 2004).
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Table 3.1: Summary Statistics for Variables Computed from KLEMS Data
(1961 - 2003 Averages), 2002 = 1

Industry group EI (PK/PE))0.5 (PL/PE)0.5 (PM/PE)0.5 (PS/PE)0.5

Average Share in 
manufacturing 

value added (% )

Food  ( 311) 1.39 1.05 1.23 1.09 0.88 10.7

Beverages and Tobacco (312) 1.32 0.96 1.21 1.03 1.02 3.9

Textile and textile product mills [31A] 1.41 0.93 1.51 1.07 0.91 2.1

Clothing manufacturing [315] 1.21 1.08 1.37 1.11 0.85 3.2

Leather and allied product manufacturing [316] 1.27 1.22 1.25 1.12 0.86 0.8

Wood product manufacturing [321] 1.34 0.88 1.24 1.09 0.91 5.3

Pulp, paper, and paperboards mills; and   converted paper products (322) 1.24 1.09 1.29 1.12 0.85 8.6

Printing and related support activities [323] 1.12 0.86 1.14 1.07 0.88 2.9

Petroleum and coal products manufacturing (324) 0.46 0.71 0.86 0.97 1.15 1.7

Chemicals (325) 1.30 1.04 1.15 1.07 0.91 8.4

Plastic and rubber (326) 1.60 0.93 1.16 1.02 0.97 3.6

Cement and Misc. non-metalic (327) 1.70 0.94 1.30 1.07 0.91 3.4

Primary Metal (331) 1.40 0.80 1.29 0.97 1.07 7.6

Fabricated metal products (332) 1.47 0.93 1.26 1.16 0.83 6.9

Machinery (333) 1.78 0.95 1.10 1.07 0.93 5.9

Computer and Electronic Productt (334) 23.90 4.75 5.09 1.05 0.96 4.8

Household appliances and electrical equipment and components  (335) 1.95 1.36 1.24 1.10 0.87 3.5

Transport Equipment. (336) 2.12 0.96 1.12 1.07 0.93 12.8

Furniture (337) 1.66 0.88 1.17 1.05 0.96 2.2

Miscellaneous (3390) 1.84 0.86 1.30 1.09 0.92 1.8

Aggregate Manufacturing 2.04 1.31 1.32 1.07 0.92 100.0
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Construction of the dependent variable

We calculate energy intensities for each industry as a ratio of the
energy quantity index to the output quantity index (EIit = Eit

Yit
). The ag-

gregation proceeded as follows. Denote the share of industry i value added
in manufacturing value added at time t as si,t. Thus, at time t, the energy
intensity of a major industry group g is given by ∑iεg sitEIit. According to
this equation, major industry group energy intensity changes due to both
industry level changes in energy intensity and the composition of the in-
dustries. Following the standard decomposition technique and applying the
log-mean weights as in Ang (2005), we have the following aggregate energy
intensity trend (see Appendix B2 for detail):

EIgt = exp

∑
i∈g

w∗itlnEIit

 (3.12)

where w∗it is the log-mean weight.

Comparisons of the trends in energy intensities across the groups are
provided in Figure 3.7 and Table 3.1.10 The values in Table 3.1 indicate
that the average values of energy intensity during year 1971 - 2005 varied
across the sub-sectors. We observe that energy intensities for most industry
groups were declining until the late 1980s or early 1990s. Thereafter, we
observe that energy intensities experienced modest increases followed by
slight decreases during the late 1990s and early 2000s. Notably, the average
value for Computer and Electronic Products sub-sector is 23.9, which is
several times larger than the values for other sectors. The lowest average
value (0.46) was for the Petroleum and Coal Products sub-sector. The
trends, however, show that energy intensity declined significantly over the
years in the Computer and Electronic Products sub-sector while it was
increasing in the Petroleum and Coal Products sub-sector. The average
capital- and labour-energy price ratios are very large in the Computer and
Electronic Products sub sector compared to the rest of the sub-sectors.
A stark difference is seen in the upward trending energy intensity in the
Petroleum Refining and Coal mining industries.

10Graphs of shares in manufacturing GDP are presented in Appendix B1.
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Figure 3.7: Comparisons of Trends in Energy Intensity
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Construction of explanatory variables

Data on all historical “current” (as opposed to forecasted) prices are
obtained from the KLEMS data set. Group-wise price indices are con-
structed as a share-weighted sum of the price indices of the industries within
each group: P i

gt = ∑
i∈g sitP

i
it, where P i

gt is price of item i (K, L, E, M, S)
in group g, and sit is share of industry i GDP in group g GDP.

In line with our empirical specification, we use the ratios of the K, L,
M, and S prices to that of E. All prices are aggregated from industry data
to major industry groups. Sample means of the dependent and explanatory
variables computed from the KLEMS data set are presented in Table 3.1
and, in more detail, in Appendices B, Tables B.2 and B.3.11 We present
the ratios of wages to energy prices Figure 3.8. We observe that the ratio
follows a clear pattern that it declines during high oil prices, but rises
during low oil prices. There is only one exception to this trend, the trend
for oil and coal sector. It appears that a decline in oil prices reduces the
ratio rather than increasing it, meaning that wages are also declining.

World oil price forecasts are taken from the Energy Information Ad-
ministration‘s (EIA) Annual Energy Outlook publications, as they are
widely used for policy making and investment plans (Winebrake and Sakva,
2006). The EIA started publishing these Annual Energy Outlooks in 1982.
In recent years, the EIA has published evaluations of its forecasts, compar-
ing the forecasts made in various Annual Energy Outlooks for a specific
year. In using the forecast prices, it is important to note that we have
several forecasts issued for each year as the Outlooks provide (at least) five
years of projections. Since we do not know which particular forecasts a
business will use in its projections, we take the averages of all the forecasts
provided in the available Outlooks. For example, the oil price forecast for
1990 is the average of projections made in 1989, 1988, 1987, 1986 and 1985.
The EIA forecast evaluation is useful in this respect as it provides a com-
parison of Outlooks issued during the previous five years. In particular, we
used the information provided in Table 4 of the 2006 issue of the forecast
evaluation for years since 1985.12 The Energy Outlook publication for 1982
is used for the period 1983 - 1984.

11Appendix 3 shows the trends in these variables by breaking down the presentation by
decade so that we can observe how they evolve over time.

12www.eia.doe.gov/oiaf/analysispaper/retrospective/pdf/0640(2006).pdf.
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Figure 3.8: Trends is Wage-Energy Price Ratio
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Forecasts prior to 1983 are compiled from National Petroleum Coun-
cil (NPC) (National Petroleum Council, 1973) which provides forecasts of
wellhead petroleum prices under various assumptions regarding the econ-
omy and rates of returns, five scenarios for each year, for the period 1971 -
1985. These are provided in real terms. We convert the NPC forecasts to
the nominal values by multiplying them by a wholesale price index given
that they were provided in real terms using the same index. Additionally,
EIA has provided projections of refiner acquisition costs of petroleum since
1982 (Energy Information Administration, 1982). In order to use these two
separate projections, we first compute the average variation between the
two forecast series during the overlapping period (1982 -1985) and use the
difference to adjust the NPC forecast. That is, we added the calculated av-
erage difference between the two series during the overlapping period to the
NPC price for the years 1972 - 1981. Our forecast oil price trends, therefore,
includes the ‘adjusted’ NPC projections for the period 1972 - 1981, and the
EIA projections thereafter. All nominal price forecasts are converted into
domestic currency terms using the Canada-US exchange rate. We then
deflate these series by the Canadian wholesale price index to express it in
real terms. We construct index of forecast oil price by normalizing the year
2001 value in line with the KLEMS data.13

3.4.2 Estimation Strategy

In our empirical model, in order to circumvent multicollinearity prob-
lems, we excluded services prices because of its very high correlation with
labour and capital prices. Similarly we exclude the materials price because
of its very high correlation with the capital prices. The rationale for exclud-
ing one of two highly correlated variables in regression analysis is because
the two variables essentially convey the same message from a statistical
point of view. Including lagged dependent variables on the right hand side
to account for the dynamics in the energy intensity trend as in Popp (2001)
and Sue Wing (2008), we write our estimation equation as follows:

Eit
Yit

= γ0i+γ1i
(
PKit
PEit

)0.5
+γ2i

(
PLit
PEit

)0.5
+γ5iP

e
t +γ6iP

e
t−1 +γ7iT +λi

Eit−1

Yit−1
+εit

(3.13)

13See Figure 1 for the trends in this index
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for i = 1, 2, 3,. . ., 20. We compute the price-induced energy efficiency
effect as (γ5i + γ6i) /(1− λi), and express it as an elasticity by multiplying
it by the average ratio of forecast price to respective energy intensities. We
compute price-independent (autonomous) energy efficiency improvement as
γ7i/(1−λi).We first estimate a traditional model by setting γ5i = γ6i = 0.

Some projects have long gestation period compared to others which
means the lag-length of the historical forecast price may vary across the
groups we analyze. To account for this variation, we built the forecast
price index based on forecasts provided for a particular year during the last
five years. We also include one period lag of this index in the estimation
equation.14 In view of the fact that trends for manufacturing sector indus-
tries vary widely in terms of their fuel efficiency, their importance in terms
of shares in manufacturing GDP, and their dependence on non-electric fuel
sources (which is mainly petroleum products) as shown in Appendix B,
Table B.1, as well as in terms of the values of energy intensities as shown in
Table 3.1, allowing coefficients to vary across sub-sectors is important. We
also note that all industries within the manufacturing sector are influenced,
possibly to varying extents, by various economic and policy phenomena not
explicitly captured in the model, suggesting the likely existence of cross-
correlations across the errors in the equations representing the industry
groups. In the presence of such correlations, system estimation results in
efficiency gains as compared to an equation-by-equation approach (Greene,
2003). Whether a system estimation technique is called for can be tested
using a Lagrange multiplier test (Breusch and Pagan, 1980) on the covari-
ance matrix of the residuals. Under the null of no cross-correlations, the
LM statistic is distributed as χ2

((1/2)M×(M−1)) where M is the number of
equations.

We employed an Iterative Seemingly Unrelated Regression approach,
which enables us to obtain convergence in parameter estimates. This, how-
ever, has a cost of leaving out some groups from the system given that
the residual variance-covariance matrix computed at each stage has to be
positive-definite in order for the iteration to continue to subsequent stages.
We encountered problem of non-positive definite variance-covariance ma-
trices at various stages, requiring us to exclude groups that contributed

14While most definite results may require further study, the estimation results show that
lagged expected price is irrelevant in some groups while it is the lag which matters
in other groups. This may explain the variation in gestation period which leads to
different planning horizons.
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to this problem. Our final results include 11 groups, including the overall
manufacturing sector. Given that we have results for the overall manu-
facturing sector, the other 10 groups are enough to shed light on possible
variations in the empirical results across the groups. Moreover, the groups
included represent over 60% of manufacturing value added and are large
sub-sectors in terms of energy consumption. The calculated value of the
Lagrange multiplier statistic is χ2

(45) = 379.8 which is significant at 1% level
of significance, suggesting the desirability of system estimation.15

We conducted diagnostic checks for serial correlation and heteroskedas-
ticity for each of the equations that enter in our iterative system regres-
sion. We carried out Breusch-Godfrey test for higher order serial correlation
along with its complementary test, Durbin’s Alternative test, that is robust
to heterskedasticity. We present the results for the traditional specification
in Table 3.2. Heteroskedasticity is detected in Pulp and Paper, Cement,
and Primary Metal Manufacturing whereas first order serial correlation
is detected in Computer and Electronic Equipment. Serial correlation of
higher order is detected in Transport Equipment Manufacturing.

Owing to these diagnostic test results, we follow an estimation strat-
egy in which we use system estimation for the equations that are free from
both serial correlation and heteroskedasticity problem and separately esti-
mate the models for the ones with heteroskedasticity or serial correlation.
We use Ordinary Least Square with robust standard errors for the cases
with heteroskedasticity problems, while the Newey-West standard errors
are used in the cases of serial correlation problem. We specify lag-lengths
when applying estimation with Newey-West standard errors according to
our findings reported in Table 3.2. The results are presented in Table 3.4.

Next, we account for price-induced energy efficiency improvement by
estimating the unrestricted version of Equation (3.14). In estimating this
model, an important point to consider is that forecast oil price measures
business’ expectation of energy price only to a certain degree of precision.
Existence of such measurement errors implies that the consistency of the
parameter estimates requires the use of Instrumental Variables techniques.
We apply the Three Stage Least Squares (3SLS) method, employing the
same iterative algorithm used in the first estimation. 16

15This test is for the traditional model and we assume the same conclusion holds for
the model with model that includes the expected price.

16In choosing instruments, we considered factors related to world energy demand and
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We conduct diagnostic checks once again after including expected
prices in the models of the sub-sectors that are included in Table 3.2. Be-
cause serial correlation and heteroskedasticity tests are not supported in
instrumental variable regressions, we use ordinary least square method to
shed some light. We detected heteroskedasticity only in Pulp and Paper.
We find the presence of higher order serial correlations in Computer and
Electronic Products (up to lag#6) and Transport Equipment (up to lag#3)
(Table 3.3). Our results for serial correlation is identical with the previous
results at least in terms of which particular cases are characterized by the
problem.

Owing to these test results, our estimation strategy is to use the three
stage least square (iterative) for a system of the set of equations for which
we could not detect existence of heteroskedasticity or serial correlation. We
use single equation GMM techniques for the three remaining cases, using
standard errors and weighting matrices adjusted for heteroskedasticity and
serial correlation by the Newey-West method. The chosen specification for
each group is the one that minimizes the GMM criterion according to the
test of over identifying restriction (Jensen’s J - Test).

3.5 Estimation Results and Analysis

The results reflect the variation in the energy intensity of the sec-
tors as illustrated in Figure 3.6, mainly the uniqueness of the Petroleum
and Coal Products and Computer and Electronic Products sectors. Our
estimates from the traditional model (Table 3.4) indicate energy using-
technical change in Petroleum and Coal Products in line with the upward
trend in energy intensity. For the Computer and Electronic Products sub
sector, our estimates indicate a possibly very high rate of energy efficiency
improvements, in line with a steep decline in the energy intensity observed

supply as well as domestic factors related to business decision processes and indicators
of the business environment. We use trends in world oil production and world per-
capita GDP to reflect the supply and demand factors. In addition to these global
variables, we use lending interest rates, the US-Canada exchange rate, and the TSX
composite equity index as indicators of the domestic business environment. These
domestic factors are particularly relevant as they can greatly influence business’
expectations and decisions. World per-capita GDP and interest rate are from the
World Bank, world development indicators; TSX index is from Data Stream; the
US- Canada Exchange rate is the official exchange rate from IMF financial statistics
yearbook; and world oil production is obtained from the EIA.
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in Figure 3.6. We do not detect energy-using or energy-saving technical
change in the Primary Metal sub-sector. There is evidence of energy-saving
technical change (energy efficiency improvement) in Food, Beverages and
Tobacco, Pulp and Paper, Cement, Fabricated Metal, Machinery, Com-
puter and Electronic Products, Transport Equipment, and overall Man-
ufacturing. The coefficient value is either -0.01 or -0.02 in most cases,
including the estimate for the overall manufacturing sector. 17

The estimates from the price-induced model which captures both the
autonomous and price-induced energy efficiency improvements indicates
that the traditional model may not fully account for energy efficiency im-
provements. This can best be judged by noting that the coefficient esti-
mates for the time trend are quite similar across the two specifications. In
the Primary Metal sub-sector, where no energy-related technical change was
detected, there is no evidence of price-induced energy efficiency improve-
ments as well. The other sub-sectors with no evidence of price-induced
efficiency improvements are Beverages and Tobacco, Fabricated Metal, and
Machinery sub-sectors.18 As before, there is energy-using autonomous tech-
nical change in Petroleum and Coal sub sector. However, price-induced
change is energy saving. We identify price-induced energy efficiency im-
provements in all groups except for the Computers and Electronics manu-
facturing and Primary Metals manufacturing sub-sectors.

Explaining sectoral variations

Our empirical results clearly show that there are important variations
across Canadian manufacturing sub-sectors. Hence, generalizing the evi-
dence observed at a more aggregate level to specific industries could be
misleading. This is important particularly from the perspective of climate
policy modeling. To illustrate, consider two particular cases - Computer
and Electronics Manufacturing, and the Primary Metal manufacturing sub-

17As a side note, we observe that energy and capital are complementaries in all cases ex-
cept for Computer and Electronics where the relative capital price has no effect. This
is consistent with the putty-clay and vintage capital theories of energy utilization in
production. Although energy and labour are complementary in the overall Manufac-
turing, there is variation across the sub-sectors. We find that they are substitutes in
Food, Beverages and Tobacco, and Primary Metal.

18As before, we observe that capital and energy are complementaries in most cases,
the only difference from our previous result is that relative capital price is now
statistically insignificant in the Machinery sub sector. We observe much variation in
the estimated coefficients of labour price across the two specifications.
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sectors. The evidence for the Computers and Electronic Products manufac-
turing sub sector can at least be partly explained in terms of a significant
effect of learning-by-doing shown by the highest autonomous energy effi-
ciency improvements. We assert that the coefficient of the time trend cap-
tures learning-by-doing, to a large extent. The results for Primary Metal
Manufacturing, a sub sector where we do not have evidence for energy ef-
ficiency improvements of any type, can be viewed within the context of
the results reported in Popp (2001) which shows that energy intensity is
not elastic with respect to innovations in the aluminum, metal coating,
rolling and casting, and steel foundries. These fall in the primary metal
manufacturing sector according to our grouping.

We found energy-using autonomous technical change in Petroleum
and Coal Mining along with price-induced energy efficiency improvements.
For the Petroleum and Coal Mining, the energy-using autonomous technical
change can be attributed to the changing mix of oil produced, particularly
the increased share of oil sands processing and bitumen upgrading. For
example, Natural Resources Canada (2006) projects that energy intensity
in the refining sector will increase by about 20 percent by 2020, as the
mix of crude oil for Canadian refineries becomes heavier, hence requiring
more processing. However, the sector is also innovating in response to high
energy costs. This price-induced efficiency would not be observed if only a
traditional model is considered.

Evidence of Price-Induced Energy Efficiency Improvement

We find evidence for price-induced energy efficiency improvements in
many of the sub-sectors. The estimated long-run elasticity of energy inten-
sity with respect to forecast oil price is about -0.04 for the overall manu-
facturing sector, after controlling for substitution effects and autonomous
energy efficiency improvement effects. The elasticities range between -0.02
to -0.99. The median estimate is -0.36.

To compare these results to other studies, Linn (2008) predicts that
a 10% increase in energy price induces an energy efficiency improvement
of about 1%. On the other hand, Sue Wing (2008) finds significant price-
induced energy efficiency improvements in only 4 of the 35 industries ana-
lyzed, of which two of the 4 are manufacturing industries. Sue Wing also
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reports cases in which the estimated elasticities imply increase in energy
intensity caused by energy price shocks. Because the results did not include
the overall industries as a group, it is difficult to establish the estimated
coefficients for all industries from Sue Wing’s results. However, Sue Wing
aggregates each component of the changes in industry-specific energy in-
tensities to the aggregate economy and concludes that induced innovation
led to a 9% decline in energy intensity compared to the base year. More-
over, Sue Wing shows that, whether it is induced or autonomous, technical
change was energy-using until 1980 and is energy-saving thereafter.

Popp (2001) estimates the effect of energy price on energy use by
considering both direct and indirect effects. The indirect effect is captured
by considering that energy use is affected by the knowledge stock which is
itself driven by energy prices. The indirect effect leads to induced energy
efficiency improvements. The breakdown of the elasticities of energy price
is computed by using a one period lag in energy price changes on the level
of energy knowledge. Popp estimated the relationship separately for 13
industries. By using the empirical results from Popp (2002) which show
that there is a positive relationship between energy price and patents (that
are used to construct energy knowledge stock) used in the estimation of
energy intensity, the effect of energy price via induced innovation is com-
puted. The median elasticity of energy use with respect to energy price via
induced innovation is -0.372, which is very close to our result.

3.6 Conclusion

We have estimated the relationship between energy intensity and ex-
pected energy price controlling for capital and labour prices relative to the
actual energy price to account for substitution effect and the time trend to
account for autonomous energy efficiency improvement. Our results indi-
cate the existence of price-induced energy efficiency improvements , beyond
the substitution effect, and autonomous energy efficiency improvements.
Variations across the sub-groups suggest that technical change may not be
induced by energy prices in some cases and may rather be autonomous, or
entirely price-dependent. Moreover, there are cases where there is no evi-
dence of technical change improving energy efficiency (e.g., primary metal
manufacturing sector).
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Our study is different from the previous literature in three respects.
First, we provide the first such study utilizing Canadian manufacturing
sector data. Second, we emphasize that energy price induces a host of
various activities all of which contribute to energy efficiency improvement.
Thus, focusing on a particular indicator of technical change (whether it
is innovation– R&D, or adoption of new technologies) might result in esti-
mates that wrongly attribute the unaccounted indicator of technical change
to the substitution effect. Third, we note that estimation of price-induced
efficiency improvement has been constrained by the impossibility of sep-
arating substitution and efficiency-improvement effects when only using
actual price data. We underline that actual energy price is, in the first
place, relevant to modeling energy efficiency-improvements only to the ex-
tent that it is a good proxy for the forecast price. We observed that it
is in fact not a good proxy for forecast comparing to forecasts that were
released by the the EIA (energy information administration). We exploited
this divergence to include two price variables in our models as two distinct
variables to capture the two distinct price effects.

We find that the coefficient estimates for autonomous technical change
does not change much across the two specifications (with and without the
inclusion of forecasted prices) while the substitution effects (price elastic-
ities) varied more significantly (Tables 3.4 and 3.5). The most important
implication of our results is that price-induced energy efficiency improve-
ments and autonomous energy efficiency improvements both contribute to
changes in the trends in energy intensity of Canadian manufacturing.

These results can be used in energy-economy models of climate pol-
icy analysis. Until recently, such economic models treated the energy ef-
ficiency improvements (EEI) as price-independent or autonomous (AEEI).
It is only recently that economic models of climate policy analysis have
started to introduce various ways of incorporating endogeneity of technical
change. Estimates for the parameter values to be used to formulate these
relationships are, however, still not well developed. Our results can be of
significant use in this respect.
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Chapter 4

“The Shale Gas Revolution”: An Opportunity or
a Challenge to Alberta’s CO2 Abatements?

4.1 Introduction

Alberta’s economy is heavily dependent on the development and use
of energy resources that are also a major source of greenhouse gas (GHG)
emissions. Therefore, global environmental demands to reduce greenhouse
gas emissions have very strong, and usually negative, implications for the
long-term growth and viability of Alberta’s resource based economy.

Alberta’s current GHG abatement policy reflects Alberta’s attempt
to reconcile growing domestic and global environmental demands while
ensuring the long-term viability of its important energy sector. In order
to achieve these seemingly disparate objectives, Alberta’s environmental
policy is geared toward an end-of-pipe, carbon capture and storage (CCS)
policy. This means businesses can produce emissions consistent with a
pro-growth strategy and CCS technologies will be relied upon to handle
the resulting emissions.

In this paper, we critically evaluate the long-term viability of CCS
technologies within the context of the shale gas revolution. Natural gas
prices have been declining over the last 5 years mainly due to the shale gas
revolution particularly in the United States. During the same period, gross
natural gas production has been increasing in the United States even while
production declined in Canada and the rest of the world in 2009. Since
2000, shale gas production has increased from accounting for only 1% of



US production to 20% in 2009 (Stevens, 2010).

This revolution has arisen because technological innovations have
made the extraction of large supplies of shale gas economically viable.
The 2010 annual energy outlook of the Energy Information Administra-
tion (Energy Information Administration, 2010) predicts that shale gas
output could increase to 8 trillion cubic feet (tcf) per day by 2025 and 10
tcf by 2035. In Canada, the National Energy Board (NEB) reports that,
as of July 2009, 234 horizontal wells were producing Shale Gas from the
Montney shale, raising output from zero in 2005 to 376 million cubic feet
per day; 8 million cubic feet per day is being extracted from the Horn
river basin; and 0.15 million cubic feet per day by the Horton Bluff Group
in New Brunswick. Additional projects are being undertaken in southern
Alberta and Saskatchewan by the Colorado group and in Quebec, by the
Utica group. The outlook has, therefore, has bee one where shale gas could
allow Canada to meet its own need for natural gas well into the 21st century
(National Energy Board, 2009).

We argue below that lower gas prices resulting from the expansion
in shale gas production now necessitate a public subsidy for CCS adop-
tion, larger than many would be able to ethically defend. We also show
that, even with large public subsidies for CCS adoption, Alberta’s emission
reduction objectives would not be met.

We then contrast Alberta’s current CCS policy with other options
available to the government. For example, we show that a carbon tax
would achieve Alberta’s emission targets after a relatively short adjustment
period, but the tax will necessarily impact negatively on specific energy
sources.

As a point of comparison, we examine the response from a com-
mand and control policy that mandates zero dirty coal-fired generation
after 2020.1 Interestingly, this policy can create a niche for the natural,
unsubsidized adoption of CCS technologies, but only before the shale gas
revolution. After the drop in natural gas prices, this niche is completely
occupied by natural gas fired generation facilities.

1That is, coal is allowed only if coal-fired plants are equipped with CCS.
This is similar to assuming that the Federal government would go ahead
with enacting the regulation governing coal electricity, announced on June
23, 2010 (http://www.ec.gc.ca/default.asp?lang=En&n=714D9AAE-1&news=
E5B59675-BE60-4759-8FC3-D3513EAA841C).
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The most important policy implication from the shale gas revolution,
however, is the important role to be played by natural gas fired electricity
generation. Our analysis shows that dirty coal is replaced by natural gas
fired generation units rather than by coal fired generation units equipped
with CCS technologies, as envisioned in Alberta’s environmental policy.
Even when CCS is subsidized to promote its use, the lower gas prices are
sufficient to drive most of the CCS coal and dirty coal from the market
place. The one clear theme emerging from this paper is that the shale gas
revolution has undermined any long-term case for subsidized CCS adoption
in Alberta.

The rest of the paper is organized as follows. In the second section, we
briefly discuss related literature followed by an overview of the current GHG
emission reduction approach in Alberta. The CIMS model, the baseline
input data, and natural gas price scenarios are discussed in section 4. We
present the analysis of our results in section 5 and present conclusions in
section 6.

4.2 Related Literature

Our paper is related to three distinct strands of literature. The first
is a small body of specialized literature dealing with environmental policy
in Alberta. As in MKJA (2007), our paper uses the Canadian Integrated
Modeling System (CIMS) to comment on Alberta’s environmental policy,
but can be distinguished from MKJA by the fact that their analysis is car-
ried out based on assumptions that were applicable before the shale gas
revolution. Our paper is the first to examine the implications of the shale
gas revolution for GHG abatement policy in Alberta. Brown and Krupnick
(2010) provide analysis of the implications of shale gas revolution in the
context of the US economy. Recent study by Cleland (2011) provides anal-
ysis of the overall implications of the shale gas revolution in the context of
Canada but not specifically explaining the implications for GHG mitigation
strategy. Among the main policy recommendations of the study, we find
the recommendation to ’avoid trying to pick winners and use performance
measures in preference to specified technologies when designing programs
or regulations’ very relevant to the issue we are analyzing in this study.
A related point is the need to approach CO2 abatement through pricing
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rather than regulation.

The second strand of literature examines the role of learning by do-
ing. One important reason for subsidizing CCS adoption is to promote any
cost savings that can be gleaned from learning by doing. This may be one
reason why the Alberta government has been keen to subsidize demonstra-
tion projects (Alberta Carbon Capture and Storage Development Council,
2009). Our paper is related to the empirical evidence showing that tech-
nology diffusion follows an S-shaped logistic curve with three characteris-
tic phases: initially, market penetration is slow as demonstration projects
are undertaken; followed by a rapid increase in market share during com-
mercialization phases; and eventually, growth slows down as technology
matures (Stoneman, 2002)). Over time, costs may decline via learning by
doing, learning by using, economies of scale in production; and research
and development (R&D) by producers/suppliers (McDonald and Schrat-
tenholzer, 2002). Learning is, therefore, a positive externality flowing from
the early adopters. This justifies a public subsidy for early adoption. We
argue in our paper that the learning rates necessary to make CCS adoption
viable are too high and imply too large a subsidy when compared to other
available policy options.

Public subsidy for CCS demonstration projects can be viewed in the
context of the market failure theory. More generally, Jaffe et al (2004) and
Jaffe et al. (2005) argue that the interaction of market failures associated
with pollution and the environment, and market failures associated with
the development and diffusion of new technology suggest a strong case for
public policy to foster development and diffusion of technologies. Providing
insurance against risks constitutes another form of subsidy (Dybvig and
Spatt, 1983). Thus, insuring against liabilities from possible leakage from
the sink after the project’s life plays a role of addressing public concerns as
well as reducing uncertainty that might deter CCS adoption.

The third literature of importance focuses on performance versus tech-
nological standards. In terms of which policy instrument is better suited
to induce development and diffusion of abatement technologies, Jung et al.
(1996) show that performance standards (technology standards) are ranked
the lowest. Moreover, Fischer (2008) argues that technology policy is more
effective with fuller emissions pricing and is better viewed as a complement
to, as opposed to a substitute for, emission mitigation policy.
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Empirically, very useful insights can be drawn from the US expe-
rience with Sulfur Dioxide (SO2) control in the electricity sector. This
provides a very good learning case as it possesses a number of similarities
with the Alberta CCS strategy. In particular, the 1978 amendment to the
National Ambient Air Quality Standards (NAAQS), mainly motivated by
the protection of the miners of high sulfur content coal, is very relevant.
The amendment effectively required installation of flue gas desulfurization
equipment (scrubbers) in new coal fired power plants (Ackerman and Has-
sler, 1981; Gollop and Roberts, 1985; Gollop and Roberts, 1983). The US
States in which dirty coal mines were located provided varying levels of
financial assistance to power plants in order of help to finance adoption of
scrubbers (Carlson et al., 2000).

We can draw some important lessons from this experience. First,
we note that the move to an across-the-board scrubber-forcing regime was
largely driven by lobby groups composed not only of environmental groups
but also of the dirty coal producers; known as the “Dirty Coal/Clean Air
Coalition” (Ackerman and Hassler, 1981; 1980). Effectively, the dirty coal
miners lobbied for scrubber subsidies for power plants in their area so that
local coal would be used and environmental standards met. In Alberta,
it appears that the oil and gas industry is supporting CCS policy. Views
expressed by an industry group known as ico2n ( www.ico2n.org.) lauding
the Alberta CCS Development Council’s recommendation for continuous
government CCS subsidy is a case in point.2 The results of our analysis
are consistent with those found in Ackerman and Hassler (1980; 1981) and
provide a new example of how the imposition of technology standards is
suboptimal. This analysis supports the statement by Cleland (2011) which
reminds policy makers to stick to the basic idea that market works and
we should be cautious about calls from interest groups for governments to
somehow fix things.

One of the problems with technology-forcing policies is that there is
no guarantee that they will lead to the desired levels of emission reductions.
In the case of CCS, there is no guarantee that installation of CCS would re-
sult in the emission reductions implied by the maximum capture efficiency.
Hence, requiring firms to install CCS may not necessarily be equivalent to
requiring emission cuts, thereby relieving the firms from tangible environ-

2http://www.ico2n.com/wp-content/uploads/2010/07/Alberta-got-it-right.
pdf
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mental constraints. This is particularly important if CCS adopting firms
will continue to receive public subsidies which implies that the firms are not
generally being held accountable for anything. The Alberta Carbon Cap-
ture and Storage Development Council, (2009) report calls for continuous
support at least in the medium term.

A second, and most important, problem is that even if the maxi-
mum capture rate is actually achieved, this does not necessarily mean that
the technology used provides the least-cost way to achieve the abatement
targets. Evaluating the US experience, Gollop adn Roberts (1985), for
example, show that the move to technology-based emission standards has
raised the cost of achieving the target SO2 emission rate by about 47%. In
the same vein, Carlson et al. (2000) report that the 1990 amendment to
the clean air act introducing a universal cap and trade scheme could in the
long run result in $700–$800 million per year in cost saving compared to
a command-and-control program characterized by a uniform emission rate
standard to be achieved by adopting scrubbers.

Deployment of CCS depends on its costs competitiveness with alter-
native abatement technologies (Johnson and Keith, 2004). Because of this,
its high investment costs have significant negative effects on CCS deploy-
ments. Lohwasser and Madlener (2009), for example, show that the share
of CCS in electricity sector in Europe could be about 16% in 2025 assuming
the lowest possible cost estimates. This percentage would be only 2% if the
highest investment cost was applicable. In the electricity sector, market
penetration of CCS also depends on market competitiveness of electricity
generated by plants equipped with CCS. Thus, the true cost competitive-
ness of CCS is best measured by comparing it with its closest marginal
competitor which can only be determined in the context (Anderson and
Newell, 2008). In this respect, fuel prices can have important effects be-
cause they can alter the reference technologies against which the compet-
itiveness of CCS will be measured. In a cost analysis provided by David
and Herzog (2000), for example, there is a significant difference between
reference technologies when natural gas prices are assumed to be $3/MBtu
and $6/MBtu, respectively. The reference plant is a coal-fired plant when
natural gas price is $6/MBtu while it is a natural gas fired plant when it
is $3/MBtu. This suggests that fuel price dynamics play an important role
in determining CCS competitiveness and hence its market penetration.
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The “shale gas revolution” in North America that has led to a dou-
bling of natural gas supply and significant drops in price, has, therefore, an
important role to play in determining the prospects of CCS deployments.
Cheaper supplies of natural gas imply substitution away from coal-fired
power generation, thereby changing the marginal competitor of coal-fired
plants with CCS to natural gas-fired power plants. Experience shows that
capture costs per tonne of CO2 are lower for coal-fired processes than for
gas-fired processes (Gielen and Podlanski, 2004). Apart from creating cost
disadvantages to CCS, natural gas can also deter investment in CCS be-
cause natural gas has a low CO2 content and hence the resulting GHG
emission reduction may mean that the very reason why CCS is required
may not exist anymore unless the emission reduction targets are extremely
high.

4.3 The Current Policy Environment

4.3.1 Policy Objectives

Alberta’s climate change action plan (Government of Alberta, 2008)
lays out emission reduction goals of 200 Mt/year relative to the business
as usual forecast by 2050. This is about 14% below 2005 levels. As shown
in Figure 4.1, which is taken from the Government of Alberta document,
CCS technologies are shown to have the potential to account for over 70%
(139 Mt/year) of the outlined emission reductions goals by 2050.

The business as usual forecast in Figure 4.1 incorporates the existing
regulatory framework known as the specified gas emitters regulation that
has been in effect since July 1, 2007. This regulation requires that large
emitters (facilities with 100,000 tonnes of GHG or more a year) reduce
emissions intensity by 12 percent per year relative to approved baseline
emissions intensity.3 The GHG emission reduction goals laid out in the

3That is, targets are set at the facility based on baseline levels and that facility’s per-
formance over time is compared against its approved baseline emissions intensity
based on the average intensities during 2003 to 2005 (Government of Alberta, 2007).
Independent third party verification of a facility’s baseline and annual emission in-
tensity is a mandatory requirement. The framework allows firms to meet compliance
requirements by purchasing Alberta-based offset credits, contributing to the Climate
Change and Emissions Management Fund at a rate of $15 t/CO2e, or by changing
their operations (energy efficiency and fuel substitution
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Figure 4.1: Alberta Emission Reduction Plan

action plan, therefore, indicate the desire to reduce GHG emissions beyond
what could be achieved under the existing regulatory framework.

Based on these goals, the government has adopted ensuring CCS de-
ployments as a key policy objective. It is important to note that the fore-
casts of emission reduction trajectories and the the possible contributions
of alternative reduction mechanisms (reduction wedges) were generated un-
der the assumption of a carbon tax regime of $50/t CO2e during 2011 -
2015; $75/t CO2e during 2016 - 2020; $100 /t CO2e during 2021 - 2025;
$150/t CO2e during 2026 - 2030; and $200/t CO2 during 2031 - 2050
(MKJA, 2007). This indicates that the government would have to price
GHG emissions to achieve CCS deployment of the magnitude laid out in
the action plan. The existing approach is, however, to subsidize demon-
stration projects in order to achieve deployment of commercial scale CCS
operations by 2015. More specifically, the policy objective is to implement
the three key immediate actions prescribed by the ecoEnergy Carbon Cap-
ture and Storage Task Force (2008).

The first immediate action prescribed by the Task Force was for Fed-
eral and Provincial governments to provide new public funding amounting
to $2 billion to leverage industry investment in the first three to five CCS
projects. This action was recommended in order to achieve GHG emission
reductions of about 5Mt/year through an initial wave of industrial CCS in-
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stallations. The second recommended immediate action calls for regulatory
clarity regarding the strategy of assuring that the provincial governments
are responsible for long-term liability obligations associated with CCS stor-
age. The third immediate action pertains to the creation of CCS-specific
measurement and crediting protocols with the objective of ensuring that
any CO2 credits from CCS are no less tradable or valuable than other
credits.

Beyond these immediate actions, the Task Force also makes a case
for continuous public support to sustain CCS activities through an interim
stage until the carbon market has matured or until other regulatory ma-
chinery is at the point where the financial gap facing CCS is sufficiently
closed (ecoEnergy Carbon Capture and Storage Task Force, 2008).

The Government of Alberta responded by announcing the establish-
ment of a CCS technology fund amounting to $2 billion, later ratified
through the Carbon Capture and Storage Funding Act (Government of
Alberta, 2009), in order to begin CCS implementation in Alberta. It also
commissioned a multi-disciplinary CCS Development Council (building on
the work of the ecoENERGY CCS Task Force) as a public-private partner-
ship, mandated with the tasks of assessing and recommending appropriate
timelines, policy and regulatory requirements for CCS standards. Specifi-
cally, the Council was mandated with the task of coming up with recom-
mendations regarding regulatory requirements for ensuring that new large
industrial facilities are designed and built to enable the capture of CO2;
and ensuring that existing large industrial facilities have plans in place to
be capture-ready; developing a policy approach and securing the necessary
financial resources required to build the CO2 infrastructure; and examining
and proposing a suite of tools and incentives to ensure industries in Alberta
maintain leadership roles in implementing CCS technology.

4.3.2 Implementing CCS Adoption in Alberta

The Alberta CCS Development Council released its final report, con-
sidered to be a blueprint for achieving swift, safe and widespread adoption
of carbon capture and storage (CCS) in Alberta, on March 4, 2009 (Al-
berta Carbon Capture and Storage Development Council, 2009). Specific
steps and measures regarding CCS adoption were outlined in terms of what
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the Council recommends as a mechanism for implementing the actions out-
lined in ecoEnergy Carbon Capture and Storage Task Force (2008). It was
shown that there is a significant financing gap that prohibits the private
sector from undertaking CCS investments. The gap exists even after con-
sidering the commercial use of the captured CO2 for enhanced oil recovery
(EOR) and the avoided compliance costs according to the specified gas
emitters regulation. Specifically, it was assumed that captured CO2 could
be sold to EOR businesses at a price of $25/t, and adding the avoided $15/t
compliance cost, CCS installation could generate $40/t for adopting firms.
On the other hand, a CCS cost survey shows that investment cost ranges
between $60/t and $250/t. This cost range is $60 to $150 for the electricity
sector, resulting in financing gap ranging from $20/t to $110/t.

If the authorities were to use a carbon tax to implement CCS, this cal-
culation suggests that an additional carbon tax of at least $20/t is needed.
The Council, however, argues for the public to fill the gap, at least in the
short run. The arguments are based on four main points. The first is that
the public would gain in terms of additional oil production from EOR lead-
ing to increased government revenues. Second, the province would avoid
the negative effects of additional taxes on investments in developing its re-
sources, thereby remaining economically competitive. Third, and specific
to the electricity sector, the deregulated electricity market would mean that
plants incurring CCS investment costs may not be able to compete, in the
market, as a result of which, such investments may never take place unless
the government subsidizes the incremental capital costs. Fourth, invest-
ments in initial demonstration projects could induce widespread deploy-
ment of CCS in the future, due to learning effects that are generated. As
such, the initial deployments are considered to be demonstration projects
and hence implementing a first set of commercial-scale projects will initi-
ate a learning-by-doing phase, which will result in cost reductions due to
improved materials and technology design, standardization of applications,
system integration and optimization, and economies of scale (ecoEnergy
Carbon Capture and Storage Task Force, 2008). Public subsidy is, thus, a
reward for early action considering these long term benefits.

More generally, public investment in CCS now would enable the
province to meet stringent national or intentional emission reduction re-
quirements in the future without negatively affecting its oil-based economic
growth. In line with the ecoEnergy Carbon Capture and Storage Task Force
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(2008) call for Federal and provincial governments to provide stable finan-
cial incentives to help drive CCS activities beyond the phase-one projects,
the Alberta Carbon Capture and Storage Development Council ( 2009) ar-
gues that there is a solid business case for continued government support
for CCS.

In addition to making a case for public support, the council also
outlines alternative approaches to providing the desired financial support.
The council specifically recommends the “pay-for-results” approach - a
delivery of financial support to CCS through a standardized dollar-per-
tonne-captured payment (Alberta Carbon Capture and Storage Develop-
ment Council, 2009).

Following the report, Alberta legally enacted the previously announced
$2 billion CCS Fund on June 4, 2009.4 So far, the government has allocated
$779 million, of which the federal government contribution is $343 million,
to help kick-start a CCS project, known as “project pioneer,” a coal-fired
power generation equipped with CCS with CO2 capture potential 1Mt per
year. Similarly, the two governments promised Shell Energy, for its “Quest
project,” a total of $865 million, of which $745 million was from the Alberta
CCS fund. “Quest” is expected to capture and store 1.2 million tonnes of
CO2 annually beginning in 2015 from Shell’s Scotford up-grader and ex-
pansion. A Letter of Intent to contribute $495 million was also signed with
Enhance Energy and North West Upgrading to construct a 240-km car-
bon dioxide (CO2) pipeline system that will greatly increase the capacity
for future carbon capture and storage projects in the province. The three
projects are part of the initial plan to achieve 5 Mt per year in emission re-
ductions beginning in 2015, solely through CCS implementation. Of these,
only “project pioneer” is in the electric power generation sector.5

4Carbon Capture and Storage Funding Act, http://www.qp.alberta.ca/574.cfm?
page=C02P5.cfm&leg_type=Acts&isbncln=9780779742141&display=html

5“The percentage of total CCS related costs supported by the program will be limited
to a maximum of up to 75% of total incremental CCS costs; with funds disbursed
prior to commencement of operations being limited to a maximum of up to 40% of
the total approved funding for the project. A maximum of up to 20% of the total
approved funding for the project will be paid on commencement of operations. The
remaining percentage of approved funding (at least 40%) will be disbursed as CO2
is captured and disposed, over a maximum of 10 years. The calculation of funds to
be disbursed will be based on each project’s remaining grant contribution, divided
by the expected CO2 capture volumes (defined in the grant agreement) over a ten
year period, and will be disbursed as volumes of CO2 stored are confirmed. After all
incremental CCS costs, plus a mutually accepted rate of return have been recovered
by the proponent, revenue from the sale of emissions credits, CO2 for EOR, and
other revenue streams generated by the capture, transport and storage of CO2 will

121

http://www.qp.alberta.ca/574.cfm?page=C02P5.cfm&leg_type=Acts&isbncln=9780779742141&display=html
http://www.qp.alberta.ca/574.cfm?page=C02P5.cfm&leg_type=Acts&isbncln=9780779742141&display=html


The Council’s report also articulated that should regulate Alberta
new oil sands, coal-fired power plants and other manufacturing and pro-
cessing projects to be capture ready beginning in 2010 to 2015. In this re-
spect, the approvals policy for oil sands projects articulates the requirement
for being CCS ready, as of January 17, 2008, for all new in situ bitumen
production projects using non-gaseous fossil fuels for steam generation.6

Such binding restriction is, however, not being imposed on the electricity
sector. For example, the Alberta Utilities Board has recently reached an
interim decision to grant permission for construction of a traditional coal-
fired plant.7 The Federal Government has, however, announced on June
23, 2010 a new regulation, to be effective by July 1, 2015, that requires
power companies to close their coal-fired facilities at 45 years of age or at
the end of the power purchase agreement, whichever is later. This implies
that companies would be prohibited from making investments to extend
the lives of those plants unless emission levels are reduced to the emission
levels of natural gas combined cycle plants. The new regulation encourages
electric utilities to transition towards lower or non-emitting types of gen-
eration such as high-efficiency natural gas, renewable energy, or thermal
power with carbon capture and storage (CCS).

A bill mandating the provincial government to assume long-term li-
ability was also enacted (Government of Alberta, 2010) as a step towards
implementing the recommendations to assume risks. More recently, two
important events have occurred. One is the news release from the Gov-
ernment of Alberta on March 11, 2011 announcing the establishment of an
expert panel to Review Alberta’s CCS Regulatory Framework and report
by Fall 2012.8 The second news is that Alberta is updating its carbon offset
credit program to allow multiple-credits in such a way that CCS projects
that are primarily used for straight injection and sequestration could receive
additional offset credits compared to capturing for EOR use. Accordingly,
large-scale, direct injection CCS projects that meet specific criteria will
receive a bonus credit for every tonne of offset credit created through the
capture and storage of their CO2.9

reduce allowable costs upon which the grant is based.” see www.energy.alberta.
ca/Org/pdfs/CCS_FPPInfo.pdf)

6http://environment.alberta.ca/documents/OSEMD_Approvals_Program_
Policy.pdf

7http://m.theglobeandmail.com/globe-investor/news-sources/?date=
20110630&archive=ccnm&slug=201106300709745001&service=mobile

8http://alberta.ca/home/NewsFrame.cfm?ReleaseID=/acn/201103/
30045A5A2059C-B0A9-5866-5BEC35F54255E39A.html

9http://alberta.ca/home/NewsFrame.cfm?ReleaseID=/acn/201106/
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Clearly, implementing CCS adoption in Alberta is in full swing and
the provincial government has so far taken, or announced plans towards
taking, all steps recommended by the ecoEnergy Task Force and the Alberta
CCS Development Council. The recommendations imply a large public
subsidy to finance a wave of 3 to 5 demonstration projects and provision
of various incentives providing continuos financial support in the future.
Significant amount of public subsidy will have to be provided every year in
order to achieve CCS deployment that would permit emission reductions
to the tune of the amount outlined in the action plan (Leach, 2011). Such
a big commitment of public investment for CCS has raised an important
ethical issue related to subsidizing certain forms of energy production.

4.4 Description of CIMS and Baseline Input Data

4.4.1 The CIMS Model

The Canadian Integrated Modeling System (CIMS) is a hybrid energy-
economy model developed and operated jointly by the Energy and Materials
Research Group (EMRG) at Simon Fraser University and MK Jaccard and
Associates. It tracks energy-end use technologies in both energy supply and
demand sectors through retirement and replacement, and retrofitting of old
stocks (Bataille, 2005).10 A two-tiered approach is used in driving CIMS
simulation results. That is, the energy market (the energy flow model)
and the goods market equilibrium (the macroeconomic feed backs) results
are solved separately and sequentially, with the energy market equilibrium
being determined first. That is, first, the energy supply and demand inte-
gration system adjusts energy prices and quantities by iterative convergence
between supply and demand for four energy end-use forms – electricity, nat-
ural gas, refined petroleum and coal.11,12 The interactions between demand

30771C28EE8FC-F24F-E03C-1BA374D3C893A32B.html
10The discount rates used in annualizing the upfront capital costs are individual discount

rates so as to take risk and option values into account, and incorporate intangible
benefits or costs estimated using stated preference experiments. These steps are
taken to render CIMS simulation “behaviourally realistic.”

11The equilibrium feedbacks incorporate both the convergence in energy demand and
supply and macroeconomic feedbacks. This is different from traditional bottom up
models that track changes in energy service demand regardless of supply.

12The macroeconomic integration is captured through goods and services demand feed-
backs via an adjustment factor that makes use of the price elasticities and financial
costs of the product (see Bataille, 2005) for a detailed description of how the multi-
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and supply determines the equilibrium energy price, which is linked to the
economic module through energy price elasticity of the demand for energy
in the production sector (Battaille, 2005).13

The energy demand module consists of the industrial, residential,
commercial and transportation sectors. The energy supply module con-
sists of primary energy supply (petroleum crude extraction, coal mining,
and natural gas extraction and transmission) and electricity generation.
We focus on the electricity sector in our analysis although we run the sim-
ulation in an integrated fashion, taking the dynamics in all sectors into
account.

Being a technology-rich model that is based on how the shares of
different energy-using equipment change in response to variation in costs,
CIMS has obvious benefits for research that targets market penetration of
a specific technology, such as CCS. It allows us to track CCS adoption
rates over time and under various scenarios. In addition to this benefit,
our decision to adopt CIMS is also based on the fact that previous analysis
of CCS adoption in Canada, in which context we would like to discuss
our results, was undertaken using CIMS. The assessments that form the
background information for the Alberta Climate Change Strategy was also
based on a study using CIMS(Government of Alberta, 2008).

However, CIMS has one obvious shortcoming - it does not permit
changes in production (supply) of goods and services in the economy, in-
cluding energy production.14 The effect of any excess demand is absorbed
by net exports. In the electricity sector, however, this would raise issues
related to transmission capacity, as a result of which the share of net ex-
ports were maintained at base year levels. This may have the implication
that the projected adoption of new technologies, including CCS, could be
somewhat exaggerated for any given scenario because the algorithm does
not permit for not generating electricity, it only determines what genera-
tion types are adopted, given demand and the total supply (which is fixed).
If we predict limited market penetration of CCS in the electricity sector

pliers are derived). Hence, CIMS constitutes three modules - energy service demand,
energy supply and macroeconomic.

13Although structural changes through demand feedback are permitted, the CIMS al-
gorithm is set in such a way that the maximum possible reduction in demand due to
increases in the cost of production emanating from energy price rises can not exceed
50 percent..

14This is a problem specific to the version of CIMS that was used have; the latest version
of CIMS attempts to overcome this shortcoming.
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due to a policy, therefore, it reflects conditions under the most conducive
circumstance due to the way the simulation algorithms are solved. This
can be viewed as an advantage given that our objective is to evaluate the
potential for CCS market penetration in the Electricity sector in Alberta.
The disadvantage is that this exaggeration also applies to the penetration
rates for renewables and natural gas. Thus, while CIMS is a good choice
for comparison with the previous analysis, a full examination of the issues
would benefit from a model that is more realistic along this dimension.

The Electricity Sector and CCS Technologies in CIMS

The CIMS technology file consists of existing generation capacity
characterized by types, costs, and life. Some of the available power plants
may retire during the simulation period, and their replacement is based on
market competition according to costs. Hence, an existing coal-fired plant,
for example, could be replaced by either a new coal plant (retrofitted) or
a natural gas-fired power plant, renewables such as wind and solar power;
or, technologies that are available in the future, such as coal and natural
gas-fired power plants equipped with CCS. Hence, descriptions of known
but not yet adopted technologies are also available.15

As shown in Figure 4.2, the technologies in each node compete with
each other given the total demand to be supplied according to the market
share of each node within each category of power generation. For example,
all the renewable technologies compete with each other and even if one
particular technology wins all of the market in that node, its total share in
overall power supply cannot exceed the share of the particular node.

Table 4.1 shows these node splits. The base-load, shoulder-load, and
peak-load are assigned 0.1461, 0.3586, and 0.4953, respectively. As shown
in Table 4.1, renewables account for 5% of the base load that itself accounts
for 50% of total electricity generation in the base year. Coal-fired power
accounts for 72% of total, and 93% of base load electricity generation. Thus,
about 97% of power generation in Alberta was based on fossil-fuels, 72%

15Technology market shares are determined by: MSit = LCC−v
it∑i=n

i=1
LCC−v

it

where MSit is

market share of technologyi in time t, LCCit is levelized cost per unit of output for
technology i in time t, v is a variance parameter which determines the slope of the
logistic curve (takes values greater or equal to 1); and n is the number of technologies
competing.
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Figure 4.2: A snapshot of CIMS Electricity Sector Energy Flow Model

coal and 25% natural gas. However, natural gas is found only in the peak
load or shoulder load categories.16,17

Over the forecast period, it is possible to hold base year shares con-
stant or allow them to vary. While there might not be any justifiable reason
to allow the node splits between peak load, shoulder load, and base load to
vary, the shares of the nodes within these major nodes should be variable.
In this way, the total market share of renewables, which was 2% in the
base year, should be allowed to vary in order to take the growth poten-
tials of these technologies into account. For example, most of the Alberta’s
electric power generation capacity increment in 2010 (320MW) came from
three new wind power facilities totaling 214 MW (Energy Resources Con-
servation Board, 2011).18 The CIMS simulation algorithm permits such
flexibility in that it would be possible to let the nodes within each gener-
ation type compete. That is, we let the winners in each node compete for

16We observe that shoulder-load is simply base-load but with no renewable sources of
electricity included.

17Note that CIMS electricity sector data deals only with utility electricity. Natural
gas dominates industrial cogeneration. In 2010, 69 per cent of the natural gas-fired
capacity in the province was classified as cogeneration (Energy Resources Conserva-
tion Board, 2011). (http://www.energy.alberta.ca/OurBusiness/electricity.
asp)). With cogeneration included, coal-fired power plants generated almost 59
per cent of the province’s electricity in 2010, while natural gas and hydro ac-
counted for 34 and 2 per cent, respectively. The remaining 5 per cent was generated
by wind and other renewable sources (http://www.ercb.ca/docs/products/STs/
st98_current.pdf). In CIMS, cogeneration associated to steam production is mod-
eled in the specific industries where it takes place.

18TransAlta brought on Summerview 2 and Ardenville (66 MW each) and NextEra
brought on Ghost Pine Wind Farm (81.6 MW).
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Table 4.1: Base year (2000) Market Shares of Electricity Technologies
!! !! !! !! !!

  

Peak Load  

(0.1461) 

Shoulder Load 

(0.3586) 

Base load          

(0.4953) Market Shares (%) 

Splits    !

Conventional 100% 100% 95% "#$!

 Renewables 0% 0 % 5% %$!!

Shares in Base Stock    !

        Conventional    !

Hydro   7% &$!

Combined Cycle Gas  55% 28%  '#$!

Single Cycle Gas 45% 0  ($!

Single Cycle Coal 0 72% 93% (%$!

         Renewables    !

Biomass   40% '$!

Small Biomass   3% !

Micro Turbines off 

Flare Gas   56% '$!

Wind (good site)     1% )*)&$!

!

Note: The sum of conventional and renewable market shares in total base
stock is not 100 because of rounding.

the demand to be supplied by each category (peak load, shoulder load, or
base load).

In addition to these technologies constituting the base year stock, the
technology database also includes technologies that are not yet in use, in-
cluding CCS technologies. Each technology comes as a power generation
plant characterized by generation capacity, upfront capital costs, fuel type
and the amount of fuel needed for a GJ of electricity generation which de-
termines applicable fuel costs given fuel price assumptions. Also included
are the non-fuel operating and maintenance costs, year of availability and
retirement (which determines the technology life), discount rates, and as-
sumed technology learning rates and maturity. The fuel type and its use per
unit of electricity generated, together with fuel-specific emission intensity,
determines emission per unit of electricity generated by each technology
type.

Under business-as-usual assumptions, demand for new technologies
arises when an existing technology retires or when demand for each power
generation type increases. In that situation, the technology with the least
cost is deployed. Under any given policy, a carbon tax for example, some
technologies may fail to become competitive because costs include any ex-
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isting subsidy or carbon charge. Thus, a carbon tax achieves its emission
reduction objectives by forcing some technologies to retire even though
they may not have reached retirement age. In a similar fashion, a policy
of phasing out certain types of technologies can also be modeled by simply
adjusting years of unavailability.

There are three types of plants with CCS technologies identified in
the CIMS technology data base: conventional combined cycle coal with
CCS, Integrated Gasification Combined Cycle Coal (IGCC) with CCS, and
the Natural Gas Combined Cycle (NGCC) with CCS (Table 4.1). The
capture efficiencies assumed are according to the information gleaned from
the IPCC comprehensive data presented in Table 4.2 (IPCC, 2005). Table
4.2 shows that representative emission reductions are 85% and 86% for
pulverized coal (PC) and IGCC plants with CCS, respectively. Capture
energy requirement increases fuel use per unit of electricity generated by
31% for PC and by 19% for IGCC plants with CCS. Capital cost increases
by an average 63% for PC and 37% for IGCC plants with CCS.

Based on this information, CIMS modelers assume a 90% capture
efficiency for IGCC plants, and 85% for conventional combined cycle coal
plants. Fuel use per unit of electricity generation would increase by 30%
for combined cycle coal with CCS plants and by 19% for IGCC plant with
CCS compared to their respective counterparts without CCS.19

19In Table 4.2, we also see information pertaining to abatement costs. The cost of abate-
ment specific to CCS is computed as a ratio of incremental product cost (increase in
unit electricity cost) to the reduction in per unit CO2 emissions:

Cost of CO2Avoided = COEcapture − COEref

(CO2/kwh)ref − (CO2/kwh)capture

where COEcapture is cost of electricity for a plant with CCS, and COEref is cost of
electricity for the reference plant. This cost includes transport and storage costs and
any gains from EOR. The emission factors, (CO2/kwh)ref and(CO2/kwh)capture are
emissions per kWh of electricity generated for the reference and the capture plants.
To evaluate cost in terms of capture only, the applicable formula is:

Cost of CO2 Capture = COEcapture − COEref

CO2 captrued/kwh

where CO2 captrued/kwh is the amount of CO2 captured per kWh of electricity gen-
erated.
In Table 4.2, the reported net capture cost is computed using the above equation.

For example, for the new PC plant, the amount of CO2 captured (the difference
between emission per kWh for a plant without capture and a plant with capture)
is 0.65 kgCO2/kWh or 0.00065tCO2/kWh. The difference in the costs of electricity
is 0.027 US$/kWh. Thus, 0.027 US$/kWh divided by 0.00065tCO2/kWh gives us
about US$41/tCO2.
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Table 4.2: Summary of CO2 capture costs for new power plants based on
current technology, excluding transport and storage costs or ben-
efits from EOR

Note: Costs are stated in constant US$2002. The average capacity factor is
80%. All costs include CO2 compression but not additional CO2 transport
and storage costs. Fixed charge factors ranging from 11-16% are added to
account for relevant fixed costs.
Source: IPCC (2005), Table TS.3
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Figure 4.3: Estimates of CCS Abatement Costs Based on Industry Survey
in Alberta

Source: Ian Murray and Co(2008)

Implications of CCS costs for CO2 capture potentials in Alberta

In Alberta, cost estimates based on a survey of 10 companies and
public-source information indicates that CCS costs in terms of CO2 abated
range between $50/t CO2 to $240/t CO2 (Figure 4.3). According to the
same survey by Ian Murray and Co (2008) CCS costs of abatement for
coal fired power plants ranges between $60/t CO2 to $150/t CO2 (in 2008$
discounted at 10% from year (s) incurred).20

The survey results were also used to estimate Alberta’s CO2 capture
potentials for each block of $/t CO2 abatement costs. In Figure 4.4, we see
that potential CO2 captures in Alberta are quite minimal for abatements
costs below $65/t CO2. The overall capture potential in Alberta by 2020 is
estimated to be about 85Mt per annum (Mt/year). The capture potential
from coal-fired plants is about $30 Mt/year, based on the estimates that
the abatement costs for coal-fired plants range between $60 - $150/t CO2
captured, and the observation that the amount captured for abatement
costs below $60/t CO2 is negligible.

Note that the increase in the capture potential for each block of abate-
ment costs is related to the estimated increase in CO2 supply (emissions)
20The study by Ian Murray and Co was carried out for the Alberta CCS Development

Council
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Figure 4.4: Alberta CO2 Capture Potentials

!

Source: Ian Murray and Co. (2008), Appendix 1(b)

in the absence of CCS. Most of the projected increases in CO2 emissions
come from oil sand operations, for which CCS abatement costs are above
$175/t CO2 (Figure 4.3). This is reflected in the significant gap between
the capture potentials pertaining to abatement costs below $200 and $250,
receptively. Should a carbon tax regime be applied to induce CCS deploy-
ment, the tax has to be as high as the abatement costs implied in Figure
4.3 and the abatement potentials related to these taxes are as highlighted
in Figure 4.4.

Technology Learning

CCS technologies are expensive mainly because they are currently at
development and demonstration stages. Costs are expected to decline over
time due to learning by doing.21 In the CIMS technology data base, as-
sumptions regarding learning rates were not provided for CCS power plants.
However, consideration of technological learning can have a significant in-

21There is still relatively little experience with the combination of CO2 capture, trans-
port and storage in a fully integrated CCS system, although separation of CO2 from
flue gases has been practiced for many years in industries such as ammonia pro-
duction, and natural gas sweetening (IPCC, 2005). This is particularly true for the
electricity sector (Rubin et al., 2007).
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fluence on the expected role of CCS technologies.

An extensive study on various types of technologies by IEA GHG
(2006) analyzes historical cost trends and estimates average learning rates
for capital costs and operating and maintenance costs for seven technologies
that are in some ways analogous to technologies used in power plants with
CO2 capture.22 Learning rates for operating and maintenance costs, and
capital costs were estimated separately. The predicted reductions in capital
costs of capture and overall costs of CCS, defined as the cost of a power
plant without capture minus the cost of a plant with capture at a point in
time, as both plant types benefit from “learning” are, respectively, 20% and
40% for Natural gas combined cycle post combustion capture; 15% and 26%
for Pulverized coal post combustion capture; 15% and 26% for IGCC (coal)
pre-combustion capture; and 13% for Oxy-combustion plant (coal).23 We
incorporate these estimated learning rates in our baseline forecast. That
is, we assume learning rates of 26%.24

4.4.2 Baseline Input Data and the Shale Gas Revolution

Baseline Input Data

To initiate simulation using CIMS, base-case macroeconomic fore-
casts (GDP in each sector, number of households or residential floor space;
commercial/institutional floor space; passenger-kilometer traveled; and en-
ergy price) are required. The respective market shares of each process and
technology at the start of the simulation are based on calibrated values.
Starting with these individual baseline forecasts and technology shares, the
CIMS algorithm generates equilibrium forecasts for the sectoral outputs,
equilibrium energy prices, the corresponding energy demand, technology
market shares, and the resultant GHG emissions.

We trace the implied annual growth rates for each sector from the

22These are flue gas desulfurization (FGD) in power plants; selective catalytic reduction
(SCR) in power plants; pulverized coal boilers; gas turbine combined cycle power
plants; liquefied natural gas (LNG) production plants; and oxygen production plants
and steam methane reforming (SMR) plants for hydrogen production.

23The reason for calculating learning as the decline in the difference in costs of plants
with and without CCS is to separate that part of the decline in costs solely at-
tributable to CCS costs.

24No learning information was provided for CCS technologies in CIMS.
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Figure 4.5: Trends in Real Alberta Reference Natural Gas Price (Ca $/GJ)
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Note: Values are nominal prices divided by CPI (2002=1). The Alberta
Natural Gas Reference Price is a monthly weighted average field price of
all Alberta gas sales, as determined by the Alberta Department of Energy
through a survey of actual sales transactions.

tables presented in MKJA (2007) report to compute the baseline input
data presented in Tables 4.3 and 4.4.

The Shale Gas Revolution: Natural Gas Price Dynamics and Future
Scenarios

Natural gas prices almost doubled during 2005. The reference price
was $5.7/GJ in January 2005, hitting double digits in December. This
trend continued through the early months of 2006 (Figure 4.5). The impli-
cation, at the time, of this trend for forecasted natural gas price was that
forecasters tended to expect this trend would continue, thereby leading to
high forecasts. This is what we observe in the baseline price forecasts used
in the MKJA (2007) report as shown in (Table 4.4). Figure 4.5, however,
shows that natural gas prices have been declining since early 2006.

The fact that forecasts made during a period of high natural gas prices
tend to be overstated is more clear from the forecasts in the EIA’ annual
energy outlooks (Figure 4.6). Comparison of forecasts made in 2008 (AEO
2009), 2009 (AEO 2010) and in 2010 (AEO2011) shows high actual prices
tend to lead to higher price forecasts while lower actual prices tend to lead
to lower price forecasts. Note, however, that forecasts predict that natural
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Table 4.3: Reference Energy Demand Drivers

Note: These values are based on prorated growth rates from the price
forecasts presented at 10 year intervals in MKJA (2007)
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Table 4.4: Reference Energy Prices

Note: These values are based on prorated growth rates from the price
forecasts presented at 10 year intervals in MKJA (2007)
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Figure 4.6: Comparison of Forecast Natural Gas Prices Based on Year of
Forecast

Source: EIA (2011), 2011 Annual Energy Outlook; http://www.eia.gov/
forecasts/aeo/pdf/0383(2011).pdf

gas prices will increase in all cases. EIA’s short-term outlook, however,
suggests that natural gas price is expected to decline in 2011 even though
the forecasts are made according to the annual outlooks (Figure 4.6) which
predict an increase.25 This was due to an upward revision of the supply
forecast.

The downward trend in natural gas prices during the recent past has
been driven by the shale gas revolution, particularly in the US. Since 2000,
shale gas production has increased from accounting for only 1% of US pro-
duction to 20% in 2009, mainly because of technological breakthroughs in
horizontal drilling and hydraulic fracturing which made extraction econom-
ical (Stevens, 2010). Gross production of natural gas in the US during 2005
- 2009 has been increasing even though production in Canada and Mexico
was declining (Table 4.5). In Canada, the National Energy Board (Na-
tional Energy Board, 2009) reports that, as of July 2009, 234 horizontal
wells were producing shale gas from Monteney shale, leading to an increase
in shale gas output from zero in 2005 to 376 Million Cubic feet in 2009.

Future prospect suggest that shale gas supply will increase signifi-
cantly both in Canada and the US. The 2010 International Energy Outlook,

25EIA, June 2011 Short-term Energy Outlook,http://www.eia.gov/emeu/steo/pub/
gifs/Fig4.gif
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Table 4.5: Natural Gas Production

2005 2006 2007 2008 2009

Canada 7734 7785 7625 7369 6928

United States 23457 23535 24664 25754 26177

North America 32775 33149 34167 35304 34879

World 125242 128590 132903 138091 132409

Source: EIA (2010), 2010 International Energy Outlook,
http://www.eia.gov/oiaf/ieo/pdf/0484(2010).pdf

for example, assumes North America’s natural gas production will grow by
18 percent over the projection period (Energy Information Administration,
2010). The United States accounts for more than 85 percent of this total
production growth, with an increase from 19.2 trillion cubic feet in 2007 to
23.4 trillion cubic feet in 2035 and a fivefold increase in total production
due to shale gas production that is expected to more than offset the forecast
decline in conventional gas. Canada’s natural gas production is expected to
decline from 6.3 trillion cubic feet in 2007 to 5.5 trillion cubic feet in 2020,
followed by production increases as the exploitation of shale gas, tight gas,
and coal bed methane resources reverses the decline in overall production
leading to an increase in total production of 6.7 trillion cubic feet in 2035.
Mexico’s natural gas production remains fairly flat in these projections,
growing only from 1.8 trillion cubic feet in 2007 to 2.1 trillion cubic feet
in 2035. Growth in prices is projected despite these projected increases
in in supply because of forecasts regarding increased demand (Energy In-
formation Administration, 2011). The 2011 Annual Energy Outlook, in
particular, projects that natural-gas fired electricity generation will expand
in the US (Energy Information Administration, 2011).

More recent forecasts of natural gas prices take this shale gas scenario
into consideration. Even though natural gas prices are forecast to increase
even with the shale gas revolution, mainly due to the assumption of in-
creases in demand and decreases in drilling, both driven by low prices, the
projection is that the growth in price will be very modest and significantly
less than the forecasts generated without taking the shale gas supply into
consideration (Energy Information Administration, 2010; 2011). Hence,
natural gas price assumptions used in the CIMS report (2007) shown in
Table 4.4 are very high, mainly because the shale gas revolution was not
taken into account at the time the forecasts were made, and also that the
benchmark year (2005/2006) for the forecasts was characterized by very
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Figure 4.7: Henry Hub Spot (wholesale price) and End-use Natural Gas
Price Forecast Growth Rates
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Source: Computed from EIA (2011), 2011 Annual Energy Outlook. Left
Panel is growth rate in wholesale price while right panel is growth rates in
end-use prices

high natural gas prices (Figure 4.7).

As a result of these observations, we construct forecasts of Alberta
reference natural gas price based on the growth rates computed from En-
ergy Information Administration (2011) forecasts. There are two types of
natural gas prices forecasted, the Henry Hub Wholesale Price and the end-
use price. As shown in Figure 4.7, the forecast annual growth rates in
the whole sale price fluctuate significantly while that of the end-use price
are relatively stable. As the right panel of Figure 4.7 shows, the forecast
growth rates in natural gas prices applicable to each end-use sector and
their weighted average remain stable after 2015, although some fluctua-
tions were predicted before that.

We construct our forecast for Alberta Reference Natural Gas Price
based on both of these growth rates (the growth rates in the wholesale and
average weighted end-use prices) for the years 2011 - 2035 ( Figure 4.8).
Figure 4.8 presents the Alberta reference price forecasts based on these
growth rates and the average forecast. We observe that the two growth
rate assumptions generate two distinct natural gas price forecasts which
we consider as the high and low forecast scenarios. For our analysis, we
use the average of these two forecasts as our baseline input data for nat-
ural gas price. According to our forecast, Alberta reference (real) natural
gas price remains unchanged during the period 2011 - 2014, and starts to
rise afterwards. The price remains below the $5/GJ mark over the entire
forecast period.
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Figure 4.8: Forecast Alberta Reference Natural Gas Price Scenarios ($/GJ)
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Note: The projection is based on historical Alberta Reference Real Price
($/GJ) and growth rates computed from EIA (2011)

4.5 Analysis and Results

4.5.1 Simulation Scenarios

We begin our analysis of the electricity sector by outlining a base
case that reflects business-as-usual behaviour. We assume that CCS power
plants will be online in 2015. Being a new technology, costs are assumed
to decline overtime due to learning by doing. We analyze three policy
scenarios under both price assumptions, all of which can be considered
CCS policies. The first is a carbon tax regime starting at $50/t in 2010
and escalating to $200 in 2035. The minimum tax considered is equivalent
to the minimum abatement cost associated to CCS adoption as shown in
Figure 4.3. We, then, consider two alternative policies (explained in detail
below), dirty coal control and 50% subsidy for CCS costs (Table 4.6).

We consider the existing specified gas emitters regulation with the
underlying carbon tax of $15/t and the high natural gas price assumed
when the Alberta action plan was issued to be part of our baseline scenarios.
We evaluate the effects of the shale gas revolution both on this business as
usual forecast and the policy scenarios considered.

Our baseline forecast suggests that overall Alberta GHG emissions
could reach 311 Mt CO2e by 2035 (Figure 4.9). About 44 Mt CO2e would
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Table 4.6: Description of the scenarios simulated

Simulation Scenarios Description

Business As Usual # 1
Prices assumed as in Table 4; A carbon Tax of $15/t  included 
according to the specified gas emitters regulation; CCS learning rate 
of 26% 

Business As Usual # 2 (Shale Gas Revolution)

Scenario #1-1

Scenario #1 - 2

Given the base case with LOW natural gas price scenario, we 
simulate a Carbon Tax ranging between $50 during 2011 - 2015; $75 
during 2016 - 2020; $125 during 2021 - 2025; $175 during 2026 - 
2030; and $200 during 2031 - 2035

Scenario # 2 -2

Scenario # 2 -1

Scenario # 3 - 1

All else same as above except that the low natural gas price forecast is 
used in this case 

Given the base case with HIGH natural gas price scenario, we 
simulate a Carbon Tax ranging between $50 during 2011 - 2015; $75 
during 2016 - 2020; $125 during 2021 - 2025; $175 during 2026 - 
2030; and $200 during 2031 - 2035 ( the carbon tax range is specified 
according to the relevant abatement cost range in Figure 4.3)

Given the base case with LOW natural gas price scenario, we 
simulate a CCS subsidy of 50% of the total capital cost

Scenario # 3 - 2
"Dirty Coal" Control by 2015 under the LOW natural gas price case: 
All coal fired power plants would be required to install CCS or exit

Given the base case with HIGH natural gas price scenario, we 
simulate a CCS subsidy of 50% of the total capital cost

"Dirty Coal" Control by 2015 under the HIGH natural gas price case: 
All coal fired power plants would be required to install CCS or exit (A 
policy of shutting down conventional coal plants was enacted in 
Ontario, for example)

Figure 4.9: Forecast Business as Usual GHG Emissions For Alberta
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be generated by the electric power generation sector. Generally, the refer-
ence case simulation results under the high natural gas price show that the
existing policy, the specified gas emitters regulation of $15/t, is not aggres-
sive enough to bring about significant changes in CO2 emissions or CCS
market penetration in the electric power generation sector. With this low
carbon tax level, CCS gradually enters the market, capturing only about
10% by 2035 (Table 4.8). The shares of coal would decline slightly over
time because of competition from natural gas, renewables and also CCS.
The main reason for increases in renewables and CCS market shares over
time under this low carbon tax regime are the assumptions that costs of
both CCS and renewables decline over time due to learning by doing. In
the next section, we evaluate the effects of the shale gas revolution on both
the baseline forecasts and effects of various policy scenarios.

4.5.2 The effects of the Shale Gas Revolution

4.5.2.1 The reference case

A high natural gas price assumption is inherently favorable toward
CCS in that it negatively affects the competitiveness of natural gas-fired
plants and permits coal CCS to gain a cost advantage. The natural gas
market has, however, significantly changed recently due to the shale gas
revolution. When we take this change into account, the first thing to note
is that our reference case results fundamentally change. This is what we
demonstrate in this section.

With the high natural gas price assumption, the share of coal is gen-
erally larger than the estimated share under the low natural gas price as-
sumption. Estimated CO2 intensity and emissions levels are, therefore,
lower under the low natural gas price assumption. The share of CCS that
was 6% in 2015 under the high natural gas price falls to 4% in the low natu-
ral gas price scenario (Table 4.7). Because the market shares are computed
based on cost comparisons, this reflects the fact that CCS faces less of a
cost disadvantage under the high natural gas price assumption. This has
important implications for CCS adoption and GHG abatement policies, as
CCS becomes a more costly abatement strategy under the low natural gas
price scenario.
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Table 4.7: Comparison of Reference Case Results

2010 2015 2020 2025 2030 2035

GHG Emissions (Mt Coe)

                   All Sectors 233 239 247 262 283 311

                   Electricity Sector 47 36 31 30 31 33

Emission intensity of electricity generation (t/GJ) 0.28 0.22 0.17 0.15 0.14 0.14

Fuel Consumption  (PJ) - all sectors

                  Coal  (PJ) 634 664 717 784 869 964

                  Natual Gas (PJ) 1609 1701 1758 1798 1836 1854

                  Refince Petroleum (OIL) (PJ) 544 624 712 834 978 1181

                  Electricity 262 271 280 294 317 345

Fuel Mix (Market Shares) in Electriciy Generation (%)

                    Coal 65 57 42 45 49 51

                    Coal CCS 0 6 9 10 10 11

                    Natual Gas 30 35 44 38 33 30

                    Renewables (Wind, Hydro, others) 5 9 12 13 13 14

GHG Emissions (Mt Coe)

                   All Sectors 233 239 247 261 281 306

                   Electricity Sector 47 36 30 29 29 31

Emission intensity of electricity generation (t/GJ) 0.28 0.22 0.16 0.14 0.14 0.13

Fuel Consumption  (PJ) - all sectors

                  Coal  (PJ) 626 652 682 728 783 839

                  Natual Gas (PJ) 1757 1941 2098 2266 2471 2690

                  Refince Petroleum (OIL) (PJ) 436 461 491 527 563 630

                  Electricity 258 263 269 280 296 315

Fuel Mix (Market Shares) in Electriciy Generation (%)

                    Coal 33 29 12 20 20 21

                    Coal CCS 0 3 3 5 5 5

                    Natual Gas 63 64 80 69 69 66

                    Renewables (Wind, Hydro, others) 4 4 5 7 7 8
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Another important anticipated effect of the shale gas revolution is a
shift away from renewables.26 The shares of renewables diminish as they
face competition from low cost natural gas. The concerns regarding the
negative impacts of the shale gas revolution on renewables appears to be
supported by our results. Even though it reduces the role of renewables
in Alberta, the overall effect is positive in the sense that the increase in
natural gas-fired electricity is significantly larger and therefore the CO2
intensity of electricity consumption in Alberta declines.

Needless to say, coal consumption is generally less under the low nat-
ural gas price scenario while natural gas consumption is larger. Alberta,
being endowed with both resources, may not experience economic costs
in terms of job losses due to this shift in demand from one sector of the
economy to another. The negative impact on the coal sector is, however,
notable.27 In the following subsections, we analyze the effects of three pol-
icy scenarios, emphasizing the effects of the shale gas revolution on the
outcomes of the policies.

26One of the most widely expressed concerns with the shale gas revolution is its poten-
tial to kill renewables (e.g. http://www.ottawacitizen.com/news/Cheap+shale+
kills+renewable+resources+energy+price/4960456/story.html).

27This statement assumes that supply is demand driven. Given that Alberta consumes
about 80% of its coal production, rises and falls in domestic consumption have a
profound effect on production.

142

http://www.ottawacitizen.com/news/Cheap+shale+kills+renewable+resources+energy+price/4960456/story.html
http://www.ottawacitizen.com/news/Cheap+shale+kills+renewable+resources+energy+price/4960456/story.html


4.5.2.2 Carbon Tax

The theoretical underpinnings for a carbon tax are well known. Roughly
speaking, the tax should be set at a rate equal to the marginal social cost
of carbon. In this manner, an unpriced input into the production process
receives a value that firms must now pay. The increased cost of using clean
air as a waste facility causes firms to rationalize on their use of the now
more expensive input.

In this subsection, we provide comparisons of the results for the tax
policy scenario. We observe that CO2 emissions significantly decline un-
der the tax regime relative to the reference case (Table 4.9). Generally
speaking, emission taxes generate equivalent results in terms of the effects
on CO2 emissions under the two price scenarios (Table 4.8). The main
difference is related to how the reductions are achieved. First, note that
the carbon tax could be used to remove all dirty coal electricity generation
from the economy. In the high natural gas price case, a carbon tax of about
$125/t would be needed to eliminate dirty coal while a $75/t tax would be
enough under low natural gas prices.

In Table 4.8, we express carbon tax rates in terms of dollars per GJ of
electricity generated, based on the CO2 intensity of electricity generation
in the reference cases (see Table 4.7 ). We compare these to the per unit
cost of electricity generation in the reference cases (under both the low
and high natural gas price scenarios). A $50/t carbon tax during 2010 -
2015 adds about $11/GJ to the cost of electricity under both natural gas
price scenarios. A $200/t tax adds about $26/GJ and $28/GJ, respectively
under the low and high natural gas prices. This more than doubles the cost
of electricity. Thus, we observe that the effects of these carbon taxes on
electricity costs are large. There is a slight advantage in this respect in the
low natural gas price scenario because larger reliance on natural gas will
reduce the carbon intensity of electricity generation.

The carbon tax leads to a significant increase in CCS market shares.
Under the high natural gas price scenario, the share would be 26% at a
carbon tax rate of $50/t in 2015, compared to 15% under the low natural
gas price scenario. The highest market share at the high carbon tax of
$200/t would be 45% with the high natural gas price scenario. This would
be only 29% under the low natural gas price case (Table 4.9). This indicates
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Table 4.8: Reference case electricity prices and carbon tax per GJ of
electricity
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the important role played by natural gas in reducing emissions, with low
prices resulting in increased uses, thereby reducing CO2 emissions.

While a carbon tax raises the market shares of renewables signifi-
cantly, low natural gas prices have the effect of significantly constraining
this impact, particularly in the short-term. The share of renewables would
jump to 32% in 2015 under the high natural gas price scenario. In the low
natural gas price case, this would be only 17%. In the long run, however,
there is not much difference in the market shares of renewables. By 2030,
for example, renewables account for 43% under the high natural gas price
scenario while they accounts for 40% under the low natural gas price sce-
nario. This is due to two factors operating simultaneously. The first is
that the share of natural gas appears to start to diminish after hitting its
maximum potential. The second is that costs of renewables decline over
time due to learning by doing.

In the high natural gas price environment, the immediate effect of a
carbon tax is to raise the share of natural gas despite the assumed high
natural gas price, pending gradual market penetration of alternative tech-
nologies, namely CCS coal and renewables. This is important to note
because it entails that natural gas is acting as an alternative mechanism
for reducing GHG emissions in the short term while the other two are long-
term solutions. The reduction in natural gas prices due to the shale gas
revolution would more than double this potential of natural gas to act as
a CO2 abatement mechanism. The share of natural gas in 2010 under the
high price scenario is 30% compared to the 63% share in the low natural
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Table 4.9: Comparison of Simulation Results for Carbon Tax Policy

2010 2015 2020 2025 2030 2035

GHG Emissions (Mt CO2e)

                   All Sectors 233 218 221 205 198 195

                   Electricity Sector 48 33 33 28 20 18

Emission intensity of electricity generation (t/GJ) 0.20 0.14 0.14 0.11 0.07 0.06

Fuel Consumption  (PJ) - all sectors

                  Coal 754 732 788 848 891 930

                  Natual Gas 1524 1646 1724 1820 1933 2102

                  Refince Petroleum (OIL) 540 586 632 681 728 772

                  Electricity 247 250 257 271 296 326

Fuel Mix (Market Shares) in Electriciy Generation (%)

                    Coal 65 6 2 0 0 0

                    Coal CCS 0 26 28 33 34 34

                    Natual Gas 30 36 35 27 23 21

                    Renewables (Wind, Hydro, others) 5 32 35 40 43 45

GHG Emissions (Mt CO2e)

                   All Sectors 232 217 221 204 198 195

                   Electricity Sector 47 32 33 27 20 18

Emission intensity of electricity generation (t/GJ) 0.20 0.14 0.13 0.10 0.07 0.06

Fuel Consumption  (PJ) - all sectors

                  Coal 734 710 754 788 795 812

                  Natual Gas 1677 1840 1959 2095 2255 2456

                  Refined Petroleum (OIL) 433 452 478 506 532 564

                  Electricity 244 244 248 255 271 296

Fuel Mix (Market Shares) in Electriciy Generation (%)

                    Coal 33 4 1 0 0 0

                    Coal CCS 0 15 18 27 29 29

                    Natual Gas 63 64 58 38 32 29

                    Renewables (Wind, Hydro, others) 4 17 23 35 40 42
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gas price case.

The result also suggests that higher carbon taxes are needed for CCS
to be able to compete with natural gas. In both price scenarios, we observe
that CCS market shares increase, eating into the share of natural gas as
the carbon tax increases over time (Figures 4.10 and 4.11). In 2035, at
a carbon tax of $200/t, the shares of CCS are estimated to be 34% in
the high natural gas price scenario compared to 29% in the low natural gas
price case. This 5 percentage point difference suggests that a higher carbon
tax would be needed to achieve full CCS deployments under low natural
gas price. In other words, the GHG emission reduction targets could be
more stringent such that natural gas burning itself can be penalized via the
tax.

Under the high natural gas price scenario, the share of natural gas
would only slightly increase and then be reversed as soon as the carbon tax
is raised to about $50/t. Its high cost would not allow it to compete with
CCS and renewables when carbon taxes are increased. This is because
natural gas is less clean relative to CCS coal and renewables so that it
would lose its cost advantages at very high carbon tax rates.

A comparison of cumulative emission reductions due to CCS market
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Figure 4.10: Market Shares Under Tax Policy in High Natural Gas Price
Scenario
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Figure 4.11: Market Shares Under Tax Policy in Low Natural Gas Price
Scenario
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Figure 4.12: Cumulative CO2 Captures Under CO2 Tax Policy
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penetration indicates differential effects of a carbon tax under the two price
scenarios. As expected, CO2 abatement potentials using CCS would be lim-
ited due to the shale gas revolution. The difference is about 1 Mt CO2e in
general. Hence, we conclude that the reduction in natural gas prices would
reduce CCS potential as an abatement mechanism by this magnitude. As
a side note, we observe in Figure 4.12 that the cumulative CO2 capture
curve becomes steeper after a carbon tax of $125/t, suggesting that incre-
mental taxes beyond this tax level would have significant impacts on CO2
capture.

4.5.2.3 CCS Cost Subsidy

Subsidization of CCS has been an approach chosen by the Alberta
government to achieve fast and widespread application of these technolo-
gies. The subsidy amount we simulate is 50% of a CCS coal plant capital
cost. The exact subsidy amount for combined cycle coal plants with CCS
is $614,481,243 and $389,059,972 for IGCC plants. Costs are discounted at
35% while technology life is assumed to be 30 years.28 Given the specific
generation capacities this subsidy is about $12 per GJ of electricity.

The amount of subsidy considered here appears to be extremely high.
Yet, we observe that, even this amount of subsidy, is not enough to bring
about complete replacement of “dirty” coal-fired plants with CCS coal
28Practically, a CCS subsidy amounting to over $700 million has been pledged for the

“project pioneer” with 100 MW capacity, expected to capture about 1Mt/year.
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Table 4.10: Comparison of Results for CCS Subsidy Policy

2010 2015 2020 2025 2030 2035

GHG Emissions (Mt CO2e)

                   All Sectors 233 238 245 258 276 300

                   Electricity Sector 48 47 39 36 34 32

Emission intensity of electricity generation (t/GJ) 0.28 0.28 0.21 0.18 0.16 0.14

Fuel Consumption  (PJ) - all sectors

                  Coal 634 667 740 825 927 1037

                  Natual Gas 1609 1699 1748 1782 1815 1830

                  Refined Petroleum (OIL) 544 624 712 833 977 1179

                  Electricity 262 271 280 294 317 345

Fuel Mix (Market Shares) in Electriciy Generation (%)

                    Coal 65 4 3 3 4 4

                    Coal CCS 0 56 56 56 56 57

                    Natual Gas 30 15 16 15 14 14

                    Renewables (Wind, Hydro, others) 5 25 25 25 25 26

GHG Emissions (Mt CO2e)

                   All Sectors 233 239 245 258 276 299

                   Electricity Sector 47 46 39 35 34 32

Emission intensity of electricity generation (t/GJ) 0.28 0.27 0.23 0.19 0.17 0.15

Fuel Consumption  (PJ) - all sectors

                  Coal 626 657 718 795 882 971

                  Natual Gas 1757 1937 2074 2224 2409 2610

                  Refined Petroleum (OIL) 436 461 491 527 563 630

                  Electricity 258 263 269 280 296 315

Fuel Mix (Market Shares) in Electriciy Generation (%)

                    Coal 33 4 3 3 3 3

                    Coal CCS 0 50 47 52 52 52

                    Natual Gas 63 24 29 22 22 21

                    Renewables (Wind, Hydro, others) 4 22 21 23 23 24
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plants under either price scenario. One clear impact is, however, the share
of CCS in the short term under this policy scenario is significantly larger
than what we observed under the tax policy. Hence, a CCS subsidy helps
to speed up CCS deployments.

It appears that all the incremental gains in market shares for CCS in
the high natural gas price scenario are from the “dirty” coal share. In the
low natural gas price scenario, a CCS subsidy helps CCS to compete with
natural gas and a significant proportion of the increment in CCS market
shares come from the natural gas market shares (Figures 4.13 and 4.14).
Nevertheless, the CO2-reducing impacts of CCS are very limited under both
price scenarios. As shown in Table 4.10, electricity sector CO2 emissions
are not significantly reduced either relative to the base year (2010) or with
respect to the reference case emissions presented in Table 4.7.

The main reason for this is that a CCS subsidy would severely con-
strain renewables. A CCS subsidy would enable CCS plants to crowd out
other low emission-intensity power generation types such as natural gas and
renewables. A carbon tax, on the other hand, creates a cost disadvantage
for CO2-intensive power generation types, thereby creating a favorable sit-
uation for the less CO2-intensive plant types. As shown in Table 4.10, the
maximum market shares for renewables under a CCS subsidy is 26% com-
pared to about 45% under the carbon tax regime. A CCS subsidy is not,
therefore, a policy that leads to more emission reductions in Alberta. In
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Figure 4.13: Market Shares Under CCS Subsidy, High Natural Gas Price
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the low natural gas price environment, the potential for a CCS subsidy to
reduce CO2 emission is a further limited, as can be seen in Figure 4.15.

As such, one can consider a CCS subsidy as a subsidy for the coal
sector instead of a CO2 reduction policy. Should taxes be used to reduce
CO2 emissions, coal would suffer the most. Under the CCS subsidy how-
ever, coal consumption in the long-run would be larger than the business
as usual forecasts under either price scenario.

The effect of the shale gas revolution on a CCS subsidy policy is
related to the observation that the CCS subsidy would be used to crowd out
natural gas and renewables, a transition with no environmental benefits.
Under the high natural gas price scenario, a CCS subsidy would largely
lead to displacement of ‘dirty’ coal plants by CCS plants, with associated
environmental gains. This suggests that a CCS subsidy policy may not
be supported as an abatement strategy under the low natural gas price
scenario. Generally speaking, subsidization of CCS implies that Albertans
are paying to ensure that the coal sector remains a major fuel source for
electricity generation. The shale gas revolution is shown to have remarkable
implications for this strategy.
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Figure 4.14: Market Shares Under CCS Subsidy, Low Natural Gas Price
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Figure 4.15: Cumulative CO2 capture under CCS subsidy policy
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4.5.2.4 Coal Control

A third policy alternative, the policy of banning ‘dirty coal’ plants
after 2015 is also considered. This is a policy similar to Ontario’s policy
of gradual decommissioning of coal-fired generation by 2014.29 We con-
sider this mechanism since our results suggest that dirty coal cannot be
eliminated via subsidy. In the event that taxes may not be favored, the
most obvious alternative mechanism is to implement this strategy. In this
case, we impose a mandate of zero dirty coal by the end of 2015. The
impact of such a mandate is very different from that which occurs via a
subsidy. Under such a policy, there is no specific requirement as to which
other generation types would provide the replacements such that coal-fired
with CCS, natural gas-fired, and renewables would all compete for avail-
able market share. Thus, this policy is a strong CO2 emission reduction
strategy since it removes dirty coal from the market. However, it should
not be considered a CCS implementation strategy since it does not create
a specific incentive for CCS adoption.

Our simulation results for this policy scenario suggests that the im-
mediate effect is to substantially raise the market share of natural gas-fired
power plants. As the cost of CCS declines over time, due to learning by
doing, CCS market shares would increase in the long run. This pattern,
however, depends very much on natural gas prices. Although we observe
notable market penetration of CCS under the high natural gas price sce-
nario, this is almost absent in the low natural gas price scenario (Figures
4.16 and 4.17). We see in Figure 4.18 that the carbon capture potential un-
der this policy is very limited under low natural gas prices. This is because
the policy does not involve financial incentives (taxes that punish ‘dirty
coal’ and natural gas or a subsidy for CCS). In this case, even if ‘dirty coal’
is removed, it would be replaced by cheaper alternatives and CCS is not

29Government of Ontario (September 3, 2010); Ontario’s Coal Phase Out Plan, http://
www.news.ontario.ca/mei/en/2009/09/ontarios-coal-phase-out-plan.html.
A very important policy concerning coal-fired power plants was, however, announced
on June 23, 2010 by the Federal Government of Canada. According to the new
regulation, to be in effect by July 1, 2015, power companies would have to close
their coal-fired facilities at 45 years of age or at the end of the power purchase
agreement, whichever is later which implies that companies would be prohibited
from making investments to extend the lives of those plants unless emission levels
can be reduced to those of natural gas combined cycle plants. The new regulation
encourages electric utilities to transition towards lower or non-emitting types of
generation such as high-efficiency natural gas, renewable energy, or thermal power
with carbon capture and storage (CCS).
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Figure 4.16: Market Shares Under “Dirty Coal Control, High Natural Gas
Price Case
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one of them.

An interesting result is that the GHG emission trajectory under this
policy is quite similar to the path observed under the CCS subsidy policy
scenario. In the high natural gas price case, emission reduction is achieved
via market penetration of both CCS and renewables. With low natural
gas prices, emissions are reduced via widespread use of natural gas. This
policy, therefore, has some desirable features relative to the alternatives to
the extent that Alberta is endowed with natural gas resources that would
imply that the increase in natural gas demand could compensate for the
temporary loss in coal production.

4.6 Conclusions

Our analysis suggests that the shale gas revolution has made CCS
adoption obsolete in Alberta. Even with substantial subsidies, CCS adop-
tion is dominated by natural gas and renewables in the electricity supply
sector. Emission reduction objectives are met if environmental policy em-
ploys a carbon tax.

The big winner from lower natural gas prices is of course natural gas
fired electricity generation. While the coal sector is impacted negatively,
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Table 4.11: Comparison of Results for “Dirty” Coal Control Policy

2010 2015 2020 2025 2030 2035

GHG Emissions (Mt Coe)

                   All Sectors 233 239 246 259 277 302

                   Electricity Sector 48 48 48 46 45 44

Emission intensity of electricity generation (t/GJ) 0.30 0.28 0.29 0.25 0.23 0.20

Fuel Consumption  (PJ) - all sectors

                  Coal 634 664 695 740 801 876

                  Natual Gas 1609 1701 1774 1830 1881 1910

                  Refince Petroleum (OIL) 544 624 713 836 981 1185

                  Electricity 262 271 280 294 317 344

Fuel Mix (Market Shares) in Electriciy Generation (%)

                    Coal 65 42 0 0 0 0

                    Coal CCS 0 7 21 26 30 35

                    Natual Gas 30 40 60 50 42 35

                    Renewables (Wind, Hydro, others) 5 10 19 24 27 30

GHG Emissions (Mt Coe)

                   All Sectors 233 239 247 260 278 303

                   Electricity Sector 47 37 30 27 27 28

Emission intensity of electricity generation (t/GJ) 0.29 0.22 0.18 0.15 0.14 0.13

Fuel Consumption  (PJ) - all sectors

                  Coal 626 652 671 699 736 772

                  Natual Gas 1757 1941 2107 2289 2508 2744

                  Refince Petroleum (OIL) 436 461 491 527 564 631

                  Electricity 0 263 269 280 296 315

Fuel Mix (Market Shares) in Electriciy Generation (%)

                    Coal 33 19 0 0 0 0

                    Coal CCS 0 4 3 6 6 8

                    Natual Gas 63 73 93 86 86 84

                    Renewables (Wind, Hydro, others) 4 5 4 8 8 8
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Figure 4.17: Market Shares Under the “Dirty Coal” Control Policy, Low
Natural Gas Price
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Figure 4.18: Cumulative CO2 Capture Under the “Dirty Coal” Control
Policy
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Alberta can still benefit to the extent that these generation facilities use
Alberta natural gas. This option is a much cheaper way of achieving the
twin goals of environmental improvement and the continued prosperity of
Alberta’s energy sectors. Implementing the policy of ‘dirty coal’ control
under the low natural gas price scenario would lead to a total collapse
in the coal production sector since CCS coal cannot compete with cheap
natural gas. In this environment, a CCS subsidy is simply a subsidy for
the coal sector rather than an environmental policy.

Note, however, that our analysis is limited to the electricity sector.
The implications of the shale gas revolution for CCS strategy in other
sectors, particularly oil sands operations, requires a separate investigation.
Given that oil sands operations utilize natural gas for steam and electricity
production, CCS in this sector is applied to natural gas. In this situation,
therefore, cheap natural gas might have positive effects on CCS adoption
because it reduces overall costs of production.

Future work could also look at the learning rate which would be re-
quired in order to make CCS subsidization an economically desirable op-
tion. This could be accomplished by running simulation for various learning
rate assumptions with the CCS cost subsidy in the context of the low nat-
ural gas price scenario.
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Chapter 5

Summary and Conclusions

We have presented three chapters that provide empirical studies focus-
ing on energy efficiency and environmental policies in Canada, each chapter
focusing on a distinct topic. The first study focuses on empirical analysis
of the EGH program in Canada. In 1998 the Canadian government intro-
duced the EnerGuide for Houses (EGH) program, essentially consisting of
home energy audits with financial incentives provided to the homeowner
upon verification that sufficient auditor-recommended upgrades were un-
dertaken to achieve energy savings. In this study, we analyze the EGH
data compiled between October 1998 and September 2005 to determine
(i) what types of households chose to participate; (ii) what are the main
types of retrofits chosen, and (iii) what appear to be the main factors that
contributed to only a portion of the households that completed the first
audit actually undertaking retrofits and which types of households were
most likely to do so. We model both the probability and the intensity of
retrofit decisions. We find that energy cost savings, financial incentives,
and costs of retrofits are important factors behind retrofit decisions given
several other home- and household-specific characteristics.

In the second study, we have focused on price-induced energy effi-
ciency improvements in the manufacturing sector. We tackle the problem
of estimating price-induced energy efficiency improvements by consider-
ing that investment in energy-efficient equipment and machinery is based
in part on expectations regarding the future flow of benefits from energy
costs saved. Expectations among business managers about future energy
prices can be greatly influenced by energy price forecasts released by various
institutions such as the US Department of Energy’s Energy Information Ad-



ministration. There has been, however, significant variation between such
forecasts and realized energy price trends, and it is these realized trends
that have been traditionally used to model energy efficiency. In this paper,
we estimate the relationship between expected energy prices, to the extent
that they are captured by forecasted oil prices, and energy intensity in
the Canadian manufacturing sector by controlling for autonomous energy-
efficiency improvements and substitution effects captured by actual relative
factor prices such that the estimated coefficients on forecasted energy prices
provide information on price-induced energy efficiency improvements.

Finally, we have studied the implications of the “shale gas revolu-
tion” for Alberta climate change strategy to which CCS subsidy is a cen-
tral approach. Alberta’s 2008 Climate Change Strategy highlights the large
greenhouse gas emission reduction potentials associated with Carbon Cap-
ture and Storage (CCS) technologies. To this effect, the government has
allocated significant amounts of money to subsidize adoption of these tech-
nologies, and the Alberta CCS Development council recommends contin-
uous provision of public subsidy. Meanwhile, the “shale gas revolution”
has resulted in a significant increase in the supply of natural gas in North
America, resulting in a significant drop in the price of natural gas. These
dynamics were not in the picture when the Climate Change Strategy was
prepared, as high natural gas price forecasts were used in the analysis that
formed the basis for the strategy document. In the third study, we show
that taking the new natural gas market realities into account significantly
changes the potential role of CCS in the electricity sector. Using the CIMS
simulation model, we show that coal plants equipped with CCS would not
constitute a significant share of the market even when a 50% CCS subsidy
is provided. Accordingly, the CO2 abatement potentials via CCS is limited.
As a result, we conclude that justifying the huge CCS subsidies would be
very difficult, at least for the electricity sector.
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Appendix A

Chapter 2 Appendices

A.1 Capital Cost Calculations

Capital costs associated to the upgrade scenarios are computed using
the information from Guler et al. (1999) and Aydinalp et al. (2001).

Costs of heating system upgrade:

These calculations are made for homeowners who were recommended
to upgrade their furnace and domestic hot water heating system to medium
or high efficiency models. Guel et al. (1999) provides corresponding retail
purchase prices along with the removal and installation costs (Appendix
Table A.1).

Some houses use a single natural gas or oil boiler to provide hot water
for both space heat and DHW use. In these units, the total investment cost
for an upgrade was evaluated as the installed cost of a space heating boiler
alone, and the additional cost of connecting the DHW heating system was
assumed to be negligible (Aydinalp et al., 2001).

Ceiling Insulation:

Following Aydinalp et al. (2001) ceiling upgrade costs are calculated
using the following function:

CIIC = 1.65 + [0.93× (RSIU −RSI1)]× area (A.1)

where CIIC is ceiling insulation investment cost; RSI is upgrade case RSI
of ceiling insulation; where as RSI1 stands for the initial RSI; and Area



Table A.1: Cost Estimates for Space and Domestic Hot Water Heating
Systems (Guler et al. 1999)

Medium High Medium efficiency High Efficiency

Oil Furnace 80 87 1855 2164 499

Oil Boiler 80 87 2577 3608 400

Gas Furnace 80 92 1339 1964 800

Gas Boiler 80 88 1339 1964 800

Electric Air Source Heat 
Pump 2.19 2.34 - 2.6 4226 4536

Domestic Hot Water 
Equipment

Medium High Medium efficiency High Efficiency

Electric 60 Gallon 87 93 465 515

Oil 60 Gallon 55 85 714 1161

Gas 60 Gallon 55 65 485 515

Efficiency(%) Installed Cost ($)

Efficiency(%)Space Heating Equipment Retail Cost ($)
Installation and 

Removal Cost($)

COP* Installed Cost ($)

* COP is Coefficient of Performance, a measure of efficiency for heat
pumps.

stands for total ceiling area, m2.

Main Wall and Basement Wall Insulation:

Main wall insulation costs are calculated using the following func-
tion:

WIIC = C × TMWA (A.2)

where WIIC stands for wall insulation investment costs, and TMWA stands
for total main wall area, m2; C = 17.2 for 2" x 4" construction and C =
19.4 for 2" x 6" construction. It was shown that that the building standards
changed in 1977 such that all buildings before 1977 were of 2” x 4”construc-
tion while buildings constructed since 1977 are 2" x 6" construction. A rule
of thumb was developed such that C = 17.2 is used for all houses with main
wall RSI of less than 1.86 and C = 19.4 for main wall RSI including and
greater than 1.86. Thus, if the upgrade case main wall insulation is 1.86
for example, we have WIIC = 17.2 x TMWA.

The cost function for basement wall insulation is given by a function
similar to the wall insulation cost function except that, in this case, C =
21.73 for R -11 insulation and C = 23.59 for R -19 insulation, while TMWA
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now stands for total foundation wall area, m2. It is shown that the C =
21.73 applies for RSI less than than 1.9 while C = 23.59 applies for RSI
greater or equal to 1.9.

Information related to ceiling, main and basement wall areas are not
provided in the EGH data available to the author. To overcome this, we
consider that the amount of the heat loss through thermal envelopes de-
pends both on the insulation and the area the need to be insulated. Thus,
we multiply the unit costs by the recommended upgrade change in insula-
tion (RSI) scaled by the ratio of the respective heat loss in total heating
energy.

Of the upgrade types available, costs of upgrades such as caulking,
weather striping, or any other upgrade leading to reduction in heat loss due
to air leakage as well as window and door upgrades are not included.

Regional cost adjustments:

In order to account for regional variations, the adjustment factors
provided by Gueler et al. (1999)(Appendix Table A.2) are applied. The
costs are multiplied by the respective location factor to determine the cost
in the region of interest. To account for the effect of local taxes on the
retrofit cost, the regionally adjusted cost was also multiplied by the local
tax rate.

Once the adjustment factors are applied to each cost estimate for all
upgrade scenarios, we sum up them to arrive at total upgrade costs for
each households who underwent first audit. It should be noted that our
cost estimate is not comprehensive since we do not have information about
the costs of the various window and door related upgrades.
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Table A.2: Location factor and Tax adjustments for each province

Source: Aydinalp et al. (2001)
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Figure A.1: Sample EGH/ecoEnergy Retrofit Program Audit Re-
port
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Figure A.2: Figure A.1 Continued
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Figure A.3: Figure A.1 Continued
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Figure A.4: Figure A.1 Continued
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Figure A.5: Figure A.1 Continued
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Figure A.6: Figure A.1 Continued
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Figure A.7: Figure A.1 Continued
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Figure A.8: Figure A.1 Continued
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Figure A.9: Figure A.1 Continued
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Figure A.10: Figure A.1 Continued
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Figure A.11: Figure A.1 Continued
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Figure A.12: Figure A.1 Continued
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Appendix B

Chapter 3 Appendices

B.1 Trends in Shares of industry groups (composition of
the manufacturing sector)

B.2 Aggregation of Energy Intensity

Alternatively, we can apply the Divisia index approach and apply the
log-mean weights following Ang (2005). To observe how this goes, define
that an energy intensity of an industry group is EIgt = ∑

iεg EIit where
EIit is trends in energy intensity of sub-group (industry) i. Let Eitand Yit
denote energy use and GDP in sub-group i, respectively, and Yt denote the
sum of Yit. Then, we define energy intensity of an industry group as:

EIgt =
∑
i∈g

(
Yit
Ygt

Eit
Yit

)
=
∑
i∈g

sit
Eit
Yit

=
∑
i∈g

sitEIit. (B.1)

That is, changes in energy intensity of an industry group results from
changes in both the structure (sit) and the energy intensity within a sub-
group

(
Eit
Yit

)
. Differentiating both sides with respect to time gives us:

dEIgt
dt

=
∑
i∈g

sit
dEIt
dt

+
∑
i∈g

EIit
dSit
dt

. (B.2)

and dividing both sides by EIgt = ∑
i∈g sitEIit gives us:

1
EIgt

dEIgt
dt

=
∑
i∈g

sit∑
i∈g sitEIit

dEIit
dt

+
∑
i∈g

EIit∑
i∈g sitEIit

dsit
dt

(B.3)



Figure B.1: Trends in Shares of industry groups (composition of the man-
ufacturing sector)
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Multiplying both the numerators and the denominators of the first
right hand side terms by EIit and the second term by sit gives us:

1
EIgt

dEIgt
dt

=
∑
i∈g

sitEIit∑
i∈g sitEIit

dEIit
EIitdt

+
∑
i∈g

sitEIit∑
i∈g sitEIit

dsit
sitdt

(B.4)

Noting that sitEIit = Yit
Ygt

Eit
Yit

and ∑i∈g sitEIit = EIgt = Egt
Ygt

. Thus,

sitEIit∑
i∈g sitEIit

= Yit
Ygt

Eit
Yit/

Egt
Ygt

= Eit
Egt

. (B.5)

That is, the relevant weight is the share of energy use by each sub-
group. Denoting Eit

Egt
by wit gives us:

1
EIgt

dEIgt
dt

=
∑
i∈g

wit
dEIit
Eitdt

+
∑
i∈g

wit
dsit
sitdt

(B.6)

This equation can be re-written as:

dln(EIgt)
dt

=
∑
i∈g

wit
dln(EIit)

dt
+
∑
i∈g

wit
dln(sit)
dt

(B.7)

Noting that actual data is available in discrete time, discrete integra-
tion is used to re-write the equation as:

ln

(
EIgt
Eg0

)
=
∑
i∈g

witln
(
EIit
EIi0

)
+
∑
i∈g

witln
(
sit
si0

)
(B.8)

or

EIgt
Eg0

= exp

∑
i∈g

witln
(
EIit
EIi0

)
+
∑
i∈g

witln
(
sit
si0

)
= exp

∑
i∈g

witln
(
EIit
EIi0

) • exp

∑
i∈g

witln
(
sit
si0

) (B.9)

where 0 denotes base year. Keeping sit at base year value, as well as using
EIg0 = 1 and EIi0 = 1 as in index numbers gives us:
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EIgt = exp

∑
i∈g

witlnEIit

 (B.10)

This equation represents intensity index in group g. The weight function
is traditionally approximated by the arithmetic mean of the base year and
current year weights. This, however, leaves small residue. Ang (2005)
proposes the log-mean approach:

L(wi0, wit) = wit − wi0
ln(wit

wi0
) (B.11)

Since this does not add up to unity, however, a normalized weight is com-
puted as:

w∗it = L(wio, wit)∑
i∈g L(wi0, wit)

(B.12)

so that a group’s energy intensity (in natural logarithm) is given by:

EIgt = exp

∑
i∈g

w∗itlnEIit

 (B.13)
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Table B.1: Summary of Manufacturing Sector Energy End-Use and Inten-
sity, 1990–2007
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Table B.2: Summary Statistics for variables used in Estimation

Obs Mean

Std. 

Deviation Min. Max Mean

Std. 

Deviation Min. Max

All groups (Manufacturing) Food  ( 311)

Energy Instensity 33 1.55 0.60 0.99 2.98 1.39 0.31 0.89 1.98

(PK/PE)0.5 33 1.23 0.21 0.96 1.76 0.97 0.06 0.84 1.10

(PL/PE)0.5 33 1.05 0.12 0.90 1.33 0.97 0.04 0.85 1.02

(PM/PE)0.5 33 1.21 0.25 0.93 1.78 1.07 0.08 0.95 1.23

(PS/PE)0.5 33 1.12 0.19 0.94 1.59 1.18 0.22 0.92 1.64

Beverages and Tobacco (312) Textile and textile product mills [31A]

Energy Instensity 33 1.36 0.41 0.77 2.42 1.59 0.52 0.92 2.70

(PK/PE)0.5 33 0.96 0.15 0.77 1.37 0.93 0.13 0.71 1.26

(PL/PE)0.5 33 1.08 0.11 0.93 1.29 1.07 0.14 0.90 1.42

(PM/PE)0.5 33 1.11 0.19 0.95 1.54 1.28 0.30 0.93 1.97

(PS/PE)0.5 33 1.06 0.16 0.86 1.44 1.11 0.20 0.91 1.61

Clothing manufacturing [315] Leather and allied product manufacturing [316]

Energy Instensity 33 1.79 0.57 0.96 2.87 3.33 2.11 0.89 7.76

(PK/PE)0.5 33 1.10 0.11 0.92 1.32 1.17 0.21 0.84 1.68

(PL/PE)0.5 33 0.93 0.08 0.80 1.06 1.14 0.20 0.95 1.65

(PM/PE)0.5 33 1.22 0.25 0.94 1.78 1.06 0.14 0.90 1.38

(PS/PE)0.5 33 1.14 0.19 0.97 1.57 1.12 0.21 0.93 1.63

Wood product manufacturing [321] Pulp, paper, and paperboards mills ... (322)

Energy Instensity 33 1.061 0.302 0.629 1.875 1.52 0.47 0.87 2.80

(PK/PE)0.5 33 1.796 1.004 0.959 4.247 1.07 0.33 0.35 1.97

(PL/PE)0.5 33 1.046 0.129 0.776 1.299 1.08 0.13 0.93 1.40

(PM/PE)0.5 33 1.181 0.215 0.947 1.685 1.21 0.20 0.94 1.63

(PS/PE)0.5 33 1.148 0.193 0.965 1.593 1.18 0.23 0.96 1.72

Printing and related support activities [323] Petroleum and coal products manufacturing (324)

Energy Instensity 33 0.94 0.18 0.62 1.35 0.46 0.25 0.15 1.10

(PK/PE)0.5 33 0.87 0.09 0.67 1.07 0.60 0.21 0.08 1.11

(PL/PE)0.5 33 1.12 0.15 0.94 1.44 0.91 0.12 0.58 1.14

(PM/PE)0.5 33 1.17 0.20 0.93 1.63 0.87 0.09 0.72 1.07

(PS/PE)0.5 33 1.12 0.17 0.94 1.52 0.99 0.13 0.81 1.30

Chemicals (325) Plastic and rubber (326)

Energy Instensity 33 1.22 0.21 0.84 1.59 0.97 0.13 0.76 1.28

(PK/PE)0.5 33 1.02 0.17 0.71 1.34 0.94 0.23 0.56 1.55

(PL/PE)0.5 33 1.06 0.13 0.90 1.37 1.05 0.12 0.91 1.33

(PM/PE)0.5 33 1.14 0.17 0.95 1.50 1.15 0.18 0.95 1.59

(PS/PE)0.5 33 1.11 0.19 0.91 1.59 1.07 0.18 0.87 1.49

Cement and Misc. non-metalic (327) Primary Metal (331)

Energy Instensity 33 1.82 0.78 0.94 3.34 1.70 0.51 0.91 2.46

(PK/PE)0.5 33 0.95 0.19 0.57 1.38 1.62 0.77 0.98 3.62

(PL/PE)0.5 33 1.06 0.13 0.90 1.37 0.97 0.09 0.82 1.13

(PM/PE)0.5 33 1.19 0.20 0.95 1.66 1.13 0.15 0.96 1.52

(PS/PE)0.5 33 1.11 0.18 0.91 1.57 0.98 0.12 0.83 1.31

Fabricated metal products (332) Machinery (333)

Energy Instensity 33 1.18 0.33 0.79 1.83 1.44 0.28 1.00 1.90

(PK/PE)0.5 33 0.94 0.18 0.68 1.40 0.96 0.14 0.64 1.24

(PL/PE)0.5 33 1.08 0.16 0.92 1.45 1.04 0.13 0.90 1.34

(PM/PE)0.5 33 1.20 0.21 0.94 1.66 1.09 0.15 0.95 1.43

(PS/PE)0.5 33 1.21 0.23 0.96 1.75 1.12 0.20 0.94 1.59

Computer and Electronic Product (334) Household appliances …. (335)

Energy Instensity 33 16.70 20.65 0.89 64.47 2.76 1.20 0.90 4.88

(PK/PE)0.5 33 3.93 1.34 1.00 6.71 1.37 0.27 0.84 2.02

(PL/PE)0.5 33 1.02 0.12 0.84 1.28 1.07 0.15 0.93 1.43

(PM/PE)0.5 33 2.22 1.26 0.90 4.73 1.16 0.21 0.94 1.64

(PS/PE)0.5 33 1.09 0.20 0.91 1.56 1.12 0.19 0.95 1.59

Transport Equipment  (336) Furniture (337)

Energy Instensity 33 1.35 0.35 0.93 2.30 1.00 0.13 0.72 1.25

(PK/PE)0.5 33 0.97 0.20 0.66 1.46 0.86 0.12 0.63 1.16

(PL/PE)0.5 33 1.03 0.12 0.86 1.30 1.04 0.13 0.89 1.34

(PM/PE)0.5 33 1.11 0.17 0.92 1.50 1.15 0.19 0.94 1.61

(PS/PE)0.5 33 1.14 0.22 0.96 1.65 1.11 0.19 0.91 1.54

Average Forecast Price 33 0.91 0.17 0.62 1.27

World Per Capita GDP 33 8.37 0.13 8.13 8.59

World Oil Production 33 4.08 0.09 3.88 4.24

TSX Composit Index 33 7.91 0.71 6.79 9.10

Lending Interest rate 33 0.12 0.16 0.04 0.97

Exchange rate 33 1.25 0.17 0.98 1.57

Inflation 33 0.05 0.04 0.00 0.15
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