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K ABSTRACT-

\ ;

i}hf& tomographic method has been developed fo determine three-dimensional structure
and velocity model from seismic reflection data. The interfaces separating layers of
different physical parameters in the model are approximated by polynomials and the
velocity in each layer is either a constant or a linear function of depth. Direct rﬁodcling uses
a ray bending method and inversion employs an iterative damped Teast-squares method.
The method is stable and produces good estimates of the model parameters for a three-

dimensional .synthctic data set.
A two-dimensional Vibroseis seismic survey was carried out on 'Vancouver Island-

under the Project LITHOPROBE-I to determine the crustal structure and to understand the

tectonics of this convergent margin. The tomggmphic method was applied to a small
{

portion of Line-1, and a three-dimensional structure with a velocity model was obtained by

taking advantage of the crookedness of the line,

‘A new seismic processing method, called the Common Fault Point (CFP) stacking
method, has been dcvclopc'd to image discontinuities in the subsurface acoustic impedance.
The method uses the diffraction hyperbolae produced by such discontinuities on prestack
traces and concentrates the diffracted energy at the apexes by applying appropriate moveout
and amplitude corrections and stacking. Each CFP stacked trace for a particular surface
location bcing obtained by assuming diffractors to reside directly beneath that surface
location. The CFP stacked section is produced by repeating the pr"ocess for each surface
location. The discontinuities are identified on these sections by high amplitudes.

The CFP method was tested for synthetic data with and without noise. A velocity
model obtained from the seismic data at diffcrent source-receiver distances is used for CFP

stacking. The method was also applied to reflection data sets from southern Alberta and

“
—_——



-

Melville Island. The vertical and lateral rcso_iution limits of the method were investigated by
using a step fault and a dyke model respectively. The resolution depends upon source

pulse, the resolution criterion, the size of the Fresnel zone and the recording parameters.
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CHAPTER 1
INTRODUCTION

4 (.,:\
1.1 Introduction A

»

.Recordings of mechanical vibrations of the earth, usually -called seismograms, are the
basic data used in seismology to determine the structure and elastic parameters. Natural
vibrations of the ear_th caused by earthquakes provide data for studying the decper parts qf

_ the earth. Artificially caused vibrations (explosions, airgun, vibmtors;ﬁnd applicat-ions in
crustal studies, mineral prospecting and exploration for oil and natural gas. The field
' séismograms have to go through several steps of processing before one may make
inferences regarding the structural features of the subsurface. Basigally there are two ways
of iﬁtcrprcting seismic records. In the first method the rccorcicd data are compared with the
artificially generated data by assuming an earth model. In the second method the recorded
seismograms are transformed and displayed in such.a way as to rcscmbl;: a two-
dimensional image (called a seismic section} of the canﬁ. Usually an admixture of both is

used to arrive at a decision.

L4

 In this thesis, new methods for generating seismic sections are described 1o study the

-

earth's lithosphere and to locate discontinuities in the seismic acoustic impedances in the

Al
crust.

N
1.2 Crustal Studies

LY

The crust is the outermost shell of the earth, Its thickness varies from 5 km under the

. oceans to 70 km under some mountains and is a very het¢erogeneous mixture of



sedimentary, igneous and metamorphic rocks with large acoustic impcdancc.contrasts
separating various layérs or zones. The upper part of the 'carth. approximately 100 km’
thick, is a more or less rigid shell called the lithosphere. The Mohorovicic dlscontmu:ty (or
Moho) is a boundary separating the lithosphere into a heterogeneous lower velocity crust
and a more homogeneous upper mantle which is defined by a compressional wave velocity *
between 7.7 and 8.5 km/s (Isacks, Oliver and Sykes, 1968). There appears to be a
relatively sudden change in seismic velocity from less than 7.3 km/s to about 8.0 km/s at
the Moho. The lithosphere of the earth is divided up into 7 or 8 major plates and an
undetermined number of microplates by trahsfo:m faults, subduction zon;as and Spreading

_centers. Tr;msforrn faults, first recognized by J. T. Wilson (1965-), are strike slip ;aults that
accommodaté-rhovemcm generated af spreading cefntcrs, which are often marked by mid-
oceanic ridges where new hot and molten matérial is introduced for the creation of -
limosphere?mnjp(crc material is destroyed at subduction or Benioff -zdnes (Benioff,
1954) which are underthrust fault zones where the heavier of two convergent plates
descends under the lighter one.

The oceanic crust is continuously created and consumed at plate boundaries and the
determination of its structure and physical properties is of great importanéc inl studying the
tectonics of an area. There is growing evidence that not all the material of oceanic crust is
dcstrojed at the convergent boundaries. The remains are plastered against the co_mincrital
crust. Tt.lis phenomenon has been observed in most parts of the western north America
: (Cox, Dalrymple and Docll- 1967, Coney 1981, Coney et al. 19'81). These masses of
additional material are called accreted terranes and ar;: charabterized by'largc deformations,
Suspect terranes are regional rock asscmblagcs that may be exotic 10 the home continent in
which they now reside. In thin- skmned tectomcs of southern Appalachlans. the crystalline
rocks appear to have been thrust to the west and overlie sediméntary rocks (Cook et al.

1979). This happens when the rocks from one plate are forced te come aboard some other
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plate at a convergent boundary. The formation of ore deposits may also be related to
activity at plate boundaries or an active rift (Kanasewich 1968).

Cross-sectional imaging of objects from cither trans‘rﬁim';d or reflected waves :15 called
tomography. The term is derived from the Greek tomos meaning section or slice. In this
method 't_hc target object is illuminated from many different directions either sequentially or
simultancu{sly and the transmitted or rcﬂcctgd data are used to reconstruct an image of the
object. Medical tomography has been successfully used to-reconstruct an image of organs X
within the body l?y X-rays or by ultrasonic rays. This is basically transmission tomography ‘
and makes use of the physical property of these waves to be attenuated in matter. Some of
the médjcal studies of tom,égraphy are discussed by Kak (1979), Kak (1981), Norton and
'Linzcr (1979), and Stark"!'ai'fd Paul (1981). Recently tomographic methods have been uséd
to construct images of undcfground structures for seismic exploration, cross-sectional
imaging for nondestructive testing and other uses. Some applications of these methods for
shallow and deep studic.;. afc discussed by Aki and Lee (1976), Hawley et al. (1981),
Gjoystdal and Ursin (1981), McMechan (1983), Kanasewich and Chiu (198'{), Bishop
et al. (1985).- Chiu et al. (1986) and Chiu‘_and Stewart (1987). Two major applic;ations of
tomography in seiimcic'gxplomdc;n are cross-borehole imaging of earth resources by
transmitted waves, and determination of earth's structure by reflected waves observed on

the surface. The method has also been used for studying global structure by transmitted

4
waves from earthquakes.

In this thesis a new scismic reflection tomographic method is described. Seismic _
reflection tomography uses the traveltime informatior: Vof the reflected elastic waves o
determine the three-dimensional structure and physical propénics of the ecarth. An estimate
of the model is modified iteratively by using a least-squares inversion technique.

A seismic reflection survey was carried out on Vancouver Island under the Project -

LITHOPROBE-I (Clowes et al. 1984, Yorath et al. 1985, Green et al. 1986, Chiu et al.



1986) to study the crustal structure and tectonics of this convergent margin. Four seismic
profiles were shot which provided the structural anci velocity information after usual
common depth point stacking. The lines, following mountain forestry roads, were not
straight but crooked creating difficulties for the standard scismic'data processing.
However, due precisely to the crookedness of the lines the reflection po:mts were located in
three-dimensional space and this made p'ossible to obtain three-dimensional structure of the
' subsurface.

In this thesis an iterative dampcd least-squares technique was used !;IJ obtain three-
dimensional structure and velocity with gradients since the travel time is a nonlinear
function of model parameters. Ray traci{lg was performed for each shot-receiver pair by
solving a system of nonlinear equations. In constant velocity media the raypath is a straight
line, whereas in media with velocity varying linearly with depth it follows ‘c arc of a
circle. The interfaces are defined by polynomial surfaces where the raypaths satisfy Snell's
law. The method was testéd for a synthetic model which shows that it is stable and
cffcgu'VéTThcn the methed was applied to a small portion of Line 1 of Vancouver Island to
obtain velocity gradients and three-dimensional structures -of the decollement and

subduction zones.
1.3 Diffractions and Common Fault Point (CFP) Stacking Method

Diffractions are produced by waves incident upon edges, corners or vertices of
boundary surfaces. The presence of diffractions on seismic sections usually indicates
discontinuities in the subsurface acoustic impedance. Diffractions.arc associated with
various geological discontinuitics, e.g. a fault, a pinchout.' a wedgeout, unconformities
across changes in acoustic impedance, a reef edge or any sudden change of facies

(Ha'agcdom 1954, Stone 1974). Sometimes they manifest themselves as seismic bright

®



spots or flat spots, but in general they are good indicators of structural and stratigraphic
anomalics'and can be of great importance in hydrocarbon prospectinig, Thus, processing

-

techniques should be designed to enhance the detection of point diffractors, not to remove
them by destructive interference. -

In routine scisrm'c processing normal moveout (NMO) corrections are performed to
enhance rcflcctcd.signals on seismic sections. On commbdn depth point (CDP) or common
midpoint (CMP) stacked sections, interference of the reflections from the two faulted
blocks and the diffractions from their edges hindérs fault location dctcnh{nntion.
Destruction of diffraction patterns by post-stack migration further inhibits proper imaging

. Y
of diffracting centers.

This thesis presents a new technique which helps in the intcrpr;:tau'on of diffracting
edges by (;onccntrating the signal amplitudes from discontinuous diffracting points on
seismic sections. It involves application to the data of moveout and amplitude corrections
appropriate to an assumed diffractor location. The maximum diffraction amplitude occurs at
a receiver location for which the diffracting discontinuity is situated beneath the source-
réécivcr midpoint. As the amplitudes of these diffracted signals drop very rapidly on either
side of this receiver location, where one expects maximum amplitude, an appropriate
amplitude correction must be applied to the data. As the diffractions are present on all the
traces, ohe can use a -vcry large number of signals to obtain a stﬁckcd trace for one possible
diffractor location. Stacks of 100 to 400 traces are quite feasible with ordinary .ﬁ/or 24
fold field acquisition. Repctition‘"of this procedure for diffractors assumed to be located
beneath cacllsurfacc point rcsult;. in #he Common Fault Point (CFP) stacked ‘scction. vfhichl
shows diffractor locations by high amplitudes. |

A CMP scc.tion displays reflection data reduced to vertical incidence travel paths,
whereas a CFP section displays diffraction arrivals at vertical incidence. A CFP section)
~ shows not onl); diffractions from fault edges, but also those from other geological features

_ with impedance discontinuities or large gradients ir the impedance. For example, reefs, salt
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domes, intrusions, unconformities and discontinuity in flui-d content will all\producc
diffraction patterns in‘varying degrees,

' The method, tested on synthetic ﬁam with and without noise, proves to be quite
effective, but it is sc-néiti;c to the velocity model used for moveout corrections. Therefore
the velocity model obtained from NMO stacking is generally used for enhancing diffractor
locations by st;lcking. The vertical and lateral resolution limits of the CFP method are also
in-vcstligatcd. ‘

Finally. the potental of the method is demonstrated by applying it to the rc‘ﬂcction data
sets from an area south of the-Princess well in Alberta and from Meclville Island in the
Northwest Territories. ‘

Reflection surveys carried out in southern Alberta (Kanasewich and Cumming 1965,

Clowes et 1. 1967) indicate several continuous deep reflecting horizons. A careful study of

deep reflections detected a Precambrian rift valley (i.e, an ancient spreading center similar.
to the one under the Red éea z;t the present tiim:) below flat-lying sediments (Kanasewich
1968). An interpretation of seismic reflection data obtained in this region by PanCanadian
Petroleum Limited was carried out and is presented in this thesis. CFP stacking method

was also applied to a small portion of the Vulcan seismic line,

1.4 Outline of the thesis

The thesis consists of five chapters.

Chapter 1 contains an introduction and outline of the thesis.
In Chapter 2 a tomographic method is described to obtain a three-dimensional
structure and velocity with gradients. The method is applied to a seismic line from

Vancouver Island.

In Chapter 3 a new method to detect seismic discontinuities in the subsurface is



presented. The method is called the Common Fault Point (CFP) stacking method and
makes use of the diffracted waves produced by the discontinuities. The technique is tested
by applying it to synthetic and real data. The first set c;f real data includes the application of
the CFP stacking mclhc;d to a small portion of the Vulcan line from southern Alberta. A

—t—

combined interpretation of seismic and gravity data for this line is also presented. The

second example is from an area south of the Princess well in Alberta. The third example is

from Melville Island in the Northwest Territories.

In Chapter 4 resolution with reflected and diffracted waves is discussed. Vcrtical_n_nd‘

. lateral resolution limits of the CFP method are also dctcrmiﬁcd. : (’

Chapter 5 contains the conclusions, discusses the original contribution in the thesis

and makes suggestions on future work.



CHAPTER 2
SEISMIC TOMOGRAPHY

2.1 Introduction o

In the recent past seismic tomograpky has been cxtcﬁsivcly used for seismic
modeling. It is used to obtain the three-dimensional structufe and the physical par:amctcrs of
the- earth by using the travéltimc information of the elastic waves. By minimizing the
squﬁrcd differences between the observed traveltimes and traveltimes calculated from an

initial estimate of the model parameters, the model is modified iteratively by inverting a

" linearized version of least-squares formulation. Thus the goal of reflection tomograph)} is to

find a model for which the model traveltimes closely match the real traveltimes. The model
obtained can be displayed as two-dimensional slices or three-dimensional structure,
Tomographic methods have been applied to several geophysical problems.

Formulation and methodology of seismic tomography were discussed by Cutler et

' al.(l98§. It is basically similar to the determination of physical parameters by least-squares

inversion techniques. Some applications of these methods are discussed by Kanasewich
and Chiu (1985), Bishop et al. (1985), and Chiu et al. (1986).

In this chapter a technique is presented which determines-a three-dimensional
structure and velocity with gradients from seismic reflection data. The input to the
algorithm consists in the traveltimes of selected events from udstackcd seismic reflection
records and an initial estimate of the moch\{aramctcrs. This is basfcally an iterative
processing method based on a least-squares inversion technique. For forward modeliné a
fast and combutntionally cfﬁcicnt-algorimm for tracing seismic rays was developed as pant

of the tomographic method. For inversion an iterative damped linear least-squares method



is based on the Levenberg-Marquardt method ( Levenberg 1944, Marquardt 1963 ). The
damping factor improves the stability‘of the method at the cxpcnst; of the resolution of the

r
parameters. The lease-squares method reduces the L2 norm and therefore assumes that the

- data error obeys the Gadssian distributation.
Finally the tomographic method was applied to a reflection seismic data set from
Vancouver Island. At ﬁrst' the velocities in each layer were assumed constant. But then it
was found that the modet obtained was not consistent with refraction modeling. The modcl

obtained by introducing vclocny gradients was found to be consistent with previous

models, - | ‘ A ' s
2.2 Tomographic Method

The method of tomographic inversion basically involves three steps: (1) forward
modeling is used to obtain travel times and thﬁr derivatives with respect to the model
parameters; (2) inversion-using the field data and the information for the direct modcl.ling to
produce an updated model; (3) iteration to produce a model within specified error limits.
The input to the algorithm is the traveltime information picked from the unstacked traces

and an initial estimate of the model parameters. The output consists of the model parameters

which fit the observed traveltimes in a least-squares sense.
5-'. .
2.1 Forward Modeling
In forward modclliné one solves the direct problem of finding the trave! times whcn
the earth model is known. The problem is solved by tracing the rays from sourc& to
receivers. The simplest problem is to find the travel times when the structure and vclocxty
of the subsurface is given. The procedure is based on Fermat's pn'nciplc which is satisfied

if the integral of the slowness along the ray is a minimum,

{
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tf—-MinJ s(x,y,z‘)dj
ray @

In this equation t is the traveltime, s(x,y,z) is the slowness (inverse of velocity) at the point

(x,y,z) and 'dl' is the differential length along the ray. To implcfncnt equation (2.1) in
order to find the traveltime the raypath between the source and receiver must be known and
the slowness along this path must also be known. The method of ray tracing is used to
determine the raypath,. - .

There are two methods of tracing seismic rays between given end points through
three dimensional structure. In the first meghod one shoots a ray from the source in a
particular dircctipn and determines its point of emergence. Then the starting direction is
modified repeatedly until the ray emerges at the desired point. In the second method an
initial guess of the raypath between the source and receiver is made and then this raypath is
modified till it satisfies thc. principle of least time. The first method is called the shooting
method and thcl second method is called the bending method. Julian and Gubbins (1977)
have shown that the bending method is computationally faster than the shooting method by
a factor of 10 or more. Thcrcfo_rc we made use of the bending method for the following
study.

For ray tracing a description of the ear}h model is rﬁade. The-description includes (a)
the number of model interfaces (b) the layer velocities and (c) the geometrical relationship
in three-dimensional-space between the interfaces and layer velocities.

" The functions rcpfc:;cnting the interfaces must be continuous together with their first
and second derivatives. This is because in the forward modelling with the ray bendin g
method one solves a set of nonlinear equations. The solution of a nonlinear equation
numerically involves the calculation of a Jacobian, the elements of which are partial

- derivatives, Several mathematical functions satisfy these properties but one should consider
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only those functions which fcscm!alc the geoloyical interfaces to some extent. Keeping this
in mind an interface may be represented by spline function (Gjoystdal et al. 1984,
Gjoystdal & Ursin 1981) or in the form of a Fourier Series (Chiu and Stewart 1987) or by
a polynomial (Chiu et al. 1986). For this study we have used the rcprcscntnt.ion-of the

interfaces by ‘polynomials of the form

Z, = a5 + fi(x,y) . i=1,..,L 22

where a, is the depth of the interface at the origin a(nd QE)S) is a function of x and y given

f/bY/ *\V\‘\‘_\/ P .
( .
\ | fi(x,y) = ii ajk xk ik o
o (2.3)

In the above expression N is the degree of the interface Ay are the cocfﬁéicnts and i is the
index for the interface. L is the number of interfaces in the model. Other expressions for
interfaces can be very easily incorporated in the algorithm.

The next task is to express the velocities in each layer. Velocity can be expressed as a
function of x, y, and z. For the present study we assume that the velocity in each laj;rcris
either a constant or a linear function of depth. Taking more complicated functions for the
velocity only complicates the algebra but is otherwise stﬁightforward.

The raypath between two given end points in a layer depends upon the velocity of the

(medium. If the velocity is constant then the raypath is a straight line. However if the
velocity is a linear function of depth then the raypath is an arc of a circle (Dobrin, 1976).

Let the source and receiver locations be (xq.yg.zg) and (xy,¥n,2q) respectively and
assume that there are n rﬁy scgrr;cnts. Each ray segment is contained within a pan'icular‘
lay;:r, therefore it is either a straight line or the arc of a circle. Then the travel time along the

ray is equal to the sum of traveltimes along the individual ray segments, i.c.
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If the/velocity is constant for the ith ray segment i.e. between points (X;.1.Y;.1,Zi.1)

\
and (x;,y ;,;), then the traveltime is

2, - 2 1
[ [ )+ by )" + G )1
7 (2.5) -
~
I{ the velocity is a linear functioil of the depth z i.e. H
" vi = v+ k(z-2 ) 2.6

where v; and v{’ are the velocities at the start and end of the it ray segment and k; is the
! .
velocity gradient, then the travel time t; is given by (Figure 2.1)

1 v,'('1 + cos bi)
.. = In

i 'k—l vi(1+cosei')

2.7

where

o - 2v.k R,
tang = .

(vi')2 + ki2 Ri2 - vi2
2 2,112
Ri = [ (xi' xi-I) + (Yi')’i_l) ]

sin O sin 8
d 1 = i
an v, v

To determine the raypath using the bending method an initial estimate of the raypath is
pcn.xrbcd while keeping the ends fixed. Chander (1977) developed an algorithm of this
nature for tracing rays through three-dimensional media having plane interfaces. We have
modified this algorithm td accommodate polynomial interfaces and velocities varying

linearly with depth. This is'essentially a variational approach where Fermat's principle of
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RAYPATH FOR LINEAR INCREASE OF VELOCITY
‘WITH DEPTH

(% ¥ 007 .)

(i -1)'h Layep-/

i" Layer

Figure 2.1 Raypath for the media with velocity varying Hrl—cé;ly with depth in the i layer..
v and v' are the velocities at the start and end of the ray segment. @ and ©' are the angles
made by the ray with the vertical at the start and end respectively.

S
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stationarity of travel time with respect to small path variations is used. The travel time is
made stationary by setting the partial derivatives of t with respect to x; and y; (i = 1,..n-1)

' ccjual to zero and solving the resulting system q_f (2n-2) equations, i.e.
o oL ot '

- 1 il s )
Ei- -gl- + -Ki 0 1 = l, ...n-1
. -9 o,
d = b =0 i =1,.n-1
% Tyl’ 'a-y': 3, i n

2.9)

The solution of these (2n-2) nonlinear equations gives the coordinates of the starting

and end points of each ray segment.

For v; = constant . | )
oz, .
a. VNt g (3 )]
W = . 2 2 “ 12
i ( (xi xi-l) + (Yi yi-l) + (Zi_zi-l)zl (2.9)
oz, '
a[i _ [ Y- yi-1+ 3_3’1 ( - ziA-l) ]
_—= 3 — - -
‘ %, vl (xi’xi~1)2+ (yi_yi-l)2+ (zi:zi;l)ﬁ]n
: (2.10)
For Vi*l; - constant '
| o, >
a, (%% + o, (z-z,)1
pl 2 2 2,12
v Lo xS+ ey, )t ez, )7
1 B 1 AT i Sl 2.11)
_ oz,
w, ety )
.ay. = 2 2 -~ 2.1n
Vi B ) + Oy + (702,07 ) (2.12)

For the velocity varying linearly with depth in the ith segment
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sin 6, BBi

a 1| 1 9v) sin 0 99
el g -
ox; ki Vi %% (l+cos®) %%  (I1+cos @) X
(2.13)
ot 1| L v, ) sin®, 99, . sin 8, 90/
ay, - k, vy, (1+cos 6.) 9y, (1+ cos 6.) dy;
_ (2.14)
For the velocity varying linearly with depth in the (i+1)% segment
wot, 1| ] Vi _sin6, 08, . sinB,,, 96,
ox kit | Vin 9% (1+ cos 6,,) ox _(1+cos B.i;; dx .
- 4 @19
dy, 1L Wiy | SinB, " 98, . sin 8, 98,
ay, k., V;+1 9,  (1+cos 0., d, (1+cos 8. ) 9%,
i+l
: ! - ) : - (2.16)

The partial derivatives appearing in the above ecquations are given in the Appendix L.

The nﬁnlinea.r algebraic equations can be expressed in a compact form as

XY)=0 i=1,..2n-2
(2.17)
where .
X = ("1"‘2' X -1)
Y = (ypYyp ¥
or by combining vectors X and Y we can write them as
£(X) = (XX Xy ) i=1,..2n2
1 1 x2 x2n-2 (2. 18)

This system of equations can be solved by the Newton-Raphson iteration method. In

this method an estimate X™ of the solution is corrected to

(tl) _ L0 o)
X =X +9 2.19)

where 8 is the solution of the linear system -
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oY = - f 17 8% i=1,..2n2 _
=1 - - (2.20)

®, . . , W .

J i being the Jacobian of f, with respect to X, at X=X",ie.
o of, ‘
5 =
: ! X = x® -

. 221

The Newton-Raphson method for the solution rof nonlinear systems is generally
expected to give quadratic convergence since equation (2.20) takes account of the first
order terms in the Taylor series expansion of f;(X) about X=X®. This method often fails if
the initial estimate is not a good approximation to the solution of the system. |

Several algorithms have been developed for the Newton-Raphson method which
make the method converge cvcn. when a clos’c initial estimate of th;a solution is not
available. Powell (1970) proposed a hybrid method for the solution of a nonlinear syStem.
In this method the correction & is calculated from equation (2.20) and the X is replaced by
X+A8. The value of the parameter X is calculated by a search process which tries to make
the estimate (X+A3) better than the estimate X by using the criterion

F(X+A8) < F(X). , ? (2.22)
where F(X) i; the sum of the squares of the residuals . : S
oo = 3 [500]
= ' (2.23)

This algorithm is very similar 1o the Levenberg-Marquardt method. The essential
feature in this algorithm is to guarantee a decrease in the sum of squares of the residuals voia
the steepest descent direction when X is far from the minimum and to switch to the rapid

convergence of Newton's method as the minimum is approached.
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2.2;2 Invefsion Procedure

\

If the number of observations is different than the nufhber of unknown model
parameters, then an exact solution to the inverse problem does not always exist. The least-.
squares solution arose from consideration of inverse problems that had no exact solution.

4
" The next best thing in this case is to estimate the solution by those values of the model

parameters which best satisfy the observations.

/'Suppose there are 'm' parameters, M = (My,M,, ..Mp,), of the _carth to be
determined from n observations made on the surface of thé earth. In seismic tomography
the unknown parameters are the coefficients of the layer intcrfac'cs. together with the
velocities and the velocity gradients in each layer. The observed data consist of the
raveltimes of the clastic waves rcﬂcctc& from the various gcologicnl interfaces. Suppose
there are n observed traveltimes forming the vector T= (T, T2, ...Ty). Each graveltime can
be expressed as a function of the model parpmeters

T,=tM;, M, . M_) i=1,..n

Usually the function relating the traveltimes with the model parameters is nonlinear. But if

we assume that it varies smoothly enough and if some approximate values of the

paramctcrﬁ are known, then the problem can be linearized and the solution is found

iteratively. Let the approximate valuesof the model parameters be represented by

LY

M'=(M:, M, LM°
(M, M, m) (2.25)

Expanding Tj in terms of M® by a first order Taylor expansion, we obtain a set of linear

equations for the observed data

R ot _ \
T=t(MY+ Y, ol (MM
j=l 1.
M= . (2.26)

[
‘or

e
v

(2.24)
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& ot
(T-§)= 2, 3| (4-M)

j=1 ) a
M=M (2.27). .

where T; (i = 1, ...n) are the observed traveltimes, M2 is the initia]l estimate of model
parameters and ti' (i = 1, ...n) are the calculated traveltimes from the initial estimate of
model parameters. It is extremely important to note that the linear inverse method often fails

if the function t; (M) is not continuous. Writing equation (2.27) in matrix form

At=A 8 (2.28)

where At is a (n x 1) column vector of the differences between observed and calculated
;
traveltimes, & = Mj - Mja is the (m D correction vector and A is the (n x m) matrix

containing the partial derivatives

e

atl a:l E)tl

™, W, M

anz v

m‘l' e “an sen

A=

a:n ‘ atn

M, oM_
- : - (2.29)

The inverse problem is made overdetermined by choosing less parameters to solve for
than the number of observations i.e. n > m. Then the solution is determined by minimizing
the square of the error between the observed data and the calculated data. Let the error for

each data setbe €

o  E=AB-At e

then
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—IEI —i(in 8 At

im] j=1 (2.31)

To minimize | (error square) we equate to zero the partial derivatives with respect to

2(2:16 At)a, =0
l

=1

[=

. . ! /
or - o ‘

=1 j=1 i=1

or in matrix form

T
A'A3 = AT
5 at (2.32)
This is the least square formulation of equation (2.28) and the<solution is
5 = (ATA ! AT
(A A) A At (2.33)

Since the problem is linearized by dropping the higher order terms in the Taylor series

expansion of equation (2.24), a new estimate of the model parameters is obtained by

- M =M +35, _
J ] i (2.34)

This estimate is closer to the solution than the initial guess. Next this estimate is used as the

initial estimate and again the parameter vector is modified i.e. for the n! iteration
Y :
MO*D _ @ . 5™
J J ) (2_35)

The iterative process is continued until the error € falls below a preset threshold, or the new
; :

parameter vector does not show any improvement over the old parameter vector, Equation

(2.32) represents a set of normal equations and involves the inverse of the matrix (AT A).

-
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Therefore it is necessary for an inverse to exist that the determinant be nonsingular i.e.

' T
det(A A)0 \ | (2.36)

Also the 'matrix (ATA) is always symmetric and its cigenvalues are not only rea! but

-

nonnegative.

There are several methdgs available for the solution of a system of linear equations.
Gaussian elimination method and Cholesky's method are a few of the simple , fast, and
céonomical methods of solving a system of equations. Unfortunately these methods are
known to be unstable for the linear least-squares problem.The major difficulty with the
above mentioned methods arises when the coefficient matrix ATA is singular or nearly
singular. When the matrix is singular then either there are infinite solutions or there is no
solution. But for a nearly singular matrix the situation is even worse. In this case the
algorithm will converge to a solution but the solution obtained will consist of numbers
totally unrelated to the problem. Of course this does not always happen; it may happen
often cnough to make shis approach unreliable.

It is hard to determine the singular nature of a matrix, if the dimensions of the matrix
are large. Then the standard procedure is to determine the rank of the matrix. If the matrix
is'deficient in rank then it is sir;.gular. The practical method to determine the rank is to
triangularize by Gaﬁssian elimination. If no zeroes show up on the diagonal of the final
triangularized matrix of ATA then the rank is equal to m, the matrix is of full rank and a
unique solution exists. If there are zeroes on the diagonal, the matrix is rank deficient and
there is no uniquc-solution or no solution at all. In practice, due to the round-off errors in
the elimination process, the triangularized matrix does not have a proper number of zeroes
on the diégonal.:Bcsidcs, the matrix A usually involves some Innerent errors like errors in
the data or in the numerical computation. Therefore even if the matrix is singular the
triangularized form of it may not show this. To handle such situations and to get more

information on the various aspects of the solution like its resolution matrix, covariance
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. = .
4

matrix etc. the singular value d9c0mposition (SVD) method is used.

r )
/

Lanczos (1961) proposed a method of singular value decomposition (SVD) of a

2.2.3 Singular Value Decomposition

matrix. This type of approach is important in analyzing the rank deficient matrices. Golub -
and Reinsch.(1970) described the computational aspects of this approach. The method is
best understood with the concepts of model space and data space.

The fundamental equation to be inverted is expressed by

At=Ad 2.37)

where & is a (mx1) vector in the model space, At is a (nx1) vector in the data space and A is

* a (nxm) matrix. The matrix A can be written as a product of three matrices

T
A=UAV Ery

The matix U is a (nxn) matrix of vectors that span the data space

-
- A
U=] u,,u,, ....Un] ) &".

where uj's are the individual vectors. The vectors are orthogonal to one another and can be
chosen to be of unit length, so that uvuT=uTy=1 Similarly, V is a (mxm) matrix of

vectors that span the model parameter space as
X= [ VIFVZ, “"Vm]

Here the vi's are the individual orthonormal vectors, so that VVT = VTV = I, The matrix A
1s 2 (nxm) matrix with m eigenvalues equal to the positive square roots of m eigenvalues of

ATA. Let the eigenvalues be denoted by A{'s. The eigenvectors u; and vj and cigcnﬁalucs A
are related to A by



Avic'li u, i=1,..,m
A uj-ljvj> j=1,..,m
ATuj.=0 © j=m+l,.un

(2.39)
The least-squares solution, equation (2.33), involves the formation of ATA and ATAL -

by matrix multiplication. In terms of the SVD of A, the matrix ATA is given by
“ ATA=(UAV)) (uAvVT)

T T
=VAAYV (2.40)

where ATA is a (mxm) diagonal matrix containing at most m positive squares of the
eigenvalues, liz of ATA. since A; is a nonnegative squareroot of the eigenvalues of ATA,
they are unique and equal tg the singular values. Also it can be noted that V diagonalizes

ATA. Similarly \

T T, T
A =
A UAA' U 2.41)

and therefore U diagonalizes AAT,

Also, since U and V are nonsingular matrices, it follows that A and A have the same
rank. This is because of the fact that multiplying a matrix on either side by a nonsingular
matrix does not alter its rank. This also implies that the rank of a matrix is equal to the
- number of nonzero eigenvalues. |

The least-squares solution in terms of U, V, and A is given by
%

§ = (ATA) AT At
= (VATAVIY (uAavT)T ac
VvATA'VIVATUT A

]

vt ATU A

This solution & can be expanded as the weighted vector product sum
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(2.43)
Lety; = uiT At (i = 1, ...m) be the magnitude of the projection of the discrepancy vector At

onto the i observation eigenvector uy; then

y Ys. Y
6=—1vl+—2v2+ ............ +—“‘\;rm
A, A A '
m (2.44)

From this expression it is clear that the solution vector § is the \;vcightcd sum of
cigenvectors v; with weights y;/A;. Small values of y;/A; have relatively little influence on
8, but if A; is very small, then y;/A; will be very large (unless y; is very small
simultaneously) and the term (y;/A;)v; will have a dominant influence on-the solution vector
d. There are two ways to avoid the dominant influence of the small values of A (i) .
removing it altogether; (ii) reducing its influence by making use of the Marquardt's
damping factor. |

The linearization procedure has several drawbacks:

1. It may converge very slowly; that is, a very large number of iterations may be.
required before tﬁc solution stabilizes even though the sum of squares of the residuals may
decrease consistently. This sort of bchaﬁor is not commeon but may occur.

2. It may oscillate widely; continually reversing direction, and often increasing, as
well as decreasing the’sum of squares. Nevertheless the solution may stabilize eventually.

3. It may not conveféc at all and even diverge, so that the sum of squares increases’

iteration after iteration without bound.

Thie linearization method is, in general, a useful one and allows to solve successfully - -
. [
many nonlincar problems. In cases when it does not seem to work, one should consider

either a reparameterization of the model or the use of Marquardt's method.
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2.2.4 Treating ill-conditioned Matrices
If the matrix ATA is ill-conditioned, i.¢. if some of the eigenvalues are small, then we
can partition A into a submatrix Ap of p nonzero singular values and several zero matrices

as (Aki and Richards, 1980)

(2.45)
where Ay is a (pxp) diagonal matrix. Similarly U and V can be partitioned into (‘X
U=1[ Up Uy, ] .

V=[V V
Yy Yol (2.46)

where Up and Vp consist of ﬁrst.p columns of U and V respectively, corresponding to the
nonzero eigenvalues, and Uy and Vg are the cigenvectors corresponding to zero

eigenvalues. The decomposition of A then becomes

A=UAV'
= [Up U, ] 0 VT
. P P
0 0 V’g
T
BRI (2.47)

and the least-squares solution is given by
5=V AU & a8
One should note here that UpT Up = VPT \.Ip = | (orthogonality), but since Up and \}p are
no longer complete, Up UpT = [, and Vp VpT # [. The above results show that A can be
constructed from Up and Vp space alone.
If there is no UO 'spacc. one can always find a solution that satisfies At = A §,
because tht.:n the Up space is complete. However if the Uy space exists and if the data have

F

/,/'

I
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.

1
¥’

components in the Uy space, lﬁc predicted-data (AB)’cnnnot match the! observed data for
any choice of m, because Ad has no component in UOI Therefore U space is the source of
discrepancy between the observed data and the pr&lictcd data. Sin-lilarly the V,, space gives
rise to the nonuniqucncss: in dctcrq)ﬁning th;: model from the observed data, since any

vector can be added in V space without contradicting the observations.

2.2.5 Marquardt's Method

When the matrix ATA is nearly singular, an alternate form of the least-squares
problem is solved. In this case the sum of the squares. of the parameter change vector & is
boﬁndcd by a finite Quantity. This approach was first introduced by Levenberg (1944) and
later Marquardt (1963) gave a detailed account of the method. Lawson and Hanson (1974)

and Jupp and Vozoff (1975) have also discussed this method of avoiding singularities.
| This technique of suppressing the undesirable effect of small eigenvalues is called damped
-léast-sq;arcs method or "ridge regression”. In this technique a constant k is added to the

diagonal elements of the matrix ATA. The constant prevents unbounded oscillations in the

solution. Tﬁc modified least-squares equation is given by

(ATA+kI)5 =AT At

. (2.49) .
and the soludon is
)
T 1., T
d=(AA+kI)Y A At (2.50)
writing ( ATA +k1 )interms of U, A,and V
' (ATA+kI) = VATAVT + kI
T ‘ T
= V(A A+l_;I)V - 2.51)

Hence

£
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(ATA+kIy' = V(ATA+kD)' VT

-

Vdiag(lzik, 11 ) VT

1 m C(2.52)

where (A2+kI) T isa diagonal matrix of the form

- ._ - | J
bt 2 0 e 0
11+k
1
0 - 0
(ATA+k1y! = Atk
.
.
0 0
' 12+k
m

- ) Y (2.53)

Then the least-squares solution becomes

' \
5=vdiag(——. ....——) VT (uavYY at

1T+k l;+k
= v diag ( — . 21 ) ATUT
l!+k .,._ lm+k 250
o

By comparing equation (2.42) with (2.54), one can see that the Marquardt's damped least-
squares technique is obtained by replacing (1/A,)'in the ((ATA)Y! AT matrix by
A
1

lf+ k

(2.55)
where k is the Marquardt's damping factor. In this case even if A approaches zero , the
division by zero does not occur. Thus k obviates the problem of matrix singularities.

Addition of constant k to the diagonal elements of ATA does not allow the cigcryalues
~ .
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to become zero. The constant k is called a damping factor because it Jn_mps out the
_negligibly small eigenvalues and prcvcr_ns%_rc matrix ATA from becoming singular. Thus a
large k increases the stability of the solution but decreases the resolution of the model
parameters. Hence to achieve best results, k should be chosen as small as possible, but
large enough to ftﬂbilizc the solution. |
It is very imponar;t to find an appropriate value for the constant k, since it controls the
stability and resolution. Lines and Treitel (1984) have suggested that the iterative process
should start with a value of k less-than 1. Then, after each iteration the value of k should be
x‘éduccd by multiplying it with a reduction factor, also less than 1. A typical initial choice of | .
k' would be 0.3 with a reduction factor of 0.5. This method is always fOlll"ld to produce

good results.

Hoerl et al. (1975) proposed an algorithm for the automatic sélcction of k. They Fs/c
the expression /7 ,h’\ '
;
’ ‘ 2

(2.56)
where G d2 is the least-square estimator of the variance in thc data, M is the least-squares

solution and p is the number of nonzero eigenvalues. ¢ d2 is obtained by

2 - 0 | ’
2.57)

where N is the number of observations and ¢(0) is the residual sum of squares for the

d N_p

least-squares estimate and is given by

— - T -
6(0) = (At-Ad) (At-AD) (2.58)

This estimate of k was also shown to produce very good results, although it does not
always guarantee stability and convergence. It will be shown later that sometimes this

method works better and sometimes the other method ivork\s better.
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To speed the convergence when solving the normal equations and also to avoid ill
conditioning caused by different scales in which the model parameters are expressed,
scaling can be employed. Each column of the matrix A is scaled by a root mean sum of

Squan:d values d;, defined as follows

2
dj = iAij
i=]

(2.59)
The scaling is applied to each element of A by '

| | ASD _ A s .
- | | (2.60)

The cffc;f't of scaling is to reduce numerical inaccuracies such that all the model -
parameters will be scaled in the same way. The estimates of parameters from the scaled

.*matrix are then transformed back to original parameters by

5. = s0led ¢ i=1,emm
o ) ' (2.61)

2.2.6 Resolution and Covariance Matrices

The performance of a method cannot be judged without the knowledge of the
uniqueness and r:liability of the solution. Backus and Gilbert (1967, 1968, 1970)
introduced the concepts of the resolution of a particular solution and the trade off between
the resolution and error due to the noise in the data. Jackson (1972), Aki and Richards
(1980) ';md Kanasewich (1981) have discussed these concepts for a discrete data set. For
the discrete case considered here the concepts of data resolution matrix, model résolu;ion
matrix and covarianc;c matrix are as follows. . |

According to equation (2.28), the basic problem is obtaining the solution of At = A .

An estimate of , the correction vector, is obtained by operating on At with a matrix H, i.e.

’ est
4 = HA
8 ' (2.62)

¥
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Since the matrix H solves the inverse problem At = A § , it is called the generalized

inverse. The generalized inverse of the overdetermined (n>m) least-square problem is

(equation 2.33)
H=(ATA)! AT
- -1,.T
=VA U
(2.63)
and the inverse operator H for damped least-squares problem is given by
H=(ATA+k1) AT Ar \
=Vdiag( - , ..;.2—1-) ATUT
ll +k A +k
. m (2.64)

Suppose we have Jound an estimate for 8. Then, we want to know how well this
estimate fits the data. By substituting 8%t in At = A §, we obtain

calc

[A)S* =A™ =AHA =N[A]™®

(2.65)

Here the superscripts 'calc' and ‘obs' mean calculated and observed respectively. The nx n
matrix N (= A H ) is cal]ccl/thc data resolution matrix and it describes how well the
calculated data match the observed data. If N = Inxn then [ At 68 = [ At 19bS and there is

no error in inversiom. The matrix N in terms of U, V and A is given by

N.=AH
=UAVT valyT
. UUT

(2.66)
Wiggins (1972) calles N the information density matrix because it shows if some of
the data is redundant. If several eigenvalues of the matrix A are zero, then
T
N=UU = {
i p p ¢ - (2.67)

where p is the number of nonzero cigcr{valucs. In this case the predicted data cannot match

™
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the observed data.
The data resolution matrix characterizes whether the data can be independently
predicted or resolved. The same question can be asked about the estimate of 8. Suppose ’

. . tru
there is a true but unknown set of 8 that solves

true obs .
- . AS " =[At] . (2.68)

then substituting this in equation (2.62)

_ Bcst=H [ At ]obs
' =HAJ™

true : 3
=R 8_ (2.69)

Here R (= H A ) is the m x m model resolution matrix. IfR =1, then each & is uniquely
determined and so are the model parameters. If R is not an identity matrix, then the

estimates of the parameters are really weighted averages of the true parameters. In terms of

U, Vand A B

R=HA
=vA'uTuav?
T
=VV
(2.70)
For p nonzero eigenvalues

R=V V'
PP

(2.71)
The model resolution matrix R for a damped least-squares formulation is given by
2
A
R=V =2 _V
Ap +kI

(2.72)
This shows that the introduction of damping factor k degrades resolution, but the solution

is stabilized.

Finally the reliability of the solution is judged by its covariance matrix. The emor § in
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the solution due to error At in traveltime data can be written as

- : d=HAt : ‘
"i.; , (2.73)
Therefore their covariance matrices are related by

T T ..T
<868 > s HeA
= tAt >H (2.74)

Assuming that all components of the data vector are statistically independent and share the

same variance 6,2, then

GZHHT
cvalu (valu™yT

oo VAIYT

It

<58 >

[ -8

=9

(2.75)
" for p nonzero eigenvalues |

<88 > = oiV AT
pPoP (2.76)
Obviously the covariance of the solution becomes large when the cigenvalues are small.

- For the damped least-squares solution the covariance matrix is given by

1
T 2 A T
<0 >=0dV —2—9——5\/?
) (A +kI) ]
P . 277

1

The introduction of the damping factor k decreases the covariance by damping out .thc
small eigenvalues. Thus the damping factor k introduces a tradeoff between the resolution

and covariance. As k increases the resolution decreases but the covariance matrix is

improved.
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2.3 Synthetic Tests

'I:o check the algorithm a test was made Elsing a three layer model as shown in Figure
2.2. The first interface is a dipping plane while the second and third interfaces ;u'c defined
by second order polynomial. The velocities at the top of each layer are 2.0, 3.5 and, 4.5
km/sec respectively. The velocity gradients in each layer are 0.6, 0.4 and 0.2 km/sec/km
rcspcctlvcly To generate the traveltime data for three dimensional inversion we took the
receivers jn the form of a 5 by 5 grid (Figure 2.3). The source is located at the center and
the grid spacing is 2 km, With this source receiver configuration the data was genémted for
9 shot locations (Figure 2.4). Figure 2.5 shows the rays for one shot location.
) The tragé.%{timcs to different layers were generated for the model with the specified
source receiver configuration. The inversion was carried out by taking as initial guess a
‘perturbed version of the original model. The paramActcrs of the upper layers are first
determined and held constant while solving for the strubturc and velocity with gradient for
the lower layers. This approach is called the layer-stripping method and it provides speed
and stability to the inversion algorithm since there are fewer paramctcrs involved. For the
purpose of dctmlcd testing of the algorithm the third interface was chosen as the targct
horizon i.e. the interface parameters and velocity with gradient in this layer were to be
determined. The parameters of the first two interfaces were assumed to be known and

hence they were kept constant during the inversion.



33

Y

, 0.4, and 0.2 km/s/km respectively.

third interfaces are defined by s&ond order
of layers 1, 2, and 3 are 2.0, 3.5, ‘and 4.5 km/s

&d
respectively and the velocity gradients are 0.6

g

Figure 2.2 A three layer model for testing thé inversion procedure. The first interface is a

dipping plane while the second
polynomial. The velocities at thé
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Figure 2.3 Source receiver configuration for each shot. The receivers are in the form of a
5 X 5 grid and the grid spacing is 2 km. The shot is located at the center and is marked by
X.
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.Figure 2.4 Source receiver tonfiguration for gencrating synthetic travdumc data for thc
model of Figure 2.2.
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Figure 2.5 Rays from source to receivers for one shot location,
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The traveltime data for the third interface was generated and input to the inversion
. alg;mhm. An initial guess for the parameters of the thi_rbd layer was also input to the
algorithm. The objective wis to reconstruct iteratively the vclocity; its gradient and the
parameters of the third interface. The calculdted model should hpproach the real model as
the number of iterations increase. Figures 2.6a to 2.6d show how the residual times (in
milliseconds) between the calculated and known model change after each iteration. The
residual times have almost dropped to zero after four iterations and the calculated mode!l
converged to the actual model.

Next the effect of random noise on the inversion algorithm was tested. Random
numbers having standard deviation of 20 msec (\;.fith uniform,,Gaussia-n distribution) were
added to the traveltime data. We found that the convergence rate in case of noisy data was
slow and after 8 iterations the residual times dropped below 20 msec. There is no point in
iterating further since the standard deviation o.f‘ the noise is just 20 msec. We found also

' c-ascs when the invcr.sion was unstable due to the presence of noise. In such cases a higher
value of the damping factor had to be used.

The synthetic model results shown above lead to the following conclusions. In the
case of nc;isc-frcc data it is possible to obtain the velocity, its gradient and the shape of the
interfaces simhlta.ncou'sly. But for the data contaminated by random noise it is usually not
possible to obtain all the parameters simultaneously frpm the reflection data unless the
initial guess is very close to the actual parameters. Besides, the noise affects the stability
and the resolution of the algorithm, but the estimated paramctcré satisfy the observations in
a least squares sense. The flow chart of the tomographic algorithm is shown in Figﬁrc 2.7.

The inversion algorithm is stable il\thc sense that small changes in the initial data
produce correspondingly small changes in final results. Efficiency of the ray tracing
algorithm can be judged from the fact that it takes about 4.5 seconds of CPU time on

Amdah! 5870 to trace rays for 225 source-receiver pairs. Each iteration requires 9.0 secs.

T
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Figure 2.6 Residual time contour maps (in milliseconds) after each iteration for one shot.
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Figure 2.7 Flow chart for the tomographic algorithm.
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\ 2.4 Application to Vancouver Islan'd data

2.4.1 Tectonics of*west coast of Canada

The plate tectonic regime of west coast of Canada is extremely complex and has been
the focus of many geological and geophysical studies. The ;:sscnn'al features of the plate
tectonic environment are dominated by the relative motion of two large lithospheric plates
and two micro plates. The large segments are the Pacific and North )\mcn‘ca plat;s. The
smaller Juan de Fuca plate and a northern part, which has been named the Explorer 'platc;
have been shown to be moving independently. They were once part of a larger oceanic
plate of lithosphere. A comprehensive review is given by Keen and Hyndman (1979).

Figure 2.8 shows a tectonic map of this area.
-

In the vicinity of Vancouver Island, the oceanic Juan de Fuca ancr Explorer plates are
being obliquely subducted beneath the continental North America plate at convergence rates
of 2 to 4 cm/yr. The motion between the Juan de Fuca and Explorer plates occurs across
the Nootica transform fault zone, which extends northeasterly from the north end of the
Fuca ridge to the continental shelf off north central Vancouver Island. The active portion of
the fault zone, about 20 km wide, has produced extensive disturbance in the 0.5 to 1.0 km
of overlying sediments. Hyndman, Riddihough and Herzer (1979) showed that the
magn;:tic anomaly pattern required the fault 1o have a strike-slip motion of about 3 cm/fyr,
with subduction at the margin being more rapid to the south than to the north of the fault

zone.,

Je
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Figure 2.8 Tectonic map of the west coast of Canada. JTWK-J. Tuzo Wilson Knolls,
DSM-Dellwood Seamounts, WB-Winona Basin, ESM-Explorer Seamount, CSM-Cobb
Seamounts, BBSM-Brown Bear Seamount, TSM-Thompson Seamount, MM-Meager
Mountain, MC-Mount Cayley, MG-Mount Garibaldi, MB-Mount Baker, GP-Glacier Peak,
MR-Mount Rainter, MA-Mount Adams, MSH-Mount St. Helens, MH-Mount Hood, MJ-
Mount Jefferson, TS-Three-Sisters, FZ-Fracture Zone.
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Most subduction zones in other regions are characterized by a deep tmﬁch. but there
i‘s no such deep trench in this region. With the evidence of a lack of a deep margin trench
and deep carthquakes in this zone, Riddihough (1978) suggested that the subdtrction might
be a very recent geological feature, and the absence of a deep trench was proba-l'le due to
high sedimentayfon rates and the damming effect of the Juan de Fuca ridge lying only a few

100 km offshore:

2.4.2 Application of Tomography

A reflection survey was carried out on Vancouver island as a part of Project
LITHOPROI\BELI. LITHOPROBE is a géoscientiﬁc research program where the objective
is to study the three dimensional properties of the lithosphere. For this purpose four
Vibroseis lines were shot in 1984. The tomographlc method was appllcd to the traveltime
data from one of a set of four Vibroseis Imcs to deterinine the structure and velocities of
different l}ycrs underneath the island, which might be of great significance to undcrstand
‘the tectonics. The seismic instrumentation consisted of a 120-channel DFS-V digital
recording system which employed 4 synchronized vibrator sources and a geophone array
with a 90 m group spacing. The source array was about 180 m long and was generated by
moving four vibroseis units 16 times to produce a single field record stack. An upsweep of
8to 40 Hz overa 16 S;cc_mds duration was used for the vibrators. A 32 seconds listen time
was used to produce records to 16 scconc\is. &

The inset of Figﬁre 2.9 shows a map of Vancouver Island along with the location of
the four Vibroseis lines. Figure 2.9 shows an expanded view of a portion of line 1 with the
source and receiver locations. Solid squares are sources and open squares are receivers,
+'s indicate the source receiver midpoint locations. Although this is a two-dimensional
reflection survey, it is possible to obtain a three-dimensional structure because the sources

N

and receivers are on a crooked line. The reflection midpoints (indicated by +'s) cover a

{
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'thrc_c-dimcnsionul surface. Therefore, if the traveltimes to various reflecting horizons are
picked from the prestack data then a three-dimensional picture of the subsurfuce can be
obtained by inverting this data. ' .

Figurc 2.10 s~h0ws an example of the excellent original vibroseis field data. There are
two prominent bands of reflectors located approximately at 5 and 8 seconds. These two
major rcﬁeclors are quite uniform and consistent throughout all four lines from Vancouver
island. The reflector at 5 sec is labelled "C' and is the first reflector to be used for this
tomographic study. Itis called the "decollement zone". The sccond reflector labelled "E" is
thought to be the underthrusting oceanic crust which is currently subducting under the west
coast.

Previous studies e&’{cMcchan and Spence 1983, Clowes ct al. 1984, Spence et al.
1985) indicate that the surface layer of Mesozoic volcanics and sediments in this region is
ncarly horizontal and its thickness is about 1.5 km, The velocity at the surface is about 5.4

~km/g an?/thc velocity gradient in this layer is 0.6 km/s/km. Thercfore, the first layer is
assumed to be horizontal and its parameters remain constant in solving for the lower layers.
Moreover from the field shot records it was not possible to pick reflection times to this
horizon and hence the parameters could not be determined from inversion.

Chiu et al. (1986) carried out inversion to determine the structure and velocity of
reflectors 'C' and 'E' by assuming that the velocity in each layer is constant. For the
surface layer of Mesozoic volcanics and sediments, a constant velocity of 6.0 km/s was
assigned. The parameters of this surface layer were constant while solving for the lower
layers. At first inversion for the reflector 'C' was carried out. It was found that a plane
interface was adequate to represent the reflector. The reflector 'C' in this area was found to .

be dipping at approximatcl.y 1.6 degrees to the northeast, with a minimum depth of about

14 km and with an interval velocity of 6.54 km/s.



Figure 3.10 (a) and (b) are the synthetic records with added noise for the model of Figure
3.3. SP is the location of the shotpoint. The vertical scale is the two-way travel time in

seconds. (¢) and (d) are the CMP stacks of synthetic records without and with added noise
respectively.

~
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Figure 2.9 An expanded view of a portion of line 1 with the source and receiver locations.

Solid squares are sources and open squares are receivers. +'s indicate the source-receiver

midpoint locations. The inset shows a map of Vancouver Island along with the location of
-the four Vibroseis lines. - .
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Inversion of the reflector 'E' was achieved by freezing the model parameters for the
first two layers. For this reflector also a plane reflector was adequate to fit the observations.
This reflector was found to dip approximately 8.4 degrees to the northeast with a minimum

depth of 25 km and with an interval velocity of 6.75 ks,

Table 2.1 shows a comparison of the velocity models obtained under the assémption

L

- TABLE 2.1
A comparisor; of velocity models o&hiu et al. (1986) and Clowes et al. (1984)
Layer No.  Minimum Depth(km) Velocity (km/s) Dip (NE)
Chiuetal. Clowesetal. Chiuetal. Clowes etal. Chiuetal. Clowes et al.
1 1.5 1.5 6.0 54-64 0° 0°
2 14.0 15.6 | . 6.54 64-675 1.6° 2°.4°
3 250 256 675 17 8.4°  T-10°

of constant velocity layers with the model of Clowes et al. (1984). The discrepancy in the
two models led us to believe that the assumptions regarding intervai velocities were
inaccurate. The present work introduces velocity gmdicﬁts in each layer.

The inversion of the travcltin:e data was carried out to determine the structure and
velocity with gradients of the above rcﬂcc}ors C and E. Approximately 110 traveltimes
were picked in the area indicated by Figure 2.9 for both C and E reflectors from the original
field recordings. The error in picking traveltimes is of the order of 20 milliseconds. The
error distribution can be assumed Gaussian since the picked time corresponds to the peak
on the reflected pulse. To determine the z;ructurc and velocity with gradients on the
decollement zone we assumed the interface to be a second order polynomial surface and .

also made an initial estimate of the velocity and gradient based on the previous studies. It
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W
turned out that scvcml of the eigenvalues corresponding to the coefficients of the second

ﬂ%rdcr ponnom;aI were very small, hence we concluded that a plane was adequate to

% represent the interface. While inverting for the remaining parameters we found that the
eigenvalues corresponding to the velocity and gradient parameters were also relatively

- small. Hence these parameters were constrained. The standard error dropped below 25
msecs after 8 iterations, This accuracy. is good enough for the crustal seismology since the
error in picking arrival times is of the order of 20 msecs. We found two parameter sets for
this layer which fit the observed data in a least squarc. sense and they are given in table 2.2.
The two sets rcsultl from the two different starting models and thus show the
nonuniqueness in the inversion process, | _

Previous models show that this horizon is almost flat. The results obtained from
‘inversion are consistent with this bccaus'c the dip of the second reflector is less than 3
degrees. However the reflection midpoints shown in Figure 2.9 cover a very smzllll area on
the interface, hence the data is not adequate to determine the true dip and strike of the

+

interface. The noisy data as well as uncertainty in picking arrival times also affects solution.

TABLE 2.2

Parameter sets for reflector C satisfying the least-squares criterion

Depth (km)  Velocity (km/s) Gradient (km/s/km) Dip Strike
Set 1~ 13.57 6.33 0.05 2.6° . N30°E
Set I 14.58 6.85 0.034 3,00 N18°E

To invert for the model parameters of the reflector E the parameters of the first two
layers were kept constant. Here aisc it was found that a plane was good enough to fit the

observations. The eigenvalue corresponding to the gradient parameter was very small,
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hence the third layer was assumed to be of constant velocity. The parameter sets obtained
' from inversion corresponding to the parameters of layer 2 (Table 2.2) are shown in Table
2.3. These results are consistent with that of Clowes et al. (1984), Figure 2.11 illustrates
the structure of reflectors C and E for set II. In both cases it took about 9 iterations before

the residual times dropped below 30 msecs.

- TABLE 2.3

Parameter sets for reflector E satisfying the least-squares criterion

Depth (km) Velocity (kmys) Dip Strike °

" Set 1 25.70 775 7.0 N730W

Set IT 25.71 1.77 8.87° N65.4°W

-

Clowes et al. (1984) have also rcportc:i the existence of the high velocity anqmaldus
zone above the downgoing crust in the depth range of 18 to 25 kms. Figure 2.12 illustrates
the preliminary generalized structural section across the subduction zone. The location of
the small portion of line 1 chosen for inversion is indicated by an arrow. épcncc ct al.
(1985) have attributed this anomalous high velocity zone to the remanents of a subducted
slab, perhaps detached when the subduction zone jumped westward to its present position.

In tomography a solution is determined by comparing the obscrvcd data with the data
generated from a model. If these two are the same then the solunon is.exact but not
necessarily unique. Solutions which are unrealistic should bé dropped. The model
parameters of set I do not agree well with the previous refraction models. There is a
discrepancy in the depth of the second reflector. The model parameters for the reflection

data of set II are more similar to an independent interpretation of the refraction data than that

of set I, N
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Figure 2, 15 shows the comparison of the velocity model obtained from inversion (set
IT) to that of Clowes et al. (1984). The shaded portion indicates the upper and lower
bounds for the model parameters of set II. The bounds were calculated from the covariance
matrices and are discussed below. There is a discrepancy in the depth and yclocity
parameters for reflector C. This discrepancy can not be explained at the present time since
Clowc; and others are rcdoling the interpretation with larger data get.

As described in section 2.2.6, the reliability of th/c damped least-squares solution is
measured by its resolution and covariance matrices. The diagonal elements of the resolution
matrix are useful measures of resolution. If the diagonal elements are unity then all the
model parameters are uniquely determined. Otherwise the c'stima;ps of the model
parameters are expressed as a weighted average of the true values. Figuch 2.14aand 2.15a
illustrate the resolution matrices for reflectors C and E respectively. For reflector C the
parameters a5 and v are not well determined since the corresponding elements of the

 resolution matrix have values of 0.513 and 0.579. Other parameters are bcttér rcsol;cd
since the corresponding elements have values close to 1. For rcﬂcg:tor E none of the model
' parameters are well resolved since none of the diagonal elements of resolution matrix is
Iclose to 1. Their estimates are the weighted average of the true values. The model
parameters for this layer fluctuate significantly with cach iteration. Because of this
instability, the ridge regression tends to produce a relatively large common damping factor
to stabilize the solution. Figures 2.14b and 2.15b illustrate the covaria\-ncc matrices for
reflector C and E. The variances of the solution are relatively small hence the computed
model pararfieters are fairly reliable. The square roots of the diagonal elements of the
covariange matrix give the errors associated with the parameters. In Figure 2.13 the error

bounds (the shaded area) for the parameters were determined by this criterion.



52

Py

VELOCITY (KM/S)

104

DEPTH (KM)

Reflection data with gradien

z - Refraction model (Clowes et.a)’ 1984) =

Figure 2.13 -A comparison of the velocity model obtained from inversion to that of Clowes
et.al. 1984, -
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0513 -0.014 0078 0417 -0.007
0014 CB8A5 0044 0085 0001
0078 0044 -+ 0959 -0.080 0.002

0417 0085 -0.080 0579 0.00)

- S .
(b) 0.093 .0.045 -0.004 -0.042 0.003
0045 0423 -0040 -0.041 -0.002
[}
0.250 T 0004 0040 0034 0009 -0.002

-0.042 -0.041 0009 0075 0002
0003 0002 0002 0002 0001

Figure 2.14 (a) The resolution matrix for reflector C. The order of the elements from 1 to 5
tor the model parameters is ag, a,g, a1y, v, and k respectively. (b) The covariance matrix
for reflector C. ' '
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0417 0295 - 0.228 0,057

(a) W 0.295 0461 0.119 01D

0228 0119 0581 0068

0003 0000 -0.001 -0.002
(b) 0,010 0.000 0004 -0.003 -0.002
0001 -0.003 0006 -0.002

0,005

Figure 2.15 (a)*The resolution matrix for reflector E. The order of the elements from 1 to 4
for the model parameters is ag, a,q, 2,4, and v respectively. (b) The covariance matrix for

'

reflector E.
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The CDP stack of scismic data is obtained by assuming that the reflectors are flat in

the subsurface. If the reflectors are dipping then the CDP stack does not show the true
position of the reflectors. In tﬁis case the true position is obtained by a process called
migration. In order to determine the true location, the ray migration procedure makes use of
the apparent dip of the reflector on CDP section (i.e. the change in reflection time between
adjacent tmcés). the travel time and the derivative of the travel time with respect to the
. honzontal distance. The reflection times to reflectors C and E on all four lines were
migrated by this simple ray migration technique. The contour ;;lots for the depths of
reflectors C and E, after ray migration, are illustrated in Figures 2.16 and 2.17
respectively. These figures show only the approximate estimates of the structures of these
reflectors since they are generated by using data from four sparse lines and a linear
interpolation in between. Generally s.pcnking both the reflectors dip towards the northeast.
The seismic velocities obtained from inversion were used in the ray migration algorithm.
Figure 2.17 also shows the boundary between Juan de Fuca plate and the America
plate. At the boundary the depth to the subductin-g:slab is approximately 6 km (Clowes et
al. 1984). The 20 km depth contour is located at the edge of the Island. The depth contours
between 6 km and 20 km are plotted by simple lihcdr interpolation. Therefore the diagram
in general shows that the subducting plate dips gently till the edge of the Island and then the
dip t;ccomcs abruptly steeper. There is also a significant change in the strike under the
southern portion of Vancouver Island. Riddihough (1977) estimated the rate and direction
of convergence across the subduction zone from an analysis of offshore magnetic
anomalies. The strike directions of the subducfing plate shown in Figure 2.17 do not match
well with his results. This can be explained from the fact thatlour results are based upon a

sparse data set.

.
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Figure 2.16 Structural map of the reflector C obtained by ray migfation. The velocity
obtained from inversion was used in the migration algorithm.
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Figure 2.17 Structural map of the reflector E obtained by ray migraton.
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3.5 Conclusions

The method of tomographic inversion is shown to be fast and effective in obtaining a
three-dimensional structure and the velocity gradients when travel time data is available
from a wide range of source-receiver distances. For noise free synthetic data it was
observed that the solution converges to the true model in a small number of itcrations.
However for data contaminated with noise, the rate of convergence is slower #nd the
solution obtained only fits the data in a least squares sense., Noise also affccté the stability
of the solution and higher values for the damping factor are required. The method depends
upon having field data with clearly distinguishat‘alc reflections, a condition that is met by -
only a limited number of reflecting horizons.

Good quality reflection data was acqui;ed on Vancouver islan& aliowing to image the
subducting lithosphere and to understand the tectonics of this convergent margin. The
teflection survey was carried out along a crookcci road. We showed that a velocity model
and a three dimensional structure of the subsurface can be obtained by taking advantage of
the crookedness on the survey line, The velocity model obtained from inversion is
consistent with refraction models. Also a fast and efficient algorithm was dc.vclopcd for
forward modelling. As an example it takes about 4.5 sec of CPU time on Amdhat 5870 to
trace 225 reflected rays from the third interface. With this algorithm rays can be gcnératcd
for specified source receiver locations in three-dimensional media. i

The advantage of this method is that one obtains an unbiased measure of the
resolution and the precision for the paramctcrs. of the solution. Its disadvantage is that one
must have some method of interpreting and timing the required travel times. The method
has great potcnﬁal if seismic surveys are planned 10 obtain three dimensional (tomographic}
images and the source-receiver distances are made as large as possible. A di\stal-wc range of

0 to 20 kams is suggested as practical for crustal studies. Even with distances of 0 to 10 km,
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as in this study, the velocity determinations are comparable in accuracy to those obtained
from refraction studies. The advantage of the reflection determined constants is that they are
locally determined and not subjected to large distance averaging when using refraction -

wide angle reflection seismic results,



CHAPTER3 .
COMMON FAULT POINT (CFP) STACKING METHOD

3.1 Introduction

The presence of diffractions on seismic sections indicates discontinuities in the
subsurface acoustic impcdancc. On a field common shot gather a subsurfa:: diffractor
gives rise 1o a hyperbolic pattern with a curvature dependent upon the velocity of the
medium and an apex location close to the surface receiver directly above the discontinuity.
In order to find the true location of the diffractor in space and time the trace containing the
apex has to be shifted to its two-way vertical travel time equivalent, an amount dependent
upon the positions of the shotpoint and receiver relative to the diffractor. The method was

first discussed at the 1986 Annual meeting of the Canadian Society of Exploration
Gcophysicists (Kanasewich and Phadke, 1986).

In the case of both thrust and nomal faulting, seismic records taken across' faults
generally. show an ov&laiaping of reflected energy from the two displaced fault blocks
(Krey 1952; Kunz 1960). Diffraction of seismic waves causes this overlapping and this

- phenomenon can be used successfully in the interpretation of faults. Diffractions can also
be produced by various other geological discontinuities (Faagedorn 1954), c.g. a pinchout,
a wcdgeout; a reef edge or any sudden change of facies. As a practical example they are
also associated with seismic bright spots and flat spots (Stone 1974) which are caused by
density and velocity changes due to the accumulation of gas in porous media. Therefore
they are good indicators of structural and stratigraphic anomalies and can be of great
importance in hydrocarbon prospecting. Thus processing techniques should be designed to

enhance the detection of point diffractors, not to remove them by destructive interference.



A lgast-squarcs technique has been used by Schilt et al.(1981) to model diffracted
ﬁgnals observed on ;:ommon midpoint sections. They assumed simple point or line models
for the diffractors and determined their locations in space and time and the approximate root
mean square velocity to these diffractors. Hubral (1975) obtained a direct solution to the
problem of locating a point diffractor below plane layers of constant interval velocity and
varying dip. The input data were the diffraction arrival times observed on stacked sections.
| Recently Landa et al. (1987) have suggested a method for the detection of diffracted
waves on common-offset sections. Their algorithm makes use of traveltime, amplitude and
phage characteristics of the diffracted waves and identifies them by a correlation procedure.
'fhc values of a function, determined by averaging the seismic field along the diffracted
traveltime curve and above a specified thrcshold. form the data for the D-section. The high
amplitudes on this section are related to the location of diffractors. The method utilizes only
common-offset traces, therefore the com;;letc information regarding the diffracted field is
not used. Thc method described-here uses the complete information and is also analogoys
toa Cornmoﬁ Mid Point (CMP) stacking method with diffracting rays migrated to their
approximate subsurface origin. |
This chapter describes autcchniquc which takes into account the traveltime and
amplitude characteristics of the fﬁffractcd signals and enhances the amplitude of the seismic
sign:ﬂ at the location of the diffractors on 2 Common Fault Point-(CEP) section analogous
to the Common Depth Point (CDP) section-used to enhance reflection data. A CDP section
displays 'rcﬂcction data reduced to vertical incidence travel paths, whereas a CFP scctioh
displays diffraction arrivals at vertical incidence.
A CFP section shows not only diffractions from fault cdgc-s. but also those from
other geological features with impedance discontinuities or large gradients in the
impedance. For example, reefs, salt domes, intrusions, unconformities and discontinuity in

fluid content will all produce diffraction patterns if there are lateral discontinuities in the
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acoustic impedance.

The CFP stacking method assumes an acoustic model of the subsurfncc and the
diffracton response of a discontinuous reflector is obtained by making use of Kirchoff's
imcgrai solution of the wave equation. A CFP trace is obtained by assuming the diffractor
to be located beneath that surface location, applying the appropriate moveout and amplitude
corrections to the selected field traces and then summing all of them (Figures 3.1 and 3.2).
Figure 3.1 shows the traces from three shots for one CFP location. The rcccivcr location'
for each shot,'and the site where one expects the maximum diffraction amplitude due to a
discontinuity beneath the indicated CFP location, are also shown. Siﬁcc the diffraction
amplitude drops very rapidly on either side of Rpax, only a few traces on both sides of
Rmax are considered. "I"hc number of traces used depends upon the nature of the amplitude
drop and is cxPlai,ncd in the next section. Figure 3.2 illustrates a comparison between a
CMP gather and a CFP gather. Figure 3.2a shows a 3 fold CMP gather. Figure 3.2b
shows a CFP gather for the same shots, where all the traces shown in Figure 3.1 contribute
to the gather and the summation of all these traces produces a CFP stacked trace with a 26
fold gather from 13 individual raypaths. |

The following sections give a description of the amplitude and phase characteristics of
diffracted waves for nonzero separation of source and receiver and then an explanation of
the method of diffraction moveout correction, amplitude correction and stacking. The
potential of the method is first demonstrated for synthetic data without noise. Then it is
shown that the method gives good results even for the synthetic data with low signal to
noise ratio. Finally the technique is applied to three real reflection data sets from southern

Albenta and Melville Island (Northwest Territories). The results are quite promising.
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Figure 3.1 Receiver locations for three shots contributing 1o a CFP gather. Sy, S,, and S5
are the shot locations and R, .., Ra 1., and Ry ., respectively are the receiver locations
with maximum diffraction amplitude due to a discontinuity beneath the indicated CFP
location. There are 26 ray paths that'can contribute to a CFP gather.
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Figure 3.2 A compatison between a CMP gather and a CFP gather, (a) A 3 fold CMP
gather. (b) A CFP gather for the same shots. All 26 traces shown in Figure 3.1 contribute
to this gather from 13 individual raypaths.
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» 3.2 Amplitude and phase characteristics of diffracted signals

Diffractions are produced by rays incident upon edges, commers or vertices of'
boundary surfaces or which graze such surfaces. Away from th; diffracting surfa_ccs, the
scis'mi'c.cncrgy propagates like ordinary rays and the diffraétcd wavefronts obey the usual
cikonal equation. ‘

To determine the analytical response of a discontinuous reflector, one makes use of
Huygen's. principle, wﬁich states that every point on the reflector acts as a source of
secondary disturbance. The response at a receiver is obtained by summing all the responses
due to these secondary disturbances. This always poses an ambiguity as to wh.at should be

 called reflected energy and what should be called diffracted energy. Dix(1952) defines the
term ‘reflection’ to denote an event which gives information regarding cﬁrvaturc or dip of
the interface, ang the term ’djffractign’ to include all other events, some of which may tell
us about a discéntinuity in the iﬁtcrfacc. Applying this definition to a truncated plane
interface, we find that the reflected energy arriving at the receiver follows fhc least time path
and all the cnergy received after this first arrival is the diffracted energy: For certain
rcc;ivcr locations both reflected and diffracted waves may arrive at the same time. To be
consistent with the dcﬁnitiql(s proper amplitudes and phages are assigned to each on the
basis of theoretical elastic wave ‘modcl studies.

Scveral theoretical studies rcgarding diffraction response for coincident source-
receiver location have been carried out in the past (Trorey 1970, Hilterman 1970, Hilterman
1975, Berryhill 1977), since an interpreter usually uses zero-offset sections. But the zeto-
offset section obtained by correcting common midpoint traces for normal moveout and
stackin g does not ncccs_saFin simulate true response for coincident source-receiver

locations. Diffractions are usually supp:"csscd by-such stacking. Also since the diffractions

from a subsurface diffractor are present on all shot receiver pairs, in principle one can

.
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make use of nll- the traces to enhance amplitudes at diffracting ﬁoims on seismic sections.
For this purpose one needs to know the amplitude and phase characteristics of diffractions
for nonzero separation of source and receiver,

'I"rorc);(1977) and Berryhill(1977) derived closed forrﬁ solutions for diffraction
response for nonzero scparation of}sourcc and receiver. In the following discussion
Bc-::ryhill's formulation for diffraction response for the acoustic case due to a vertical fault
is used.

Consider a plane truncated reflector as shown in Figure 3.l3. The shot-receiver axis is
perpendicular to the edge of the reflector. The origin is taken at the shot-receiver midpoint,
with X-axis along the sHot-recciver axis and Z-axis positive downwards. X, is the
horizontal distance of the edge from the origin, Z, is the vertical distance of the edge from
the origin, v is the velocity in the upper medium, 'a' is half of the shot-receiver separation,
and t, is the ume of first arrival of the diffracted signal. For the purpose of testing the
stacking algorithm, the assumption of an acoustic Eonstant velocity medium is adequate.

The diffraction-response in this case for an arbitrary source receiver separation is given by -

(Berryhill 1977) (Appendix II)

I

1 Rgv R, d
D (1) = — cos 8, = [CM+BM A O() ] + T [AM O]
T a . a

(3.1}
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Zo= 1000 m

L

—_—

.

Figure 3.3 Geometry of a truncated plane Yefleotor. 'l\’hc shot-receiver axis is perpendicular
" to the edge of the reflector. S and R are the posftio:)k of sh:&&drcccivcr respectively,
with shot-receiver. midpoint as the origin. X, is the lorizontal distance of the edge from the
origin. Zy is the depth of the edge. Locﬁ‘tions/d/tg@_ p.é the surface locations with edge
located  beneath location 10, ;o ' e

¢
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where
1 v
e X2 b
Alt) = — L cosh’u - 2 5
. sinh u a” coshu
B(D) = coshu :
coshu - K .
. [K2 coshzu - xgla2 ]”2 -
t) = =
sinh u (coshzu - Kz)(coshzu - xo/a)
2 \
coshu (aK"- X5)
©(1) = arcsin 3 -
(acoshu - "0)
vi //
coshu = 7
: 12
2 ~
K = l - 2 2 ' '
a” sinh™u
zZ
0
cos 90 = —
) 0
\ .
and ew) =-n/2 | “

The resporise at the recgiver (p,(t)) is obtained by convolving D,(t) with the source wavelet
(f(), i.e.
p() = () * D) U(t-1)
32
where U( t - tp ) is the unit step function used bccauét; the diffracted waic:éoég not arrive .
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before t=tg,.

Thc-diffraction response Dj(t) for the model of Figure 3.3 is evaluated by the
compincr at discrete time points beginning at ty, with the derivative term approximated by a
difference. This response With the shotpoint at location 8 and receivers at locations 2 to 14,
is. shown in Figure 3.42. The diffracting edge is at2/depth of 1000 m and the velocity of
the medium is 2000 m/s. The sodrcgf pulse is approximated by an expression of
the ft;nn U(t-t;) e-2(t-to) sin[wy(t-tg)] where tg is the ray arrival time. The distance
between two adjacent receivers is 100 m. Geometrical spreading is not included. Figure
3.4b illustrates the diffraction response along with the reflection response. The important
conclusions derived from these illustrations are listed in item form below.

(i) The diffraction time-distance curve is hypcrbolic‘ with maximum amplitude at a
receiver location for which the diffracting edge is vertically below the source-receiver
midpoint. | | ) | \

(1i) The alg(;braic sign of thc‘diffrac.tion ampiimdc depends upon the location of the
shot-receiver midpoint, If the rnidpoi‘n: ies above the reflector, then the sign is opposite to
that of the reflection amplitude frorn the edge, and if the midpoint is not above the reflector
or the edge, then the sign is the same as that of the reflection amplitude from the edge.

(iii) The highest amplitude on the ciiffraction hyperbola is half of the reflection
amplitude from the edge, and does not always occur at the apex of the travel-time
hyperbola. The apex is seen at the receiver anically above the edge, whereas the highest
amplitude is seen when the shot-receiver rﬁidpoinl is vcrticall'y aBové{pc cfiffracting éﬂgc.
The amplitude decreases very rapidly as the shot-receiver micii)oiﬂt mOVES away from the
point vertically above the edge. . L

_ ., \

RN
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The graph of the ratio (R) of diffraction amplitude to reflection amplitude from the
edge- versus the position of the shot-rcééiv_cr midpoint (Xp) is shown in Figure 3.5 for
various depths of the diffracting edge. The amplitude drop is muigh more rapid fcn" shallow
diffractors as compared to that for the deep diffractors. Therefore when making amplitude
correction to moveout corrected seismic data, the amplitude characteristics required for
diffractors at different depths will need to be considered. This will be explained in detail in
the next section. \

If the diffracting edge is parallel to the seismic line, then it is ngt possible to see a

f’hypcrbolic diffraction pattern on seismic section. Moreover on a CDP section the fault
edge will show up as a reflector of small ampIituc_lc. The two-way time of this reflector
depends upon the horizontal segaration and depth of the edge with respect to the line. The
diffraction response for a diffracting edge parallel to the shot receiver axis was also derived
by Berryhill (1977). However, for the present investigation we have assumed that the
diffmcting edge is perpendicular to the shot receiver axis, since the seismic lines are usually
planned to be pcrpcndiéﬁlar to the gcdlogical strikes of faults in the area uhdcn
investigation. For a fault edge crossing a seismic line at an oblique angle the characteristic

velocity of the diffraction pattern appears higher.



72

0.454

0.404

001+
S 14
002
0S2
00€ +
0SE
00¥
0Sr
00S
0SS+

Figure 3.5 The graph of the ratio (R) of diffraction amplitude to reflection amplitude
versus the position of the shot-receiver midpoint (X), for various depths of the diffracting
edge (Zo). 1. Zg=500 m, 2. Zy=750 m, 3. Z=1000 m 4. Z=2000 m, 5. Z=3000 m.
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3.3 Method oDdiI‘fraction move(f:xt correction and stacking

.

receiver, z is the depth of the diffractor and v is the velocity in the upper medium. Dg and ] /

Consider the geometry of Figure 3.3. § is the position of shot, R is the position of

Dy are the projected horizontal distances of shot and receiver from the diffractor /
L
respectively. Ty is the vertical travel time for a diffracted wave, if the shot and receiver

S
were located vcniéally above the diffracting edge i.e. at 'D". Then the travel time for a \

diffracted ray from shot to receiver is given by ' . ) '
2 2.p 2. 2.1
(D24 22 ] +[Dr+zo]ﬂ
v v (3.3)
but
T = 2%
0 v
Therefore - ' '
) 7] 12
N D> T
s 0 r 0
=127 | *|=2*'7
v v

_ (3.4)
If the fault edge is lo¢ated below 'n-1' horizontal layers (Figure 3.6), then the

traveltime for a diffracted ray from shot to receiver is given by

T=) T,
k=1 (3.5)
Q .Tl = : a1 th)uz
=] V -V p
h n P1 3.6)
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Figure 36 Geometry for the diffracted raypath when the diffracting edge is located below
'n-1' horizontal layers. 'ij, 1y, ..., 1, are the angles made by the downgoing ray with the
vertical and 'jy, jg, ..., ] are the angles made by the upgoing ray with the vertical.
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S
2.1

T, = >
h=l vh(l -V, pz)

2

(3.7
where T and T are the travel times of the downgoing z;nd upgoing rays respectively, and
Vh and Z;, are thé velocity and thickness of the h' layer. The ray parameters py (k=1 or 2)
of the downgoing and upgoing rays respectively are

sin i sin j,

. .
=P =P

. (3.8)
where i, and j,, are the angles made by the downgoing and upgoing rays with the vertical in
the hh layer.
The horizontal distances Dg and D, -are given by
D = p 3 ——Z"j—
s ! 2 2.1
hel (1-vip )
¢ (3.9)
p=py A%
r =P 2 2.1

h=l (1-v, p,) (3.10)

If one could eliminate p, and p, from equations (3.5), (3.6), (3.7), (3.9) and (3.10),
then T could be expressed in terms of Dg and D, only. From the nature of these equations it
is not possible to do so analytically. But we can express Ty in terms of D by expanding

+ f
T (Dg) by Taylor series expansion about D=0, and dropping the higher order terms

[l
dT, T
T,D) = T.(0) + 3D D 4o D’
T S | L T Iy s
. b= * ¥

D=0
(3.11)

The derivatives of T, with respect to Dy are obtained from (3.6) and (3.9) using the

chain rule
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ciTl dTl /dpl
E le / dp1

DS= 0 p1= 0 ’ L‘--‘_/ t (3'12)
d’T, d [ h
_2 = dpl [
db, (dD_ /dp, )

Ds= 0 s 1 p = 0
! (3.13)

The first derivative obtained using (3.12) is zero, whereas the second derivative is

- given by
d’T, .
e = n
D=0 Z Z
et (3.14)

Substituting (3.14) in (3.11) gives >

1 D}
T,(D,) = T(0) * 5 — .
zzhvh
hat

(3.15)
Squaring and truncating the serms beyond the quadratic term in "Ds gives |
2 .
. D -
Ty (D,) = T}(0) + ——? -
AR Zv T
.o b (3.16)

Writing T(0) in terms of the two-way vertical travel time i.e. when the shot and receiver
_ L

-
‘~

are at D, we get e
L 'z 2 . :
0 _ =
HOEE SIS -
‘ h=] h h=l . . (3.17) .

o
- i



Substituting (3.17) in (3.16) gives

| K vl
. 0 s
ﬁ(Ds ) = vy + :2—-
i rms (3.18)
[ \ -
where vy is the root-mean-square velocity.
(3.19)
(3.20)
_ 172 , 12 .
T, D] T, D |
T=lZ7* 2 |~ |37
i ™ 3.21)

. The above expression is similar to (3.4) except for the difference in velecity. Thus the
effective velocity for a buried diffractor is equalto the root mean square velocity. This is
analégous to the equation for normal moveout correction.

Mathematically the moveout correction amounts to shifting the trace by an amount
equal to the traveltime diffcri:nce; between Dg=0, D=0 and the actual Dg and Dr. Since the
velocity is a function of depth, the moveout correction is not a simple time shift applicd‘to

each trace but rather a function of time as follows:

NS
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At = TG) - T
: ) 172 , 112
D] | T ;L TO | 0
= + =
2o VO I °

(3.22)
If To() and vrms(j) are known for each reflector then the time shift At can be |
- calculated ‘for each-value of 'j' and applied in a continuously time-varying fashion by some
sort of interpolation scheme. In gcncr.ﬂ At decreases with increasing Tg.
The moveout curve for a fixed shot position, vcnical.two-way time To=1.0 sec and
Vimns=2000 m/s, is shown in Figure 3.7. The X-axis represents the horizontal distance of
the receiver from the diffracting edge (D;). The horizontal disﬁmcc between the shotpoint
V:md-tﬁc diffractor is 200 m. The moveout correction to be applied for each value of D is
;:qunl‘ to the time difference between the solid line and the dotted line for that value of Dr If
the corrections are applied to each trace, the diffractor will appear at its proper two-way
travel ime on all the traces. If appropriate amplitude corrections are also applied and all the
traces are summed (stacked), the amplitude at the diffractor location will be enhanced
because all the signals will be in phase. |
If the alignment after the diffraction moveout correction is perfect, the signal
amplitude level after the s;:;c_k will be N times the level before stack, N being the number of
traces summed. But each n';l.c'e éontributing to the sum has a noise component present in it.
If we assume that the noise components of the traces are statistically independent and the
noise variance 1s approximntély the same for caéh race, then the variance of the sum will be
approximately N times the variance of the input noise level. Therefore the gain in signal
amplitudcﬂlo noise level by stacking is apprpkimatcly equal to the square root of N, and this-

is the maximum which one can achieve. Normally the gain in signal to noise ratio is less

than lhié.
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Figure 3.7 The time distance curve of a diffracted ray for a fixed shot position, two-way
time Ty=1.0 sec:, and V;,s=2000 m/s. The horizontal distance between the shotpoint and
the diffractor is 200 m. The moveout correction for each value of D is equal to the time

difference between the solid line and the dotted line for that value of D
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'. In the above discussion the surface location ;ight above the diffractor was known. In _
general one docs not know this ;mfacp location. In t§is case we have to try all possible
locations on an arbitrary discrete grid in the x-z spacc‘. Assuming that the diffractors are
located beneath the various surface locations, the time and amplitude corrc-ctions.arc applied
to the selected pre-stack traces and the sum of these traces is represented at the surface
location beneath which the diffr:;ctor was assumed to be located. This procedure is carried
“out for every surface location ai_ld the seismic section so ol?taincc_i is called .thc CFP st\ack
(Figures 3.1 and 3.2).l The signals will be in phase only for the surface locations and two-
way trach‘ times where diffractors exist. _E'.vcrywﬁerc else they will be out of phase. Hence

- on such a stacked section one can find diffracting points and also discontinuities in the

reflecting horizon.
3.4 Amplitude correction

| . Consider Figure 3.5 which shows the graph of the ratio (R) of diffraction amplitude
. to reflection amplitude versys the horizontal distance of shot-receiver midpoint from the
edge (XO) for different depths (Zo) of the edge. From this data we can plot the graph of R
versus Z for ciiffcrent X, s (Figure 3.8:1).- The graph of R versus two-way vertical travel
time for different X 's is also shown in Figure 3.8b. Two-way vertical travel times were
calculated from depth :;nd vcloéity information, This illustration clearly shows that Eor any

XyR increases as the two-way.vertical travel time ingreases.
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To mike all the diffrﬁction zl.m;).litudcs equal to the reflected amplitude from the edge
(or maximum diffraction amplitude),’ we need to multiply them with the inverse of R.
Figure 3.9 illustrates the inverse of R plotted as a function of two-way time. Also since
there is a phase reversal, as the shot-receiver midpoint moves from one side of the fault to
the other, a phase corrcctiop must be inc;rporatcd in the Yata after making mo»h'cc,ut
correction. This is important, ﬁincc otherwise the signals will not be in phase at the time of

stacking. Therefore to obtain a trace corresponding to a surface location on CFP section,

—

. . . :f',. .
we first assume that the diffractors arc.lot:atcd_'ben_gat,l}j;ﬁat surface location. Then we apply

the diffraction moveout correction to all_‘th't:_‘ﬁuécs and multiply each trace by the amplitude

’ J
correction time function corresponding to the value of X, Finally all the traces are stacked
to form a single trace. This is done for each surface location to obtain the CFP section.

>

3.5 Synthetic tests

One synthetic model example is included h;:rc to demonstrate how the method works
in practice.*Synthetic records for the model of Figure 3.3 are obtained for shot locations 1
to 19. Six wraces on either side of the shot are generated for. each shot location. Only

diffracted waves and reflected waves are taken into consideration. Geometrical spreading

is not taken into account. P-wave velocities in media I and I are 2000wm/s and 3000 m/s

respectively. .
¥
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Figure 3.9 The amplitude correction function (1/R) plotted as a function of two-way time
for various values of X, 1. X=250.0, 2. X(=200.0, 3. X(;=150.0, 4. X,=100.0, 5.
X0=5@.0, 6. vXO=0.0.
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The method is tested f.()lt synthetic data withody and with added noise. Examples of
. the synthetic records with added noise are shown in Figures 3.10a and 3.10b, which
e¢xhibit a very low signal to noise ratio. The reflected energy can still be seen but the
diffractions are not vis;blc. Figures 3.10c and 3.10d sho'w the NMO stacks of the 19
synthetic records. Only midpoint locations from 4 to 16 are used for this purpc;sc.'On the
NMO stack of t_hc synthetic data without noise (Figure 3.10c), the reflector as well as the
diffractions beyond the edge of the reflector can be clearly seen. On the NMO stack of the
synthetic data with added noisc. (Figure 3.10d), the reflector can still be seen but the
diffractions'arc C?mplclcly masked. Therefore it is difficult to determine the place of
termination of the reflector.

The CFP stacking method is now applied to determine the discontinuity in the
reflecting horizon. Since the amplitude on the diffracted signal falls very rapidly as the

shot-receiver midpoint is moved‘away from the point vertically above the edge, only those
rccciv:r::r locations for which the shot-receiver midpoint is within 400 m of the point
vertically above the edge are considered for CFP stacking purposes. Beyond 400 m the
diffraction amplitudes are very lov.; and hence the diffracted signal will be totally distorted.
The choice of the threshold distance is an empirical arbitrary parameter, based on a plot like
Figure 3.5. - !

CFP stacks of the synthetic data, (including moveout but not amplitude corrections to
diffractions) without and with added noise are shown in figurcs 3.11a and 3.11b
rcspcctivclg.(. The m;apliludc enhancement at the location of t;m diffractor is not very fligh
in this case. Figures 3.11c and 3.11d show the CFP stacks, without and with added noise,
when amplitude corrections were also performed. Both CFP stacks show considerable
enhancement in signal amplitude at the reflector edge. This shovjs that the method works

even for noisy data with a low signal to noise ratio.
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Figure 3.11 '(a) and (b) are the CFP stacks of synthetic records without and with added
noise respectively. Amplitude correction is not applied after correcting for moveout. (c) and
td) are the CFP stacks of synthetic records withoui and with added noise respectively.
Amplitude correction is applied here after correcting for moveout,

.
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One other difference bctwcgn an NMO stack aﬁd a CFP stack is in' the number of
traces uscf to produce a single trace on these scctio'ﬁs. Since a trace on CFP section is
obtained by summing a large number of traces, the fold is very high. For the synthetic data
considered here the highest fold on an NMO stack is-7, whereas on a CFP section it is 59.

From thc‘abovc discussion it can be inferred that if the NMO stack does not show the

Tocation where a reflector is terminated then a CFP stack can be used to deferrgine this

locatioh. /"‘

3.6 Application td6 real data

3.6.1 Reflectio.n, gr'avity and magnetic survey in southern Alberta

Pancanadian Petroleum Limited carried out a Vibroseis survey in tife V{;lcan arda
(Southern Alberta) during November 1983. This.survcy method is established 2§ an
excellent ool for crustal studies (Fowler and Waters 1975, Schilt et.al. 1979, Ohv retal.
19‘83). The data for line _83q-42‘l was made available to us for scientific érustal
investigations. Figure 3.12 shows the loc-a.tion map‘of the line, which is approximately 33
kms in length and is situated 4 kms east of Vulcan, It traverses North-South and cuts
across a postulated Precambrian rift valley, which les bclowﬁc flat lying sediments
(Kanasewich, 1968). The seismic instrumentation consisted of a 96-channel Texas
Instruments DFS-V recording system employing four synchronized vibrator sources. The
receivers were 8 Hz Mark Product geophonesfwith 9 units per channel. An inline split-
spread shooting pattern with spread over approximately 10 kms was used along with a shat
point interval of 200 m and receiver group intcrval‘of 100 m. The source array was
generated by moving four Vibroseis units thirty-two times to produce a sinélc ﬁ_cld record

stack. An upsweep of 5 to 35 Hz over a 30 sec duration was used and the seismic data

were recorded for 50 sec at 4 ms interval. NS

-
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Previous reflection research carried out in southern Alberta (Kanasewich & Cunumng. |
1965; Clowcs et. al.,1967; Kanasewich, 1968) indicates several continuous deep rcﬂccnng
ho_nzons cxcept for zones of fracturing and faulting. A prominent mid-crustal reflector,
called the Riel discontinuity was also reported. At this reflector the vcloc:ity= i;crcasgs, ‘.
.abruptly from 6.5 to 7.2 km/sec. Dips of up to 20 deg. necessitated migration. The results
from Kanasewich (1968) are shown in Figuré 3.13:. Weak reflections were observed from,
the Mohorovicic discontinuity. Figure 3.13 also shows that the Moho chahgcs in deplh\
from 38 to 47 km while the Riel discontinuity changes in depth from 26 to 37 km, The
anomalous magnetic and gravity tmnds show_that the rift is continuous across Albcrta and
British Columbia. |
The Bougu.cr gravity and aeromagnetic anomalies along the new seismic line 83-421 are

shown in Figure 3.14a and 3.14b. The gravity anomaly also suggests the presence of

buried low density section in the area under investigation. '
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GRAVITY ANOMALY {7 . !
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3200 —=mr—e—ery . . . . , : . '
765 665 585 485 368 285 185 65
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—

: Figure 3.14 () The Bouger gravity anomaly dnd (b) the aeromagnetic anomaly along the

Vulcan seismic line.
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There are several discontinuous bands of correlatable energy in the Precambrian section
beneath 2 secs. These reflecting events are cortelatable across a considerable number of
seismograms recorded along the continuous north-south profile. After the necessary

-

ﬁrocessing steps, a common depth point stack of these seismograms was plotted as a
preliminary cross-section (Figure 3.15). The seismic cross-section so obtained is also
known as the brute stack. Two stror;g shallow reflectors were observed at two way
reflection times of 1.0 and 1.4 seconds. These rcﬂcctions‘arc‘ from the bottom of the
Mesozoic and Pzilcozoic formations, There are no continuous reflectors visible below these
two.horizons, but reflection characteristics can be seen at sqveral places. Small picces of
deep reflectors are visiblc-bctwccn two way reflection times of G.Q ar}\d 12.0 seconds.
Although these reflectors are not correlatable throughout the extent of the profile, they do
indicate the presence of deep reflecting horizons on the reflection profile. Their
discontinuous characteristic is probably due to Lhc fact that the an:a"hns undergone severe
faultiﬁg and intrusion. The seismic records also show that the deep reflecting horizons are
not horizontal. There are dips up to 20 degrees, presént in this area. Because of the
presence of steep dips (dips greater than 5 degs), the reflectors dg not show up at their
proper positions. This is due to the fact that the traces are corrected for normal moveout
under the assumption of horizontal layering and the resulting ‘traccs are assigned to the
center point between source and receiver. Also it is assumed that the normal reflecting point
is situated exacdy below the mid ;:ioint of the source and receiver. For a dipping reflector
the normal rcﬁccting point cannot lie exactly below the mid point and hence the sciamic
section prepared under the assufhption of horizontal rcﬂccﬁng boundaries will show the
reflectors in displaced positions. These displaced reflectors on the seismic section should

be moved to their proper positions in order to get a true picture of the subsurface geology.

The process by which these events are moved to their true spatial positions, is known as

migration.
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‘Thc'x-'c are several methods used for the migratibn of seismic c}nta..mc mo.st‘l p‘opﬁlﬁr n;ld_ '
recent amongst all is the wave-equation migration technique. ThlS méthod is based upon the
downwargcontinuation of the recorded wavefield and makes use of the exploding reflector
model. This model assumes that each f)oint on a subsurface inhbmoécnity. is a source, and
these sources radiate upwards with only half the velocity nom,mlly associated with the .
geological section. Signals received at the surface due to this modcl‘arc very close to those
that would have been generated by sources and receivers occupying the same position on
the surface. Also because the model involves waves travelling in one direction, only the
upgoing wave of the solution to the wave-equation needs to be dealt with, usiné oﬁc-half of
‘the normal velocities. The sources located at the subsurface inhomogenities explode
i;imult_aneously at time t=0 and depths z and the &avcs pfopagﬁting from these so.urccs are
recorded at time t and depth z=0. In seismic exploration the wavefield at the surface is-
known, i.e. at z=0 and time t, so that we cxtmpolatc\’it downwards, ﬂsing one-half of the
normal velocities, tll t=0.d'-I'hc resulting picgl_rc gives us the true positions of the subsurface
horizons. For the Vulcan data a frequency domain migration scheme was used.

The important factor in the migration of seismic data is the subsurface velocities. The
velocities should be known fairly well in order to achieve good migration results. A basic
assumption in the above mentioned migration technique is that the velocities are constant
laterally. The method gives poor results if there are lateral velocity variations. For migrating
the Vulcan scispﬁc data, the velocity is not well known And the refraction and wide angle .
reflection velocities presented by Kanasewich(1968) were used.

The migrated seismic cross-section is illustrated in Figure 3.16. The seismic events are
plotted as a function of two-way travel time) On the seismic crdss-scction_. the reflections
from the bottom of Mesozoic and Paleozoic are visible vcr;* distinctly. The Riel
discontinuity, marked R, was identified on the basis of projection from the earlier line and

is not a prominent reflector here. The horizon marked M indicates a reflection correlating in
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depth with the Mohorovicic discontinuity, There is another distinctly visible midcrustal
reflector in the Precambrian, which lies between the Riel discontinuity and the bottom of
the Paleozoic. Also there are a number of faults present iﬁ Precambrian formations which
extend downwards to the N:ohorovicic discontinuity. Correlation of various events is based
on lime ties and reflection characteristics. Reflections have been emphasized by drawing
heavier lines. There are no reflectors between the two-way reflection times of 1.4 m1d 5.0
seconds. However, the reflection characteristics present in this zone may be attributed to
the multiple reflection activity due to the presence of two strong shallow reflectors.

As seen from the cross-section, the R discontinuity and the rcﬂ\ector above it have been
continuously correlated over the entire length of the profile, while the reflection from M
event is not that prominent. Other quasi-continuous horizons usually of poorer quality are

-

also present.

The seismic cross-section of Figure 3.16 presents strong evidence for faulted and
steceply dipping structures within the crust. Och the extent of the pfofilc'thc‘ Riel
discontinuity varies in depth from 26 to 37 kms, whereas M varies in depth from 37 to 46
kms. This compares very well with previous investigations. Another midcrustal rcflccto_r

marked C, varies in depth from 13 to 24 kms. This reflector was not identified in previous

seismic workt
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The consistency-of the reflection correlation across a faulted terrane can be asscsscd bj}
making two dimensional gravity calculations. An atiempt was made 1o prepare a gravity
model of the seismic cross-section. For this purbosc the interpreted seismic section was
divided into several distinct blocks. Figure 3.17 shows the block diagram of gravity

_anomaly. The dcjnth and thick'ncss of caph block was calc?:latcd based or; the compressional
wave velocity and two-way reflection time. The faults marked their lateral boundaries. The '
density contrasts are assigned .to each block based on velocities and reflection
characteristics. For the present study the values for density were taken from previous
studies. The density contrasts for each block are also shown in t;xgurc 3.17.

The gravitational attraction due to a two-dimensional rectangular block is required in
order to compute gravity anomaly along the profile due to the block modcl. The

gravitational attraction due to the shaded block of Figure 3.18, at a point P on the surface is

given by the following expression (lewani et.al. 1959) ' ' J
o | i ] 2 ' o

2 2
D +x
2

Ag = ZKS[xln
P d+x

, ip (X - 220 ) :

+d(mn'l% - mn'l(x-b)q) ]
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Figﬁre 3.18 The s'cg]cmatjp diagram for gravitational attraction due to shaded block at
location P.
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Here 'K' is,the gravitational constant, '§' is the dcnsit& contrast, 'x' is the horizontal
distance to the right edge of the rectangular block, 'b' is the lateral extent, 'D' is ,é depth
to the bottom and, 'd’ is the depth to top. The gfavity values due to each block are
calculated at various stations along the profile. Then by adding the values at each station we
get the gravitational attraction due tt; the seismic model. The computed gravitational
attraction due to the seismic model is shown in Figurc 3.19 along with the observed gravity
values. There is not significant discrepancy between the obscrvcci gravity values and the
computed ones. Therefore the seismic model is not far from the truc £ubsurface picture.
The Vibroseis reflection survey carried out in the Vulcan area of southern Alberta
shows distinct deep rcflccté;:s‘ which are related to the crustal structure. The steep dips
encountered necessited migration of the data. The seismic cross-section shows two good
| shallow reflectors between 0.5 and 1.5 seconds. The uppermost deep reflector varies in
depth between 5 and B seconds. This reflector was not observed in previous studies. In
general the structure appears to be very complex with several faults interrupting the
continuity of mﬁectors. The interpretation of seismic and gravity data indicates that this
section crosses a complex faulted graben associated with a Precambrian rift valley. Faul‘ts
of small throw are thought to intersect the shallow reflectors. The identification of these
faults is very important in oblaining a true picture of the subsurface. Also it is very

-

important in oil prospecting, since they may form potential oil traps.

~
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To test the performance of the CFP stacking method, we applied it to a small portion of
the line (stations 440 to 500). A CMP stacked section of*this portion is shown in Figure
3.20. On this section a strong shallow reflector is present at two-way reflection time of 1.4

sec, whereas the reflector at two-way time of 1.0 sec is of poor quality. A fault was
thought to cross these reflectors between stations 471-479. This interpretation is
questionable since the reflecting horizon at 1.4 .scc_ appears quite continuou!Q was thought'
that Lhcpc may be a fault of small magnitude through the reflector at 1.4 sec, which cannot
be identified on a CMP section due to the ovcrlap;;irig of diffmcﬁons. In order to resolve
this question, a CFP stacked section of the same portion of the line was obtained and is
shown in Figure 3.21. The velocity model used for the CFP stacking was the same as that
of CMP stacking. In order to cmphasiic high amplitudes on CFP section, only the peaks
“and troughs having 'amplitudcs above a preset threshold were colored. On this section high

amplitudes are present between stations 471-476 and stations 457-464 at the two way

hY

‘reflection time of 1.4 sec, indicating that there are discontinuities. This is in good

agreement with the intr;rprc:ed fault through this reflector, thus reducing the ambiguity.
I

Therefore when'the CFP stacked section is interpreted along with the CDP stacked section,

_ a better picture of the subsurface structures can be obtained.

. \ ”/’
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Figure 3.21 A CFP stacked section of the portion of Vulcan Line shown in Figure 3.20.
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(
3.6.2 Application to data from south of Princess Well in Alberta

Next the CFP stacking method was applied to ihc reflection data from an EW line
situated south of the Princess Well in Alberta. Figure 3.22 shows the loéat?on map of the
line. The data was acquired by PanCanadian Petroleum Limited in'March 1985 and a small
portion of this line (approximately 6.8 km in length) was made available to us for CFP
stacking."I‘hc seismic instrumentation consisted of a 120-channel DFS-V recording system
employing airgun sources. An inline split-spread shooting pattern with a shot point interval
of 34 m and a receiver group interval of 17 m was used. Each receiver group comprised of
9 geophone unifs in an inline pattern.

A CMP stack of this data with a maximum of 30-fold coverage after basic proccésin_g
is shown in Figure 3.23. A very strong rcﬂecfor (the top of the erosional surface of
Mississippian deposits) at a two-way reflection time of 0.83 sec can be seen on this
section. The reflectors between 1.0 and 1.4 sec are from Cambrian formations. The
Precambrian crystalline basement is probably at 1.4 sec and is relatively continuous |
throughout the section except for the interruption by diffraction arcs, Note that the
diffracted cncrgy_} is quite remarkable on this section, and has not been completely removed
by common midpoint stacking. If diffractions were not present no discontinuity would be
infered in the reflecting horizons. In order to locate any discontinuin'c-s due to small faults

or due to sudden change in litholbgy in this area, the CFP method was applied to this data.



-

]

SOUTHERN ALBERTA.

108

118¥W 114W - 112W 110W
52N
Oprumieller
rJ

3

N, —gCalgary S5IN
_ |Princess Well
»_
Brook Lina.
| 50N
OLethbridge

- 48N

*

]

Figure 3.22 Map of Southern Alberta showing the location of the seismic line.



Figure 3.23 A CMP stacked section of a portion of the seismic line from Princess area.
The data is courtesy of PanCanadian Petroleum Ltd. 2WS - Second white specks, bFS -
base Fish scale, M - top of Mississippian, Wab - Wabamun, A - Arctomys, P - Pika, S -
Stephen PC - Precambrian. - a



111

A CFP stacked séction is shown in Figure 3.24. In order to emphasize high
amplitudes on this section, the peaks and troughs having amplitudes below a certain level
were not filled in. High amplitudes correspond to reflector discontinuities which may result
from either faulting or sudden tcrrninatic;n of a reflector or any lateral discontinuity in
seismic velocity. Cne more important feature which can be seen on a CFP stacked section
. is the change in phase as one goes from one side of the fault to the other. Prcggu.vl’y’r @:
don't dwell in detail the exact nature of these phase reversals and their role in locating faults
aécuratcly in sgacc. This will be done after modelling in a later stage using finite différcncc
synthetic seismograms for more complicated media.

The seismic section is on the northern edge of a major east-west rift of Precambrian
origin {Kanasewich, 1968). It is also 6.4 km south of a well drilled through 1874 m of
Phanerozoic sediments into a basement high with the basal core ':;cing a mafic metamorphic
rock (R.A.Burwash, 1987, personal communication). The anomaly has a positive gravity
expression and is présumcd to be a volcanic extrusive through middle Cambrian sediments
as a part of the rifting process. The diffraction patterns on the seismic section (Figure 3.23)
interrupting Middle Cambrian Arctomys, Pika, and Stephen formations are intcr;irctcd as
representing ign;:ous intrusives (a in Figure 3.25) with some possible reactivation (b) and

faulting (b) during the subsequent Paleozoic era. An interpretation of the section bascﬁ on
| the CMP section and the CFP section is shown in Figure 3.25. Other diffracted patterns (c
. and d) may be due to erosional features, faults or carbonate buildups. In conclusfon, with
the help of the CFP section it was possible to delineate the boundaries of the igneous
intrusive.-Also the faults and other discontinuities .wc'rc casier to identify with the md of this .

. S et
CFP section. Thus a better picture of the subsurface was obtained.

-
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" Figure 3.24. A CFP stacked section of the line from Princess area. The solid shaded peaks

indicate a positive polarity on the diffraction stack. The shaded gray peaks indicate negative
polarity. ) ‘;’
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Figure 3.25 A line drawing of the Princess section along with the diffraction and fault
interpretation made on the basis of the CFP stacked section. a. Boundary of the igneous
intrusive, b. possible reactivation, c. possible erosional feature or carbonate buildup, d.
faulting. '



o o .
= 2y & Qn




116

Depth migration before stack also collapses all the diffraction hyperbolas to their
respective apexes, but the computing cost is prohibitively expensive. Instead two plots of
continuity and discontinuity would.scrvc the same purpose at a relatively lower cost.
Another advantage of having a CFP stacked section is the fact that it shows the

. - p
discontinuities explicitly and hence can be useful to locate them even if the dimensions are
small, e.g. a fault with a small throw. On migrated sections it might be difficult to locate
such features since reflections are also present. The interpretation must be carried out by
superimposing the CFP stacked section on top of thc CMP stacked section. An attempt was
made to plot botﬁ sections, onre on tbp of the other, with different colm;s. Bdt due to
inadequate plotting facility at the University the results were not satisfactory.

The method also seems to be helpful in preventing an in‘tcrprctcf from choosing a

diffraction event as an anticline on the CMP stacked section. The scattering due to an

.anticline.is much weaker as compared to that for a sharp discontinuity. Hence on a CFP

-stacked section an anticline will not show high amplitude, whereas a sharp discontinuity

can be located by high amplitude.

3.6.3 Application to data fromn Melville Island

Next the CFP stacking method was applied to the reflectign data from a NS line (67-X)
from Melville Island. Figure 3.26. shows the location map of the line. The data was
acquired by Chevron in October 1972. The seismic instrumentatior consisted of a 48-‘
channel DFS-V rccofding system employing explosive sources. An inline split-spread
shooting pattern with a shot point interval of 880’ ::nd a receiver group interval of 220" was

used. Each receiver group comprised of 9 geophone units in an inline pauwern, with

geophone spacing of 25'.

Lo
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Figure 3.26 A map of Melville Island along with the location of the NS line 67-X.
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A CDP stack of this data with a maximum of a 6-fold coverage after basic processing

- is shown in Figure 3.27. There are several strong reflectors present on this section with

evidencé of folding and faulting. There is a well drilled through location 270 of this line.
The Horizons are identified by correlating them with the well data and are marked on the
CDP section.

The CDP section along the line shows that the structure in this region consists of a
very complex fault system. Two systems of faulting are indicated which are late Devonian
and early Mississippian in age. The earlier of these two faulting systems resulted from a
northern compressional force with the later one from a southern compressional force. There
are two other major structural/ stratigraphic features: | )

1. The buildup of limestone in the lower Devonian formations.

2. The varying thickness of the Ordovician evaporite section (indicated as a salt unit)
suggests that the movement of salt gave rise to anticlinal features on the section. This salt
tectonic feature preceded the compressional forces. ‘

The reflectors are relatively continuous throughout the section except for the
interruption by diffraction arcs. Note that the diffracted energy is quite remarkable on this
section, and has not been com l_ctcly removed by common midpoint stacking. If the
diffractions were not present it would be difﬁcult. to infer any discontinuities in the
reflecting horizons. In order to locate any discontinuities due to};mall faults or due to
sudden change in lithology in this area, the CFP method was applied to this data.

A CFP stacked section is shown in Figure 3.28. In order to emphasize the high

amplitudes on this section, only*thc peaks and troughs having amplitudes above a certain

. preset threshold value are plotted. High amplitudes correspond to reflector discontinuities

which may result from either faulting or sudden temmination of a reflector or any lateral
discontinuity in seismic velocity. The boundary between the Silurian and U. Ordovician

formations is clearly visible on CFP section. This is due 1o the change of facies at the



Figure 3.27 A CDP stack of the seismic data from line 67-X. D - Devonian, $ - Silurian,
U0 - Upper Ordovician, MO - Middle Ordovician, C - Cambrian, PC - Precambrian.
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boundary. The outline of the salt unit is also 'q'uitc‘rcr‘narknblc on thc CFP stacked section,
Besides these two major features there are several indications of faulting, The interpretation

| carried out so far is also illustrated in Figure 3.28.
Velocity model plays a very important lrolc in CFP stacking process. Due to the
computing limitation at the University we could not experiment the stacking process with

various velocity models.

3.7 Conclusions SN

. A new processing method was developed to image seismic adoustic impedance
discontinuities by using the diffracted elastic energy. The process is analogous to the
conventional CDP method. The CFP method destroys the reflected energy and concentrates
the diffracted energy at the location of diffracting centers. The method exploits the
difference in reflection an.d diffraction moveouts. An amplitude correction is also
incorporated to compensate for the rapid fall of diffraction amplitude fro.m receiver to
receiver.

Synthetic data as \a;cll as real data show that the CFP stacking method hclps in the

identification of subsurface discontinuities by stacking diffracted energy at diffracting

points. The CFP section is a complementary presentation to the normal CMP stacked

"section, Therefore it helps the interpreter in determining the structure’of the subsurface. The

method appears to be particularly useful for finding unconformities, lateral inhomogeneities

and faults with throws of small magnitude.

L]

.



Figure 3.28 A CFP stack of the seismic data from line 67-X. Peaks (blue) and troughs
tred) having amplitudes above a preset threshold are plotted. '
Light blue - boundary between Silurian and Upper Ordovician, Pink - salt unit.
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CHAPTER 4
RESOLUTION WITH REFLECTED AND DIFFRACTED WAVES

fi ‘ ) : : (
4.1 mgroduction

The Common Fault Point (CFP)'mcthod described in chapter 3 is quite promising for
imaging seismic ’subsurfacc dis,cantinuitics. The imaging method makes use of the
diffracted waves produced by discontinuities and is sensitive toLveral physical
parameters. Source signature, subsurface velocities andthe dimensions of the discontinuity
are a few of the imfmrtam parameters which affect the resolution on CFP stacked section.
To achieve the best results in interpretation, due consideration must be given to effects
produced by these parameters.

This chapter describes the limitations imposed by these parameters on the
interpretation of the CFP section. The problems of vertical and lateral resolution of a -
method are the most important of all for interpretation. Broadly speaking the resolution is
dependent upon the dominant frequency in the source pulse, therefore it is important to
know the nature of the source pulse before hand. We begin with a acscriptibn of the source
wavelet used for the following study.

4.2 Descriptioh of the source pulse

The time variation of the source pulse for generating the synthetic seismograms is

expressed by

f(t) = t-exp(-atz) @.1)

124
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I
where o is a source constant. Any bandlimited pulse of finite time duration can be used. I
have used this expression because it is mathematically more tractable. Also during

processing the pulse can be shaped to any desired form by deconvolution. The frequency

oo
spectrum of the source pulse is given by \
1 -at o
Flw) = — |te e " dt
2 <
= - expl- 040
41C2a3f2

(4.2)

The maxima of the amplitude spectrum is obtained by equating the first derivative to

Zero le/

2 3R 20

.‘ 2
Flo) = — [1-‘9-] expl- w/da] = 0
i

(4.3)

This givcs.lhc dominant frequency @,=(2c)!/2, This frequency is‘dcpcndcnt upon the

source constant o.. Therefore a source pulse with a particular dominant frequency can be
generated by finding o from

2

@,

0 = —
2

' (4.4)
For a source pulse with a dominant frequency of 30 Hz a=17765. The time domain_

representation of this pulse and its amplitude s;‘iccti-um are shown in Figures 4.1aand 4.1b

respectively. The peak to trough width of the pulse calculated in time domain is (2/(1)”2.

The above mentioned representation of the source pulse is chosen in order to derive

conclusions regarding the relationship between wavelength and resolution,
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4.3 Resolution of the CFP, Stacking Method

The determination of vertical and lateral extent of discontinuities is as important as -
detecting their presence. In reflection seismology several attempts have been made to
increase the rcsolvi{ng power of the seismic method. The size of the Fresnel zone (Sheriff
1980) and the basic characters of the seismic wavelet are the most important factors
controlliig the horizontal and vertical resolution respectively. The problem of vertical
resolution is discussed by Widess (1973), Schbcnbcrgcr(1974), Sheriff (1977), Koefoed
(1981), and Kallweit and Wood (1982). Here we shall apply the samclprincl:iplc to
determine the resolving power of the CFP stacking method. <

Resolution is the ability to distinguish separate features, and is éommonly expressed
as the minimum disténcc between two features, such that two can be defined rather than
one. :Scisnlié interpretation is concerned with rcsbiuti&n in two directions, vertical (iﬁ time
or in depth) and horizontal (from trace to trace). In this section, first some definitions for
the resolution are presented followed by the discussions of vertical and horizontal
resolution. Since the characteristics of the seismic wavelet are the basic factors affecting the

vertcal resolution, we derive the resolution criterion for the wavelet of section 4.2.

4.3.1 Definitions of resolution criteria {
Rayleigh (Longhurst, 1967, p.165), Ricker (1953), and Widess (1973) described
several resolution criteria. They considered symmetric zero-phase wavelets, whereas here

et »
we use these criteria for an antisymmetric wavelet. Howevefpthe definitions for the
- . L4

resolution criteria are stiil valid.

Rayleigh's Criterion

In the optical analogy a point source is similar to a reflection spike, an optical

T,
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instrument is analogous to the earth, and the diffraction pattern plays the role of a band
limited wavelet, When parallel light rays pass through a narrow slit, a diffraction pattern is
produced. The intcﬁsity of the central maximum has a finite width inversely proportional to
the slit.apcnurc (Figure 4.2). Rayleigh .obscrvcd empirically that there is a limit of
resolution between two diffraction slits. Rayleigh defined thc-pcak to trough separation
(b/2), that is, the central .maximum to adjacent minimum time interval of a diffraction
pattern asgthe limit of resolution. Therefore to resolve two point source -objccts their
scparaﬁ.;)‘r} should be greater than or equal to the peak to trough separation of the diffraction
pattern (Figure 4.2).

Now consider the wavelet of Figure 4.1. The peak to trough separation for the

wavelet of 30 Hz dominant frequency (a=17765) is given by

\/? _ 2
%\ 177765

10.6 msecs

' w

(4.5)
,Therefore the wavelets should be scpﬁrated by at least 10.6 ms;cc in order to identify them
as two distinct features. For frequencies of 100 Hz and 200 Hz, the peak to trough
separations are 3.18 msec and 1.59 msec respectively. For a velocity of 2400 m/sec the -
difference in raypaths should be 25.4 m for 30 Hz, 7.6 m for 100 Hz and 3.8 m for 200
Hz. Figure 4.3 presents ihc composite of two pulses for a separation of 10.6 msec and it
clearly shows the presence of two separate events, Thus Rayleigh's limit of resolution for

an antisymmetric wavelet is also equal to peak to trough separation.
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DIFFRACTION PRODUCED  RESOLVED
BY A SINGLE SLIT )
(a) (b)

'\/\ﬂ:,hhl\ /‘f’l\“—\
=
RAYLEIGH'S LIMIT UNRESOLVED

OF RESOLUTION

© (A

Figure 4.2 Rayleigh's criterion for resolution (a) diffraction pattern produced by a single
slit (b) Resolved diffraction pattern from :wo slits (¢) Rayleigh's limjt of resolution for two
slits (d) unresolved diffraction pattern from two slits.
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Rickef’s%ﬁeﬁen y

By studying the composite of two symmetric zero-phase wavelets as a function of
separation, Ricker (1953) .found that the central maxima get closer and the amplitudes
. decrease as separations decrease, merging finally into one single mfjor peak. Ricker
defined the limit of resolution as that separation where the composite waveform has zero
cﬁrvaturc at its central maximum, that is, a flat spot (Figure 4.4), This limit can be found .
mathematically by differentiating the composite waveform twice and equating to zero. For a
symmetric zero-phase wavelet this condition occurs when the separation is equal to the
separation of inflection points on the central maximum.
Now let us apply this principle to the antisymmetric wavelet of Figure 4.1. The
composite of two wavelets scpa_ralcd by a time duration T is given by . ~
) Ct) = W) + W(i+T) _ 4.6)

where

W) = texp(-ot)

[+]

The flat spo§ is obtained by setting the second derivative with respect to time equal to

zero and evaluating it at the origin i.e.

C (t)l _W(t)+W(t+T)| ’
=0 S *

4.7)
This gives

-
il
|

pN 4.8)
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Figure 4.4 Ricker's criterion for resolution. (a) a2 symmetric Ricker's wavelet (the second
derivative of a Gaussian function) (b) two resolved wavelets (¢) Ricker’s limit of resolution

(d) two unresolved wavelets.
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-~
For a 30 Hz dominant frequency T=9.2 msec. This limit is less than Rayleigh's limit
of resolution. Figure 4.3 also compares the composite wavelets for the separations of 9.2
N
msec and 10.6 msec. One cannot detect the presence of two wavelets for a scparation equal
" to Ricker's limit, while for a separation equal to Raylcigﬁ's limit one can easily identify two

wavelets. Thus, for an antisymmetric wavelet, Rayleigh's criterion is better than Ricker's.

Widess Criterion

Widess (i973) described the criterion for the limit of resolution for the composite of
two symmetric zero-phase wavelets of opposite polarities, He observed that as the
separation decreases, at one point the composite of two wavelets of opposite polarity
approximates the derivative of the wavelet. For a symmetric wavelet this limit occurs when
the separation is 1/8 of the wavelength corresponding to the predominant frequency.
However in actual practice, because of the presence of noise, the limit is higher.

For the antisymmetric wavelet considered here the composite of two wavelets of
opposite polarity approximates the derivative when the time separation is equal to 9.2 msec
(Figure 4.5 ). Thus, in this case the resolution limit can also be obtained from the second
derivative (see Ricker's criterion). This was also pointed out by Kallweit and Wood
(1982).

In conclusion, we see that the Rayleigh's, Ricker's, and Widess criterion can also be

applied to antisymmetric wavelets.
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4.3.2 Discussion on Resolution -Criterion

“ In this section an assessment of the above resolution criteria is made by plotting the
composite of two wavelets as a function of separation, first for the wavelets of the same .
polarity followed by the wavelets of opposite polarity. Figure 4.6 shows the composite of
two wavcicts of the same polarity plotted as a function of separation. Figure 4.7a shows
the maximum absolute amplitude of the composite wavelet plotted as a function of
separation. The amplitude of the composite monotonically decreases with the separation.
For a separation of 10 msec on Figure 4.6, one can easily identify the presence of two
separate features. This is also shown in Figure 4.3. Although for the Ricker's criterion it i's-(
not as obvious as for Rayleigh's criterion (Figure 4.3).

Figure 4.8 illustrates the composite of two wavelets of opposite polarity blottcd as a
function of separation, while Figure 4.7b shows the maximum absolute amplitude plotted
as a function of separation. In this case the amplitude is maximum for a separation of about

10.6 msec which is the Rayleigh's criterion. But the derivative of the wavelet approximlatt':s
. the composite foi' a separation of 9.6 msec (Figure 4.5). Thus Widess criterion seems to
work in this case. This is not quite so evident on Figure 4.8.

Therefore we can conclude that for two antisymmetric wavelets of the same polarity,

Rayleigh's criterion works better than the Ricker's criterion, whereas for two

antisymmetric wavelets of opposite polarity, the Widess criterion applies.

J
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4.3.3 Vertical Resolution

| To demonstrate how the method works in practice and also to determine the vertical
resolution of the method, synthetic records for a step fault model were generated. Figure
4.9 shows the geometry of the step fault model. The fault is located beneath surface
location 20 and Az indicates the throw of the step fault. The velocities in the upper and
lower media are 2400 m/s and 3000 m/s respectively. The receiver spacing for generating
synthetic data is 50 m. For the antisymmetric seismic pulse used (dominant frequency 30
Hz) the dominant wavelength is 80 if(for a velocity of 2400 my/s). Therefore thcor_cticnlly
speaking, on a CFP. section the vertical limits of resolution according to Rayleigh's,
Ricker's and Widess' criteria are A/6.29, A/7.25 and A/7.25 respectively. Now let us see if
these definitions apply to the vertical fault model.

We begin with the value of Az equal to the dominant wavelength (A) of Ec seismic
pulse. The corresponding CDP stacked section and CFP stacked section are shown in
Figure 4.10a. In this case the diffracted waves from the edges of two flat reflectors on
either side of the fault are two separate events (Figure 4.10a). Accordingly, on the
corresponding CFP stacked section two distinct regions with high amplitudes are visible.
Also note the change in phase of these two events, This is because they are on opposite
sides of the fault plane.

For Az=A/2 the two diffracted events have started merging on the CDP stacked
section (figure 4.10b). On CFP section (Figure 4.10b) one can still identify them as two
separate diffracted events.

For Az=A/4 it is really hard to identify them as two separate events (Figure 4.10c) but
on CEP stacked section the region of high a}nplimdc indicates that there is a discontinuity in
the reflector at that location. Also they are resolved according to thc'Wi;l;ss crigerion, This

discontinuity is also evident on the CDP stacked section. For Az=1/16 one cannot see any

discontinuity in the reflecting horizon on the CDP stacked section, although one can still



discover its presence by cro.sscdrrclating the traces }f the data is acquired at a small
sampling interval. However, on the CFP stacked section thl: discontinuity is indicated by
the high amplitude (Figure 4.10d). Thus, in such a case the CFP section helps in
interpretation. For Az<A/16 the amplitude on the CFP section is very srﬁall.

One other difference between an NMO stack and a CFP stack is in the number .of
traces used to produce a single trace on these sections. Since a trace on the CFP section is
obtained by summing a large number of traces, the fold is very high. For the synthetic datﬁ
considered here the highest fold on an NMO stack is 13, whereas on a CFP section it is
- 133, |
| Fi;urc 4.11 illustrates how the peak amplitude on the CFP section varies u{ith Az/A.
The amplitudes are relative to the amplitude for Az/A=1/4. For Az/A<1/16 lhis amplitude
will be very small and it will be hard to identify it on C‘FP section against the background
noise. The variation in peak amplitude is similar to that shown in Figure 4.7b. Considering
a step fault model is in fact equivalent to considering two seismic pulses of opposite
polarity. The theoretically predicted limit of vertical resolution is equal to 7\.[7:25. But from
the results illustrated in Figure 4.10 the limit of vertical resolution for the CFP method
using an array_pf receivers is approximately equal to 1/1'6.which is about half of the
theoretical va]u.c for a single detector. Thus CFP method gives better vertical resolution
than the limits descnbed in s:_:c;ion 43.1.

Figure 4.12 illustrates how the amplitude on the CFP stacked section varies laterally
for diferent values of Az. The aﬁ;plitudcs are normnliz&‘jd with respect 1o the maximum
amplitude. The nature of amplitude drop is the same for all vadues of Az. Thc;cforc, this
data does not allow us to make any inferences regarding the relationship between the

amplitude drop and fault throw.
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Figure 4.9 Geometry of the step fault model.
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4.3.4 Lateral Resolution

The r(;ﬂcctcd cnergy scen on a/scismic trace is not caused just by a point of the
subsurface, but rather an arca of the reflector is involved in producing the recorded wave.
This area is cqsml tacthe first Fresnel zone. A reflection from a plane reflector is one-half of
the response of the first Fresnel zone. The first Fresnel zone is the area on the reflector
from which reflected energy can reach a detector within the first half cycle of the reflection.
The concept of an area rather than a point on the reflector being involved in reflection is the
essence of understanding spatial resolution, |

Since wavelength depends on frequency, the extent of the Fresnel zone depends on
frequency (Figure 4.13). Hence different portions of the reflector are effective for the
different frequency components which together make up the seismic waveform. The area of

the first Fresnel zone for spherical waves is (Sheriff 1980)

v t
R“'z‘\/:f

where R is the radius of the Fresnel zone, V is the velocity above the reflector, t is the two-

(4.9)

way travel time and f is the frequency. For a frequency of 30 Hz, two-way travel time of
0.5 sec and velocity of 2400 m/s, the radius of the Fresnel zone is 155 m. Thus the size of
the Fresnel zone increases with depth and therefore a deeper feature has to be larger in arcal
extent to produce the same effect as a smaller shallow feature.

The change in waveshape produced by an edge of a reflector can be explained by -
considering Fresnel zones (Sherif®977). Consider the model of the edge of a reflector
(Figure 4.14). When the observation point is away from the edge, all the frequency
components contribute in a normal way (Figure 4.14). As the observation point approaches
the edge the low frequency components see the edge earlier to high frequency components
because the size of the Fresnel zone for low frcquéhcy is bigger than that for high

frequencies. Therefore a small amount of low frequency components arrive at the detector
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changing the waveshape. For an observation point directly above the edge, Fresnel zones
| for all the frequencies hayehalf the area they had when remote from the edge, hence the
reflection wavelet has half the amplitude. For an observation point beyond thc,rcflc'ctor the
area of the high frequency zones is smaller compared to that for low frequency zones.
Hence the waveshape changes. Therefore the edge of a reflector is seen over a region rather
than a point directly above it.

Spatial resolution can also b.c explained from the viewpoint of diffractions. A
diffraction rcprcscnts. the effect of a point in the subsurface. When two points are separated
by the Fresnel zone, two points are seen rather than one hence they are resolved. thq_ two
points are closer than the size 6f the Fresnel zone we do get indications of the presence of
two points but cannot resolve them..

Now let us determine the horizzmtal rcsolﬁdoh fc;r the CFP method. For this method
lateral resolution addresses the question Qf@w far apart two diffraction points should be in
order to be seismically visible and identifiable. To test the method consider the model of a
dyke (Figure 4.15). The receiver spacing chosen for generating synthetic seismograms is

. 20 m here. This is because we are interested in lopking at small lateral changes. We will see .
the CDP s'tacks and CFP stacks of this model for the width of dyke varying from A/4 to 2A
(Figure 4.16). For w=A/4, on CDP stacked section we only see a point diffractor having
hyperbolic characteristics. This is because the width of the dy}cc is l‘cs.s' than the size of the
Fresnel zone. But on the CFP stacked section one can see the existence of two point
diffractors. Their spati;ﬂ separation on this section is not the true separation, but still it
helps us identify two separate diffracting points. For w=A/2 and A again the CDP stacked
section does not give any indication for the presence of two point diffractors, but the CFP
stacked section does show two distinct fcatufcs. But once more the width observed on the

!
CFP sectign is not the true width. For w=2A, both CDP and CFP sections show the

presence of two subsurface diffractors. Also in this case the wi'dth‘o'bscrvcd on the CFP
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section is the true width, although the width is half the size of the Fresnel zone. Figure -
4.17 illustrates the amplitude on the CFP section plotted as a function of horizontal
distance. The amplitudes are normalized with respect to the highest amplitudcs on each
CFP section. This illustrates clearly that for the horizontal separation of half the size of the
Fresnel zone one can easily detect, resolve and determine the lll'l.le. separation. But for a
spatial separation of less than half the size of the Fresnel zone one can detect and resolve
two point diffractors but their true separation is hard to determine. Thus CFP stacking
method can detect the presence of two point diffractors even if their horizontal separation is
less than Fresnel zone. Therefore the lateral resolvability of CFP method is better than that

of CDP method.
4.3.5 Resolution ‘qnd Recording parameters

Choosing the correct recording parameters is also important in achieving the
resolution limits which the CFP stacking method has to offer. The sampling interval and’
receiver spacing are the two most important parameters which we shall discuss below.

" To reconstruct the original.wavelet the sampling interval should be such that it has at
least wo samples for each frequency contained in the wavelet. Since the shape of the
wavelet is important for vertical resolution (section 4.3.3), the sampling interval shou\ld be
small enough for the reconstryction process to be complete. With the modern day rcc;or\ding
.systcms one can obtain sampling intervals down to 1/2 msec and hence all the desired

frequencies are properly sampled. Frequencies which are not of interest are removed by

filtering. Therefore this parameter is not of great concern in modern seismic surveys. -
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Figure 4.16 (a and b) CDP and CFP stacked sections of the dyke mode! for widths of (a) 2A (b) A.
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~ Resolution also depends Aupon the receiver group spacing chosen at the time of
recording. To determine small changes in the shape of the wavefronts arriving at the
receivers, the receiver group spacing should be as small as possible. These sfnall changes
are related to the changes in physical parameters of the subsurface. Receiver group spacing
affects lateral resolution more than vertical resolution. To determine the limit on lateral
resolution of the CFP method (section 4.3.4) a rccciv;f' spacing of 20 m was used,

whereas to determine the limit on vertical resolution (section 4.3.3) a receiver spacing of

50 m was used. "y

-

4.4. Conclusions
\ - CoL

The determination of the vertical and lateral extent of discontinuities is an important
aspect in imcrpréting seismic reflection data. Two coherent wﬁvclcts arriving at a receiver
location with a time lag are said to be resolved if the time lag is greater than or equal to the
resolution criteria of Rayleigh, Ricker or Widess. These criteria are applicable to both
symmetric and antisymmetric wavelets.

Source signature, subsurface velocities and the depth of the discontinuity are the most
important parameters affecting the resolution. These p'afamctcrs control the dominant
wavelength in thé source pulse and the size of the Fresnel zone. The size of the Frcsnél
zone increases with depth. Any band-limited wavelet with a finite tifnc duration can be used-
for a source pulse.

The success of the method also depends upon having coherent sources to generate
seismic data. For synthetic model sfudics carried out here this is not a problem. For the real
data, the prestack seismograms can be corrected for the lack of coherency during
processing, for instance by deconvolution into a zero phase wavelet.

The limits of vertical and lateral resolution were determined by using a step fault and

]
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dyke model respectively. The lateral resolution depends upon the size of the Fresnel zone,
The lateral resolvability of the CFP method is better than that of the CDP method, since the
CFP method can detect the presence of two point diffractors even if their horizontal
separation is less than the size of the Fresnel zone. However a numerical evaluation of the
distance between the point diffractors can be carried out only if their separation is greater
than or equal to the size of the Fresnel zone. The vertical resolution of the CFP method
using an array of receivers is found to be of the order of A/16 which is half of the

theoretically predicted value for a single source and receiver.



CHAPTER 5
CONCLUSIONS

A tomographic method has been developed to determine the thrcc-cli'mcnsior’al
structure and velocity gradients from seismic reflection traveltime data. As a part of the
tomographic imaging algorithm, a forward modelin g technique was developed to
accommodate vertical velocity gradients. The interfaces separating gcologicﬁl media with
different phy:;ical parameters were modelled by polynomial surfaces. Interfaces with other
mathematical expressions, e.g. Fourier series, splines etc., can be easily incorporated in the
‘forward modeling algorithm. The velocity in each layer was cither a constant or a linear
function of depth. Taking more complicated functions of velocity only complicz;tcs the
algebra involved but is otherwise straightforward. The forward problem of determining
traveltimes for specified squrce-rcccivcr locatiops (ray tracing) was solved by the bending
method and using algorithms for the solution of a set of nonlinear equations. The efficiency
of the ray tracing algorithm can be judged from the fact that it takes about 4.5 sec of CPU
time on Amdahl 5870 to trace rays for 225 source-receiver pairs. .

A computationally stable, damped least-squares itcra/riféé method was developed for
inversion. The ith:fsion' for third layer with synthetic data required about 9.0 sec of CPU
‘time. The solution was obtained by minimizing the difference between the observed
traveltimes and the traveltimes calculated by assuming an earth model. The model is
modified iteratively till the differences in traveltimes were less than a preset threshold.
Although the method deals with only one type of wave (quc). other types of waves and
converted phases can also be accommodated in the algorithm. The inversion scheme

demonstrates the viability of constructing the three-dimensional structure and velocity

model from seismic reflection data.

157 -
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The inversion process was applied to a small reflection data set from a seismic line on
Vancouver Island. A three-dimensional structure and velocity with gradients was obtained
for this region by taking advantage of the crookedness of the line. For inversion of
reflectors C and E approximately 2.0 sec and 3.8 sec of CPU time was ri’cccssary for each
iteration. This example shows the effectiveness of the method in producing three-
dimensional structures from crooked line surveys. The small set of data limited us to
assume plane interfaces. The calculated values of the velocity at the top and velocity
gradient for reflector C and E are 6.85 km/s, 0.034 km/s/km and 7.7 kmy/s, 0.0 km/s/km
respectively. These reflectors dip towards the northeast at angles of 3° and 8° respectively.
The high velocity values above the reflector E are consistent with refraction models.

. Velocity data obtained from inversion was uséd t;) migrat;: reflection data of-all four
lines and contour maps for the depths of subduction and dccollcmcnt.zoncs were prepared.
Both of these ré:ﬂcctors generally dip towards northeast.

Diffractions are produced by waves intersecting discontinuities in the subsurface ¢
acoustic impedance. Therefore the presence of diffraction arcs on seismic sections are
indications of these &iscontinuous features. A new technique, called the Common Fault ——
Point (CFP) technique, has been developed to image such discéminuitics in the acoustic
impedance. The method uses diffraction hyperbolas observed on prestack traces and
concentrates the diffracted energy at the apex. The method exploits Lht‘; difference between
reflection moveout and diffractioh moveout. A stacked trace for a surface location is'
obtained by assuming diffractors to be located bcncath‘lhat location, applying appropriate
moveout and amplitude corrections and summing. A CFP stacked section is obtained by
repeating the process for each surface location and discontinuities are displayed by high
amplitudes at their true time or dépth locations.

The potential of the method is demonstrated by applying it to three s;ismic data sets.

- \
The boundary of a volcanic intrusion into Cambran formations in the Princess area of
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i o
southern Alberta was mapped by CFP method. There are several other high amplitude

features on the CFP section whose gcological significance is unknown. Extensive
modeling studies should be carried out in future tu.»ﬁndcrstpnd these features. The velocity
model selected for stacking purpbsc plays a very important role in the results obtained.
CFP stz;gks with various velocity models should be obtained before making any definite
interpretations. The developed method is computationally expensive if many different
velocity models are tried and the limitation of computing funds restricted our full
experimentation. But modern day supercomputers or array px"occssors make it quite feasible
for industrial applications. The method also needs modiﬁcatiorlg\ to accommodate
complicated velocity models.

Atcarcful imcrprctatioﬁ of the seismic data from the Vulcan area of Southern Alberta
rcvcal;d a rnidcru;tal teflector denoted by C. This reflector was not observed in previous
studies. The data also showed the existence of a buried Precambrian rift valley. The
consistency of the reflection correlation across this faulted terrane was assessed by making
two-dlmcnsmna.l gravity calculations. ' L

Application of CFP method to data from Melville Island clearly identified the
boundary between Silurian and Upper Ordovician formations. The diffractions produced
by change in facies at this boﬁndary helped in its identification. The outline of the salt unit
was also visible on CFP section.

Two coherent wavelets arriving at a receiver location.with a time lag are said to be
resolved if the time lag is greater than or equal to the resolution criteria of Rayleigh, Ricker
or Widess. These criteria are applicable to both symmetric and antisymmetric wavelets.

Source signature, subsurface velocities and the depth of the discontinuity are the most
important parameters affecting the resolution. These paraxgctcrs control thc\dormnant
wavelength in the source pulsc @ the size of the Frcsncl zor}e The size of the Fresnel

zone increases with depth. Any band-limited wavelet wuh finite a ime duration can be used

/
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for- 1 source pulse.

The limits of vertical and iatcral msolguon were determined by using a step fault and
dyke model respectively. The lateral rcsolufion dcpcnds upon the size of the Fresne! zone.
The lateral resolvability of the CFP method is better than that of the CDP method, since the
CFP method can detect the presence of two point diffractors even if their horizontal
separation is less than the size of the Fresnel zone. However a numerical evaluation of the
distance between the point diffractors can be carried out only if their separation is greater
than or equal to the size of the Fresnel zone. The vcrtic‘akrcsolution of the CFP method
using an array of receivers is found to be of the order g)f A/16 which is half of the

theoretically predicted value for a single source and receiver.
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APPENDIX I
PARTIAL DERIVATIVES

The partial derivatives appearing in equations (2.9) to7(2.16) are given in this
appendix. The interfaces are represented by polynomials of the form

z.=a_ +f(xy) Ci=1,.L
1 0 1 y (I.l)

Therefore derivatives (9z;/dx;) and (dz,/dy;) can be very easily calculated by differentiating
equation (I.1). Other partial derivatives are as follows .

(1) For equations (2.13) and (2.14)

Vi =Vt (7))

(1.2)
a\".l ' z
' ox. K ax
(1.3)
' Y.
sin @, = — sin e,
i e
0. © bv, . 38, -
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X v.cos®, X X
i i (@L.5)
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! (1.6)
2 2112
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(2) For equations (2.15) and (2.16)
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(1.9)

(1.10§)

(I.11)

(I1.12)

(1.13)

(I..14)

(1.15)

(I.16)

(1.17)

(1.18)
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APPENDIX II
DIFFRACTION RESPONSE FOR NONZERO
SOURCE-RECEIVER SEPARATION

The diffraction response for nonzero source-receiver separation is derived here, for
the case when the shot-receiver axis is pcrpcr’;dici;lar to the edge of a truncated horizontal
plane reflector. The derivation follows that cl)f Bc.rryhill (1977). The problem is solved by
making use of Kirchhoff's retarded potential mctho&. The field variation is cXprcsscd in

terms of the velocity potential ¢ whicb is related to pressure by

96{x,y,z;1)

p(x,y,zit) =P =— at

- (IL1)
where p is the density. Both ¢ and p sausfy thc'.‘:icc')ustic wave cqu:m'on. The potential at an
external point '¢,’ is expressed in terms of the incident potential '¢jpc’ and the retarded

surface potential by (Bath 1968, b_onghurst 1967)

1 1dg, 31y,
0,0 = 0 ® + Z}EJ! (120,00 - 5=(2) 0,650

=2 o] } as |
(I1.2)
lmposmg the rigid boundary condition of (2¢/dn)=0 on surface S we gct
o4
00 = 0,0+ — : ” { L o [¢ (trlc) + 1 3—¢ (t-ﬁC)] }ds
(II 3)

where c is the vclocny. ¢(t -r/c) is thc retarded tlmc potential and S is the boundary

(interface). If the field pomt lies on the surface S then (I-hltcnnan 1970)

& . 7.



174

k, 3 ¢ ® ,2¢ (t)+_JI { 1 or [¢(t-r/c)+—-§-¢(t-r/c)] }dS

(II 4) |

_ using equation (IL1) in (II.E) wgbtain the pressure field, i.e.
_ ot { 1 3 rd }
P,:(t) = pim(ti + ——J‘I —2"-%- [p’(t-r[c) + Eb_tp'(t-rlc)]‘ ds |
(ILS)

U o p,(®) =2p.mc(t)+-—-J‘j { L or [p (t~r/c)+—-§-p(t r/c)] }dS |

: — (11.6)
\ Thc prcssurc field at a distance D fora source function f(t) can be expressed by

P | - pD(t)~—f(t-—) :
' ‘ (I1L.7)

“ .

This represents a spherical wavefront having unit pressure at unit radius expanding from -

. DN
the source s.

.

Suppose r is the distance from a point on the surface to the source s and ry is the

B

dis;ancé from a point on the surface to the receiver g (Figure I1.1). Approximating equation

(IL7) by \ -
| 5 .
» b . 1 rs
p = 2—f(1-2) "
oo | (118),
) a
'Eg‘\ substituting (I1.8) in (IL5) and dropping pjnc(t), we obtain the diffraction response due to
| tfuricaled reflector as ~——
r 123 cose '
o LB D D]
s (11.9)

whére coseg=(arg/8n) (see Figure '1). The traveltime t for the given source-receiver

locations is given by

-~



" Figure I1.1.Geommetry for the Kirchh

%

(

off formulation of diffraction response.
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§ - T +7 s - -
) : ’ '.. ‘ T = ( - C g) :
' : Y .- (11.10)

To express dS ih-térrris of dt, prolate Sphcroidnl coordinate system is used. The
useful property of thls’,systcm is the fact thateach clhpso:d of revolution is the locus of
pomts for which the sumyof dlstanccs (rgtry) is some constant Thus cach clhpsmd of

.revolution is a surface of constant traveltime T. Prolate spheroidal coordinates are rplntcd to

cartesian coordinates by (Margcnau and Mm"phy 1956)

..

Ik

X =a cosh u.cos v

y = asinhu siny sin¢

z= asinhu sin v c0‘s¢
d)c2+ dy2+ dz* = o’ ( sinhzu .+ sin’v ¢ du’+ dv’ )
| + 27 sinhu sihzv dq)2 ‘ aL11)

The origin is taken at the s.o’urcc-rcccivcr rhidpoint and the source and rcécivcr are.

locatcd at -aand a rcs;\e.cnvcly on the X-axis (Figure 11.2). Constant u and v represent
families of clhpscs and hyperbolas orthogonal to one another. The ellipses and hypcrb(gr
are rotated about the X-axis to form ellipsoids and hyperbolaids of .rcvolunon. The third

coordinatc is the angle of rotation ¢, Moreover 120, 0<v<n, and 0<¢<2%. Now tand ©

are defined by
‘ r+T
t=-—-é—§-=2acoshu/c
e 'i's-r
T g = cg=2acosvlc ~
’ (IL12)
Then b
r, = a(coshu+cosv) = c(t+0)/2
|
r =a(coshu-cosv) =c(1-¢ ))2
g ? { (1L.13)
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—
The truncated horizontal plane reflector is located at a dcplh of Zy. Using (1I. 11).

(1I. 12) and (II 13), we can express dS in terms of d(cosh w) and d(cos v) as (Bcrryhlll

1977)
. 2 -
L dS =a G.(cosh u, cos V) d(cosh u) d(cos v) (1L.14)
where ’
S . e 2 . 2
G(cosh u, cos V) = ( sinh™u +sin’v)
. v 2 .2 2 112
[ sinh™usin"v.-z;/a
Now using (11.12), (11.13) and (I1.14), we can write (II.9) in terms of do and dt gs
P, (t)=— ”f(t 2 8 2 ;T co) —3 dodt
— ¢(1+0) (1-0)° a 2a .
B l df(t-t)y 2 z (C': cc) —d dr
\/ 2m 94 ¢ At ¢(+0) cXr-0)
(I1.15)

The integrations with respect to ¢ are carricd out first and the results are written as

@ = )U(w = oS
o e 7

f L]
where t, is the first arrival time of the diffracted siignal. The limits of integration -

N=1,2 (IL.16)

depend upon the geometry of the boundary surface. Substituting (I1.16) into (II.fS_) yields

zy ¢ 1 df
P = ﬁ I [0y - += (‘ OF ] dr

j ;4 . (IL17)

The lower integration limit for T is extended to o0 b\y_including a unit step function in

the definition of Fy(t). Then

\ ’ -
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1

3
‘ . , oy . 1 dF. (1) . . .
"~ ' * . = _0 ] — 1 ,
= = 10+ [Fo+ g =] | i .
—— N (I1.18)
This expresses the rcspo'ﬁsc at the receiver as a convolution operation. Now the only
™ . .
problem is to evaluate the integrals in (IL16} by specifying the appropriate limits of
S ' '
integration for o, and then substitute the results # (11.18). Rewritng (I1.16) as C
N " Nl \ /
Fn(m = (g) Urt) (ﬁ) IN® -
—_ c U ) l
= U
aa -
(I1.19)
where |
Ymin(®) jp—
L(t) = : J 1 ! d(cos V)
N7 sinhu N O[22
— = (coshu - cos v) K2 cosiv
N=1,2 (I1.20)
provided that
_22 | -
K=l -
a sinh™u .0
The integrals in (H.20) are given by (Gradshteyn and Ryzhik 1980)
L] 1 '1 |
. J. - d{cosv) =
B (cosh u - cos v) /KZ_ coszv :
e : 1 . K- cosh u cos v
- arcsin + const
\/coshzu-coszv K[coshu-cosv]

(IL.21)
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I 1 > d(cos v) 5 : '
(coshu-cos V)" _J k2 cos?v '
coshu 1 0. Kz- coshucosvVv,
> > arcsin -
K" cosh™u ﬂoshzu - cosZy . .. K{coshu-cosv]
1 - \/ K2~ coszv .
K2 hZu) {cos v - cosh u) + const
K- -coshu
(K"--cosh"u) (11.22)

- . : .
The diffraction response, when the source receiver axis is perpendicular to the
{‘ : . 6! PerpX

diffracting cdgé. is obtained now after finding out the Timits of integration for v, Considcr
Figure 113, .thc edge is located at x=x, and at a depth of z=z,. ﬁ;t the first a;ival time Tty,
an ellipspidal syrface u-umm comncts the edge and is shown as a solid clhpsc Thc contact
takes place i in the x-z planc with y-{) and ¢=1t At later times, boundary surfacc S intersects

the ellipsoid u=const along a curve whxch is asegment of an clhpsc Thcg fromm(I1. 11)

1 ln PO
P2 .
zy 1
=]1- = K
cos Vo = | - —=—| =
: a sinh™w
Venax iS obtained by substituting x=xg in (11), i.e.
X
cosv = 2
. ma&  acoshu - l

Substituting these values of Vjn and Vpax in (IL15) and evaluating the integrals

using (11.21) and (11.22), one obtains

N 2 I
, . @K -x
[ = 1 S~ 1 _ sin(COShu o

1 - - i .
) St [ cosh™I\ zc;/ (a2 coshzu) ]l .K (a coshzu - Xy)

»

1 . 1
*2 b R
. St u(<:oshu-K)

(n.23)‘ ‘-
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Figure I1.3 Geometry for the calculation of the diffraction response due to a diffracting

~edge perpendicular to the shot-receiver axis.
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1 [choshzu - ofnl]m
sinh u (coshzu - Kz) coshzu - %/ | D
. . ;-
4 ‘coshu arcsin oshu 8K-X, ) }
" [cosh®u - x(zyl(ai"cc-shzu)]”2 : ' K (a cosh®u - Xp)
5 coshu 1 B

2 sinhu ( coshzu _ Kz )3!2
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(IL.24)

Substituting (11.23) and (11.24) in (I1.18) and making some algebraic simplifications, -

it becomes possible to write ’ Y '
VAR ® ¢ -
F.(t) + — = —uy@t) [ cm +Bm AR O)
2 C dt 2112 foa -~
~ad
+ == (AW en)]
¢
where
\
112 T
2 Xo
AQ) = — cosh'u - ——i—‘\
sinh u a coshu
|\
cosh u
B{t) = 3
cosh'u - K
[K®cosh’u - xg/ a’ 1"
C@) =

sinh u (coshzu - K2 ) ( coshzu - xol a)

- 2 .
coshu (aK'-x;)
. @(t) = arcsin K

2
‘(acosh“u - Xg )

(I1.25)
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coshu—-f-; . . ,
o a2 o~
0 : -
K= e .
L ‘az sinh®u . T
and @) =-7m/2 - ‘ {

Before wmmg the msponsc at the receiver (pg(t)) usmg ([I 18), the abovc expression

is appropnatcly normallzcd This is done by using the cxprcssxon for the zero source-

* receiver separation, since as 'a’ approaches zero botEcxpmss:ons should producc same

results. Therefore multiplying (11.25) by 2Rg and also introducing a factor of 2 to account
for thc fact that the derivation to this pomt has considered only the region y > 0, we obtain

P, = f® * DO U(t-t,)

(II.26)
where
< | Ry ‘ . Ryd :
D (1) = —cos ;| —- [CO+BOAMOWM ] + — 5 (A O]
T : a , .
: (I1.27)
and - K ’
) - R{; cosE)0
\
v .
- \



