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Abstract

The spatiotemporal distribution of hydraulic fracturing-induced microseis-

micity is complicated and depends on various mechanical and diffusional pa-

rameters. Hydraulic fracture modeling can aid in understanding fluid-induced

microseismicity. Nevertheless, the interaction of several physical processes oc-

curring within and around the fracture adds complexity in developing real-time

models for microseismic prediction. This study introduces three methodologies

to forecast the microseismic cloud size, which engineers can use to improve the

treatment’s effectiveness during pumping. We compare a random forest model

trained with statistical features derived continuously from the injection moni-

toring data, a physics-based approach based on diffusivity estimates from the

microseismic observations, and a convolutional neural network (CNN) trained

in real-time with the engineering curves to predict the future microseismic cloud

size. The prediction accuracy of all methods varies depending on the micro-

seismic behavior. We postulate that predictive models could be improved by

including more physics into the input data.

Distributed acoustic sensing (DAS) is increasingly used in hydraulic fracturing

operations. The low-frequency band of DAS (LFDAS) contains high-resolution
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information of the far-field strain perturbations that can be used to constrain

fracture geometry. Nevertheless, locating the time and depth intersection of a

propagating fracture with an offset monitoring well in the same pad (frac-hit)

is mainly made using simple cumulative strain maps, which can be subjec-

tive and inefficient. We introduce a computer vision workflow based on image

matching to automate the detection of frac-hits in LFDAS data. Furthermore,

we developed a method to remove the frac-hit strain signal using affine image

transformations and warping. The workflow is applied to a real LFDAS dataset

from Western Canada, and results exceed the detection performance achieved

with cumulative strain maps.
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Chapter 1

Introduction

1.1 Background

1.1.1 Increasing energy demand

Better access to energy markets and rapid population growth will increase

global energy consumption within the next 30 years. For instance, the Energy

Information Administration (EIA), in their 2021 Annual Energy Outlook re-

port, projects that energy consumption will grow by nearly 50% by 2050 (EIA,

2021). Though renewables represent the fastest-growing energy source, dry

natural gas will continue to lead energy production in the United States (US)

over the next 30 years (Figure 1.1a). Historically, demand for oil and gas has

relied on conventional hydrocarbon reservoirs. However, reserves from conven-

tional plays are depleting, shifting the interest to unconventional reservoirs to

meet the increasing energy demand (Montgomery and Smith, 2010). For ex-

ample, the EIA projects that the majority of US dry natural gas production

through 2050 will be from shale/tight oil gas reservoirs (Figure 1.1b). Though

abundant, unconventional resources pose a challenge for development due to

their low permeabilities, low to medium porosities, and high viscosities, re-

quiring secondary recovery techniques such as hydraulic fracturing to optimize

production.
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(a) (b)

Figure 1.1: Projections of energy production by fuel source in the United States
(US) to the year 2050 (a). US dry natural gas production by type (b). The
lower 48 states refer to those states with minor oil and gas production. Modified
from the EIA February 2021 annual energy outlook report (EIA, 2021).

1.1.2 Hydraulic fracturing

Hydraulic fracturing (aka fracking) is a process for injecting highly-pressurized

engineered fluids and proppants into low-permeability formations to enhance

the connection between the wellbore and the reservoir (Montgomery and Smith,

2010). Proppants are any porous material such as sand or ceramics injected

into the fractures to prevent their closing after injection stops. Advancements

in horizontal drilling, multi-stage hydraulic fracturing, and slickwater injection

(i.e., water with added chemicals like friction reducers used to increase fluid

flow) have been described as some of the key disruptive technologies that have

enabled the production and development of vast unconventional reserves that

were inaccessible only a few years ago (Eaton, 2018; King, 2010). Hydraulic

fracturing is done to achieve one or more of the following objectives (Smith and

Montgomery, 2015)

• Bypass near-wellbore damage.

• Stimulate the reservoir to increase productivity.

• Alter fluid flow in the formation.

In particular, the main reason behind hydraulic fracturing is to increase the
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permeability of the medium by connecting the natural fractures in the reservoir,

thereby increasing the formation contact with the wellbore (Belyadi et al.,

2017). Once the fracture initiates and propagates, the proppant is added to fill

the created volume so that the fracture remains open to act as a conductive

path for hydrocarbons to flow.

1.1.3 Fracture diagnostics

The classical representation of a hydraulic fracture is a single, symmetrical

bi-wing planar crack with the wellbore at the center of both wings (Fisher

et al., 2002). However, multiple studies have shown that hydraulic fracturing

is more likely to generate complex fracture networks (King, 2010; Maxwell et

al., 2009b), requiring advanced mapping technologies to understand fracture

growth during the stimulation. Warpinski, 1996 defines fracture diagnostics as

any process that provides information about the fracture and its ability to pro-

duce. Indeed, understanding the created fracture geometry is vital for proper

planning and effective execution of the fracturing job (Cipolla et al., 2011).

For example, the fracture height and length determine well spacing and vol-

ume of fluid injected, while the fracture density can be used to optimize cluster

spacing. There are many diagnostic techniques available (Fisher et al., 2004).

Nevertheless, few have had the success of microseismic monitoring in mapping

the fracture geometry. This technology works by recording the passive seismic

acoustic emissions emitted from rock failure (Maxwell, 2014; van der Baan et

al., 2013). Provided an accurate location of the microseismic events, the spatial

distribution of the microseismic clouds can be used as a proxy to determine the

fracture dimensions, orientation, and complexity.

In recent years (≈ 2009 and onward), other kinds of fracture diagnostics based

on fiber-optic technologies like distributed acoustic sensing (DAS) have been

increasingly applied to constrain hydraulic fracture geometry (Jin and Roy,

2017). DAS provides continuous measurements of the strain due to acoustic

emissions or fracture propagation by interrogating a glass fiber cemented be-

hind casing (Mestayer et al., 2011). At the very-low-frequency band (< 0.05
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Hz), DAS can record the time and location when a propagating fracture inter-

sects a fibered offset monitoring well (Ugueto et al., 2019). Moreover, it can

be used to monitor fracture opening and closing, stress shadows, and relax-

ation zones. With low-frequency DAS (LFDAS), engineers can map the depth,

azimuth, and fracture speed and use these values to calibrate fracture models

and optimize future operations.

1.2 Motivations

We investigate two commonly used hydraulic fracture monitoring tools presently,

microseismic monitoring and low-frequency distributed acoustic sensing. Though

each technique records different physical processes of the hydraulic fracture,

they are very effective in mapping its spatial and temporal evolution. There

are two primary motivations in this thesis.

1. Predicting in real-time the microseismic cloud size using machine

learning and engineering data recorded during the stimulation.

The spatial extent of the microseismic clouds over time is thought to encapsu-

late the hydraulic fracture, thus representing a desirable parameter to monitor

the effectiveness of the fracturing treatment. The latter is enhanced by large,

complex fracture networks that increase the volume of stimulated reservoir rock

(Mayerhofer et al., 2010). Historically, hydraulic fracture modeling has been

applied to estimate the size of the microseismic cloud based on multiple rock

and fluid properties, along with geometrical assumptions of the expected frac-

ture system (see for example (Boroumand and Eaton, 2015) and Barthwal and

van der Baan, 2019). Nonetheless, even in the most simplified scenarios, frac-

ture modeling is a complicated process that involves the interplay of at least

three physical phenomena (Adachi et al., 2007)

• Mechanical deformation induced by fluid pressure.

• Fluid flow within the fracture.

• Crack-tip propagation.
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Besides, other coupled physical processes like fluid leakoff, proppant transport,

and interaction with pre-existing fractures add additional complexity for de-

veloping fracture models to optimize the treatment design.

In the last years, data-driven methodologies like machine learning have been

increasingly applied to many aspects of unconventional resource development

such as production forecasting (Cao et al., 2016), optimization of well spacing

(Ma et al., 2020), reservoir characterization (Korjani et al., 2016), and real-

time drilling prediction (Ben et al., 2019). In simple terms, machine learning

refers to a set of techniques that extract information directly from data using

well-defined optimization rules (Kong et al., 2019). Therefore, machine learn-

ing approaches that can rely on routinely recorded data during the completion

time (e.g., the engineering data) for predicting the microseismic cloud size can

help overcome the challenges imposed by classical hydraulic fracture modeling.

2. Automate the frac-hit detection in low-frequency DAS using a

computer vision workflow based on keypoints matching.

Jin and Roy, 2017 generalized the use of low-frequency DAS (LFDAS) to con-

strain hydraulic fracture geometry. LFDAS interpretation is made by analyzing

the time and intersection location of fracture hits (frac-hits) with an offset mon-

itoring well on the same pad. The frac-hit signal has a specific strain response

identified on a waterfall plot of measured depth vs. injection time. Neverthe-

less, LFDAS is a relatively new technology, and little work has been carried out

to optimize fracture hit detection. Typically, frac-hits are identified by either

manual inspection or as the maximum cumulative strain change with depth

(Ichikawa et al., 2020; Li et al., 2020; Richter et al., 2019; Wu et al., 2020),

which can be subjective and inefficient. Moreover, LFDAS data is collected

continuously during the well stimulation, causing the strain signal due to frac-

ture closing or opening to persist across multiple stages, thus complicating the

frac-hit detection based on cumulative strain maps.

The last decade has seen several advancements in computer vision applica-

5



tions thanks to convolutional neural networks (CNN) and the efficient use of

high-performance graphic processing units (GPU) (LeCun et al., 2015). How-

ever, before the widespread use of CNN, image matching based on local inter-

est features has proven effective in solving computer vision tasks such as object

recognition (Lowe, 1999; Lowe, 2004). Edges, corners, and blobs (i.e., image re-

gions with similar characteristics) are examples of interest features (keypoints)

used in image matching. Interestingly, the first hidden layer in a CNN typi-

cally represents the presence or absence of edges at particular locations in the

image, while a second hidden layer usually detects blobs by spotting distinc-

tive arrangements of edges (LeCun et al., 2015). As a result, keypoints can be

conceived as a low-level representation of the image content. Thus, identifying

them is one of the first steps to solving any object recognition task. We propose

applying a computer vision workflow based on matching interest keypoints be-

tween two images to automate frac-hit detection compared to approaches that

rely on the cumulative strain.

1.3 Contributions

The contributions of this thesis are as follows:

• Develop a random forest model for microseismic cloud size prediction

using local statistical features computed from the engineering curves and

past cloud sizes.

• Build upon an existing physical model from Shapiro et al., 1997 to de-

rive in real-time the hydraulic diffusivity from the spatial and temporal

distribution of the microseismicity and use it to predict the microseismic

cloud size.

• Define and train a 1D CNN that uses the engineering curves to update the

network parameters in real-time and forecast future microseismic cloud

size values.

• Propose a computer vision workflow to automate the detection of frac-

hits in LFDAS by adapting a keypoints matching algorithm developed

6



by Rublee et al., 2011.

• Subtract the frac-hit strain signal using affine image transformations and

warping to aid the matching algorithm to detect more frac-hits and un-

derstand the underlying strain response.

1.4 Thesis outline

Chapter 2 of this thesis covers the fundamentals of hydraulic fracturing, such

as fracture propagation and fracture modeling. This chapter also provides an

extensive description of the theoretical background of microseismic monitoring,

distributed acoustic sensing, and low-frequency DAS.

Chapter 3 presents the theory of machine learning with a focus on regres-

sion. It provides a detailed description of the random forests algorithm and

the most relevant concepts for defining and training a convolutional neural net-

work for time-series analysis. At the end of the chapter, a data augmentation

technique known as double-noise injection is presented.

Chapter 4 describes the application of three methods to forecast the size

of the microseismic cloud. A random forest model, a 1D CNN, and a physics-

based approach are applied to a multi-stage hydraulic fracturing and microseis-

mic dataset. Data pre-processing and a correlation analysis of the engineering

curves are also presented.

Chapter 5 describes the theory of image matching for object detection. We

start by presenting the most relevant algorithms for feature detection, descrip-

tion, and matching. Also, the fundamentals of image transformations and

warping are covered. Finally, we introduce a computer vision workflow for

frac-hit detection and subtraction and compare the results on a real LFDAS

dataset with detection based on the cumulative strain.

Chapter 6 discusses the conclusions and possible future work.
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Chapter 2

Hydraulic fracturing,

microseismic monitoring, and

distributed acoustic sensing

(DAS)

2.1 Introduction

This chapter covers the fundamental physics of fracture propagation and frac-

ture geometry. We describe physics-based 2D fracture models, introduce the

material balance principle for fracture growth, and discuss the pore-pressure

diffusion concept. We then examine two commonly used fracture diagnos-

tic techniques to monitor hydraulic fracture growth and stimulation efficiency.

First, we describe microseismic monitoring, including data acquisition, pro-

cessing, and interpretation. Next, we cover the theory of distributed acoustic

sensing (DAS), describe its applications for hydraulic fracturing monitoring,

and define low-frequency DAS for strain measurements.
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2.2 Principles of hydraulic fracturing

2.2.1 Stress field around a fracture

Stress distribution around a 2D fracture can be visualized using the classical

theory of linear elasticity. Linear elastic fracture mechanics (LEFM) is a contin-

uum mechanics approach that provides a mathematical framework to analyze

the stress distribution around a fracture in a linear, isotropic elastic medium. It

was initially developed by the work of Griffith, 1921 who observed that failure

at lower stresses than the theoretical strength of materials could be explained

by the presence of imperfections in the rock. Griffith’s theory states that an

elastic body with a crack of half-length c subject to an external force σ, will

only extend to c + δc if the crack allows the total energy of the system U to

decrease. The energy-balance equation for a static crack is defined as (Scholz,

2019)

U = (−W + Ue) + Us, (2.1)

where W is the work done by external forces σ that could cause a change in the

internal strain energy Ue, and Us is the surface energy of the system required

to create new fracture space. The term in parenthesis in equation 2.1 is known

as the mechanical energy. To propagate the crack, there must be a reduction

in the total energy of the system such that at equilibrium there is a balance

between the mechanical and the surface energy. The condition for crack growth

at equilibrium is

dU/dc = 0. (2.2)

If the crack is assumed to be planar, perfectly sharp, and cohesion-free, the

energy release rate G, which measures the energy available for crack extension,

is defined as (Jaeger et al., 2007)

G = K2
i /E, (2.3)

where Ki is the stress intensity factor and depends on the crack propagation

mode i, and E is Young’s modulus. Thus, the condition for crack propagation

occurs when we introduce Kic, the critical stress intensity factor or fracture

9



Figure 2.1: Map view of normal stress in Pa around a penny shaped hydraulic
fracture. Warm colors represent tensile stress perturbations, while cold colors
show compressional stress perturbations. Modified from Barthwal and van der
Baan, 2017.

toughness

Gc = K2
ic/E, (2.4)

and the fracture will propagate as long as Ki = Kic, or the energy release rate

G reaches the critical value Gc.

In the case of a mode i = I, tensile fracture (i.e., wall displacements are normal

to the crack), the stress field concentrates in the fracture tips (Eaton, 2018),

providing a mechanism for self-sustained fracture propagation. For example,

Barthwal and van der Baan, 2017 compute the elastic stress perturbations

around a static hydraulic fracture modeled as a spheroidal cavity (Figure 2.1).

Their results corroborate the concentration of positive stresses on both sides

of the crack tip and the occurrence of negative tensile stress that develops

alongside the fracture (i.e., compression of the elastic material).

2.2.2 Failure criteria

When describing the rock strength under confined stress conditions, empirical

or semi-empirical criteria are usually used. A common approach to represent

the shear stress τ and effective normal stress σn acting on a fault plane under
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(a) (b)

Figure 2.2: A fault plane under the effect of applied effective principal stresses
σ1 and σ3 (a). The Mohr failure envelope derived from triaxial strength tests
at different effective confining pressures (b). Modified from Zoback, 2007.

confining stresses (Figure 2.2a) is the use of Mohr circles or Mohr envelopes

(Zoback, 2007). Using geometrical relationships, the shear and normal stress

components in any orientation in the plane can be defined as a function of the

principal stresses σ1, σ3 and the angle β between the fault normal and σ1 as

(Twiss and Moores, 2006)

τ =

(
σ1 − σ3

2

)
sin (2β)

σn =

(
σ1 + σ3

2

)
+

(
σ1 − σ3

2

)
cos (2β) .

(2.5)

The Mohr envelope is derived empirically from the tangent of Mohr circles

calculated from several experimental triaxial confining pressure tests (σ1 >

σ2 = σ3), thus dividing the stress space into an stable and unstable region

where failure is expected to occur (Figure 2.2b).

Mohr-Coulomb criterion

For most rocks it is possible to express the Mohr envelope in terms of a lin-

earized Mohr-Coulomb failure envelope defined as

τ = So + σnµi, (2.6)
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where So is the cohesion, and µi is the slope of the failure line, also known

as the coefficient of internal friction (typical values for µi are in the range of

0.6 ≤ µi ≤ 1 (Byerlee, 1978)) (Figure 2.3). It is worth noting that cohesion

is not a physical parameter that can be measured, but it is related to the

unconfined compressive stress Co (Zoback, 2007)

Co = 2So

[(
µ2
i + 1

)1/2
+ µi

]
. (2.7)

In the case of critically stressed pre-existing faults, where the cohesive stress

is very small compared to the shear and normal stresses, the So term in equa-

tion 2.6 is neglected (Ito and Zoback, 2000). Therefore, the Coulomb failure

criterion for fluid-saturated rocks can be represented as (Fossen, 2016)

τ = µi (σn − pp) , (2.8)

where pp is the pore-pressure. Frictional sliding will occur on a plane where the

ratio of shear to normal effective stress is larger than the coefficient of internal

friction (τ/ (σn − pp) ≥ µi)Ito and Zoback, 2000. This condition is satisfied at

two planes oriented at acute angles to the axis of maximum compressive stress

σ1 (Healy et al., 2006; Scholz, 2019). From equation 2.8, it can be seen that

the presence of fluids in the pore spaces play an important role on the strength

of rocks. Increasing the pore pressure will tend to increase the ratio between

the shear and normal stresses, thus reducing the rock strength and increasing

the probability of inducing failure.

Griffith Criterion

The Mohr-Coulomb criterion is only valid for compressive stresses. Never-

theless, hydraulic fracturing mostly induces the formation of tensile fractures

(Eaton, 2018; Maxwell et al., 2008). To understand the failure of rock in the

tensile domain, a parabolic representation of the tensile and shear stresses act-

ing on a fault plane can be expressed using the Griffith criterion (Griffith, 1924;

Jaeger et al., 2007)

τ =
√

4To (σ + To), (2.9)
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Figure 2.3: Linear Mohr-Coulomb failure criterion and the parabolic Griffith
Criterion.

where To is the tensile strength (Figure 2.3). Pure tensile fractures will occur

when σn < 0 & τ = 0, while pure shear will be observed when σn = 0 & τ > 0.

During hydraulic fracturing the presence of natural fractures can trigger hybrid

events with both shear and tensile components (σn < 0 & τ > 0) (Vavryčuk,

2001). Fischer and Guest, 2011 suggest that the occurrence of hybrid events is

highly dependent on the fracture plane orientation, with the biggest likelihood

of hybrid failure on faults whose strike orientation falls within ≈ 22.5◦ of σ1.

2.3 Hydraulic fracturing modeling

Most hydraulic fracturing models predict the growth of symmetrical bi-wing

hydraulic fractures that propagate perpendicular to the direction of minimum

compressive stress in the formation (Belyadi et al., 2017). As a result, an

effective fracturing treatment aims to optimize the surface area of the fracture

in contact with the reservoir (Smith and Montgomery, 2015). The latter can

be approximated as the fracture width w times the tip-to-tip fracture length

(i.e., L = 2xf with xf being the fracture half-length on a bi-wing hydraulic

fracture). Thus, fracture models help understand hydraulic fracture geometry,

which is critical for optimizing the treatment effectiveness.
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2.3.1 Basic 2D fracture models

One of the first models used to predict the width of hydraulic fractures was

developed by Perkins and Kern, 1961 by assuming that the fracture length is

much greater than its height (Figure 2.4a). Indeed, hydraulic fractures tend to

be contained in height growth as the fracture encounters varying rock layers

(Fisher and Warpinski, 2012). Under this condition, and assuming an infinite

extent (i.e., plane strain), the maximum width w of a hydraulic fracture with

a fixed height hf is defined as (Sneddon and Elliot, 1946)

w =
2Pnethf
E ′

, (2.10)

where Pnet is the net pressure and E ′ is the plane strain modulus defined as

E ′ =
E

1− ν2
, (2.11)

with E being the Young’s modulus and ν the Poisson’s ratio of the medium.

Equation 2.10 indicates that the fracture width is linearly proportional to the

net pressure. In other words, the net pressure within the fracture compresses

the formation and increases fracture width. Nordgren, 1972 introduced the

effects of fluid loss to develop the Perkins-Kern-Nordgren (PKN) 2D fracture

model. The leakoff velocity uL(x) at a position x on the fracture surface is

given by (Carter, 1957)

uL(x) =
CL√
t− texp

, (2.12)

where CL is the leakoff coefficient, t is the current time, and texp is the time at

which the fracture opened at x.

Conversely, Geertsma and de Klerk, 1969 derived the Khristianovich–Geertsma–de

Klerk (KGD) 2D fracture propagation model under the assumption that the

fracture height is much greater than its length (Figure 2.4b). The KGD model

assumes a constant pressure across the majority of the fracture body, except

near the fracture tips. For this model, the fracture width w is described as
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(a) (b)

Figure 2.4: Schematic drawing of the PKN fracture geometry (a). Schematic
of the KGD fracture geometry (b). H is the height, l is the length, w width.
Modified from Adachi et al., 2007.

(Mack and Warpinski, 2000)

w =
4LPnet
E ′

, (2.13)

where L is the fracture length. The third 2D fracture propagation model is the

radial or penny-shaped model (Abe et al., 1976). In this case, the reservoir is

modeled as an infinitely extended, homogeneous, and isotropic medium with a

point injection source.

2.3.2 Material balance

The material balance equation (Economides and Nolte, 2000) implies that the

volume of fluid injected to the formation Vi must be equal to the sum of fluid

lost thought leakoff VL and the hydraulic fracture volume Vf

Vi = VL + Vf . (2.14)

For a PKN fracture geometry, equation 2.14 takes the form (Economides and

Nolte, 2000)

Qit = 4LhCL
√

2t+ 2hwL, (2.15)
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Figure 2.5: Schematic representation of the regions of influence for fluid leakoff,
fracture deformation, and crack tip propagation. Modified from Cipolla et al.,
2011.

where Qi is the injection rate, L is the half-length, h is the height of the

fracture, w its width, and CL is the fluid-loss coefficient. Rearranging equation

2.15 gives the fracture half-length as a function of time

L(t) =
Qit(

4hCL
√

2t+ 2hw
) . (2.16)

The first term in the denominator of equation 2.16 describes the fluid loss to

the formation and shows a 1/
√
t behavior (see equation 2.12). The second

term, 2hw, represents the contribution of the fracture volume and depends

on the geometry of the fracture’s vertical cross-section. Figure 2.5 shows a

schematic diagram with the regions of influence for fluid leakoff and stress

deformation due to the opening of a propagating hydraulic fracture (Cipolla

et al., 2011). Tensile regions appear at the fracture tips along with lobes of

shear stress. At the same time, positive compression zones develop alongside

the fracture walls due to the formation resistance to tensile opening (see Figure

2.1 for comparison). Also, a leakoff-influenced area develops on each side of

the fracture. Depending on the permeability of the medium, it can extend to

far distances from the main fracture body.
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2.3.3 Pore-pressure diffusion

During hydraulic fracturing treatments, the injection of fluids causes an in-

crease of the pore pressure and a decrease in the effective normal stress (Hol-

land, 2013). If the pore pressure change is enough to make the ratio of shear

to normal stress maximum, failure could be induced at pre-existing favorable

oriented cracks (Zoback and Harjes, 1997). In other words, to initiate the cre-

ation of a tensile hydraulic fracture, the pore pressure induced by the injection

of fluid must exceed the minimum principal confining stress (Economides and

Nolte, 2000). However, when the pore-pressure is smaller than the minimum

principal stress, seismicity is mainly controlled by a process of stress relaxation

and diffusion at the injection source (Shapiro, 2015). In the low-frequency limit

of Biot’s equations (Biot, 1962), the pore pressure changes due to a point source

of injection in an infinite, heterogeneous, anisotropic medium can be described

by solving the diffusion equation (Rothert and Shapiro, 2003; Shapiro et al.,

2002) as
∂p

∂t
=

∂

∂xi

(
Dij

∂

∂xj
p

)
, (2.17)

whereDij are the components of the tensor of hydraulic diffusivity, xj = (1, 2, 3)

are the components of the radius vector from the injection point, and p is the

pore pressure. Shapiro et al., 1997 introduced the microseismic triggering front

to understand the spatial and temporal relationship between the microseismic

events induced by pore pressure diffusion. The latter defines the maximum

distance r from the injection source at which events induced by a pore-pressure

perturbation occur at a given time t. The triggering front equation on a medium

with scalar diffusivity D is defined as (Shapiro et al., 1997)

r =
√

4πDt. (2.18)

Equation 2.18 matches the upper bound of the microseismic cloud in a plot

of the radial distance r from the injection source to the hypocenters of events

versus time t of occurrence (r−t plot). Assuming that the medium’s diffusivity

is unknown, equation 2.18 can be used to calculate D from the spatio-temporal

distribution of fluid-induced microseismicity in an r− t plot. This relationship
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Figure 2.6: Bottom hole pressure and injection rate (top). Distance of the
microseismic events from the injection source versus time of occurrence r − t
plots (middle and bottom). The black curve on the middle plot shows the
scaling of the triggering from as a square root of time

√
t. The black curve on

the bottom plot shows the scaling as a cubic root of time 3
√
t. Modified from

Shapiro and Dinske, 2009b.

will be explored in chapter 4 and used in a prediction model to forecast the

size of the microseismic cloud. It is worth mentioning that equation 2.18 can

be derived from 2.16 by ignoring fracture propagation (that is, width w = 0).

Figure 2.6 presents an example of the distribution of the microseismic events

over time induced by a hydraulic fracturing treatment in the Barnett shale gas

reservoir (Fisher et al., 2002). The middle figure shows that during early times

the triggering front behaves close to a linear function with respect to time. The

latter is a direct consequence of fracture volume dominance at the beginning of

the injection (second term in the denominator of equation 2.16). However, in

the long term, diffusion fluid-loss processes dominate the fracture growth and

the fracture length becomes proportional to
√
t.

The previous analysis assumes that the effects of either pore-pressure diffusion

or elastic stress changes dominate fracture growth, thus ignoring the coupling
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between both. Nevertheless, multiple studies have analyzed poroelastic cou-

pling’s contribution to injection-induced seismicity (Rozhko, 2010; Segall and

Lu, 2015). For a non-linear diffusional process (e.g., coupling between pore

pressure and stress), the triggering front of microseismic events on an r − t

plot fits better as a 3
√
t (Figure 2.6, bottom) (Shapiro and Dinske, 2009a).

Such behavior corresponds to a pore-pressure diffusion where the medium’s

permeability is strongly enhanced by the injection of fluids (Shapiro, 2015).

2.4 Fracture diagnostics

Understanding the spatial and temporal evolution of hydraulic fractures and

their interaction with the reservoir is required to enhance stimulation effective-

ness and improve treatment design. Fracture diagnostics provide relevant infor-

mation about the fracture geometry and stimulation process used to optimize

field development and well economics (Cipolla and Wright, 2000; Warpinski,

1996). Some techniques include pressure diagnostics such as discrete fracture

injection tests (DFITs) (Economides and Nolte, 2000), tiltmeters (Warpinski

et al., 1998), radioactive tracers (Warpinski, 1996), fiber-optic based methods

like distributed acoustic sensing (DAS) (Ugueto et al., 2014), and microseismic

monitoring (Maxwell, 2014). In this section, we focus on the last two.

2.4.1 Microseismic monitoring

During hydraulic fracturing, the injection of fluids and proppant at high pres-

sures causes stress and pore pressure changes, thereby inducing microseisms at

pre-existing planes of weakness (Le Calvez et al., 2005). Microseismicity refers

to tiny discrete rock failure events that often have negative moment magnitudes

(Maxwell et al., 2010; van der Baan et al., 2013) and are adequately represented

by a double-couple source mechanism related to shear slippage (Rutledge and

Phillips, 2003). Microseismic monitoring involves the detection, location, and

analysis of the microseismic events using the principles of earthquake seismol-

ogy (Albright and Pearson, 1982). Today, it is one of the most widely used tools

for mapping the fracture growth and geometry (Fisher et al., 2004; Maxwell
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et al., 2009a; Warpinski et al., 2004), providing details of the fracture azimuth,

length, height, and complexity (Cipolla et al., 2011).

Microseismic data acquisition

Microseismic acquisition deals with the continuous passive seismic monitoring

of microseismic events using various sensor configurations (Maxwell, 2014). The

P and S-waves radiated from the microseismic sources are detected using nearby

arrays of receivers or regional seismic networks (Eaton, 2018). Thus, a success-

ful microseismic acquisition requires recording high-amplitude seismic signals

with a sufficiently large signal-to-noise ratio (S/N). For hydraulic fracturing

monitoring, receivers such as 3-component (3C) geophones or accelerometers

are placed at the surface (Duncan and Eisner, 2010) or in downhole vertical or

horizontal monitoring wells (Maxwell et al., 2010). The latter offers the advan-

tage of proximity to the source, thus reducing anelastic attenuation and leading

to high S/N. However, the location and orientation of downhole receivers are

less constrained than that of surface arrays. With the advent of multi-stage

hydraulic fracturing treatments on multiple pads, a combination of downhole

horizontal, vertical, and surface arrays can be processed together to character-

ize the source better and avoid potential detection biases (Maxwell, 2014).

A detailed velocity model is required to reduce the uncertainty in the locations

of the microseismic sources (Eisner et al., 2011). The accuracy of the model

depends on how constraint are the receiver positions, a good knowledge of the

velocity structure in the reservoir, and precise phase-arrival pickings (Warpin-

ski et al., 2005). The model must contain both compressional and shear-wave

velocities (Le Calvez et al., 2016). Typically, the initial velocity model is built

from sonic and density well-log data. However, during hydraulic fracturing,

stress and pore-pressure perturbations induce local changes that affect mostly

the horizontal velocity structure (Warpinski et al., 2005). Thus, the arrival

times of a known source like perforation shots, string shots, or ball drops are

used to calibrate the initial velocity model following an iterative methodology.

A similar process can be used to identify the orientation of downhole 3C geo-
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(a) (b)

Figure 2.7: A microseismic event recorded at one station using a 3C geophone.
Vertical lines show the P and S-wave arrivals, and the bold line at the bottom
is the time window used for the hodogram analysis (a). Horizontal (left) and
vertical (right) hodograms with the P-wave polarizations shown by bold lines
(b). Modified from De Meersman et al., 2006.

phones. The receivers are rotated into a geographic coordinate system using the

P-wave arrivals from a calibration source with a known location (Drew et al.,

2008). For that, a hodogram is built for each sensor to cross-plot two orthog-

onal components of ground motion during a time window following the phase

arrival (Figure 2.7). From the computed hodograms, it is possible to determine

the P-wave polarization’s azimuth φ using an approach like the covariance ma-

trix method (CMM) (Jurvekys, 1988). Once the P-wave polarization angle

is known, the receiver orientation κ with respect to geographic coordinates is

calculated as (Akram, 2020)

κ = φ− φs, (2.19)

where φs is the known source azimuth of the calibration shot. For each receiver

level, a linear transformation can be applied on the 3C waveforms (h1, h2, z) to

rotate them into the geographic coordinate reference east-north-vertical (e, n, v)

as 
e

n

v

 =


cosκ sinκ 0

− sinκ cosκ 0

0 0 1



h1

h2

z

 . (2.20)
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Microseismic data processing

Microseismic data processing involves calculating characteristics of the micro-

seismic source from the continuous waveform observations. Such characteris-

tics could be but are not limited to event locations, magnitudes, and source

mechanisms (Maxwell, 2014). The microseismic processing workflow usually

starts with filtering any unwanted noise from the recorded waveforms to en-

hance S/N (Vera Rodriguez et al., 2011). Common filtering methods used

include frequency filtering (Han and van der Baan, 2015), polarization filtering

(Pinnegar, 2006), and time-frequency thresholding (Mousavi et al., 2016). Af-

ter preconditioning the data, a detection algorithm is applied to trigger signals

with a coherent arrival relative to background noise. Most detection algorithms

compute attributes from the recorded signal and determine the P and S-wave

arrivals using a threshold-based criterion.

Event detection and arrival-time picking

Among many of the methods available for microseismic event detection (Akram

and Eaton, 2016), the short-term average / long-term average (STA/LTA)

(Allen, 1978) from earthquake seismology is one of the most commonly used

ones. In STA/LTA, the ratio of continuously averaged energy is calculated for

consecutive time windows and used as a criterion for picking (Vaezi and van

der Baan, 2015). The STA window is sensitive to sudden increases in the am-

plitude while the LTA window measures the local background noise. Therefore,

the ratio of the STA with the LTA is a measure of the local S/N. If the ratio

is higher than a predefined threshold value, an arrival time is declared (Earle

and Shearer, 1994). The STA/LTA ratio R calculated at the ith data sample

of a time series u is defined as (Eaton, 2018)

Ri(u) =
STAi(u)

LTAi(u)
, (2.21)
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where

STAi(u) =
1

NSTA

i+NSTA−1∑
j=i

yj(u),

LTAi(u) =
1

NLTA

i∑
j=i−NLTA+1

yj(u).

(2.22)

In equation 2.22 NSTA and NLTA are the number of samples in the short and

long windows respectively, and yj(u) is the characteristic function (CF), which

is chosen in such a way that it enhances the signal changes (e.g., the energy

x2
i ) (Vaezi and van der Baan, 2015). If Ri(u) in equation 2.21 exceeds a prede-

termined threshold value Λ, a detection is declared (Figure 2.8). When using

STA/LTA, the window lengths and threshold value should be carefully selected

to get optimal results. It is recommended that the length of the STA window

should be at least two to three times the dominant period of the signal, while

the length of the LTA window should be five to ten times the length of the STA

(Akram and Eaton, 2016). Conversely, the detection threshold should be large

enough to avoid detecting false positives while ensuring that small-magnitude

events are triggered.

Other methods used for event detection and arrival-time picking include those

based on waveform cross-correlation (Arrowsmith and Eisner, 2006) like the

matched filtering algorithm (Caffagni et al., 2016) or the subspace detector

(Harris, 2006), Akaike information criterion (AIC) (Oye and Roth, 2003), neu-

ral networks (Maity et al., 2014), digital image segmentation (Mousa et al.,

2011), and high-order statistics such as the Kurtosis (Li et al., 2014).

Hypocenter estimation

Determining the hypocenter locations of the microseismic events constitutes

one of the essential elements of the microseismic catalog and the basis for in-

terpreting the geometry of hydraulic fractures. Akram, 2020 classifies the abso-

lute location methods (i.e., locations relative to a fixed coordinate system) into

two main categories, traveltime-based methods, and waveform-based methods.

The first approach involves arrival-time inversion combined with event back-
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azimuth information derived from hodogram analysis (see figure 2.7). Given a

set of N arrival-time picks and M inferred back-azimuth directions, an event

hypocenter can be determined by minimizing the objective function E (Eaton,

2018)

E =
N∑
i=1

(
ti(m)− t̂i

)2
+ w

N∑
i=1

(
φi(m)− φ̂i

)2

, (2.23)

where tI are the modeled arrival-times, t̂i are the observed arrival-time picks,

φi are the modeled back-azimuth orientations, φ̂i the derived back-azimuths

obtained from hodogram analysis, and w is a weight factor. Equation 2.23 can

be solved through least-squares to find the model parameters m = {x, y, z, τ}
containing the geographic source coordinates and origin time, τ . For a sin-

gle vertical monitoring well on a horizontally layered isotropic medium, the

arrival-time inversion can be analyzed using cylindrical coordinates (Maxwell,

2014), thus reducing the model parameters to m = {r, θ, z}. In this case, the

2D hypocenter is mostly constrained by the difference of the S and P-wave

time-arrivals (ts − tp). The hypocenter locations can then be transformed to a

Cartesian reference frame for further interpretation. Lastly, the back-azimuth

average over all receivers with rotated waveforms (see equation 2.20) can be

computed as an estimate of the azimuthal direction from the receiver to the

source.

An alternative way to solve equation 2.23 is based on the Geiger’s method

(Geiger, 1912), which uses an initial estimate of the model parameters mo to

obtain a solution to the generalized inverse matrix (Akram, 2020; Oye and

Roth, 2003)

G∆m = ∆r, (2.24)

where G is a matrix that contains traveltime derivatives with respect to the

model parameters m, ∆m = (∆x,∆y,∆z,∆τ) is the model difference vector,

and ∆r are the arrival-times residuals. Equation 2.24 can be solved using an

iterative least-squares inversion approach, such that the model parameters at
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(a)

(b)

Figure 2.8: Synthetic example of event detection using the STA/LTA method.
Input waveform (a). STA/LTA of the input signal (b). Vertical dashed lines
show the P (red) and S-wave (blue) arrival time-picks obtained using a detection
threshold (Λ = 2.5) represented by the dashed horizontal line.

iteration i+ 1 are updated as

mi+1 = mi + ∆m. (2.25)

Other techniques for microseismic hypocenter locations include the grid search

method (Rodi, 2006), waveform stacking (Grigoli et al., 2016), and reverse time

migration (Nakata and Beroza, 2016).

Magnitude estimation

The microseismic source can be characterized using source parameters derived

from fitting a source model to the amplitude spectrum of the recorded wave-

forms (Maxwell, 2014). Typically, for microseismic events, a Brune source

model (Brune, 1970) is fitted to the amplitude spectrum of a time-window con-

taining the P or S-wave arrival. The Brune model at a particular frequency f

is defined as

Ωf =
Ω0e−πft/Q[
1 +

(
f
fc

)2
] , (2.26)
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where Ω0 is the low-frequency level of the amplitude spectrum, Q is the qual-

ity factor, and fc is the corner frequency. Once the model gets fitted to the

spectrum, the seismic moment M0 is computed as (Stork et al., 2014)

M0 =
4πρV 3rΩ0

R
, (2.27)

where ρ is the rock density, V is the P or S-wave velocity, r is the source-

receiver distance, and R is a P or S-wave radiation pattern correction term. A

more physical meaning of M0 is found from slip characteristics induced by the

failure of intact rock. For instance, M0 can also be defined as

M0 = µAd, (2.28)

where µ is the shear modulus, A is the area of slip, and d is the displacement

of slip Cipolla et al., 2011. For microseismic monitoring, the preferred source

strength estimate is the moment magnitude MW scale. The latter can be

computed from the seismic moment M0 using the definition from Kanamori,

1977

MW =
2

3
log(M0)− 6. (2.29)

Finally, the frequency of occurrence for microseismicity with different magni-

tudes is usually analyzed using earthquake seismology theory. The Gutenberg-

Richter relationship can describe the magnitude distribution of microseismic

events (Gutenberg and Richter, 1944). The latter states that the number of

cumulative events N with a magnitude M or greater during a certain period

of time follow the relationship

log (N) = a− bM, (2.30)

where a is the relative activity rate and b is the relative size distribution of

earthquakes the slope on a frequency-magnitude plot.
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Figure 2.9: Magnitude-distance plot of microseismic events recorded during
a two-stage hydraulic fracturing stimulation monitored with a single vertical
array of 3C geophones. Events above the dashed line (moment magnitude of
-2.8) represent a complete recording of unbiased events. From Maxwell et al.,
2009b

Microseismic interpretation

The ultimate goal of microseismic monitoring is to characterize fracture growth

and geometry while providing details about the reservoir’s geomechanical re-

sponse during hydraulic fracturing treatments (Cipolla et al., 2010). Maxwell,

2014 lists the typical hydraulic fracture geometric characteristics inferred from

microseismic event locations, which include:

• fracture orientation

• fracture height

• fracture length

• fracture complexity

• stimulated reservoir volume (SRV) (Mayerhofer et al., 2010)

• fault reactivation (Warpinski, 2009a)

In the case of simple planar fractures, fracture dimensions from microseis-

mic spatial clusters can be measured by fitting a rectangular box, with the
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longest axis defining fracture length, and the remaining axes representing frac-

ture width and height. For a more rigorous analysis, statistical approaches

based on clustering can also be used to constraint fracture dimensions (McK-

ean et al., 2019).

Data preconditioning

Although the interpretation of microseismic images may seem straightforward,

it is important to be aware of the inherent uncertainties associated with the ac-

quisition and processing of microseismic data. For example, Eisner et al., 2009

analyzed the impact in the uncertainty of hypocenter locations due to errors

arising from the receiver geometry, arrival-time picks, and velocity model.

For a single-downhole monitoring array, large magnitude events are more likely

to be successfully detected compared to small magnitude events (Warpinski,

2009b). This introduces an observation well bias resulting in an apparent

greater event density close to the sensors and a minimum detection limit that

increases with distance from the source (Cipolla et al., 2011; Maxwell, 2014). To

correct for the effects introduced by the detection bias, a magnitude-distance

plot can be used to filter events below a magnitude threshold (Figure 2.9).

Similarly, surface microseismic recordings, which are not affected by the well

detection bias, can be filtered using a S/N cut-off.

Once events have been filtered to remove any monitoring bias effects, they are

clustered into distinct groups for interpretation. Microseismic-event clustering

is usually performed by stage number based on time of occurrence. In this

case, events are assigned to a particular stage if they occur within a time win-

dow spanning the stage injection. However, hydraulic fracturing fluid-induced

microseismic events can persist after the end of a stage (Shapiro, 2015), and

complex fracture behavior with strong spatio-temporal dependencies between

stages have been reported in multiple case studies (Maghsoudi et al., 2016;

Rafiq et al., 2016). Therefore, a clustering of events that accounts for both

spatial and temporal relationships among stages could improve the interpreta-
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tion workflows relying on the stage-by-stage separation of microseismic events

(e.g., the calculation of the radial distance of the events from the assigned stage

perforation). In chapter 4, we describe a method to cluster events by stage by

minimizing a spatio-temporal constraint.

Integration with engineering data

The temporal distribution of microseismicity recorded during a hydraulic frac-

turing treatment can be compared to the engineering curves (i.e., injection

rate, proppant concentration, pressure) to understand fracture growth asso-

ciated with specific injection characteristics (Cipolla et al., 2011). Maxwell,

2014 provides an interpretation of the temporal distribution of microseismicity

relative to the engineering curves. Assuming a constant injection, a high rate

of microseismic occurrence at the beginning of the treatment indicates fracture

initiation achieved at the breakdown pressure (Figure 2.10a). Conversely, con-

sistent microseismic rate through the injection time represents fracture growth

(Figure 2.10b), while an increase in microseismicity towards the end of the

stage indicates fracture blockage (e.g., proppant screen-out) or growth into a

fracture zone (Figure 2.10c).

Frequency-magnitude distributions and advanced interpretation

The distribution of event magnitudes can provide insights into the mecha-

nisms that caused the microseismicity (Schorlemmer et al., 2005). Assuming a

Gutenberg-Richter relationship (equation 2.30) for the recorded microseismic-

ity, the b-value calculated from the slope of a frequency-magnitude plot can be

used to separate hydraulic fracture events from those associated with fault ac-

tivation. Typically, a b ≈ 1 implies fault activation, while hydraulic fracturing

induced microseisms show a b ≈ 2 (Maxwell et al., 2009a). The latter implies

that the falloff of events with increasing magnitude is faster for hydraulic frac-

turing induced microseismicity than for events associated with fault systems.

Other interpretation insights from microseismic monitoring include fractal di-
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(a) (b) (c)

Figure 2.10: Schematic drawings of three different physical models of the mi-
croseismicity (purple) relative to the engineering curves (i.e., injection rate in
blue, surface pressure in red, and proppant concentration in green). Microseis-
micity at the beginning of a stage is associated with fracture initiation (a). A
constant microseismic histogram at a stage is caused by fracture growth (b),
and a spike in events at the end of a stage relates to fracture termination (c).
After Maxwell, 2014.

mension D analysis (Grob and van der Baan, 2011), moment tensor inversion

(Baig et al., 2010), and S/P amplitude ratio (Rutledge and Phillips, 2003).

2.4.2 Distributed acoustic sensing (DAS)

Distributed Acoustic Sensing (DAS) is a fiber-optic (FO) based technology

that has been recently applied in a variety of unconventional development set-

tings, including real-time hydraulic fracturing in-well operations monitoring

(Molenaar et al., 2011), down-hole geophysical surveillance (Mestayer et al.,

2011), microseismic monitoring (Webster et al., 2013a), vertical seismic profil-

ing (VSP) (Mateeva et al., 2014), and geomechanical analysis (Jin and Roy,

2017). During DAS, an opto-electronic system aka interrogator unit (IU) sends

successive short pulses of highly coherent laser light down a single-mode silica

optical fiber. The IU uses optical-time-domain reflectometry (OTDR) princi-

ples to measure the distortions in Rayleigh back-scattered light generated from

small heterogeneities within the fiber’s glass core. The back-scattered signal is

used to derive the strain or strain rate along spatially-localized regions of the

fiber. Essentially, instead of using conventional arrays of discrete sensors, DAS

repurposes the FO cables as multi-channel seismic arrays capable of measuring

axial acoustic disturbances spanning thousands of meters.
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Figure 2.11: Classification of optical fiber sensors according to their topology
(Krohn et al., 2014).

Distributed fiber-optic systems

Optical fiber sensors can be broadly classified as point sensors, discrete sensors,

and distributed sensors. In a point sensor, the sensing unit is located at the

end of the fiber, whereas in a discrete sensor, fiber is modified at two or more

discrete points that serve as sensors (Hartog, 2017). In a distributed FO sensor,

every portion along the length of the fiber is sensitive to one or more external

physical quantities (e.g., temperature, strain), enabling continuous measure-

ments for up to tens of kilometers (Figure 2.11).

DAS uses the scattered light along the entire length of the sensing fiber to

measure the strain due to incident seismic waves or hydraulic stresses in pores

and fractures. The system relies on a modified version of OTDR in which a se-

ries of highly-coherent laser pulses are launched into an optical fiber connected

to an IU that detects the backscattered signals (Barnoski and Jensen, 1976;

Parker et al., 2014). The scattered light results from inhomogeneities in the

fiber’s glass core associated with three distinct types of scattering mechanisms,

namely Rayleigh, Brillouin, and Raman scattering (Krohn et al., 2014).
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Figure 2.12: Different components of the backscattered light from silica glass
fiber. Modified from Molenaar and Cox, 2013.

Rayleigh scattering

When a light beam travels on a glass medium, most of the energy propa-

gates forward, thus experiencing a loss from the medium’s attenuation (Healey,

1984). However, a small portion of the light (≈ 0.1%− 1.0%) is scattered back

within the fiber’s acceptance solid angle and recorded by the IU (Hartog, 2017).

The three most important scattering mechanisms used for distributed sensing

are Rayleigh, Brillouin, and Raman scattering. Rayleigh backscatter occurs

when photons collide with microscopic-scale inhomogeneities frozen in the glass

medium. Rayleigh scattering is an elastic process with no energy transfer be-

tween the incident and the returning light, hence preserving the original wave-

length of the input pulse. On the contrary, Raman and Brillouin scattering

are caused by thermally excited molecular vibrations involving a loss of energy

linked to an inelastic scattering behavior. Raman scattering is highly sensitive

to temperature fluctuations and is therefore used on distributed temperature

sensing (DTS) systems (Bakku, 2015). Figure 2.12 shows the full scattering

spectrum from a silica glass fiber. Note that while Rayleigh scattering pre-

serves the input wavelength λo, Raman and Brillouin scattered photons shift

to lower or higher frequencies (i.e., Stokes or anti-Stokes scattering) depending

on whether there is a loss or gain in energy respectively.
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Optical phase change and fiber strain

The backscattered response from multiple pulses on an undisturbed FO cable

has a constant phase measured in radians as (Grattan and Meggitt, 2000)

Φ =
4πnL

λ
, (2.31)

where n is the refractive index of the medium, L is the distance traveled, and

λ is the laser pulse wavelength. However, when the fiber is distorted, there

is a change in phase between the scattered signals coming from two points

in the cable. The physical distance between the two points is referred as the

gauge length LG. One should not confuse LG with channel spacing. While the

latter is the physical separation between consecutive sample locations on the

fiber (≈ 0.5 − 1m), LG is the effective spatial resolution of the DAS system,

which has to be large enough (≥ 7m) to ensure optimal S/N (Dou et al., 2017)

(Figure 2.13). The phase-lag ∆Φ between the backscattered signals from the

two points is assumed to be linearly represented by the expansion (Grattan

and Meggitt, 2000)

∆Φ =
4πnLG
λ

[
∆x

x
+

∆n

n
+

∆λ

λ

]
. (2.32)

Therefore, changes in the optical phase ∆Φ are caused by modifications in the

fiber length ∆x
x

due to axial strain εxx, the refractive index ∆n
n

, and the optical

wavelength ∆λ
λ

. To isolate the strain effects in DAS, the wavelength dispersion

may be ignored (∆λ
λ

= 0) by filtering out all other frequencies but that of the

incident pulse 1/λo (Lindsey et al., 2020). Besides, the changes in the index

of refraction can be reduced to a scalar multiplicative photo-elastic factor ζ

dependent on known material properties of a silica glass fiber. Thus, the axial

strain εxx averaged over a gauge length is

εxx =
λ

4πnLGζ
∆Φ. (2.33)

Assuming typical values for the pulse’s incident wavelength λ = 1550nm, re-

fractive index of the fiber n = 1.445, gauge length n = 10 m, and photo-elastic
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Figure 2.13: Graphical representation of the sampling parameters of a DAS
system. The spatial sampling locations are represented by red circles, while
the spatial resolution defined by the gauge length, is shown in yellow.

factor ζ = 0.735, equation 2.33 can be written as (Lindsey et al., 2020)

εxx = 11.6× 10−9∆Φ (rad), (2.34)

which only depends on the phase change between two consecutive backscattered

signals separated by the gauge length.

In-well DAS measurements

Shell conducted the first down-hole application of DAS for hydraulic fracturing

monitoring in an unconventional reservoir in 2009 in the Groundbirch Montney

area (Molenaar et al., 2011; Ugueto et al., 2019). Since then, multiple studies

have shown the advantage of using DAS as a cost-effective and non-intrusive

diagnostic tool for hydraulic fracture stimulation (Molenaar and Cox, 2013;

Webster et al., 2013b). Usually, an FO cable is installed on a well to monitor

the treatment’s effectiveness in that same well. The information obtained from

in-well DAS recordings can be used to optimize fluid, and proppant placement

Ugueto et al., 2014; Ugueto et al., 2018, diagnose the effectiveness of the per-

foration design (e.g., bridge plug setting and ball placement) (Boone et al.,

2015; Holley and Kalia, 2015), and monitor well integrity (Raab et al., 2019).

However, while an FO-equipped well is not being treated, it can be used as

an observational well to monitor the poro-elastic buildup within the reservoir

and the propagation of hydraulic fractures (Ugueto et al., 2019; Webster et al.,

2013b). This is the principles behind low-frequency DAS strain measurements.
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Low-frequency DAS

Typical sampling rates for DAS data are in the range of 10 to 100 kHz, de-

pending on the length of the fiber (Mateeva et al., 2014). However, in terms

of sensitivity, DAS performance is comparable to that of geophones around 10

Hz but far more sensitive for frequencies under 1 Hz (Richter et al., 2019). Jin

and Roy, 2017 generalized the use of low-frequency DAS (LFDAS), which can

be treated as a linear-strain measure, to monitor fracture propagation during

hydraulic fracturing. To analyze the low-frequency band of DAS, raw data is

usually down-sampled after a low-pass anti-aliasing filter and corrected for any

DC drift (Jin and Roy, 2017). At the low-frequency band (< 0.05 Hz), DAS

can be sensitive to real-time acoustic disturbances on the order of pico-strain

and temperature variations of less than one milli-kelvin (Li et al., 2020). Hence,

LFDAS provides an exact location and timing where fractures intersect a neigh-

boring fibered well, thereby allowing measurements of the fracture’s azimuth,

fracture widths, and propagation speeds (Wu et al., 2020). Figure 2.14 shows

the hypothetical strain rate response of a hydraulic fracture approaching an

FO monitoring well whose cable is mechanically coupled to the formation. At

the dimensionless times T1 and T2, the fracture strains the rock ahead of the

fracture tip producing an extending strain band that narrows and intensifies

as it gets closer to the fiber. When the fracture physically arrives at the off-

set well (T3), it creates a localized extending zone surrounded by compressing

areas (stress shadow) that decrease in magnitude with distance from the main

fracture body. At T4, once the injection rate stops, the DAS strain pattern

reverses as the fracture closes due to the compressive stresses in the formation.

Figure 2.15 (top) shows the LFDAS strain rate signal for one stage of a nearby

well stimulated via open-hole well completion. The vertical black-dotted lines

represent the start and end times of the pumping period. The fracture hits are

interpreted as extension areas (red) in the fiber due to fracture opening during

the injection time. Normally, the precursor of the fracture hit is recorded as

a chevron or heart-shaped extension signal. Once the fracture hits the fiber,

the areas adjacent to the propped region of the fracture experience compres-

sion (blue), and give rise to stress shadows. Usually, the portion of fiber that
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detects the fracture hit is comparable to the length of the stage at the injection

well, while the stress shadow can be recorded at much more channels. After the

fracture hit, multiple extension and compression strain pulses appear, though it

is not clear yet what these pulses represent, Ugueto et al., 2019 suggests they

could correspond to the generation of successive hydraulic fractures created

within the main fracture domain. When the injection stops, the polarity of the

LFDAS signal reverses causing a compressive zone in the fiber at the fracture

hit zone, and extension signals at the surrounding rock due to formation re-

laxation. The closing signal can last for hours and be seen at later stages. In

fact, the compressive horizontal band around 270 m in figure 2.15 corresponds

to the closing signal remnant from a previous stage.

The lower panel of figure 2.15 shows the normalized surface treating pres-

sure, injection rate, and proppant concentration, on the same time scale of the

LFDAS measurements. There is a clear temporal correlation between the en-

gineering curves from the injection well and the strain rate behavior recorded

at the offset fibered well. As a result, comparing the treatment curves with the

LFDAS data can be used to understand the timing and extent of communica-

tion between different wells in the same pad.

DAS microseismic

A well equipped with a DAS system can be used to detect microseismic activity

during a hydraulic fracturing treatment done in a neighboring well in the same

pad. Using the broadband and wide-aperture response achieved with DAS, it is

possible to record the P-waves and S-waves generated from a shear failure event

with much higher quality than classical geophones (Karrenbach et al., 2017;

Webster et al., 2013a). The location of the microseismic event along the fiber

can be estimated from the apex of the time moveout curves, while the distance

from the source to the fiber is inferred from the P-to-S travel time difference

(Karrenbach et al., 2017). DAS is analogous to an array of single-component

sensors capable of measuring travel-times but no angle information. Hence, the

location in 3D of microseismic events using DAS is only possible using multiple

FO-equipped wells or a single deviated well (Cole et al., 2017). For instance, if
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Figure 2.14: Hypothetical evolution over dimensionless time (T ) of the LFDAS
response from an approaching hydraulic fracture recorded at an offset wellbore
with fiber deployed. From Ugueto et al., 2019.

Figure 2.15: LFDAS strain signal of a single stage from a nearby offset well
stimulated via a ball activated open-hole packer sleeve (top). Engineering
curves for the stimulated stage (bottom).

37



an event is recorded along the horizontal, heel, or vertical portions of the cable,

it can be accurately mapped in space. Although fewer events are detected on

DAS compared to 3C geophones (Webster et al., 2016), DAS can locate events

with uncertainties ranging from 1− 2m thanks to its large aperture and dense

spatial sampling.
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Chapter 3

Machine learning, random

forests, and convolutional neural

networks

3.1 Introduction

This chapter focuses on machine learning theory and the specific algorithms

used in this work, presently random forests (RF) and convolutional neural

networks (CNN). The first part provides an overview of machine learning, re-

gression, and the random forests algorithm. The concepts of regression trees,

bagging, and feature importance are covered. Next, the fundamentals of con-

volutional neural networks focusing on 1D CNNs for time-series forecasting are

presented. Finally, a data augmentation technique known as double-noise in-

jection is introduced. The latter allows increasing the amount of training data

available to the machine learning model so-as-to improve the CNN performance

on unseen data.
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3.2 Machine learning

Machine learning (ML) can be understood as an automated process that ex-

tracts patterns from data and uses experience to improve performance (Mohri et

al., 2012). It consists of designing efficient prediction algorithms that can learn

from data by combining fundamental concepts from probability theory, statis-

tical analysis, and optimization rules. Most ML algorithms can be grouped

into two categories depending on whether target labels are provided (super-

vised learning) or not (unsupervised learning) (Figure 3.1). Supervised learning

builds a predictive model by mapping an input data vector to a corresponding

label or target value. Furthermore, supervised ML is divided into classification

(categorical) and regression algorithms (quantitative), based on the nature of

the target output. On the other hand, unsupervised learning relies on unla-

beled data to make predictions on unseen points. In this learning setting, the

idea is to discover inherent patterns or structures in the data. Clustering and

dimensionality reduction are two subcategories of unsupervised learning prob-

lems.

The final goal of ML is generalization, which refers to the ability of the model

to perform well on previously unseen data (Bishop, 2006). Typically, in ma-

chine learning, we have access to a training set used to generate the model

and a test set used to evaluate its performance. The test set is drawn from

the same probability distribution as the training set, but it is never used in

the training process, thereby providing a measure of the generalization error

(Goodfellow et al., 2016). A properly designed and trained model should avoid

memorizing the training labels (also known as overfitting the training set) to

improve generalization on validation or test sets. In this thesis, we focus on

supervised learning with numerical labels for regression tasks.

3.2.1 Regression

Linear regression is perhaps one of the best examples of a supervised machine

learning algorithm. The purpose of regression is to predict as closely as possible

the value of one or more continuous target variables t given the value of an input
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Figure 3.1: Types of machine learning (ML) algorithms (supervised and unsu-
pervised). Some common examples of each category are listed at the bottom.
From Kong et al., 2019.

vector x (Bishop, 2006). That is, given a training data set with N observations

xn and corresponding target values tn, the goal is to predict the value of t for

a new value of x. A linear model function y (x,w) of the input vector x can

be written as

y (x,w) = w0 +
M−1∑
j=1

wjφj (x) = wTφ (x) , (3.1)

where wj are the weighs or model parameters, φj (x) are known as basis

functions, w0 is the bias parameter, wT = (w0, . . . , wM−1)T , and φ (x) =

(φ0, . . . , φM−1)T . The performance of the prediction depends on the magni-

tude of the difference between the real and predicted value, usually defined by

an error function. Some commonly used error metrics are the mean squared
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error (MSE) and the mean absolute error (MAE); which are defined as

MSE (y, ŷ) =
1

n

n−1∑
i=0

(yi − ŷi)2 ,

MAE (y, ŷ) =
1

n

n−1∑
i=0

|yi − ŷi|,
(3.2)

where yi is the target value and ŷi is the prediction of the model at the i’th

sample. Thus, a good regression model is quantified by the combination of

weights and bias that produce the minimum training error while delivering

the smallest error on the test set (Goodfellow et al., 2016). Usually, linear

combinations of fixed, nonlinear basis functions can be used in equation 3.1 to

model nonlinearities between the input and target variables. However, defining

the basis functions before the model has seen the dataset can lead to poor

prediction performance (Bishop, 2006). An alternative to fixed φj (x) is to

use non-parametric regression approaches like random forests (Breiman, 2001)

and convolutional neural networks (LeCun and Bengio, 1998) that allow non-

linearities to be learned from the data without being explicitly modeled.

3.2.2 Cross-validation

k-fold cross-validation

When working with small datasets, dividing the data into fixed training and

test sets (e.g., using 80% of the examples for training and the remaining 20%

for testing) can result in statistical uncertainty if the test size is too small

(Goodfellow et al., 2016). An alternative approach for dealing with limited

data availability is training and evaluating the prediction model on randomly

chosen subsets or splits of the original training dataset. A common technique

used is the k-fold cross-validation procedure, where the dataset is divided into

k non-overlapping subsets called folds, and the model is fitted k times. On each

fold, the training data uses k − 1 of the folds and evaluates on the remaining

fold (i.e., the validation set). The validation error may then be estimated as

the average validation error across the k trials.
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Figure 3.2: Schematic drawing showing the time-series cross-validation based
on the rolling forecasting strategy. Training set (red circles), training labels
(red squares), test set (blue circles), and test labels (blue squares). Each circle
represents 1 time-series data sample. The gray circles show future time, which
is not accessible during the training or testing. Note how the size of the training
set increases as more data become available.

Time-series cross-validation

A second kind of cross-validation updates the model parameters as new data

become available. Time-series cross-validation uses a rolling forecasting strat-

egy where the input data at which the forecast is based on rolls forward in time

(Hyndman and Athanasopoulos, 2018). The corresponding training set consists

only of observations that occurred prior to the observation that forms the test

set. Figure 3.2 shows a schematic diagram of time-series cross-validation for

multi-step forecasts (blue squares). The training data increases by one time

sample with time, while the test data size remains the same, but rolls forward.

3.3 Random forests for regression

Random forests (RF) are an ensemble learning method for classification and re-

gression tasks developed by Breiman, 2001. In recent years, they have become

very popular due to their applicability to a wide range of prediction problems,

their ability to handle large numbers of features without requiring many obser-

vations, and the need for a few parameters to be tuned. Besides, RF provide

an estimate of the variable importance without extra computation cost, which

can help assess the impact of different features on the target value.
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3.3.1 Regression trees

Regression trees (RT) are the basic units making up the RF algorithm. A

regression tree is built by the recursive partition of a sample known as the root

node, into subgroups called internal nodes, and down to the terminal nodes

(Grömping, 2009). In this algorithm, each partition is done based on a specified

splitting test and the final prediction, once reaching a stopping criterion (e.g.,

when each terminal node has less than a minimum number of observations), is

the average value of the desired terminal node. RT use an approach known as

recursive binary splitting, in which the predictor space at the top of the tree

is successively partitioned into two new branches at each node. The goal is

to find the terminal nodes Rj that minimize the sum of the squared residuals

(RSS) given by (James et al., 2013)

RSS =
J∑
j=1

∑
i∈Rj

(
yi − ŷRj

)2
, (3.3)

where yi is the ith target value of the variable to be predicted and ŷRj is the

mean response for the training observations within the jth terminal node. RT

can easily overfit the training set if the resulting tree is too complex. Therefore,

a strategy known as pruning is commonly applied to reduce its complexity. The

idea is to grow a large tree and then, prune it back until a subtree emerges that

leads to the lowest test error.

CART-split criterion

In RT, the splitting of each node is done following the classification and re-

gression tress (CART) criterion initially proposed by Breiman et al., 1984. At

each node of the tree, the best cut is selected by optimizing the CART-split

criterion, which measures the overall node impurity as the variance between

the data available at the current node and the two subsets of resulting data

after the split. More specifically, the criterion for a possible split ∆σ(s, j) is
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written as (Rouet-Leduc et al., 2017)

∆σ(s, j) = σ(Sj)−
Nj,L

Nj

σ(Sj,L)− Nj,R

Nj

σ(Sj,R), (3.4)

where σ(Sj) is the variance at the current node with Nj data points, σ(Sj,L)

is the variance at the left subset made up of Nj,L points , and σ(Sj,R) is the

variance of the right subset with Nj,R data points. Hence, at each node the

split that maximizes the reduction of equation 3.4 is selected. For a detailed

description of the CART algorithm, see Scornet et al., 2015.

Bagging

If a dataset is randomly divided into two equal batches and a RT with the

same parameters is fitted on each batch, the results will be quite different in

each case. The latter is a direct consequence of the high variance associated

with the RT algorithm (Breiman et al., 1984). To reduce the high variance

effect, Breiman, 1996 introduced the concept of bagging for generating multiple

versions of a predictor and aggregating them to obtain a single low-variance

statistical model. Bagging is based upon the bootstrap tool, in which random

samples with replacement (i.e., same observation can occur more than once on

the samples) are repeatedly selected from the original training set to fit and

aggregate various predictive models. For B different bootstrapped training

sets, the final prediction after bagging for a single RT (f̂bag) is the average

from all models defined as

f̂bag =
1

B

B∑
b=1

f̂ ∗b(x), (3.5)

where f̂ ∗b(x) is the bth trained set. In other words, averaging a set of RT re-

duces the overall variance of the final model.

Besides reducing variance and improving accuracy, bagging can also measure

the generalization error of the combined ensemble of trees. In each bootstrap

training set, about two-thirds of the instances are used on the fitting process,
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while the remaining one-third of observations are left out. The remaining data

are referred to as out-of-bag (OOB) observations (Grömping, 2009) and pro-

vide an estimate of the test error for the bagged model. The accuracy of an

RT prediction can be estimated from the OOB data as

OOB-MSE =
1

n

n∑
i=1

(yi − ˆyiOOB)2 , (3.6)

where yi − ˆyiOOB denotes the average prediction for the ith observation using

only the trees in which that observation was OOB (i.e., around B/3 of all

bagged regressors).

Feature importance

The RT algorithm can be used to predict feature importance using the OOB

observations. The importance of a variable xm is measured by quantifying how

much the weighted impurity (i.e., the variance of the data at node j in equation

3.4) decreases for all nodes where xm is used, averaged over all B trees in the

forest (Louppe et al., 2013). A large decrease indicates a relevant variable.

This RT property can be beneficial for identifying features with a low variance

that can contribute to overfitting during training.

3.3.2 The Random Forests algorithm

Random forests consist of many regression trees whose nodes are split into

random subsets of candidate variables following the CART criterion (section

3.3.1). The overall prediction is the average of predictions from each tree in

the forest. However, unlike regular bagged regression trees, each tree node

in a RF considers only a random sample of m features from the full set of p

input features available. More specifically, each node only has access to around

m ≈ √p features, thereby reducing the correlation between trees and making

the overall average more reliable. Figure 3.3 shows a diagram with the general

structure of a random forest made up of unpruned regression trees. The RF

algorithm for regression is as follows (Liaw and Wiener, 2002):

1. Draw n bootstrap samples from the original data.
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2. For each n grow a regression tree by maximizing the CART-split criterion

using only m randomly sampled features at each node.

3. At each bootstrap iteration, make a prediction using the OOB data.

4. Predict new data by averaging the predictions from all trees.

5. Estimate the test error as the average error from all OOB predictions.

Figure 3.3: Schematic of a random forest with n unpruned regression trees.
The final prediction is the average from all trees in the forest.

3.4 Convolutional Neural Networks

Convolutional Neural Networks (CNN) are a specialized kind of artificial neural

network for processing data with a known grid-like topology such as time-series

in 1D or image pixels in 2D (Goodfellow et al., 2016). Successful applications

of CNN go back to the mid-nineties (LeCun and Bengio, 1998; LeCun et al.,

1998) where they were applied to solve text recognition tasks. However, it was

not until 2012 that a deep CNN (i.e., a CNN with several hidden layers and

millions of free parameters) beat the state-of-the-art in the ImageNet classifica-

tion challenge (Krizhevsky et al., 2012), paving the path for most of the recent
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CNN architectures like VGGNet (Simonyan and Zisserman, 2015), UNet Ron-

neberger et al., 2015, and ResNet (He et al., 2016). CNN are widely used for

time-series forecasting applications thanks to their fast training times, simple

architectures, and no dependency constraints on previous steps (Wang et al.,

2019). Kiranyaz et al., 2019 describe four advantages of applying CNN when

dealing with 1D signals:

• Rather than matrix operations, forward and back-propagation require

simple array operations.

• Shallow architectures (e.g., small number of hidden layers and few neu-

rons) can learn challenging tasks.

• With a few hidden layers (≤ 2) and a few neurons (< 50) they can be

trained using a standard CPU implementation.

• Due to their low computational requirements, are well suited for real-

time, low-cost applications.

3.4.1 CNN basic architecture

Regardless of an specific CNN architecture, all CNN models consist of the same

basic components including convolutional layers, activation functions, pooling

layers, and fully-connected layers. In the next sections I describe each of these

components.

Convolutional layer

A convolutional layer consists of kernels or filters that are convolved with

patches of the input signal to produce feature maps. The discrete convolution

between a time-series patch x(t) and a kernel w(a) is defined as (Goodfellow

et al., 2016)

s(t) = (x ∗ w) (t) =

inf∑
a=− inf

w (t− a) , (3.7)
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where ∗ is the convolution operator. For a multi-channel input time series at

channel c (x
(c)
l−1), the mth output feature map (x

(m)
l ) at layer l is given by

x
(m)
l =

C∑
c=1

W
(c,m)
l ∗ x

(c)
l−1 + b

(m)
l , (3.8)

where W
(c,m)
l is the mth filter at channel c, b

(m)
l is the mth bias vector, and C is

the total number of input channels or features. The output from equation 3.8

is passed as input to an activation function to introduce non-linearity. Figure

3.4 shows two commonly used non-linear activation functions. The sigmoid

function—a special case of the logistic function—is defined as

σ(z) =
1

1 + e−z
. (3.9)

Equation 3.9 is affected by the vanishing gradients problem when z is close

to 0 or 1. To overcome this limitation, Nair and Hinton, 2010 introduced the

rectified linear unit (ReLu). A ReLu leaves positive numbers unchanged, but

sets all negative numbers to zero. It is defined as

R(z) = max(0, z). (3.10)

(a) (b)

Figure 3.4: The sigmoid (a) and ReLu (b) activation functions.
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Pooling layer

A pooling layer is typically added after a convolutional layer to reduce the size

of the feature maps by merging similar features into one (LeCun et al., 2015).

A pooling function is used to modify the input feature maps. For example, the

max-pooling operation returns the maximum value within the analyzed time

window.

Fully-connected layer

After a series of convolutional layers, non-linear activation functions, and pool-

ing layers are stacked, a fully-connected layer is the typical output layer on a

CNN. The output vector of a fully-connected layer xl is

xl = σ (Wlxl−1 + bl) , (3.11)

where is the activation function, xl−1 is the input vector, Wl is the weights

matrix, and bl is the bias vector. In the case of regression, the output layer in

a CNN uses the identity function (y(z) = z) as activation since the output is a

scalar unbounded value.

3.4.2 CNN training

Finding the optimal parameters of a CNN can be done by formulating the

training as a minimization problem. Given the training pairs (xi, yi) of inputs

xi and targets yi, the optimal parameters θ made up of weights and biases can

be solved by minimizing the empirical risk (Lehtinen et al., 2018)

argmin
θ

∑
i

L (fθ (xi) , yi) , (3.12)

where fθ is a mapping function like a CNN model and L is the loss function.

For a regression task, the mean squared error (MSE), eq. 3.2, is commonly

employed as the loss function. The network parameters can be trained by

back-propagation (Rumelhart et al., 1986) and gradient descent. The idea is to

pass the training examples through the CNN’s hidden layers and compute the
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gradients to update the weights and bias at each node. There are some vari-

ations of gradient descent implementations used in deep learning (Goodfellow

et al., 2016). Stochastic gradient descent (SGD) uses only a single example

at a time to update the network parameters. On the contrary, batch gradient

descent processes all the training examples simultaneously in a batch. Most

optimization algorithms use more than one but less than all the training ex-

amples. The latter is known as mini-batch gradient descent which considers

a random mini-batch from the entire training set to optimize the network pa-

rameters.

Optimizers are commonly used to automatically adjust learning rates for each

parameter by modifying the step length of the gradient descent, thus improving

the optimization process. The adaptive moment estimation (ADAM) method

(Kingma and Ba, 2015) has gained popularity for training CNN. ADAM of-

fers an efficient alternative to classic gradient descent by adapting individual

learning rates to different parameters, thus improving training performance.

3.4.3 Data augmentation

Having fewer training examples than free parameters (i.e., weights and biases)

can lead to poor network generalization (van der Baan and Jutten, 2000), re-

ducing the model’s ability to deliver good performance on unseen data. Often,

generalization can be improved by splitting the examples into training and test

sets or applying cross-validation strategies (section 3.2.2). However, in situ-

ations where a limited number of examples are available, data augmentation

techniques such as noise injection have proven to be effective in reducing over-

fitting and improving generalization (Jiang et al., 2009).

In this work, we apply a double-noise injection technique to increase the num-

ber of available training examples. With the double-noise injection, input and

output data are contaminated with random or structured noise (e.g., white

Gaussian noise), which is assumed to be uncorrelated to the data (Lehtinen et

al., 2018; Zhang and van der Baan, 2021). Furthermore, the standard deviation
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of the input may differ from that of the target, and both can be randomized.

Double-noise injection builds on a property of the L2 loss stating that the net-

work learns to output the average of all plausible explanations (Lehtinen et

al., 2018). Hence, if the input and target are contaminated with zero-mean

Gaussian noise, the CNN can be trained without changing what it learns.
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Chapter 4

Machine learning for

microseismic prediction

4.1 Introduction

The first part of this chapter introduces a workflow for implementing the ran-

dom forests (RF) algorithm (Sec. 3.3.2) to predict the microseismic cloud size

at the end of an hydraulic fracturing stage. We use the first 70% of the stage

data as the training set and the last 30% as the test set. A rolling window

strategy is employed to derive statistical features from the engineering curves

and the present microseismic cloud size to be used as input to the RF model.

We then introduce a physic-based method to forecast the size of the micro-

seismic cloud based on an analytical diffusion model proposed by Shapiro et

al., 1997 and detailed in section 2.3.3. In our implementation, the medium’s

apparent diffusivity is derived in real-time and used to forecast the microseis-

mic cloud size at any future time of the stage.

Finally, we developed a second machine learning workflow employing a convo-

lutional neural network (CNN) trained with the engineering curves to predict

the future microseismic cloud size. We apply time-series cross-validation (Sec.

3.2.2) to train the model and make predictions in real-time. More specifically,
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a CNN model is trained with the first several minutes of data to estimate the

cloud size in the upcoming minutes. We then increase the size of the input

data, train a second CNN model, and predict for the next couple of minutes.

Furthermore, to deal with limited data available on the first trained models,

we apply double-noise injection (Sec. 3.4.3) to increase the number of available

training examples and improve generalization.

The three proposed methodologies are applied to a real multi-stage hydraulic

fracturing and microseismic dataset. We describe the field layout and dataset

used in this chapter. Data pre-processing and correlation analysis of the engi-

neering curves are presented, followed by the methodology employed on each

method. Finally, we compare the prediction results at specific stages of the

treatment and make recommendations on how model performance could be

enhanced.

4.2 Geological setting, field layout, and dataset

The microseismic and engineering data used in this work were acquired during

a multi-stage hydraulic fracturing treatment at the Hoadley Field in Central

Alberta, Canada. The target formation of the stimulation was the Glauconitic

member of the Lower Cretaceous Upper Mannville Group, a series of shallow

marine sandstone deposits formed as an extensive barrier bar complex trend-

ing southwest-to-northeast (Eaton et al., 2014; Hayes et al., 1994; Rafiq et al.,

2016). The Hoadley barrier complex is approximately 25 km wide and more

than 200 km long, marking the northern limit of continental to marginal-marine

depositional environment (Hayes et al., 1994). The Hoadley lithology includes

eolian dune, tidal channel, leeve, interbar lagoon, and bar sediments (Chiang,

1984). The system contains multiple progradational marine sandstone bod-

ies up to 32 km in length, each hosting several distinct reservoirs (Newbert

and Trick, 1987). In the last years, hydrocarbon production from the low-

permeability Hoadley sandstones has become economically viable thanks to

the use of multi-stage hydraulic fracturing with horizontal drilling (Reynolds

et al., 2012).
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Figure 4.1: Plan view of the treatment configuration. Inset shows maximum
horizontal stress direction (SHmax) and approximate location of the study
area (red star). Modified from Eaton et al., 2014. The subset used in this work
comes from the engineering and microseismic monitoring data on treatment
well B.

The field layout consisted of two horizontal wells with 12 stages each, stimu-

lated via open-hole completion (Eaton et al., 2014) (Figure 4.1). Microseismic

data were recorded and processed in real-time using one vertical monitoring

well with a 12-sensor down-hole array of triaxial geophones. The microseismic

catalog consists of the estimated (x, y, z) coordinates, local date/time of oc-

currence, and moment magnitude of each event. The engineering curves were

continuously monitored and time sampled at every second during the stimula-

tion of the 24 stages.

We use a subset of the original data set comprising 425 minutes of five en-

gineering curves and the locations and origin times of 666 microseismic events

recorded during the stimulation of treatment well B (Figure 4.2). Most events

have a moment magnitude MW < 0 (Eq., 2.29) with spatial uncertainties of a

couple of meters. To limit the temporal extent of our analysis, we do not use

any post-pumping events in our data set (that is, only the events with occur-
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rence times between the start of pumping of stage 1 and the end of pumping

of stage 12 in well B are considered). The engineering time-series used in this

work are:

• Treating pressure (Pa).

• Bottom-hole pressure (Pa).

• Injection rate (fluid + sand + gas) (m3/s).

• Proppant concentration (kg/m3).

• Bottom-hole proppant concentration (kg/m3).

4.3 Data pre-processing

Microseismic event clustering for the Hoadley dataset was performed by the

operator using a binning-by-stage-number approach. In this kind of clustering,

events are assigned to a particular stage S if they occurred within a specified

time window after the initiation of S and prior to the start of the next stage

S + 1 (Eaton, 2018). However, Hoadley wells were stimulated via open-hole

completion at 12 discrete injection points with a short time interval between

stages. Hence, a strong spatio-temporal overlapping of events between stages is

expected, meaning that a binning-by-stage separation will erroneously classify

events that are a continuation of the hydraulic fracturing process of a previous

stage.

We use the same approach as McKean et al., 2019 to reassign events into stages

by considering their location and time of occurrence relative to the pumping

time and location of each injection point. First, events are spatially assigned

into stages based on a sum of squares combination of Euclidean distance from

the center of the perforations. For S stages and N events the Euclidean distance

d is defined as

d =
S∑
s=1

N∑
n=1

||cs − cn||2, (4.1)
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(a)

(b)

Figure 4.2: Plan view and side views of the microseismic dataset colored by
stage number assigned by the operator. Black circles show the perforation
points for the 12 stages, and black squares show the geophones locations (a).
Engineering curves used in this work. The top panel displays bottom-hole pres-
sure (orange) and surface pressure (blue), middle panel injection rate (green),
and bottom panel proppant concentration (red) and bottom-hole proppant con-
centration (purple). The vertical black dotted lines mark the start and end
times of each stage (b).
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where cs are the spatial coordinates (x, y, z) of the perforation point of stage s

and cn the spatial coordinates of event n. Then, this is combined with the time

difference between the start of each stage ts and the occurrence time of each

event tn (i.e., t = ts− tn), such that the goal is to minimize the spatio-temporal

constraint r defined as

r =
√
d2 + t2 (4.2)

This procedure reclassifies 369 events or 55% of the microseismic catalog (Fig-

ure 4.3). After applying the proposed reclustering strategy, we compute the

microseismic cloud size in all stages to be used as labels for the training exam-

ples provided to the machine learning algorithms. We build r−t plots (Shapiro

et al., 2006; Shapiro et al., 1997), with r being defined as the distance of the

microseismic events from the injection point in each stage as a function of

time t (Section 2.3.3). A stage-by-stage analysis is used, meaning that events

reassigned to a previous stage are not included in the r−t plot of the next stage.

To calculate the radial distances r, we used a one-minute expanding window

starting at the beginning of each stage. We computed the 90th percentile of the

distance between the microseismic events and the perforation points within the

expanding time windows. The 90th percentile was selected to avoid including

outlier events into the microseismic cloud calculations. Furthest events may

not be connected to the main fracture network, resulting in overestimating the

actual size of the microseismic clouds. Figure 4.4 shows the r − t plots for all

stages in the well. Few events appear at radial distances r < 20 m from their

reassigned injection point. The latter could be explained by events triggered

due to tensile stress perturbations near the crack tip or due to microseismicity

associated with fracture termination as described in figure 2.10c. Figure 4.5

shows a zoomed-in view of the microseismic clouds on selected stages of the

treatment.

4.3.1 Correlation analysis

Real-time injection parameters recorded during hydraulic fracturing provide

valuable information to understand fracture growth. Therefore, time dependen-
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Figure 4.3: Plan view and side views of the microseismic dataset reclustered to
each stage using the spatio-temporal constraint from equation 4.2. Compare
to figure 4.2a.

Figure 4.4: r − t plots displaying the microseismic cloud size (green) for all
stages in the treatment. Black points mark the radial distance r of events from
their reassigned injection source as a function of time t. Vertical gray-dotted
lines mark the start and end times of each stage.
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cies should be expected between the injection curves and the spatio-temporal

distribution of microseismicity. Before training the RF and CNN models, we

investigate existing correlations between the available engineering curves and

the microseismic cloud size for stage 6 of the treatment. The linear correlation

between two variables x and y can be computed using the Pearson correlation

coefficient ρx,y defined as

ρx,y =
cov(x, y)

σxσy
, (4.3)

where cov(x, y) is the covariance and σxσy is the product of the standard devia-

tions of x and y. A perfect absolute correlation between the variables will yield

a ρx,y = 1, while a ρx,y = 0 will be obtained if variables are not correlated.

Figure 4.6a shows a Pearson correlation heatmap for the engineering curves

and the microseismic cloud size in stage 6 after removing the mean and scaling

each feature to a standard deviation of 1. In addition, figure 4.6b shows cross

plots for some of the variables with large absolute correlation values. Proppant

concentration has a strong negative correlation value of ρ = −0.63 with surface

pressure. This is the typical behavior of a fracturing job, where a fall in pres-

sure is observed after the breakdown (Figure 2.10), while proppant increases

progressively to ensure a proper distribution within the fractures (Maxwell,

2014). The bottom-hole treating pressure (that is., the amount of pressure re-

quired to cause fracture extension) and the surface pressure display a positive

correlation of ρ = 0.51. This is expected as the bottom-hole pressure is usually

a time-lagged, larger magnitude expression of the surface pressure.

The microseismic cloud size displays a positive correlation value of ρ = 0.56

with the bottom-hole proppant concentration. The high correlation is most

likely due to the sustained growth of proppant concentration with time, which

resembles the growing behavior of the microseismic cloud on stage 6. There is a

negative correlation value of ρ = −0.22 between surface pressure and microseis-

mic cloud size. The latter grows over time while pressure decreases consistently

after the breakdown.

To analyze changes in correlation with the microseismic cloud size over time,
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we computed a rolling correlation with the engineering curves using sliding

time windows of length 10 minutes (Figure 4.7). In general, high absolute

correlation values of ρ > 0.7 with treating pressure, proppant concentration,

and both bottom-hole measurements can be observed during multiple peri-

ods of the stage. For example, at times t = [600s : 800s] the microseismic

cloud slightly contracts (Figure 4.4) when both pressures decrease after the

breakdown (Figure 4.2b). On the contrary, during times t = [1200s : 1400s]

pressures, proppant concentrations, and microseismic cloud size increase. The

less correlated feature over time is the injection rate, which remains constant

through most of the stage (Fig. 4.2b). We expect the injection rate to have

a small influence on predicting the size of the microseismic cloud. The stage

correlation analysis will be validated when computing the feature importances

derived from the trained random forest model.

4.4 Machine learning-based model for micro-

seismic prediction, a random forests ap-

proach.

One of the most common applications of machine learning in unconventional

reservoirs is the prediction of a variable of interest, given some knowledge about

the completion strategy and the reservoir’s on-site geological features. For ex-

ample, the random forests algorithm has been successfully applied to predict the

cumulative production of hydraulic fractured wells and quantify the relevance

of different completion parameters on production (Luo et al., 2018; Maucec

and Garni, 2019; Wang and Chen, 2019). Typically, all of these studies use

discrete input values as training data. For instance, features like well location

coordinates, maximum proppant concentration, average bottom hole pressure,

type of completion fluid, or the number of stages on each well are used as input

features to train the predictive models.

Forecasting models using completion and geological features that distill pe-
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(a)

(b)

Figure 4.6: Pearson correlation heatmap for the engineering curves and the mi-
croseismic cloud in stage 6 (a). Cross-plots of proppant concentration vs. sur-
face pressure (top left), bottom-hole pressure vs. surface pressure (top right),
cloud size vs. bottom-hole proppant concentration (bottom left), and cloud
size vs. surface pressure in stage 6 (bottom right). Red lines show the best
fitting line, and legends display the associated Pearson correlation value (b).
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riods of the hydraulic fracturing treatment into single values as input offer a

practical data-driven tool for engineers to optimize hydraulic fracturing treat-

ments. However, picking a few representative points per well or stage ignores

that hydraulic fracture growth is a dynamic process with a time-varying com-

ponent (see equations 2.16 and 2.18). Thus, a different approach that considers

the variations of the data available during completion (for example, the engi-

neering curves) over time, should be used for developing fracture growth and

microseismicity predictive models.

The random forests regression algorithm applied to continuous time-series data

has been successfully used in geophysical problems. For example, Rouet-Leduc

et al., 2017 used RF to predict the time remaining for an upcoming laboratory

earthquake based solely on statistical features calculated from the continuous

acoustic signal. Their results show that the RF algorithm applied over consec-

utive time windows detects small shear failure signals emitted from the fault

gouge that presage failure. Similarly, Lubbers et al., 2018 construct an RF

regression model to predict the shear stress and time to failure using only fea-

tures derived from sliding time windows applied on the event catalog, rather

than the continuous acoustic signal.

The radial distance between a point injection source and the location of a

microseismic event is proportional to the square root of the time
√
t of in-

jection (see equation 2.18). Moreover, pressure analysis during pumping is

commonly used to understand fracture evolution through multiple pressure di-

agnostic techniques (Belyadi et al., 2017; Economides and Nolte, 2000). The

engineering curves and microseismic events are both monitored in real-time

and properly time-sampled for interpretation. We propose training a random

forest model with features derived continuously from the engineering curves

to predict future microseismic cloud size values during a hydraulic fracturing

stage.
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Figure 4.7: Rolling correlation between the engineering curves color-coded in
the legend and the size of the microseismic cloud for stage 6. A time window
of 600 seconds was used to compute the rolling correlation.

4.4.1 Machine learning dataset and feature selection

We use a similar approach as the one from Rouet-Leduc et al., 2017 to construct

our machine learning dataset by computing statistical features from local time

windows of the engineering curves and the size of the microseismic cloud. A

stage-by-stage analysis is used, such that a different dataset and random forest

model has to be built and trained on every stage. Each example contains a

set of 66 statistical features derived from the 6 continuous time-series data

(those are the 5 engineering curves plus the size of the microseismic cloud).

Table 4.1 summarizes the input curves and features calculated on each local

time window. In general, we compute the mean, variance, and higher order

moments to characterize the distribution and energy of the input time-series.

The nth centered moment πn of a signal f with length T is given by

πn =
1

T

∫
(t− µ) f(t)dt, (4.4)

with µ the mean of f over T . For example, the third-order moment, also known

as skewness, measures a distribution’s asymmetry around its peak, while the

fourth-order moment—usually referred as kurtosis—measures peakness or flat-

ness of the distribution. Also, we rely on different high and low percentiles to

further characterize the input data distribution. Finally, other features include
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minimum, maximum, and cumulative values within the time windows.

We then label each example xi made of several statistical features with the

average size of the microseismic cloud on a time window located 5 minutes into

the future yi. The machine learning dataset is then

Dn = {(xi, yi)i=1...n} , (4.5)

where n is the number of examples that depends on the size and offset between

consecutive time windows. In this work, we used a window length w = 30s with

90% overlap, meaning that the offset between windows wo = 3s. The window

parameters are somewhat arbitrary; longer window lengths and larger offset

values will lead to fewer examples to use in the random forest model training

and testing. Given that each stage has an average duration of 30 minutes, we

consider that the selected window parameters produce enough examples to use

in our RF model.

Table 4.1: Input parameters and main statistical features extracted from each
time window.

Input time-series data Statistical Features

- Treating pressure
- Bottom-hole pressure
- Injection rate
- Proppant
concentration
- Bottom-hole
proppant
concentration
- Microseismic cloud
size

- Mean
- Standard deviation
- Kurtosis
- Skewness
- q01
- q05
- q95
- q99
- Minimum
- Maximum
- Cumulative

4.4.2 Random forest details

We use the Random Forest Regressor function from Pedregosa et al., 2011,

which implements the random forest algorithm proposed by Breiman, 2001
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(see section 3.3.2). Before training the model, one must specify the number of

trees in the forest and the criteria to build each tree. For example, the tree’s

depth is one of the parameters that controls the complexity of the random

forest. Deeper trees allow the model to perform better on highly complicated

datasets. However, it can also make the model prone to overfitting (James et

al., 2013). Other parameters include the minimum number of samples required

to split an internal node and the maximum number of features to consider at

each node. We employed 50 regression trees with bootstrap resampling and

mean squared error (MSE) as the cost function (Equation 3.2). The maximum

depth of the each tree equals 3. Also, we calculated the out-of-bag error to

quantify the accuracy of the RF model (see equation 3.6). The remaining

parameters were left as default.

4.4.3 Training strategy

We select the first 70% of the data available on each stage as the training set and

use the remaining 30% as the test set. Figure 4.8 shows the engineering curves

and the microseismic cloud size on stage 6. Training data t = [0s : 1509s] is

shown in blue and test data t = [1509s : 2157s] appears in green. We then build

the machine learning dataset following the strategy detailed in section 4.4.1.

The training set on stage 6 has a size [383, 67], representing 383 examples each

with 66 features and a label with the microseismic cloud size in the next 5

minutes. Similarly, the test set has a size [96, 67]. Machine learning models

perform better with features on a similar range (Bishop, 2006). However, the

engineering curves differ by several orders of magnitude (Figure 4.2b). Hence,

we standardize the training set such that each variable has zero mean and unit

standard deviation. The same standardization is applied to the test set.

We trained the random forest model as defined in section 4.4.2 using a 5-fold

cross-validation strategy (see section 3.2.2). More specifically, during each fold,

we train the model using k − 1 subsets, validate using the remaining fold, and

make a prediction using the current model on the test set. We emphasize that

the test set is independent of the training procedure, the 5-fold cross-validation
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is applied exclusively to the training set. Finally, the resulting model predic-

tion is the average test set prediction over the five folds.

A workflow for the training, validation, and prediction of the proposed ran-

dom forest model is as follows:

1. Divide the stage data (i.e., engineering curves and microseismic cloud

size) into a training (first 70% of time samples) and test set (remaining

30% of time samples).

2. Create the machine learning datasets on the training and test data using

a sliding window of length 30 seconds with 90%. On each time window,

compute the statistical features displayed in table 4.1 and label the ex-

amples with the average size of the microseismic cloud in a time window

at the next 5 minutes.

3. Standardize the machine learning training set by subtracting the mean

and scaling to unitary standard deviation. The test set is subject to the

same standardization.

4. Define the random forest details. In this case, 50 trees, a maximum depth

of 3 on each tree, and bootstrap resampling with the MSE error function.

5. Train the random forest model using the k-fold cross-validation strategy.

In this work we use k = 5. Calculate the model error as the average

validation set error across the 5 trials.

6. Predict on the test set at each fold and aggregate the predictions from

all 5 trials.

4.5 Physics-based model for microseismic pre-

diction, a diffusion approach.

In the absence of any dominant planar hydraulic fracture, the spatiotempo-

ral pattern of the microseismic cloud L over time t can be analyzed using the
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Figure 4.8: Input curves used to derive the statistical features of the machine
learning dataset of stage 6. From top to bottom, bottom-hole pressure (or-
ange), surface pressure (blue), injection rate (green), proppant concentration
(red), bottom-hole proppant concentration (purple), and microseismic cloud
size (brown). The blue background marks the data used in the training set,
and the green background shows the data on the test set.

triggering front equation shown in 2.18. Here it is repeated for ease of un-

derstanding. The triggering front equation is defined as (Shapiro et al., 1997)

L =
√

4πDt, (4.6)

where D is the medium’s hydraulic diffusivity. Assuming a constant growth of

the microseismic cloud proportional to the squared root of time, we define the

model function equation L̂t as

L̂t = α̂t
√
t, (4.7)

where α̂t is a scalar that relates to the apparent diffusivity of the medium D̂t

as

D̂t =
α̂2
t

4π
. (4.8)
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We propose fitting equation 4.7 to the microseismic cloud observations in real-

time. The goal is to find the optimal parameter α̂t that minimizes the sum

of the squared errors between L̂t and the size of the microseismic cloud at

times t = [t0 : t1], with t0 and t1 being the considered start and end times

used in the fitting. We use the Levenberg-Marquardt method (Nocedal and

Wright, 2006), which combines the gradient descent and Gauss-Newton algo-

rithms, to find the optimal model parameter α̂t. The latter can then be used as

input to equation 4.8 to derive the apparent diffusivity D̂t as a function of time.

We use the estimated apparent diffusivity of the medium to forecast the size of

the microseismic cloud at any future time step using the triggering front equa-

tion (Eq. 4.6). The microseismic cloud in all stages does not vary significantly

from second-to-second (Fig. 4.4). Therefore, we resampled all input data (i.e.,

microseismic cloud and engineering curves) to minutes. To honor the condition

that all parameters must be derived in real-time, we fit triggering fronts us-

ing every additional minute of microseismic data as it became available during

treatment. A flow chart displaying the proposed method at time t is shown in

figure 4.9. We decided to fit the first D̂t value after 5 minutes of microseismic

data and the last one, 10 minutes before the end of each stage.

Figure 4.10 shows all the fitted triggering fronts (continuous lines) and fore-

casted microseismic clouds (dashed lines) for stages 1, 6, 9, and 11 (compare to

figure 4.5). Each color represents the time used to fit equation 4.7 to the micro-

seismic cloud observations, starting with red (t = [0 : 5 minutes]) up to purple

(t = [0 : end− 10 minutes]). Also, color codes denote the associated estimated

D̂t values, which decrease as more data are provided to the fit. Often, the

diffusivities inferred at the beginning of the stage will overestimate the actual

size as the cloud’s growth rate is larger earlier into the stimulation compared

to later times. As more data become available, the D̂t values stabilize, and

the forecasts get closer to the size of the microseismic cloud towards the end

of the stage. Nevertheless, the diffusion-based approach incorrectly estimates

the microseismic cloud size during all times, even for the last fitted D̂t values

calculated 10 minutes before the end of pumping time.
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Use t minutes of data.

Fit D̂t at time t.

Use D̂t to calculate the microseismic
cloud size L using equation 4.8.

Repeat for t + 1 minutes of data.

Figure 4.9: The proposed methodology for applying the a diffusion-based ap-
proach to forecast the microseismic cloud size at time t.

4.6 Machine learning-based model for micro-

seismic prediction, a convolutional neural

network approach.

Time-series forecasting can be defined as predicting a future variable by ana-

lyzing the historical sequence of observations (Box et al., 2015). Recently, fore-

casting methodologies using convolutional neural networks (CNN) have been

applied for optimizing hydraulic fracturing operations in areas like real-time

surface pressure prediction (Ben et al., 2020). This section introduces a con-

volutional neural network (CNN) approach to forecast the microseismic cloud

size. We first describe the network architecture, followed by the training strat-

egy used.
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4.6.1 Network architecture

A 1D CNN is used to detect temporal correlations between the input data and

the future size of the microseismic cloud 1. Table 4.2 summarizes the pro-

posed network architecture. We use the same 6 time-series used in the RF

model (Section 4.4.1) as input to the network. That is, 5 engineering curves:

surface pressure, bottom-hole pressure, injection rate, proppant concentration,

and bottom-hole proppant concentration, as well as past observations of the

microseismic cloud size. First, the input multichannel time-series is fed into a

1D convolutional layer with m = 16 parallel feature maps and a kernel size k

of (6, 1). The input time series is a 3D tensor of size (Nc ×Ns ×C), where Nc

is the batch size or the number of samples and Ns is the number of time-steps

used. All convolutions use no padding and a stride s = 1. The latter defines

the step size of the kernel when sliding through the input time-series. The out-

put then goes through a ReLu activation function to introduce non-linearity

(Section 3.4). Therefore, the output from the first hidden layer has a size of

(Nc × Ns − k + s × m), with the last dimension representing the number of

convolutional filters.

The convolutional layer’s output feature maps are passed as input to a hid-

den dense (i.e., fully-connected) layer with 16 units and a ReLu activation

function. Finally, the output from the second hidden layer goes through a last

fully-connected layer, which returns a single value containing the microseismic

cloud size forecast at a future time lag. In total, the network has 2 hidden

layers and 881 free parameters (Table 4.2). Note that no pooling layer was

included in our implementation as we used a shallow network architecture with

a few hidden layers and neurons. The reasons for having a simple architecture

with a few free parameters are twofold. First, we do not have a vast data set for

training very deep, complex models. Second, we aim to predict the cloud size

in real-time, meaning that each CNN needs to be trained and must forecast in

a few seconds.

1The CNN used in this work was built and trained following the forecasting tutorial in
TensorFlow available at https://www.tensorflow.org/tutorials/structured data/time series.
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Table 4.2: The proposed CNN architecture.

Type Feature
maps

Kernel
Size

Units Free
parameters

1D Convolution (16 outputs) 16 (6,1) – 592
Activation (ReLu) – – – 0

Dense 1 (16 outputs) – – 16 272
Activation (ReLu) – – – 0
Dense 2 (1 output) – – 1 17

Total free parameters – – – 881

4.6.2 Network training

The network parameters are trained by back-propagation using stochastic gra-

dient descent and the mean squared error (MSE) as the loss function (Section

3.4.2). The adaptive moment estimation (ADAM) method with default set-

tings was used to update and optimize the network parameters. Finally, the

network was trained for 20 epochs.

For a real-time prediction system, one would like to update the model as new

data become available. Thus, we train successive CNNs and cross-validate

each model’s predictions using a rolling forecasting strategy (Section 3.2.2).

The earliest CNN model is trained after 10 minutes of injection and microseis-

mic monitoring. We use the first 5 minutes as the training set (t = [0 : 5])

and label the example with the cloud size at 10 minutes (t = [10]). To validate

the model, we use the time-series data from 5 to 10 minutes (t = [5 : 10]) and

forecast the cloud size at 15 minutes (t = [15]). A second CNN gets trained one

minute later using the first 6 minutes of data (t = [0 : 6]) and forecasting the

size of the cloud at time 16 minutes (t = [16]). The rolling forecasting strategy

is repeated up to 10 minutes before the end of each stage (t = [0 : end− 10]),

with a new CNN model trained every minute.

The first models have access to very few data points. For instance, the CNN

trained at 10 minutes can only use 30 data points for building the training and

validation sets (that is, 5 minutes × 6 features = 30). We increase the number

of training and validation examples through all the models trained over time
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using the double-noise injection technique (Section 3.4.3). In our implemen-

tation, the standard deviation of the added noise equals 1 for both input and

target. We augment the training examples by a 50-fold increase, providing each

CNN model with 50 input 3D tensors of size (1 × 6× 6).

A step-by-step workflow for the training and validation of the proposed CNN

model at time step t is as follows:

1. Resample the input time-series data from seconds to minutes.

2. Get the time indices for training and validation sets using the rolling-

forecasting strategy depicted in figure 3.2.

3. Normalize the training set by subtracting the mean and scaling to unitary

standard deviation. The validation set is subject to the same normaliza-

tion.

4. Add white Gaussian noise with a standard deviation of 1 to both input

and target on the training and validation sets.

5. Train the CNN model for 20 epochs using the ADAM algorithm as the

optimizer and mean-squared error (MSE) as the loss function.

6. Make a prediction using the validation set. The model forecasts the size

of the microseismic cloud 10 minutes after the last time index used in the

training set.

7. Convert the prediction back to the original data scale.

8. Repeat steps 2 through 7 for time t+ 1.

4.7 Results

4.7.1 RF-based approach

Figure 4.11 shows the random forest model predictions on the training and test

sets for stages 1, 6, 9, and 11. Predictions are made 5 minutes into the future
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(a)

(b)

(c)

(d)

Figure 4.11: Random forest labels (red) and predictions (blue) on the training
(left side) and test (right side) sets for stages 1 (a), 6 (b), 9 (c), and 11 (d).
Microseismic cloud size predictions start 5 minutes after the first time sample
on each set.
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(a)

(b)

Figure 4.12: Normalized feature importance of the top 10 variables on stage
6 used to predict the microseismic cloud size 5 minutes into the future (a).
Higher importance means more relevant variables. The same features in (a)
computed in the test set (b). Curves are color-coded by their corresponding
bar color.
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using only statistical features derived within a single time window of the engi-

neering curves and the present size of the microseismic cloud. We quantify our

model’s accuracy using the mean absolute error (Eq. 3.2) shown in table 4.3

(lower MAE means higher accuracy). In general, the model accurately fits the

training data in most of the stages. However, in stage 9 (figure 4.11c, left), the

RF misses some periods with rapid growth and contraction of the microseismic

cloud, thereby resulting in higher training and validation set MAE compared to

the rest of the stages. The latter could be addressed by increasing each tree’s

depth in the forest to allow the model to fit more complex cloud behavior.

Nonetheless, as seen in the test set MAE for all stages (right column in table

4.3), better accuracy in the training set does not equate to a better generaliza-

tion in the test set. Even though we are using a relatively small forest (i.e., 50

trees) with shallow trees (i.e., maximum depth of 3), our results exhibit a high

degree of overfitting.

Figure 4.12 shows the 10 most relevant features on stage 6 for predicting the

microseismic cloud size in the next 5 minutes. Variable importance of a fea-

ture xm is computed as the normalized total reduction brought to equation 3.4

by the out-of-bag observations containing xm in the training set. The 2 most

relevant variables correspond to the mean, and cumulative values computed

from the surface pressure. The remaining top features are mostly derived from

the bottom-hole proppant concentration curve and the microseismic cloud size.

These results are consistent with the stage correlation analysis done in section

4.3.1. Figure 4.12b displays the normalized 10 most relevant feature curves in

the test set color-coded as in figure 4.12a. All the variables computed from

the bottom-hole proppant concentration curve show a sharp decrease around

t = 1550s. This is around the time when the proppant concentration shuts

down (figure 4.8), and five minutes before the model predicts the first decrease

in the test set microseismic clouds (figure 4.11b, right). Out of the 10 top

features, 6 are related to either surface or bottom-hole proppant concentration.

Therefore, the shut in of proppant injection at the end of each stage is one of

the most likely causes of underestimated predictions during the 4 stages ana-

lyzed (Figure 4.10).
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The low prediction accuracy achieved in the test set of all stages (Figure 4.11,

right) is influenced by the training and testing strategy used in our RF model

implementation. The input time-series data (i.e., the engineering curves and

the present microseismic cloud size) differ significantly between the training

and test sets. For example, at the end of all stages, proppant concentration

goes to zero. Moreover, the proposed training and testing strategy limits the

model’s applicability for real-time predictions, as it requires at least 70% of

the treatment data for training, leaving only the last 30% of the stage for

predictions.

Table 4.3: Mean absolute error (MAE) in the training, validation, and test
sets. The validation MAE was averaged over the 5-fold cross-validation.

Stage MAE training set MAE validation set MAE test set
1 0.20 0.64 60.36
6 0.92 1.01 32.67
9 1.88 2.40 11.31
11 0.56 0.88 56.07

4.7.2 Diffusion-based approach

Forecasting results using the proposed diffusion-based approach (Section 4.5)

on stages 1, 6, 9, and 11 are shown in figure 4.13. One advantage of this ap-

proach is that once D̂t is calculated, it can be used to predict the size of the

cloud at any time using the triggering front equation 4.6. This allows us to

forecast the size of the microseismic cloud 10 minutes into the future (filled

circles) and at the end of the stage (empty circles). The accuracy in stages

with a growing microseismic cloud during later times (e.g., stages 6 and 11) is

higher than that seen in stages with constant clouds towards the end of the

injection time like in stage 9 (Figure 4.13, bottom left). The latter is a direct

consequence of the fixed t1/2 dependence of the triggering front equation, im-

plying continuous microseismic cloud growth over time. Stage 1 represents a

challenge for forecasting due to the microseismicity’s nature at the beginning of

the treatment. It takes around 27 minutes for the first microseismic events to be
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detected, causing an underestimation of the cloud size at all times in that stage.

Two main conclusions can be drawn from the results achieved with this physics-

based diffusion approach. First, predictions get better with time because the

cloud’s growth rate is higher at the beginning than towards the end, thus

reducing the estimated diffusivity and scaling the fronts closer to the micro-

seismic cloud as more data are provided to the fit. Second, except for stage 1,

the accuracy of forecasts on all stages is low because predictions are based on

overestimated hydraulic diffusivities.

4.7.3 CNN-based approach

Figure 4.14 shows the forecasting results obtained using the proposed CNN

model on stages 1, 6, 9, and 11 of the treatment. Forecasts are done following

the training-validation strategy detailed in section 4.6.2. In total, six time-series

of surface and bottom-hole hydraulic fracturing monitoring measurements were

used as input to the CNN models (Sec. 4.6). After double-noise injection, the

first CNN model trained on each stage has access to 1800 training examples,

exceeding the number of free parameters by a factor of 2 (Table 4.2). Then,

for every additional minute available during training, the number of input ex-

amples increases by 300.

In general, the CNN predictions are better during times without much cloud

growth. For example, the last forecasts on stage 9 (Figure 4.14, bottom left)

show a good accuracy when the cloud remains flat. In such cases, the model

learns to output constant cloud sizes similar to the historical observations.

However, predictions on stages with steadily growing microseismic clouds (e.g.,

stages 6 and 11) underestimate the size by tens of meters. In particular, the

accuracy decreases when the cloud size expands during a short time, that is dis-

plays growth spurts (see figure 4.14, bottom right between 15 and 20 minutes).

In these cases, the CNN model fails to capture the complex spatio-temporal

behavior of microseismicity, resulting in inaccurate forecasts. Predictions for

stage 1 (Figure 4.14, top left) cannot account for the rapid growth of the micro-
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seismic cloud in the middle of the stage, thus underestimating the size during

most times. One significant limitation of our CNN methodology is that it can

only forecast at a predefined future time sample because it is subject to the

data availability over time. Using the CNN-based approach, the final size of

the cloud can only be forecasted 10 minutes before the end of the stage.

To investigate the effect of using a different model architecture, we compared

the predictions between the proposed model and two other architectures with

more free parameters. More specifically, we kept the same number of hidden

layers, training epochs, and noise realizations but changed the number of fea-

ture maps and units of the hidden layers to 64 and 256, resulting in 6593 and

75521 free parameters respectively, for each of the new models. We found that

training more free parameters do not improve predictions considerably than the

proposed CNN (Figure 4.15). We argue that this could be due to ignoring the

physics of hydraulic fracturing and microseismicity during training. Although

the injection history contains relevant information about the behavior of the

microseismic clouds, more work is needed to include physical principles into

the predictive models.

4.8 Conclusions

We presented an implementation of the random forests regression algorithm

to forecast the size of the microseismic cloud during any stage of a hydraulic

fracturing treatment. The random forest model was trained with statistical

features computed from local time windows of the engineering curves and the

microseismic cloud size. No past or future information outside of the current

time window is used when making a prediction. Thus, we characterize the

local distribution of the engineering curves to predict the microseismic cloud

size in the next 5 minutes of the treatment. The main advantage of our RF-

based approach is that it only relies on data that is routinely collected during

a hydraulic fracturing stimulation. Moreover, once the RF model is trained, it

does not need to be updated as more data becomes available later into the stage.
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Figure 4.15: Average mean absolute error (MAE) for all forecasts on stages
1, 6, 9, and 11 using 3 CNN model architectures with 881 (model depicted in
table 4.2), 6593, and 75521 free parameters each. Legend shows the number of
free parameters.

However, we showed that the proposed RF model suffers from overfitting and

does not generalize on the training set. The most likely reason for underesti-

mated predictions is the training-testing strategy used. Injection monitoring

curves change dramatically at the end of the stage. For instance, the prop-

pant concentration goes to zero, and the injection drops until the next stage

resumes. We conclude that the test set engineering curves do not adequately

describe the features of interest in the treatment (i.e., it is not representative).

Furthermore, the RF implementation limits the applicability for real-time pre-

dictions, as the model does not update with newly available data and requires

a large proportion of the stage data for training.

We found temporal correlations between the engineering curves and the size of

the microseismic cloud. In particular, the bottom-hole proppant concentration

and the surface pressure display high absolute correlation values with the cloud

size. Our analysis does not imply a one-to-one relationship between the engi-

neering curves and the microseismic cloud but rather shows that the spatial

distribution of microseismicity can be directly compared to the injection strat-

egy during specific periods in the stage. Even though the engineering curves

contain valuable information to understand fracture growth and microseismic-

ity, hydraulic fracturing involves the interplay of several physical processes, and

most likely, a non-linear-fluid-rock interaction (Shapiro, 2015).
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To achieve real-time microseismic cloud size forecasts, we presented and com-

pared the results of a physics-based approach and a 1D CNN model. A

diffusion-based approach uses past observations of the microseismic cloud to

estimate hydraulic diffusivity values. The main advantage of such an approach

is that once D̂t is calculated at the present time step, it can be used to forecast

the cloud size at any future time of the stage using the triggering front equation

(eq. 4.6). However, results show that this method often incorrectly forecasts

the evolution of the microseismic cloud size by 100s of meters, especially for

predictions done with early fitted hydraulic diffusivities.

The biggest limitation of a diffusion-based approach is that it only relies on

one free parameter to forecast the size of the microseismic cloud, namely the

effective hydraulic diffusivity of the medium. The model makes predictions

solely based on the observed microseismicity on each stage, thus ignoring rou-

tinely measured data like the engineering curves. For this particular treatment,

the monitoring curves were kept mostly constant and consistent from stage to

stage (Figure 4.2b), justifying their exclusion to some degree. Nonetheless,

physics predicts that the engineering parameters play an important role in the

hydraulic fracture propagation (Economides and Nolte, 2000; Maxwell, 2014),

making their exclusion less than ideal. Moreover, Barthwal and van der Baan,

2019 demonstrate that the apparent diffusivity in low-permeability rocks is pre-

dominantly influenced by the hydraulic fracture growth, which is an episodic

process (van der Baan et al., 2016), and likely strongly influenced by local ma-

terial and stress heterogeneities.

Unlike the diffusion-based approach, which is governed by an analytical expres-

sion, the machine learning-based methodology can extract and learn complex

dependencies between input data and the microseismic cloud size. We showed

that training a convolutional neural network with time-series data of the en-

gineering curves can deliver better forecasts of the microseismic cloud than a

diffusion-based approach and a RF model. Nevertheless, one disadvantage of

the proposed CNN-based approach is that at the present time t, it can only
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forecast at a maximum predefined horizon of t + h minutes, and cannot make

any further prediction beyond this time until the next t + 1 minute of data

becomes available.

Our results show that the CNN model’s performance varies between stages,

with better forecasts in situations where the cloud remains constant over time.

Furthermore, we showed that training models with more free parameters do not

improve accuracy compared to a network with a few parameters, raising the

question of whether a deeper or more complex network is needed to improve

predictions.

Looking closely at stage 1 (Figure 4.14, top left), it is clear that complex

microseismic growth presents a challenge for forecasting. The absence of mi-

croseismicity during almost half of the stage could be due to insufficient in-

jected volume to induce shear slip at pre-existing cracks. In other words, the

initial delay is caused by the time required to build up sufficient stress and

pore-pressure to cause local failure away from the perforation points. On the

contrary, it does not take much time to see the first events for the next stages

because, most likely, the reservoir is already under sufficient induced stress and

pore-pressure perturbations from previous stages. However, our CNN model

implementation does not consider rock and fluid changes during injection, nor

pressure and stress interactions between stages. Moreover, poor performance

during complex microseismic growth periods (e.g., rapid growth spurts) could

be attributed to delays between the time that fluid exits the perforation points

and when a microseismic event occurs. Such time delays exhibit likely complex

patterns because of the complex interaction of injection history, past failure,

fluid flow, and in situ stress changes at different locations. Even though we

included bottom-hole engineering curves, the model cannot account for these

incoherent time delays because they depend on multiple fluid and reservoir pa-

rameters unknown to the network.

It is clear that none of the three methods proposed in this work capture the

complex physics behind hydraulic fracture growth. Thus, the above discus-
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sion suggests that the inclusion of physics of hydraulic fracturing into machine

learning models will enhance microseismic prediction. Physics-guided neural

networks have been proposed as a way to combine physics-based models with

neural networks to improve generalization of physical problems (Karpatne et

al., 2017). To achieve that, the proposed CNN model can be changed to use

as input the output of simplified hydraulic fracturing physics-based simula-

tions like the Coulomb failure function (CFF) (eq., 2.8) or the diffusion-based

approach (section 4.5). Also, the loss function can be modified to guide the

learning of the CNN to physically consistent solutions.
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Chapter 5

Computer vision for fracture hit

detection in low-frequency DAS

5.1 Introduction

A computer vision workflow is introduced to automate the detection of frac-

hits in LFDAS. More specifically, we adapt the Oriented FAST and rotated

BRIEF (ORB) object detection algorithm (Rublee et al., 2011), which locates

and matches keypoints (i.e., interest features) between two or more images of

the same object. Furthermore, we subtract the detected frac-hit strain signa-

ture using affine image transformations and warping. The subtraction process

is applied to aid ORB in detecting multiple frac-hits on the same stage and

understanding their underlying strain response. Finally, we compare the re-

sults using our proposed methodology with frac-hits detected by integrating

the strain data and running an STA/LTA detection as described in section

2.4.1.

5.2 Image matching for object detection

Matching correspondences between two images is a fundamental task for many

computer vision problems, including scene recognition and object detection

(Lowe, 1999). Some of the most common image matching approaches depend
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on correlation-based template matching methods (Chen et al., 1994). While

very efficient for certain image conditions (i.e., low signal-to-noise ratio and

similar sizes between objects), template matching becomes computationally

infeasible when object rotation, scale, and illumination strongly differ between

images. An alternative to searching all image locations for correlations is to

look for distinctive landmarks in both images that are at least partially invari-

ant to noise, image transformations, and changes in illumination.

The use of ”robust” landmarks or keypoints for object recognition has been

widely studied in the computer vision literature (Bay et al., 2006; Khan and

Saleem, 2018; Leutenegger et al., 2011; Lowe, 2004; Rosten and Drummond,

2005; Rublee et al., 2011). The general workflow for identifying local keypoints

for object recognition starts with a feature detection algorithm that generates

interest keypoints at distinctive image areas. Next, a feature descriptor algo-

rithm encodes the local characteristics at the neighbor pixels surrounding the

interest keypoints into vectors. Finally, a matching procedure compares the

descriptors from two images and matches those that maximize a similarity cri-

terion (Awad and Hassaballah, 2016). In this section, we describe the most

important algorithms in each category.

5.3 Feature detection methods

Feature detection is the process of identifying interest landmarks (e.g., edges,

corners, blobs) to characterize salient aspects of digital images (Li et al., 2015).

Feature detection methods aim to find highly distinctive, specific keypoints

robust to image transformations, changes in illumination, and noise so that a

single feature can be correctly matched between two images with high probabil-

ity. In general, feature detection methods are classified as single-scale detectors

and multi-scale detectors. The latter compute several representations of the

same object at different scales, thereby producing scale-invariant keypoints.
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5.3.1 Multi-scale detectors

Derivative of Gaussian edge detector

An edge could be defined as a set of pixels where the image intensities change

abruptly. Classical edge detection tries to find areas with sharp changes in

brightness by computing the image gradients in both x and y directions. How-

ever, the process of edge detection is highly sensitive to noise (Li et al., 2015).

Hence, before computing the derivatives, an image I(x, y) has to be smoothed

by a convolution with a Gaussian kernel as

L(x, y, σ) = G(x, y, σ) ∗ I(x, y), (5.1)

where L(x, y, σ) is the smoothed image at scale σ (i.e., the scale representation

of I(x, y)) and G(x, y, σ) is the Gaussian kernel defined as

G(x, y, σ) =
1√

2πσ2
e−

x2+y2

2σ2 . (5.2)

Once the image has been smooth to reduce noise sensitivity, the first-order

derivatives in the x and y directions can be approximated by convolving L(x, y, σ)

with a mask filter that highlights horizontal and vertical intensity changes as

(Pratt, 2007)

Lx =


−1 0 1

−2 0 2

−1 0 1

 ∗ L(x, y, σ), Ly =


−1 −2 −1

0 0 0

1 2 1

 ∗ L(x, y, σ), (5.3)

where the 3 × 3 matrices are the Sobel operators, and Lx and Ly are the

derivatives of the Gaussian filter. Next, the gradient magnitude is computed

as (Pratt, 2007)

|∆L| =
√
L2
x + L2

y, (5.4)

while the gradient orientation is calculated as

θ = arctan (Ly, Lx) . (5.5)
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If the gradient magnitude |∆L| is larger than a predefined threshold T , the

(x, y) pixel locations are classified as an edge. The derivative of Gaussian is

used by the well known Canny edge detector (Canny, 1986), which locates

keypoints based on the optimization of three criteria involving the detection,

localization, and uniqueness of an edge.

Laplacian of Gaussian (LoG)

Another type of edge detection relies on second-order spatial derivatives to

highlight regions of rapid intensity changes. The Laplacian ∇2L(x, y, σ) of a

smoothed image is given by

∇2L(x, y, σ) = Lxx(x, y, σ) + Lyy(x, y, σ), (5.6)

which is a summation of second-order derivatives in x and y. Thus, the Lapla-

cian of Gaussian (LoG) is the convolution of a Gaussian kernel and the Laplace

operator ∆2L(x, y, σ). The 2D LoG centered at 0 has the form (Pratt, 2007)

LoG(x, y, σ) = − 1

πσ4

[
1− x2 + y2

2σ2

]
e−(x2+y2)/2σ2

. (5.7)

The LoG is circularly symmetric, providing keypoints with both rotation and

scale invariance.

Difference of Gaussian (DoG)

Lowe, 1999 introduced the concept of difference of Gaussian (DoG) to approx-

imate the computation of the LoG operator. The DoG can be formulated as

DoG(x, y, σ) = (G(x, y, kσ)−G(x, y, σ)) ∗ I(x, y)

= L(x, y, kσ)− L(x, y, σ),
(5.8)

where the first Gaussian G(x, y, kσ) is separated in scale from the second one

by a constant factor of k. In essence, equation 5.8 represents a very efficient

way to approximate LoG without the need for convolution by subtracting the
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scale representation of the same image at different scales. The local extrema of

the DoG are the basis for one of the most widely used scale-invariant keypoint

detectors known as the Scale-invariant Feature Transform (SIFT) algorithm

(Lowe, 2004).

5.3.2 Single-scale detectors

Harris corner detector

A corner is defined as the point where two dominant and different gradient

orientations intersect at a specific image scale. Compared with edges, they

are stable and unique in local image regions, making them more robust for

image matching applications. Most of the earliest corner detectors relied on

the computation of gradients between a local window around a candidate corner

and shifted versions of the window in various directions (Moravec, 1981). For

example, the Harris corner detector (Harris and Stephens, 1988) calculates the

sum of squared difference E(u, v) between an image patch located at (x, y) with

intensity I(x, y) and a patch shifted by (u, v) with intensity I(x+ u, y + v) as

E(u, v) =
∑
x,y

w(x, y) [I(x+ u, y + v)− I(x, y)]2 , (5.9)

where w(x, y) is a window function like Gaussian (Eq. 5.2). Using a Taylor

expansion, equation 5.9 can be approximated as

E(u, v) ≈
[
u v

]
M

u
v

 , (5.10)

where M represents the second-moment matrix defined as

M =
∑
x,y

w(x, y)

 I2
x IxIy

IxIy I2
y

 =

λ1 0

0 λ2

 , (5.11)

with Ix and Iy being the image gradients in the x and y directions respectively,

and λ1 , λ2 representing the eigenvalues of matrix M. Using equation 5.11,
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Figure 5.1: Eigenvalue space showing the edge (R < 0), corner (R > 0), and
flat (|R| ≈ 0) regions used by the Harris corner detector. Modified from Li,
2011.

Harris introduced a cornerness function (R) to determine whether a certain

location in the image can be classified as an edge, a corner, or a flat region. To

avoid explicit eigenvalue decomposition, the trace and the determinant of M

can be used to approximate R as (Harris and Stephens, 1988)

R = det(M)− k (trace(M))2

R = (λ1λ2)− k(λ1 + λ2)2,
(5.12)

where 0.04 ≤ k ≤ 0.06. If both eigenvalues are large, then R is large, implying

that the candidate region is a corner. If λ1 is small and λ2 is large, or vice

versa, the region is an edge. Lastly, if both of the eigenvalues are small the

region is classified as flat (Figure 5.1).

FAST corner detector

The features from accelerated segment test (FAST) algorithm (Rosten and

Drummond, 2006) is a corner detector that relies on pixel intensity comparisons

between a predefined template and a candidate corner. FAST keypoints are

detected by considering a circular template of 16 pixels and applying a segment

test to every image pixel. For a candidate corner p, each pixel on the template
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Figure 5.2: Image patch around the pixel at the center of a candidate corner
p. The highlighted pixels lying on a circular template with a radius r = 3.4 are
used in the corner detection. The dashed arc (n = 12) indicates the contiguous
pixels used to classify p as a corner. Modified from Rosten and Drummond,
2006.

x ∈ {1 . . . 16} has three states Sp→x relative to p defined as

Sp→x =


d, Ip→x ≤ Ip − t (darker)

s, Ip − t < Ip→x < Ip + t (similar)

b, Ip + t ≤ Ip→x (brighter)

, (5.13)

where Ip→x is the intensity of the pixel x, Ip is the intensity of the candidate

corner, and t is a threshold intensity value. The candidate p is classified as

a corner if there exists a set of n contiguous pixels in the circle that are all

brighter than the intensity of p + t (i.e., all n pixels have a state Sp→x = b),

or all darker than Ip − t (i.e., all n pixels have a state Sp→x = d) (Figure 5.2).

Furthermore, Rosten and Drummond, 2006 adopt a a decision tree classifier to

optimize the order in which pixel comparisons in equation 5.13 are performed.

5.4 Feature descriptor methods

Once a set of interest features like edges and corners have been detected in an

image, the visual appearance of the pixels surrounding the keypoints has to
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be encoded into a suitable descriptor for matching between two images (Awad

and Hassaballah, 2016). Feature descriptor methods create vectors aligned

with the orientation θ and proportional to the scale s of the keypoints, which

describe the neighbor pixels’ content or image structure. In the last years,

feature descriptor algorithms that rely on pairwise pixel comparisons to gen-

erate binary descriptors have proven to be highly efficient in computation and

storage required for real-time image matching applications (Leutenegger et al.,

2011).

5.4.1 Binary descriptors

Binary Robust Independent Elementary Features (BRIEF)

The Binary Robust Independent Elementary Features (BRIEF) (Calonder et

al., 2010) builds short descriptors by comparing pair-wise pixel intensities over

an image patch defined around keypoints detected using the FAST corner de-

tector (Sec. 5.3.2). BRIEF starts by applying Gaussian smoothing on an image

patch centered around the FAST keypoints to reduce the noise sensitivity and

increase the stability and repeatability of the descriptors. The algorithm then

selects random pairs of pixels within the patch to compare their intensities by

applying a logical binary test. The test τ on patch p of size S × S is defined

as

τ (p;x, y) =

1 if p(x) < p(y)

0 if p(x) ≥ p(y)

, (5.14)

where p(x) and p(y) are the intensities of pixels at locations x and y respec-

tively. Therefore, the nd-dimensional bit-string BRIEF descriptor on a partic-

ular patch fnd(p) is

fnd(p) =

nd∑
i=1

2i−1τ (p;xi, yi) . (5.15)

The matching performance of BRIEF binary strings increases with uncorrelated

tests nd because in that way each one contributes to the result. Thus, to

make the test locations (xi, yi) more indiscriminate, pixel pair locations are
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drawn from an isotropic Gaussian distribution centered at 0 and with standard

deviation σ = S
5
.

5.5 Feature matching methods

The last step in image matching for object recognition is to establish correspon-

dences between two images. Feature matching methods use a distance criterion

to measure the similarity between descriptors from keypoints computed on dif-

ferent images.

5.5.1 Lp distance matching

For a group of K keypoints detected on an image p, a corresponding set of

descriptors can be defined as

Φ(p) = (fdk|k = 1, 2, . . . K) , (5.16)

where fdk is the kth feature descriptor. The goal is to find the best correspon-

dence with the descriptors from another image q by calculating the Lp distance

between each keypoint in p and q. The latter is defined as

d(p, q) =

(
K∑
i=1

(|Φ(p)− Φ(q)|)p
) 1

p

. (5.17)

The L2 or Euclidean distance (i.e., p = 2) and the L1 norms are commonly

used. Once the distance metric is calculated for all keypoints in both images,

the pairs from p and q with the smallest d(p, q) are declared as a match.

5.5.2 Hamming distance matching

The Lp distance cannot be computed with binary descriptors like the ones

output by BRIEF. In this case, the Hamming distance is usually applied as

a fast and efficient alternative to measure the similarity between descriptors

(Leutenegger et al., 2011). The Hamming distance d(u, v) of two binary strings
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u and v equals the number of positions where the strings have different values.

For instance, Calonder et al., 2010 calculates the Hamming distance using a

bit-wise XOR operation followed by a bit count.

5.6 Oriented FAST and rotated BRIEF (ORB)

Oriented FAST and rotated BRIEF (ORB) is a local feature detector and de-

scriptor algorithm developed by Rublee et al., 2011. ORB uses the FAST-9 (cir-

cular template with radius of 9 pixels) corner feature detector (section 5.3.2) to

locate interest keypoints on the input image. However, FAST does not provide

a measure of the cornerness of each keypoint, which can be useful to remove

low-discriminate points such as those located in the border of the image. To

solve this problem, ORB sorts the keypoints by their Harris cornerness measure

(Eq. 5.12) and removes those below the top N sorted keypoints. In addition,

FAST does not produce multi-scale features. Thus, to achieve scale-invariance,

ORB employs scale pyramids to construct the scale space of an image (Linde-

berg, 1998). The latter are computed by convolving the original image with a

Gaussian filter (Eq. 5.2), followed by a down-sampling operation. The process

repeats iteratively, with each level of the pyramid using the previous level as

input. In a nutshell, ORB produces FAST keypoints, filtered by their Harris

cornerness, at each level of the scale pyramid.

The remaining keypoints should be robust to most possible image transforma-

tions. ORB achieves rotation-invariance by computing the intensity centroid

on a patch of size 31 pixels× 31 pixels centered at each keypoint location. The

intensity centroid assumes that the corner’s centroid C is offset from its cen-

ter O, such that the vector ~OC can be used to assign an orientation to the

keypoints (Rublee et al., 2011). The centroid C is defined as

C =

(
m10

m00

,
m01

m00

)
, (5.18)
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where mij are the moments of the patch, computed as

mij =
∑
x,y

xiyjI (x, y) , (5.19)

with I (x, y) being the intensity of each pixel within the patch. The orientation

of the patch θ can be found as

θ = atan2(m01,m10), (5.20)

where atan2 is the quadrant-aware version of arctan. Next, ORB calculates

the binary descriptor of the patch using a rotated version of BRIEF-32 (i.e., 32

bytes). For a feature set of nd binary tests at locations (xi, yi) the algorithm

defines the 2× nd matrix

S =

x1 . . . ,xnd

y1, . . . ,ynd

 . (5.21)

Using the patch orientation θ computed from equation 5.20, ORB constructs a

steered version Sθ of S

Sθ = RθS, (5.22)

where Rθ is the rotation matrix defined as

Rθ =

cos θ − sin θ

sin θ cos θ

 . (5.23)

The binary test locations on Sθ are used as input to equation 5.15 to produce

a rotation-invariant BRIEF descriptor. Lastly, ORB compares the similarity

between a set of descriptors coming from 2 images using the Hamming distance

(Section 5.5.2) followed by a brute-force matching algorithm. The latter returns

only those matches with value (i, j) such that ith descriptor in the first image

has jth descriptor in the second image as the best match and vice-versa.
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5.7 Image transformations

Matching keypoint pairs can be used to find the optimal linear transformation

that relates two images. These transformations are implemented in a wide

range of computer vision applications like image registration and image warping

(Solem, 2012). In this work, we apply warping to modify the LFDAS strain

response on a predefined template to best match a target frac-hit strain signal.

5.7.1 Affine transformations

An affine transformation is a particular class of geometric image transformation

that preserves collinearity (i.e., lines remain lines) and distance ratios (i.e., the

midpoint on a line remains the same). Consider a point p = (x, y)T in an image

I that relates to a point p′ = (x′, y′)T on a distorted version of that image I ′.

Affine transformations are the all transforms that can be written as

p′ = Mp, (5.24)

where M is composed of linear transformations and translations. Equation

5.24 can be expressed using homogeneous coordinates, which allows us to add

a dimension to the working space to represent all possible affine transformations

as a multiplication of matrices
x′

y′

1

 =


a b c

d e f

0 0 1



x

y

1

 , (5.25)

where a, b, d, e are scalars combining scaling in x (sx), scaling in y (sy), rotation

angle (θ), shearing in x (hx), shearing in y (hy), c is the translation component

in x (tx), and f is the translation component in y (ty).

The matrix M can be expressed by six independent parameters or degrees

of freedom as hy can be performed by cascading a 90◦ rotation, a shearing in x

hx, and again another −90◦ rotation. Hence, we can solve for its elements using
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a set of at least N ≥ 3 corresponding pairs of points between the original image

I and the deformed image I ′. For i pairs of correspondent points and using

homogeneous coordinates, equation 5.25 can be expressed as (Solem, 2012)



x1 y1 0 0 1 0

0 0 x1 y1 0 1
...

...
...

...
...

...

xi yi 0 0 1 0

0 0 xi yi 0 1





a

b

c

d

e

f


=



x′1

y′1
...

x′i

y′i


. (5.26)

For N > 3 matching pairs, we define the over-determined linear system of

equations as

Ax = b. (5.27)

The least-squares solution for the parameters x can be determined by solving

the corresponding normal equations

x =
[
ATA

]−1
ATb, (5.28)

which minimizes the sum of the squared differences between the keypoints

locations in I ′ and I.

5.7.2 Warping

Once the elements of the transformation matrix M are found, warping can be

applied to send each pixel in the original image to its corresponding location

in the new image.

Forward mapping

Image warping can be achieved using forward mapping, which involves iterat-

ing over each pixel in the input image, computing the new coordinates using

equation 5.24, and copying its value to the new image (Efford, 2000). However,
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Figure 5.3: Limitations of forward mapping for image warping. A source image
with pixel coordinates (x, y) (left) is transformed by a rotation of −30◦ to
produce an output image with coordinates (x′, y′). No source pixel was mapped
into the orange coordinate, while 2 pixels were mapped into the blue coordinate.

there are several limitations associated with the forward mapping model. For

example, consider a pixel p(x, y) located at (50,0) in an input image, which will

be transformed by the rotation matrix M defined as

M =


cos θ − sin θ 0

sin θ cos θ 0

0 0 1

 , (5.29)

with θ = 35◦. Using equation 5.24, the location of the pixel in the new image

is computed as

x′ = x cos θ − y sin θ = 50 cos(35◦) = 40.96

y′ = x sin θ + y cos θ = 50 sin(35◦) = 28.68
. (5.30)

Note that output pixel locations p(x′, y′) are not integers, and therefore cannot

be placed in the output image. Figure 5.3 illustrates two other problems caused

by forward mapping. For example, several source pixels can map to the same

destination pixel, or even worse; some destination pixels may not be covered

at all.
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Inverse mapping

To guarantee that a single value is generated at every pixel of the output im-

age, we must analyze each transformed pixel and determine the input image’s

position from where each output pixel must be sampled (Efford, 2000). The

latter is called inverse mapping, as it relies on the inverse of the transformation

matrix M in equation 5.24. However, this approach still has the same limita-

tions as forward mapping (i.e., non-integer pixel locations, un-mapped pixels,

and over-mapped pixels), thus requiring the application of 2D interpolation

strategies.

The most straightforward interpolation in two dimensions is a zero-order inter-

polation approach like nearest neighbors (Efford, 2000). In this case, a pixel

with float coordinates after the inverse mapping is assigned the value of the

nearest integer pixel. Although very efficient, this approach degrades the trans-

formed image’s appearance as it makes it look very ”blocky.” A first-order or

bilinear interpolation can be used to improve results by considering the 4 pixels

surrounding the calculated point in the input image. For a calculated point

(x, y) in the input image, the first-order interpolation function can be written

as (Press et al., 2007)

f(x, y) =
1∑
i=0

1∑
j=0

cijx
iyj, (5.31)

where cij are obtained by solving a linear system of equations involving f(x, y)

and its derivative evaluated at the 4 surrounding pixels. Similarly, a third-order

bicubic interpolation can be used to obtain even smoother results. In such case,

the interpolation uses the 16 pixels surrounding the calculated point (x, y) and

solves the third-order function (Press et al., 2007)

f(x, y) =
3∑
i=0

3∑
j=0

cijx
iyj, , (5.32)
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which requires knowledge of the first derivative of f(x, y) at the 16 pixels sur-

rounding the calculated point.

5.7.3 Random sample consensus (RANSAC)

Equation 5.26 assumes a set of correspondent points between two images. In

reality, this assumption is not valid because some points are mismatched, lead-

ing to outliers in the least-squares solution. The Random Sample Consensus

(RANSAC) robust estimation algorithm can be applied to reduce the effect of

outliers (Fischler and Bolles, 1981). RANSAC randomly selects a sample from

all matching pairs N with the minimum number of points required to determine

the model parameters. Then, the least-squares solution (Eq. 5.28) is computed

using only the sample subset. The number of points from all N within a tol-

erance distance ε from the fitted model are classified as inliers. If the number

of inliers exceeds a τ threshold, the model parameters are recomputed using

all the inliers. Otherwise, the random selection and fitting process iteratively

repeats. Figure 5.4 compares the linear regression results on a synthetic ex-

ample with outliers using the RANSAC algorithm and classical least-squares.

See how RANSAC performs better than least-squares by only considering inlier

data points to fit the model.

5.8 Data preparation

We use low-frequency DAS (LFDAS) data from a multi-well completion pad in

Western Canada. Four horizontal wells were stimulated, and one of them was

equipped with a fiber-optic cable used for LFDAS cross-well communication

measurements (Section 2.4.2). The DAS data were acquired simultaneously

with the fracturing operation and sampled at 20kHz with a spatial sampling of

1.02 m and a gauge length LG =7.14 m (see equation 2.33).

The operator down-sampled the DAS data from 20 kHz to 1 Hz using an

anti-aliasing filter followed by a differentiation in the measured optical phase

to obtain a linear-scaled strain rate. We then separated the LFDAS data in
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(a) (b)

Figure 5.4: A synthetic dataset heavily affected by outliers (a). The RANSAC
and least-squares regression comparison (b). RANSAC uses the inliers (red)
to fit the model and discards the outliers (blue), while classical least-squares
considers all points.

a stage-by-stage manner— that is, data within the start and end of injection

on each stage—and only considered the depth containing the frac-hits (≈ 350

meters along the measured depth of the cable for most of the stages). Next, we

clipped the LFDAS data between -1 radians to +1 radians to aid in visualizing

the frac-hits. Clipped data were then converted to red-green-blue (RGB) im-

ages used as input to the proposed computer vision workflow. Figure 5.5 shows

an LFDAS RGB image for one of the stages in the treatment. Each pixel rep-

resents a one-second time and one-meter depth such that the frac-hit location

in the images can be directly interpreted on the original LFDAS data domain.

Thus images are used as input to locate keypoints at different pixel locations.

However, the blue (compression), red (extension), and white (no strain change)

color intensities have an associated physical meaning in the strain-rate domain.

From now on, figures without a color bar are RGB images defined by a pixel

width and height. In contrast, figures with a color bar represent strain rate

data measured in radians and with physical dimensions in seconds × meters.
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Figure 5.5: RGB image showing the LFDAS recorded at one stage of the treat-
ment. Image dimensions are (350 pixels × 3300 pixels). Axis ratios have been
distorted.

5.9 Methodology

5.9.1 Fracture hit detection

The proposed computer vision workflow is divided into a detection and sub-

traction procedure. We use the ORB algorithm implementation from OpenCV

(Bradski, 2000) which implements the FAST keypoint detection algorithm (Sec.

5.3.2) and the BRIEF descriptor builder methodology (Sec. 5.4.1) 2. The pro-

posed detection steps are as follows:

1. Select a frac-hit template. A 120 × 120 pixel image around the frac-hit

shown in figure 5.5 was used as a template.

2. Select the LFDAS data from any stage in the 3 monitored wells to locate

frac-hits.

3. Smooth the template and stage images. We applied bilateral filtering to

smooth the images while preserving its corners and edges (Tomasi and

Manduchi, 1998). This technique applies Gaussian smoothing (Eq.5.1)

in the spatial and pixel intensity domains. A Gaussian kernel of 9 pixels

was used with a standard deviation of σ = 150 in both space and color

domains. The same filter parameters were applied on both images.

2OpenCV, an open-source computer vision library. For more details on ORB visit https:
//docs.opencv.org/3.4/db/d95/classcv 1 1ORB.html.
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4. Run the ORB algorithm (keypoint detection, feature descriptor, feature

matching) on the smoothed template and smoothed stage images. The

ORB parameters applied to both images are:

• Maximum number of features (keypoints) = 5000.

• Scale factor = 1.1. Each level of the pyramid is down-sampled by a

factor of 1.1.

• Number of pyramid levels = 8.

• FAST threshold t = 20 (Eq. 5.13).

• Size of the BRIEF patch S = 31× 31 (Eq. 5.14).

5. Remove outlier matches on the stage image. We removed all matches

with a radial distance larger than 40 pixels from the keypoint location in

the stage associated with the lowest Hamming distance.

6. Average the remaining matched locations on the stage, and all the matches

on the template, to find the top and bottom left pixel coordinates of the

square containing the detected frac-hit. The square has the same dimen-

sions as the template (i.e., 120× 120 pixels).

5.9.2 Fracture hit subtraction

We use the ORB algorithm to detect corresponding matching feature pairs

between the detected frac-hit and the template. The subtraction procedure

starts after a frac-hit is detected. Our proposed subtraction workflow is

1. Run the ORB algorithm on the stage frac-hit and the template (both

are 120 × 120 pixels). Unlike for the detection process, images are not

smoothed before applying ORB. The latter allows the matching of more

corresponding feature pairs, providing more data to the least-squares in-

version (Equation 5.28). We use the same ORB parameters of the detec-

tion scheme except for the maximum number of features (= 500) and the

pyramid scale factor (= 1.2).
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2. Find the least-squares solution of matrix M (Eq. 5.24). In this case, we

do not apply a spatial constraint to remove matches, but rather allow

RANSAC to select the inliers for the least-squares fit.

3. Warp the template according to the inversion results using equation 5.24.

The warping is applied directly to the LFDAS strain data and not in the

images used to detect the ORB matching feature pairs. This is because we

aim to subtract the stage frac-hit strain response, which cannot be done

with pixel-based image subtraction. To deal with edge effects introduced

by size changes after warping, we applied the transformation on a larger

template of size 280× 280 pixels around the frac-hit in figure 5.5.

4. Subtract the stage frac-hit and the warped template LFDAS data. The

warped template can be directly subtracted from the stage frac-hit be-

cause both have the same size (i.e., 120 × 120 pixels), and their values

are clipped between -1 radians and +1 radians.

5. Convert the subtracted LFDAS strain signal back to an RGB image and

place it on the same square coordinates outputted on the detection work-

flow.

After running the frac-hit detection and subtraction steps on one fracture hit,

the entire workflow can be repeated to locate additional frac-hits in the stage

of interest.

5.10 Results

Figure 5.6a shows the template image (It) extracted around the frac-hit dis-

played on figure 5.5, which is used for matching frac-hits at other stages. Like-

wise, figure 5.7a shows the stage image (Is) used as input to the detection

workflow. We applied bilateral filtering on the template It and stage Is to limit

the number of non-relevant keypoints detected (compare figures 5.6b and 5.6c).

Smoothing with a bilateral filter reduces the number of keypoints in the tem-

plate It and clusters them in two distinctive groups. The 23 keypoints in figure

5.6c are located in the white region between the extensional frac-hit and the
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compressional stress shadow, a highly distinctive region seen on most frac-hits

across the treatment stages.

The stage keypoints are detected with the same ORB parameters used on the

template It (Figure 5.7b). Most keypoints appear in areas with large intensity

gradients (e.g., the frac-hit, the stress shadow, and strain pulses). Each key-

point on the template It and stage Is has an associated descriptor computed

using a rotation-aware version of BRIEF (see equations 5.15 and 5.22). We

matched the 23 keypoints in the template with the best keypoints in the stage

using the brute-force matching algorithm (Figure 5.8a). To deal with outliers,

we removed all matches with a radial distance larger than 40 pixels from the

keypoint in Is with the lowest Hamming metric (Figure 5.8b). The 40-pixel

distance criterion was chosen based on the maximum separation between the

lower and upper clusters of keypoints in figure 5.6c. Using the average location

of the remaining matches on Is, we located the frac-hit and extracted a square

image patch (Ip) the same size of the template around its location for further

use in the subtraction process (Figure 5.9).

We subtract a warped version of the template (Iw) from Ip to remove the

image patch’s frac-hit strain signature. For that, the subtraction steps were

applied on the template It and frac-hit patch Ip for finding matching feature

pairs to invert for the elements of an affine transformation relating both images.

However, instead of limiting the number of keypoints as done in the frac-hit

detection, we allowed many more in both images to improve the inversion re-

sults. Figure 5.10 shows the matches detected on the frac-hit patch Ip. We

investigate the subtraction results using different degrees of freedom (DOF) on

equation 5.26; three cases were analyzed

• Full affine transformation (6 DOF): That is, sx, sy, θ, hx, tx, and ty.

• Limited affine transformation (4 DOF): That is, isotropic scaling in x and

y sxy, θ, tx, and ty.

• Isometry (3 DOF): That is, isotropic scaling in x and y sxy, tx, and ty.

Each affine transformation was computed using the same matched points and
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the RANSAC-based robust least-squares algorithm. A warped template Iw

was calculated from the three affine transformation and subtracted from Ip.

To deal with unmapped points resulting from changes in shape after warping,

we warped a larger frac-hit template (Il) (Figure 5.11) using the same affine

transformations computed using the original template It (Fig. 5.6a). The last

column of figure 5.12 shows the subtraction results based on the aforementioned

degrees of freedom of the matrix M.

Our goal is to remove the largest amount of fracture hit signal from the frac-hit

patch Ip. The cumulative strain of the squared of the subtraction result was

compared between the three cases analyzed (Table 5.1). An affine transforma-

tion matrix with 6 DOF minimizes the squared of the subtraction, effectively

removing the extensional frac-hit and compressional stress shadow signals. We

conclude that allowing for a rotation θ and a shearing component hx, together

with the two scalings and translation factors, maximizes the removal of the

frac-hit signal.

The subtracted data Id was converted back to an RGB image and placed at

the same location of the image patch Ip. Next, the detection steps were re-

peated with the subtracted frac-hit (Figure 5.13). After applying the spatial

constraint to remove outlier matches (Figure 5.13c), our detection methodology

using object detection and image warping locates the second frac-hit (Figure

5.13d). The final output are the coordinates of both frac-hits defined by the

center of the yellow and cyan squares (i.e., Ip and Ip2 respectively) in figure

5.13d. The first frac-hit was located at (2633 s, 104 m), and the second frac-hit

at (3110 s, 95 m).

Table 5.1: Results of the frac-hit subtraction using various DOF to solve for the
elements of the affine transformation relating the template It and the frac-hit
patch Ip. Iw is the warped template.

DOF in equation 5.26 (Ip − Iw)2

6 1291
4 2244
3 3072
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5.10.1 Strain rate integration plus STA/LTA detection

We compare the frac-hit detection results obtained using our proposed com-

puter vision workflow with those using a short-time-average over long-term-

average (STA/LTA) detector (Eq. 2.21) on the integrated strain rate data.

The LFDAS integrated in time can be used to obtain the cumulative strain

variation (Jin and Roy, 2017). Positive values indicate expansion with respect

to the start of the stage, while negative values indicate contraction. Frac-hits

are then commonly identified as the maximum strain change with depth. Fur-

thermore, LFDAS data can be integrated in space to get displacement (Jin

and Roy, 2017). In this case, positive values express movement towards the

toe of the well, while negative values imply movement towards the heel. Figure

5.14 shows the integrated LFDAS strain data in time and depth for the stage

shown in figure 5.7a . The cumulative amplitude in time displays large positive

values at the frac-hits depth product of crack-tip propagation and tensile frac-

ture opening. However, from the right panel in figure 5.14 it is not possible to

differentiate that frac-hits are at different depths. Moreover, fracture closing

signals from previous stages (i.e., 180 m) and rapid extensional-compressional

signals (e.g., 225, 260, 320 m) have a strong influence on the cumulative strain

measurements in time. The bottom panel of figure 5.14 shows a strong negative

response associated with the earliest frac-hit stress shadow. Again, this curve

is highly influenced by signals from previous stages.

We applied the STA/LTA detector to the integrated LFDAS curves with the

aim of identifying the depth and time of the two frac-hits. The STA/LTA

parameters used are:

• Integrated time: STA = 5 m, LTA = 80 m, threshold Λ = 8.

• Integrated depth: STA = 20 s, LTA = 400 s, threshold Λ = 8.

Figure 5.15 shows the detection results after running the STA/LTA on both

domains. The algorithm detected three frac-hits in the integrated space, but

only one in the integrated time. The stress shadows on both frac-hits trigger

a high STA/LTA response, thus delivering accurate time detections. However,

the closing signal from the previous stage triggers a false positive around 1400
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s. On the other hand, the STA/LTA in the right panel of figure 5.15 only

detects one frac-hit. The latter could de due to the short separation in space

and time of both frac-hits, which cannot be identified by a simple integration

of the strain.

We analyzed the proposed computer vision workflow’s detection capabilities

compared to the STA/LTA detector at other stages of the hydraulic fractur-

ing treatment. Figure 5.16 shows the results at another stage with four frac-

ture hits. Our algorithm located three of the frac-hits present in the stage.

The fourth frac-hit—located at the lower part of the magenta square in figure

5.16a)—does not show a clear view of the white region between the extensional

signal and the compressional stress shadow; thereby limiting the matching of

keypoints in figure 5.6c. For the STA/LTA 5.16b, the algorithm identifies the

time of the four frac-hits but fails at locating their depth. We conclude that

integrating the strain in time does not provide an accurate frac-hit detection

when multiple frac-hits appear within a similar spatiotemporal location in the

stage.

Figure 5.17 shows the results at another stage of the treatment containing

a single frac-hit. The detection results using our computer vision method are

comparable to using an STA/LTA in the integrated LFDAS strain in space and

time. Hence, both methods achieve a high detection accuracy for stages with

only one frac-hit and little to no strain signal from previous stages.

5.11 Conclusion

The results presented in this chapter prove the effectiveness of using a computer

vision workflow based on image matching for the detection and subtraction of

multiple frac-hits in LFDAS data. Our results are comparable with a detection

done by integrating the strain data and running an STA/LTA in stages with

single frac-hits. However, we found that when multiple frac-hits are closely

separated in space and time, our proposed methodology achieves better detec-

tion results, especially in locating the frac-hits depth.
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When using ORB for frac-hits detection, applying bilateral smoothing to the

input images results in fewer but highly distinctive keypoints that improve the

detection performance. Conversely, to find the appropriate affine transforma-

tion that relates a template frac-hit with a stage frac-hit, images should not be

bilateral-smoothed, to allow for more matching pairs to use on the inversion.

The computational cost of matching more descriptors is compensated by the

fact that the template and image patches are only 120×120 pixels in size, while

an LFDAS stage can be up to 350× 7000 pixels.

Beyond the introduction of a computer vision algorithm for frac-hit detection,

our approach also permits removing the frac-hit via affine transformations and

warping applied directly to the strain data instead of the image. This has

the advantage that it reveals strain information obscured for instance by stress

shadows. The latter can be seen in the lower part of the second frac-hit in figure

5.13d, which is hidden under a compressional signal (i.e., negative phase shown

in blue). Edge effects introduced by warping are corrected using data from a

larger template undergoing the same warping transformation as the 120 × 120

pixels template.

We calculated three affine transformations with different degrees of freedom

using correspondent matching feature pairs between a fracture hit template

example and a stage frac-hit. The warping results prove that a full affine

transformation with six DOF minimizes the squared difference of the subtrac-

tion between the detected frac-hit and a warped template, thereby removing

the most strain signal.
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(a) (b) (c)

Figure 5.6: The frac-hit template (a), 132 ORB keypoints (green circles) de-
tected on the template (b), 23 ORB keypoints detected on the smoothed tem-
plate after applying a bilateral filter (c). The x-axis is pixels width and y-axis
is pixel height. All images are 120× 120 pixels.

(a)

(b)

Figure 5.7: The LFDAS RGB image from one stage used as input to the detec-
tion workflow (a). 4014 keypoints detected (green) using the ORB algorithm
after bilateral smoothing of the image (b).
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(a)

(b)

Figure 5.8: Matched descriptors between the template (top left corner) and
the stage appear as green lines connecting the 23 keypoints in figure 5.6c with
the best 23 keypoints in 5.7b (a). Fifteen matches left after applying a spatial
constraint to remove the outlier matches further away from the lowest Hamming
distance match (green lines) (b). x-axis is the pixel width of the stage plus pixel
width of the template.

Figure 5.9: Stage with frac-hit detected (yellow) inside a bounding box patch
of size 120× 120. Inset shows the frac-hit.
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Figure 5.10: 117 keypoints (green circles) detected in the image patch contain-
ing the detected frac-hit. The 132 keypoints from image 5.6b are matched to
these keypoints.

Figure 5.11: Large frac-hit template extracted around the frac-hit on image
5.5. The large template dimensions are 280×280 pixels, which exceed by more
than double the original dimensions of the template in figure 5.6a.
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(a)

(b)

(c)

Figure 5.12: LFDAS strain data subtraction between the frac-hit patch (figure
5.9) and a warped version of the frac-hit template on figure 5.10 computed
using various DOF on the least-squares solution of equation 5.26. 6 DOF (a), 4
DOF (b), and 3 DOF (c). From left to right in all rows, the warped template,
the warped large template, the warped template with missing points filled, and
the subtraction between the frac-hit patch (figure 5.9) and the warped template
with missing points filled. For all figures, the x-axis is time (s), and the y-axis
is depth (m). All the values are clipped between -1 and +1.
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(a)

(b)

(c)

(d)

Figure 5.13: The stage image after subtracting one frac-hit (a). 23 matched
keypoints (green) between the template (top left corner) and the stage image
after removing the first frac-hit (b). 11 matches left after applying a spatial
constraint to remove the outlier matches further away from the lowest Hamming
distance match (green) (c).Cyan square showing the second frac-hit detected
in the stage analyzed. Inset is a zoom-in view of the second frac-hit (d).
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Figure 5.14: LFDAS strain data clipped between -1 and +1 radians. The right
panel shows the cumulative strain in time, and the bottom panel shows the
cumulative strain in depth.

Figure 5.15: LFDAS strain data clipped between -1 and +1 radians. STA/LTA
computed on the integrated LFDAS in time (right panel) and the integrated
LFDAS in space (bottom panel). Blue dashed lines mark the detection thresh-
old Λ, and red dashed lines are the detected frac-hit locations.
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(a)

(b)

Figure 5.16: Three frac-hits detected (yellow, cyan, and magenta squares) using
the proposed computer vision workflow (i.e., detection and subtraction) on
another stage of the treatment (a). The detections (red dotted lines) using
an STA/LTA on the integrated strain in time (right panel) and space (bottom
panel) (b).
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(a)

(b)

Figure 5.17: A frac-hit detected (yellow square) using the proposed computer
vision workflow on a stage image of the treatment (a). The detections (red
dotted lines) using an STA/LTA on the integrated strain in time (right panel)
and space (bottom panel) (b).
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Chapter 6

Conclusions

Multi-stage hydraulic fracturing in horizontal wells has enabled the develop-

ment of vast unconventional reserves and will continue to play a significant role

in meeting the increasing energy demand. Microseismic monitoring is a diag-

nostic technique used in real-time imaging during hydraulic fracturing. The

spatio-temporal distribution of the microseismic clouds has proven to be effec-

tive in mapping fracture growth and geometry, which are important parameters

used to improve the efficiency of the fracturing job. The first motivation of this

thesis was to predict in real-time the microseismic cloud size during an hy-

draulic fracturing stimulation using routinely recorded engineering curves. We

introduced three methodologies, and two of them can achieve real-time predic-

tions of the microseismic cloud size.

The first method uses a random forests model trained with statistical features

derived from the engineering curves and past cloud observations. Our initial

approach to solving the microseismic cloud size prediction problem was to use

data up to a particular time sample as the training set and leave the remaining

data as the test set. However, by employing this training-testing strategy, the

RF model achieves a poor generalization, forecasting microseismic cloud sizes

that decrease at the end of the stages. Low accuracy in the test set is likely

attributed to the surface and bottom-hole proppant concentrations, which drop

to zero during the test time. Besides, the proposed RF model is not suitable

for real-time applications. Predictions can only be made after more than half
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of the stage injection has passed, leaving only the end of the stage available to

forecast.

We aim to develop tools that can improve the hydraulic fracturing treatments

in real-time, for example, by allowing engineers to modify the completion strat-

egy on the fly. The second methodology introduced in this work is based on a

physical model that assumes a microseismic cloud growth proportional to the

square root of time. We update our forecasts with every additional minute of

data by computing the apparent hydraulic diffusivity from the present micro-

seismic cloud size observations. The main advantage of this method is that it

allows forecasting the microseismic cloud size at any time lag. More specifically,

we can predict the cloud size at the end of the stage 5 minutes into the stimula-

tion. However, prediction accuracy varies depending on the microseismic cloud

behavior and the amount of time used to fit the hydraulic diffusivity. Thus,

the main limitation of this method is that it only considers the microseismic-

ity to make predictions and ignores every other data recorded during treatment.

The third predictive method uses a convolutional neural network trained in

real-time with the engineering curves and historical values of the microseismic

cloud size. We update the model parameters every minute, so forecasts can only

be done at a predefined time lag subject to data availability. Predictions are

better when the cloud remains flat compared to when the cloud experiences

rapid growth spurts. Moreover, training a CNN with more parameters does

not considerably improve the predictions during complex microseismic cloud

growth. We believe that the data available to the CNN cannot account for the

interplay of several physical processes affecting hydraulic fracture growth and

microseismicity. We conclude that adding more physics into the CNN models

can improve predictions, for example, by using the output of the diffusion-based

approach as input to the network. Nevertheless, the CNN achieves the best

results from the three methods presented in this thesis, providing an integrated

methodology to utilize routinely recorded data like the engineering curves to

predict microseismicity.
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Another diagnostic technique used in real-time hydraulic fracture imaging is

low-frequency DAS. The time and depth at which a fracture intersects an offset

fibered well (frac-hit) can be used to constrain fracture geometry and optimize

the treatment. The second motivation in this thesis was to automate the frac-

hit detection in LFDAS using a computer vision workflow based on keypoints

matching. We developed an integrated method that uses a frac-hit template to

match frac-hits at any hydraulic fracturing treatment stage. Furthermore, our

implementation allows removing the strain signal to reveal parts of the frac-hits

obscured by overlapping linear strain variations.

The proposed computer vision workflow exceeds the performance of an STA/LTA

run in the integrated strain, especially for locating the depth of multiple frac-

hits in the same stage. This is most likely because the cumulative strain is

influenced by signals generated during fracture opening and closing that per-

sist across stages. To conclude, the proposed workflow can help interpret LF-

DAS data, reduce human bias due to manual picking, and complement existing

methods that rely on the cumulative strain to detect fracture hits.

6.1 Suggested future research

In this work, we only used the engineering curves as the input data for our

predictive models. However, the use of physics-based machine learning can im-

prove microseismic prediction. The challenge will be to find ways of integrating

physics into the predictive models as data are not always accessible or in the

format required by the specific application (e.g., time-series data).

Future work includes a more in-depth analysis of the frac-hits after subtraction

to get additional insights into the underlying strain information. Furthermore,

we focused solely on the detection and extraction of frac-hits. However, the

proposed image matching workflow can be applied to identify other interest

features in the LFDAS data, like rapid strain pulses.
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