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Abstract

This dissertation examines three issues cruciath® competiveness of
Canada’s beef cattle industry. The first study utadkes arex postanalysis of the
impact of the U.S. country of origin labeling (COPIaw on U.S. imports of
Canadian beef and cattle. The study employs aofestructural change that is
able to endogenize break points and one that is &bldetect end-of-sample
structural breaks. Results suggest that COOL hasolesignificant reductions in
U.S. imports of Canadian beef and cattle.

The second study examines the impacts of the ajpgicet of the Canadian
dollar relative to the U.S. dollar and feed priceaation on Canadian cattle
cycles. It estimates Canadian beef cattle cyclagyustal cattle inventories, beef
cow inventories, beef supply, and beef prices. Bakedecomposition of the
variables reveals ten-year cycles in total cattleentories, beef cow inventories
and beef supply, and an eight-year cycle in priddedeling exchange rate
appreciation and feed price escalation as pure gutie study finds significant
impacts of both shocks on total inventories, budflsipply appears to have been
impacted only by exchange rates. A spectral coraparof the pre- and post-
shock periodogram of beef supply reveals a 58%atamiuin the peak amplitude
of the beef supply cycle.

The third study deals with Alberta’s Feeder Asstora Loan Guarantee
Program. The purpose is to determine the extenh®frisk exposure faced by
commercial banks participating in the program, vhtie of the loan guarantee

provided to cattle feeders through the program, thedsubsidy embodied within



the program. Enterprise budgeting is combined Wihnte Carlo simulation to
capture production and price risk. A consolidatezhsure of risk is obtained and
fed into option pricing models to estimate the eatd the loan guarantee. Results
suggest that feeding cattle is, indeed, a riskyeula#ting, and the resulting risk
exposure to lenders is significant, especially witbpect to backgrounding. Also,
the study finds the price of the loan guaranteleetd% to 5% of the loan amount,

which is sufficient to offset the subsidy inherenthe program.
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CHAPTER ONE: INTRODUCTION
1.1 Background

The Canadian beef cattle industry is importanthte €anadian economy.
Comprised of cow-calf operations, backgroundingedfet finishing, beef
processing (packing) and retailing, the industrgtdbutes more than $20 billion
to the country’s economy annually from nearly 90,Gfattle producers (Beef
Information Centre, 2009). The industry is the fbulargest cattle and beef
exporter in the world, with a market share of 11fglobal exports (Agriculture
and Agri-Food Canada, 2010). But from 2004 to 2@l/krall profitability in the
industry declined (Canfax Research Services, 200y may be associated with
the various shocks that have been experienceddoydustry in the last ten years.
The overall objective of this study therefore isingestigate the effects of these
shocks on the industry, and to assess the cosetgdvernment of a cattle loan
guarantee program.

The Canadian beef cattle industry is highly depahdam export markets,
exporting around 50% of beef and live cattle prdidunc (Canfax Research
Services, 2011). Before the outbreak of Bovine ggomm Encephalopathy
(BSE) in May 2003, beef was exported to over 100keta (Haney, 2010),
compared to about 70 that are currently fully ortiply open to Canadian beef
(Canadian Cattlemen’s Association, 2012). The WiStorically has been the
largest market for Canadian beef and cattle. Rodhe BSE crisis, over 70% of
beef, and almost all cattle exports went to the. Y&@ier, 2005). According to

Miljkovic (2006), high dependence on trade mears$ ttomestic prices are much



more vulnerable to exogenous shocks that may retlade flows. A shock in one
output market will be transmitted across the botdehe other output market via
adjustments in demand and supply if there is pdomtegration (Young and
Marsh, 1998). In analyzing Canada-U.S. livestockketaintegration, Miljkovic
finds that if there is a sudden fall in Canadagsl&r dependence in cattle and beef
(measured by the ratio of cattle exports plus irtgotr marketed cattle), there will
be a concomitant decline in Canadian cattle prices.

The vulnerability of the industry to exogenous $sobecame apparent after
the 2003 BSE crisis when all international marke¢se closed to live cattle and
beef products from Canada, leading to considerastiees to the industry. More
recently, the industry has been buffeted by sewahadr shocks, namely, the 2008
introduction of mandatory country of origin labgigCOOL) by the U.S., a hike
in feed prices due in part to the emergence ofoafu®ls market, exchange rate
appreciation relative to the U.S., and a declinesad income due to the 2007/08
global economic crisis. Studies undertaken sordicate that these shocks have
had a negative impact on the competitiveness ob@as hog and pork industry
(Rude, Gervais and Felt, 2010; Rude, Wang and Bctettz, 2010). According
to the Beef Industry Alliance (2009), the indussydownsizing and declining as
evidenced by a reduction in exports and produceregr an increase in the
slaughter of cows, and an increase in the propouicheifers in cattle slaughter.
Recent estimates by the U.S. Department of Agudcelt2010a) indicate that
between January 2009 and January 2010, the Cancalide herd dropped to 11

million head, down 1.4 percent and the lowest iry&ars. Further, cattle exports



in 2009 declined by 33 percent from the 1.6 millleead exported in 2008, and
beef exports fell by 3 percent in 2009 becausereflaction in exports to the U.S.
U.S. total cattle inventories have also declinbeéytstand at 92.58 million head,
the lowest since 1958 (Canfax and Canfax Reseaohcgs, 2011). But because
prices are determined in the U.S. market, it isllikhat these shocks have had a

larger impact on the Canadian industry.

1.2 Problem Statement

The beef cattle industry in Canada and elsewhenéis strong cyclicality,
and therefore any analysis of the industry’s dymands well as interventions
aimed at addressing its challenges and/or incrgassircompetitiveness should be
undertaken through the lens of its cyclical chaadtor instance, the cattle cycle
may have implications for the timing of investmemtsghe industry; on one hand,
counter-cyclical investment appears to be reasendinling a downturn because
of the relatively low opportunity cost of capitahut on the other hand,
substantially huge profits may accrue from pro-gdl investment during an
upturn (Tan and Mathews, 2010). But in the Canmadilestock sector where
scale effects have been found to be more impottemnt technical change in the
growth of total factor productivity (Stewagt al, 2009), it would be helpful to
understand the implications of the cattle cycle tiloe timing of policies that
promote structural change, and conversely, theeff@at structural change in the
industry would have on the cycle.

A typical Canadian cattle cycle — measured asithe period from the lowest

cattle inventory to the next lowest inventory -t¢agbout ten to twelve years, and



has four distinct phases, namely, consolidatiopaagion, peak, and liquidation.
This cyclicality can be attributed to exogenousckisoin demand and supply
coupled with time lags in production (Rosehal, 1994; Aadland, 2004). An
exogenous shock will initiate a cycle or alter amseng one, and the subsequent
peaks and troughs will be driven by the mismatctween demand and supply
caused by biological lags in production and prodsicexpectations about prices.
The nearly 10% expansion in Canada’s cattle hetddsn 1987 and 1993 was a
result of low grain prices in western Canada attitme (Canadian International
Trade Tribunal, 1993). The cattle herd again red@heecord high of 15.1 million
head in 2005, which was a result of lack of expuatkets for cattle following the
BSE crisis (Canfax Research Services, 2009). Thd has since then been
declining steadily following a series of shockstthave pushed prices down,
hence eroding producer margins and equity. And ¢&veuagh prices recovered in
2011 reaching record levels for all classes ofleatierd expansion has not
occurred (Duckworth, 2012). Canfax Research Ses\i2611) predicted that the
higher prices would not necessarily lead to higpeofitability because of
increasing input prices, and therefore herd expansvould be slower than
expected.

Given that cattle cycles are a permanent featur¢hefindustry and are
fundamentally driven by shocks, the rationale fog inalysis of the impact of
shocks on the industry may not be apparent. Howeteerthe extent that
exogenous shocks, either singularly or in combimawith one another may lead

to changes in cyclical features, an investigatibrtheir impacts is warranted.



Mixed market signals, uncertainty, trade barriemsd change in consumer
demand may delay or even reverse the cattle c@dmfax Research Services).
Currently, the Canadian beef cattle industry isti@ming following a lack of
profitability that has caused a mass exit of cattleducers (Duckworth, 2012).
Between 2006 and 2011, cattle ranching farms dsedehy 34% from 75,598 to
49,613 operations (Statistics Canada, 2011). Ttesfof this study therefore is to
investigate the impacts of shocks, and to undeddtanv best the industry should
respond to avoid plummeting deeper into unprofitybiand long-term
contraction.

The first problem that the study will address isttln addition to some
temporary market shocks that would normally be etqukto bear on the cattle
cycle, the industry has experienced a permanengesaus policy shock in the
form of the United States’ mandatory country ofyorilabeling for meat products
including beef. It is plausible that this shocklwiégatively affect price recovery
in the cattle cycle, thus prolonging the industrgegovery. The contraction in
cattle and beef exports to the U.S. may lead talshwluced changes in the
structural characteristics of the beef industrye Elructure of an industry refers to
the characteristics of both its productive actestiand the relationships between
the different activities (Goddaret al, 1993). Therefore structural change, which
is a permanent and irreversible change often assaociwith a permanent
exogenous shock, would imply changes in what islgpeced, how and where, and
what is traded and with who (Goddaetl al). In essence, structural change is

change in the industry agents’ preferences and céxfiens, and subsequently



changes in their optimal decision rules. As eartieted, structural change is the
major driver of productivity growth in Canada’s dstock sector (Stewaet al,
2009). Moreover, productivity growth may in turnvieaimplications for herd
expansion or contraction (Marsh, 1999). Therefoetecting COOL-induced
structural change in the industry’s economic refaships is important in
understanding changes, if at all, in the industrggclical patterns, and
formulating appropriate industry policies.

The second issue concerns the effect of some aoktent shocks on the cattle
cycle and on other cyclical industry variables. rRolating appropriate policy
responses to shocks on the beef cattle industnainsma difficult challenge
because of the complex relationships that chaiaeténe industry. For instance,
cattle producers have been observed to supply featte in the short-run
following an increase in the price of beef (Aadlaaad Bailey, 2001; Jarvis,
1974; Rosen, 1987), a phenomenon which partly exgpléne cyclical nature of
the industry. Also, government transfer programsehan some cases yielded
unexpected results. For example, the Federal-RFe@iBSE Recovery Program,
implemented from June 2003 to July 2005, was meéantompensate cattle
producers but it seems to have inadvertently deptesattle prices even further
during this time (Le Roet al., 2007). This behavior suggests that perhaps any
response to a shock on the industry should occly bnthe shock has the
potential to significantly deepen or lengthen theughs of cycles of relevant

industry variables. Otherwise, cycle peaks anddginsumay be amplified by



policy interventions and not necessarily by thecklothat they are meant to
counteract.

The third problem is the issue of increasing cdtleders’ access to credit.
The Canadian Agricultural Loans Act provides forfealeral loan guarantee
program for loans intended for the establishmeut iarprovement of farms and
for the processing and marketing of farm produétlso, various provincial
governments provide loan guarantees to prospectite feeders to enable them
access the capital they need to start their op@istiand to existing feeders to
expand their operations and remain profitable. ightl of the decreased
profitability and uncertainty caused by the receyairket and policy shocks, it is
not very clear what the cost of such guaranteeddmMosl to the tax payer and if
the programs are viable. This calls for an evatumbf the cost of government-

backed loan guarantee programs.

1.3 Study Objectives, Contribution and Overview of Thegs

This study examines the impact of shocks and exmgewvariables on the
Canadian beef cattle industry, and evaluates tls 0b a government loan
guarantee program. It has three specific objectives

I.  To determine whether or not there has been staictinange in U.S.
import demand for Canadian cattle and beef as w@tret mandatory
country of origin labeling.

ii.  To examine the nature of and changes in cyclestiecinventories,

beef output and beef prices.



ili.  To the extent that shocks create uncertainty an@ase risk, the study
evaluates the risk in cattle feeding, and the afsthe cattle loan
guarantee provided by the Alberta government thnotlge Feeder
Association Loan Guarantee Program (FALGP).

Overall, the dissertation makes an empirical cbatron to understanding: a)
the effects of shocks on the Canadian beef cattlestry, and b) the value of the
loan guarantee provided to cattle feeders throhghAlberta Feeder Association
Loan Guarantee Program. The industry has in thedksade experienced several
policy and market shocks that are believed to haaesed welfare losses in the
industry. The introduction of mandatory countryooigin labeling by the U.S. has
disrupted U.S. imports of Canadian cattle, andaimes extent beef. As a result,
Canada has been engaged in a legal battle with) Bein the WTO since April
2010, and is not satisfied with the recent amendsnenthe law following the
WTQO'’s ruling. The case is yet to be resolved anerdfore this dissertation
providesex postevidence of the impact of the law, which may béptu in
resolving the case or generating debate on polyos for mitigating the
impacts of the law. Another contribution of thisskrtation is that it provides
evidence of the effectiveness of two relatively rtegts of structural change — the
Bai and Perron (1998, 2003) test and Andrews (2633)

Market shocks may affect different segments of bieef cattle industry
differently, and the effects may be either shont-lang-term. One way to
understanding the long-term effects of shocks enetfitire industry is to analyze

the effects in the context of cattle cycles. That &Hudy on Canadian cattle cycles



was undertaken over forty years ago. It appearkimpthas been done on the
Canadian cycle since then because a lot more waskbeen done on the U.S.
cattle cycle, which has historically been closgimahronized with the Canadian
cycle as the two industries have been highly iratesgt. But after 1987, there was
a divergence between the two cycles because ofanshiocks (Canfax Research
Services, 2009). This dissertation therefore cbuatds up-to-date information to
existing literature on the nature of the Canadwitie cycle, and to the best of my
knowledge, it is the first attempt at quantifyirigetcorrelation between the effect
of two of the previous decade’s market shocks -hamge rate appreciation and
feed price escalation — and changes in the cycle.

Last but not least, the dissertation establishesvtlue of Alberta’s Feeder
Association loan guarantee provided to cattle feedey the provincial
government. This information will be helpful in then-going review of the
FALGP, which requires information on the risk ththe government faces in
providing the guarantee. The dissertation demotestraow the various sources
risk in cattle feeding can be used to generate resatmlated measure of risk
(volatility parameter) for use in option pricing dwels.

The remainder of the dissertation is organizedHlsvis: Section 1.4 gives an
overview of the Canadian and U.S. beef cattle itrgguand section 1.5 provides
background information on the four exogenous shdtlked have affected the
industry in the recent past. Section 1.6 will draywon this background
information to highlight and summarize the mainusof the three papers that

will emanate from this study. Chapter two forms finst of the three papers of



this dissertation. It explores the existing literat on structural change, provides
the theoretical and empirical framework and datat #re used for testing for
structural breaks, and presents the results. Chéptee focuses on the second
paper, which deals with changes in cyclical pateyhthe previously mentioned
industry variables. Here, literature is reviewgokecral techniques are explained,
and results are presented and discussed. Chaptecdocerns the third paper. It
defines the economic problem associated with lozerantees, summarizes the
structure of Alberta’s Feeder Association Loan @Guatee Program, reviews the
literature, and provides the appropriate analytiralmework and empirical

results. Chapter five summarizes the dissertation.

1.4The Canadian beef cattle industry

Operations that characterize Canadian and U.S.da¢#¢ industries are very
similar. The beef production chain is comprisedooir major operations, namely,
cow-calf, backgrounding, feedlot or finishing, abeef processing and packing.
Cow-calf producers (ranchers) maintain a breediogksthat produces calves.
Calves are weaned at six to eight months weighetg/den 220 and 250 kg, and
are then placed into backgrounding operationspath some may be directly
placed in feedlots depending on the breed and rhadlitions (Athwal, 2002).
Basically, backgrounding is feeding of weaned eatth forage and grain from
fall to spring in preparation for further pasturiagd/or feedlot finishing. The end
product is feeder cattle (steers and heifers) wegghbetween 350 and 450 kg,
which are then placed into feedlot operations forshing. In feedlots, feeder

cattle are fed on high-energy rations of grain saslbarley and corn, and silage

10



to quickly bring them to a slaughter weight of ab680 to 600 kg at about 18 to
24 months of age. These are then referred to asdel®. Fed cattle as well as
cows and bulls that are no longer needed for bnge¢tiull cattle) are processed
into beef.

There is some evidence of vertical integration leetwdifferent production
levels. For the most part, backgrounding is undertaby cow-calf producers
(Athwal), and some beef processors own feedlot atjmers. Schroeder (2003)
notes that Canadian beef packers tend to own neaeef cattle than their U.S.
counterparts because of the seasonality of fetecaipply in Canada relative to
the U.S. On the contrary, Canada’s National Farnum®n (2008) views the
ownership or control of feedlots by packers as ieapsupply, a tactic used by
packers to exert downward pressure on prices aypds of cattle. This has led to
a degree of mistrust between cattle producers aefl firocessors, with some in
the industry calling for policy intervention in thearketing of fed cattle
(Schroeder and Ward, 2006). But the issue of capdiwpply points to an even
greater challenge; the beef cattle industry isigantly less adaptable to vertical
integration than the hog and poultry industriesni@ et al, 2000; Hayengeagt
al., 2001; Warner, 2001). The relatively long produttcycle makes it capital-
intensive (Wachenheim and Singley, 1999). In addjtiit has more levels of
production, a wider and widening genetic base,amdde geographic dispersion
of cattle and beef production units. These factoghly constrain the ability to
manage production costs and product quality albegsupply chain — the major

goals of vertical integration.
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According to the 2011 census of agriculture by iStias Canada, there are
49,613 cattle farming and ranching operations ina@a, the majority of which
(25%) are found in Alberta. It is estimated thabath72% of beef cattle farms are
cow-calf operations, 17% are feedlots, 4% are abooation of the two, and 7%
are others (Mitura and Di Pietro, 2004). A largeopgumrtion of beef cow
inventories are in western Canada; 39.4% are ineddband 30.4% are in
Saskatchewan. But whereas Alberta accounts folvs0Bfed cattle production,
Saskatchewan together with Manitoba and Britishu@dlia account for only
8.8% (Beef Information Centre, 2011). Ontario ie #econd largest producer of
fed cattle (20.2%). The industry has many smalnfar61% of the farms have
fewer than 47 beef cows. Together, they contrilbegs than 20% of the total beef
cow herd. But farms with over 122 cows make up dr@9%o of the total number
of farms, and they account for 48% of the cow H&ekf Information Centre).

The beef processing sector comprises of federally@ovincially registered
and non-registered beef packers and abattoirs Veluglster fed and cull cattle to
produce boxed beef and other products. About 90%atife are slaughtered by
federally registered plants, while 4% are slaugtdteoy provincially registered
plants (Canadian International Trade Tribunal). fBacasses are sold either to
further processors or wholesalers and retailerscaSaes from cull beef and dairy

cattle are usually processed into manufacturing jpeelucts.

The census of agriculture uses the North Americatustry Classification System (NAICS) in
which farm types are classified by both industrgugr (four-digit codes) and Canadian industries
(six-digit codes). This figure is based on the sifésation by industry group. Classification by
industry gives a total of 37,406 beef cattle ranghand farming operations, including feedlots
(Statistics Canada, 2011).

12



There has been increasing concentration in the pemfessing sector as
measured by the four-firm concentration ratio. 892, the four major beef
packers — Cargill Foods (High River, Alberta), Lsakke Packers (Brooks,
Alberta), XL Foods (Calgary, Alberta) and BettereBgGuelph, Ontario) —
accounted for 53% of federally inspected cattleigiaer, up from 43% a year
before (Canadian International Trade Tribunal). &s2008, there were 23
federally inspected plants (Grier and Bouma, 200But the four plants
slaughtered 93% of all cattle, with Cargill and kalde Packers each slaughtering
over 4,500 cattle per day (Rue¢ al, 2011). Cargill Foods has since acquired
Better Beef, while XL Foods now owns Lakeside Paskelowever, following
the discovery, on September 3, 2012, of E. coBame of the products of XL's
Lakeside operation, JBS-USA initially took over ragament of the plant but

eventually bought it.

1.5Background on Recent Exogenous Shocks

Exogenous shockoften lead to sudden changes in demand, regu)adioch
cost structure (Gorbenko and Strebulaev, 2010).yTinay be temporary or
permanent depending on their duration, and eitjy@e bf shock can have both
short- and long-term negative and/or positive intpaEour exogenous shocks
have threatened the Canadian beef cattle industcg she BSE crisis of 2003.
The following section defines these shocks, andllfghts their geneses as well as

perceived and real impacts.

2 An exogenous shock is defined as a sudden evewinbethe control of authorities that has a
significant impact on the economy (Varangisal.,2004), or in this particular study, the industry.
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1.5.1 Mandatory Country of Origin Labeling

The final rule of the U.S. COOL legislation was lempented on March 16,
2009. It was a provision in the Farm Security anotaRInvestment Act of 2002
(2002 Farm Act) that required fruits and vegetabpesanuts, fish and shellfish,
beef, pork, and lamb sold at the retail level tddieeled by their country of origin
(Joneset al., 2009). Amendments to the 2002 Farm Act, whichtedhe Food,
Conservation, and Energy Act of 2008 (2008 Farm),Aetpanded the coverage
of COOL to include poultry, goat meat, macadamiasnginseng and pecans
(U.S. Department of Agriculture, 2009a). It, howevdoes not apply to these
products if they are consumed in hotels, restaarandl institutional (HRI) trade,
or if they are ingredients in processed food itebhsder the law, there are four
meat labeling categories: meat is labeled Categofiyroduct of the U.S.) if it is
from an animal that is born, raised and slaughtenethe U.S.; Category B
(Product of U.S. and X) is meat derived from amaiiborn in country X, and
raised and slaughtered in the U.S.; Category Cd{Rtoof X and U.S.) is meat
derived from an animal born and raised in countrgnd slaughtered in the U.S.,
and Category D (Product of X) is meat imported idt&. Also, the law provides
for commingled meat. Meat from Category A that mmeningled during a
production day with meat from Category B may beeslall Category B (i.e., A +
B = B). Meat from Category B that is commingledidgra production day with
meat from Category C may be labeled Category B 8. C = B).

Rude et al (2006) predicted that COOL was moret@jte one of the most

controversial issues from an international tradespective. Indeed, on April 30,
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2010, Canada and Mexico petitioned the World Tr&dganization (WTO) to
create a dispute resolution panel to determine henebr not the law was
tantamount to a violation of international traddigdtions by the U.S. Ideally,
international trade regulations such as producteliab are mandatory
requirements meant to correct market failure duenformation asymmetry
(Hobbs, 2007). The WTO Technical Barriers to Tra@@T) Agreement
acknowledges the right by member governments tgtackgulations that they
deem necessary and appropriate to meet consureesstd. But at the same time,
it has provisions that ensure that such regulatemesnot deliberately used for
protectionist purposes, thereby creating unnecgsdmtacles to trade.

In information theory, country of origin of a praduis an extrinsic
informational cue that may influence the qualitygeption of a product (Bilkey
and Nes, 1982; Elliott and Cameron, 1994). If iksiahe implication is that there
is imperfect information about that product, hentarket failure, which then has
to be addressed by voluntary or mandatory lab€liongk et al.,2006). In a multi-
product and multi-cue experiment, Wall et al (199&) that country of origin
labeling surpasses price and brand information nfluencing consumers’
perception of product quality. Lusit al also note that even in the absence of
imperfect information, consumers’ preference fourtoy of origin labeling may
stem from sheer ethnocentric tendencies.

In the case of COOL, some proponents - mainly dd8:-calf producers
and fruit and vegetable growers - argue that maoSt tonsumers prefer domestic

to imported products because of the superior qualitthe former, and hence
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labeling products by country of origin helps toaglitheir food safety concerns,
while giving U.S. products a competitive advantager imported ones (Krissoff
et al.,2004). Others argue that consumers simply haighato know the country
of origin of their food purchases (Schupp and Gpie, 2001). From their benefit-
cost analysis, VanSickle et al (2003) conclude timdtonly are the benefits to the
U.S. of COOL significant, they outweigh its cosBpponents of the law contend
that it is a non-tariff barrier, or more precisedytechnical barrier to trade (Kerr,
2003; Vollrath and Hallahan, 2006; Grier and Mart2®07), which imposes
unnecessary and yet substantial transaction cositlavels of the market chain
(Rudeet al., 2006; Jone®t al., 2009; Carlberget al., 2009). A purely intuitive
ground for this argument is that voluntary labelimg country of origin would
have occurred if it were economically beneficialdo so (Lusk and Anderson,
2004; Plastinaet al., 2008). A summary of the costs of COOL as estimdted
different studies is provided by Rude et al (200&)ese costs have recently been
updated by Informa Economics, Inc. (2010). U.S. angrs of live animals,
processors, and retailers are expected to incuis aassociated with keeping
records, segregating animals and meat by countoyigin, verification, labeling,
and certification. U.S. plants accepting only Uc&ttle will incur an additional
$0.25 per head, while those accepting Canadiale agilt incur between $10 and
$18 per head. Also, retailers of one or more baeéls will incur $0.15 — $0.17
per Ib.

Conceptually, assuming a perfectly competitive ragrkhe costs of COOL

will shift the supply function leftward. Brester a&it (2004) illustrate the resulting
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changes in supply and demand at each market Iev&lvertically linked cattle
and beef industry. For simplicity, assume thatehmre only two market levels -
retail and farm - and that the added costs of C@f@lincurred at both levels. We

assume that producers impartd process cattfe Figure 1 shows that the costs of

COOL lead to a concurrent leftward shift in retsilpply (S° to S') and farm

supply (S; to S}).

Price

Quantity

Figure 1. Effects of COOL if Costs are borne by bdt Producers and
Retailers

3 U.S. livestock producers who import some of thedttle maintain tax records, which are
sufficient to verify the origin of the animals. Thwo additional documentation and record-
keeping is required under COOL (VanSick& al., 2003). But processing would imply
segregation and other costs.
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The new equilibrium prices and quantity @&, P;, andQ", giving a total of
six variables and six equations including the miankge margin equation that

would account for farm demand. Where@5sis unambiguously less tha®®, P;
will be greater or less thaP? depending on the relative supply and demand

elasticities at each level. But even i were to be greater thaR’, cattle

producers would not necessarily be better-off beeanf a decline in farm output.
If they are worse-off, then there will be a conti@t in cattle imports.

At the heart of the COOL debate is the questiotoaghether U.S. consumers
are willing to pay a premium for it; i.e., whether not COOL will induce an
increase in demand for category A beef. The nunserstudies that have
examined this issue have yielded mixed results. iRstance, Umberger et al
(2003) find that 73% of consumers are willing toypap to 11% and 24%
premium for steak and hamburger, respectively, #natlabeled by country of
origin. Also, they are willing to pay 19% premiuror fsteak labeled as “U.S.A.
Guaranteed: Born and Raised in the U.S.” Loureimd @mberger (2003) obtain
even higher premiums of 38% and 58% for U.S. cediteak and hamburger,
respectively. Considering that almost all the ste@ksumed in the U.S. is of U.S.
origin, it is not reasonable to expect consumersetavilling to pay such a high
premium just to have their steak “U.S. certifiett’.seems the high premiums
obtained in these studies are due to hypothetizeeb inherent in contingent
valuation methods. In fact, in another study, Laorand Umberger (2005) find
the premiums for certified U.S.-labeled chickenasts, pork chops, and beef

steaks to be 2.5%, 2.5%, and 2.9%, respectively tlaat only 30% of consumers
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are willing to pay a premium of more than 5% fortided U.S. meat products.
Loureiro and Umberger (2007) find that although QO@ttracts a positive
premium of $2.57 per pound of steak among U.S. woess of beef, this
premium is very low relative to the $8.07 per powfidteak that they are willing
to pay for food safety certification by the U.S.daetment of Agriculture.

Because of the lack of consensus on consumer grnkiss to pay for COOL,
studies on the impacts of the legislation have madid assumptions. Brester et
al (2004) show that in the absence of an increassonsumer demand, COOL
causes a decline in producer and consumer surplikei U.S. beef and pork
industries in both the short- and long-run. In 8tert-run, producer surplus
declines by $647.8 million and $220.4 million iretheef and pork industries,
respectively. When they assume an increase in ocogrsulemand because of
COOL, they find that one-time permanent increage$.@% and 4.45% in beef
and pork demand, respectively, would be necessargnsure zero losses in
producer surplus in the cattle and hog industries.

Lusk and Anderson (2004) report on the impacthe W.S. of COOL from
various scenarios regarding the magnitude and encel of the costs of
compliance, and changes in consumer demand (wikisg to pay). Consistent
with Bresteret al, they find that COOL leads to a reduction in beefsumer
surplus in the absence of a demand increase. Refsath their multi-market
model indicate that a 2% increase in aggregate déma beef and a similar
increase in demand for pork would be sufficienotiset losses in beef consumer

and pork producer surplus, respectively. Schmital ¢2005) find that a 0.035%
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increase in consumer demand would offset labelosgscof up to $0.05 per pound
of beef in the U.S., and under this scenario, db& £conomic surplus accruing to
U.S. producers, foreign producers, and U.S. consunsethe same as before
implementation of COOL.

COOL impacts for the Canadian and U.S. hog and puatistries have been
analyzed by Rude et al (2006). Their study revdas COOL induces losses at
all market levels in the U.S., while impacts in @da depend on the level of trade
in hogs and mixed supply chain pork. SpecificallyS. consumers lose 5-6% of
their consumer surplus if COOL does not stimulagmand. According to
Loureiro and Umberger (2005), premiums for beef park are not high enough
to raise the benefits of COOL above its costs.Harmore, a study by Carter et al
(2006) dismisses the claim that COOL would be dactfie branding strategy
even if consumers were willing to pay a price pramfior it.

From the foregoing review, it appears that a lorenesearch is needed to
fully comprehend the actual impacts of COOL. Theklaf consensus on its
impacts may be partly due to the fact that theistudndertaken so far weex

ante.This study undertakes @&x postevaluation of the impacts of COOL.

1.5.2 Exchange Rate Appreciation

Between 2000 and 2008, the Canadian dollar appegclay more than 50%
against the U.S. dollar (Lamoureux, 2010), reachitgge to parity from mid
2007 to mid 2008 as shown in figure 2. This was ttuan increase in export

demand for Canada’s oil, natural gas and coal,raladively higher interest rates
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that attracted substantial capital inflows (Kleah al., 2006; Boyer and Irvine,

2007).
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Figure 2: Exchange Rates, Jan 2000 —Apr 2012
Source: Statistics Canada (2012)

Exchange rate shocks, if sufficiently large, camehksting impacts on trade
flows, and hence lead to structural change (Baldemd Krugman, 1989).
Following Coleman and Meilke (1988), assume onemonrity being traded in
two perfectly competitive markets without traderi®as and transportation costs:

O0ES

ES=ES(P), '&?>O 1)
ED = ED(P), ‘ZE—PD< 0 (2)
P =rP, 3)
ES=ED (4)

where ESis the exporting country’s excess supply curi&h)is the importing

country’s excess demand curve, and P,are importing and exporting country

prices, respectively, andis the exchange rate evaluated in terms of thes urfit
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the importer’s currency per unit of the exportensrency. Totally differentiating
equation (1) through equation (4) and substitutimg results from equation (1)
through equation (3) into equation (4), we obtain:

%ESgp = %D ypr + ED g (5)
op, ¢ op op

e i i

From equation (5), the exporter’s price elastigitth respect to the exchange rate
is:

dPe L — Eed (6)
dr . IDe Ees - Eed

EPe’r =

where E,, and E_are price elasticities of excess demand and exsesgly,
respectively. Note that1< E;, <0, and the percentage change in equilibrium

price will at most be equal to the percentage changexchange rate. Also, the

elasticity of quantity traded with respect to exupa rate is:

E. xE
E =Ep)er = ed es

== E., <0 7
esr % es Ees _ Eed S, ( )
From equation (3), a depreciation of the exportetsrency (decrease in)

increasesP,, which in turn leads to an increase in quantigléd. Conversely, the

condition in equation (7) derives from the factttf any given price quoted in
the importer’s currency, an appreciation of theagigr’s currency (increase in)
decreases the domestic currency-equivalent recdmyethe exporter, hence a
decline in quantity exported.

However, Coleman and Meilke (1988) observe that atemand supply

functions contain several other prices, which ds® affected by changes in
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exchange rate. Assuming a small exporting coun@apd perfect price
transmission, the above model is modified as fatlow

O0ES OES

ES=ES(P,\W,), Y >0 anda—We< 0 (8)
ED=ED(P,W), %E—P:D<0andgEW'i3>o (9)
P =rP, (10)
A (11)
ES=ED (12)

whereW, andW, are other prices, e.g., input prices that shetékcess demand
and excess supply curves, respectively. Totallyfedghtiating equation (8)
through equation (12) and solving for the elastiaif exporter's price with

respect to exchange raté,, , gives:

Ep — Eed + EesW

oSW 13
o Ees - Eed ( )

where E,,, is the elasticity of excess supply with respecinfaut prices, where
the change in input prices is due to a change ¢haxge rate. In this formulation,
E ,is larger than in the previous model, and shouidekcess supply curve be

homogeneous of degree zero in prices, thgn =— . THe elasticity of excess

supply with respect to exchange rate is:

E — Eed (Ees + EesW) (14)
= Ee— Eed

es
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It follows that if E, is smaller in absolute value thdf,, thenE., < 0 and

E.., = 0 if the excess supply curve is homogeneous gfegezero in prices. The

corollary is that if more prices are included ire texcess supply and excess
demand functions, the exchange rate effects oepxidll be larger but effects on
equilibrium quantities traded will be smaller tharthe previous model.

Between 2002 and 2007, the Canadian dollar appeeckay 31.5%, implying
an equivalent loss in the value of cattle and leegforts that is independent of
losses due to BSE (Klein and Le Roy, 2010). Schaute al (2009) find that
exchange rate fluctuations in the same time paraaged far greater losses to the
equity (net worth) of cattle producers than did B®E crisis. Klein et al (2006)
too reveal that appreciation of the Canadian daldversely affected cow-calf
producers, feedlot operations, and beef packetisershort-run, with the greatest
impact being felt by cow-calf producers. In the demin, losses to cow-calf
producers are expected to be reflected in lowenesbf their fixed assets. As
feedlot operators pay a lower price for feedereakieef packers will try to align
their operating costs with those of their U.S. deuyparts. In addition, the
structural impact of the dollar appreciation wi# Been in a decline in the cow

herd inventory.

1.5.3 Rise in Feed Prices

Barley, corn, wheat, and oats are the common feashgused in Canada,
barley being the main one, and barley and corngo#tie most internationally

traded. In 2009, Canada supplied 99% of U.S. bairdgyorts (Tayloret al.,

24



2010). Canadian corn production, however, is neddyi small, and therefore
imports from the U.S. are used to balance the f@@ih market in western
Canada (Boaitey, 2010). Between 2006 and 2008e tivais a large increase in
global barley and corn prices as illustrated by pr&ucer price trends in figure
3. Between mid 2007 and mid 2008, corn produceregrrose by about 156%. In
Canada, barley prices stood at $113 per tonne dni2006, but by the first quarter

of 2008, they had almost doubled to $216 per tq@rer and Bouma, 2008).
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Figure 3. Feed Corn and Barley Nominal Producer Prces, Jan 2000 —Apr
2012 in U.S. dollars
Source: Agriculture and Agri-Food Canada (2012)

The rapid increase in feed grain prices has beaebwted to several factors of
which the single most important one is the emergesfca bio-fuels industry in
North America. The increasing demand for ethansldrazen up the price of corn
— since at present almost all ethanol productiotheregion is from corn — and
hence an increase in the price of other major fgads that closely follow corn

prices. Although grain prices have trended downwaidce early 2009, they are

likely to remain higher than pre-2006 levels (Lamge, 2009) because of bio-fuel
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consumption mandates set by Canada and the U.facinprojections for the
period 2005 to 2015 by Fridfinnson and Rude (260w corn prices remaining
above baseline levels over the entire period becatithhese mandates.

High grain feed prices negatively impact cattle &eef production. In cattle
feeding, feed grains account for as much as 70%pefating costs (Grier and
Bouma, 2008), and for Canadian feedlots in pariguhey account for more than
80% of the cost of gain (Canadian Cattlemen’s Asgion, 2007), i.e., the cost of
raising the weight of an animal by one unit. Thusescalation in grain feed
prices reduces profit margins of feedlot operatots) in turn respond by offering
lower feeder cattle prices to cow-calf operators.

Thus far, empirical evidence suggests that theupuim grain feed prices has
significantly reduced the competitiveness of Calsmtdaef cattle industry relative
to the U.S. (Grier and Bouma, 2008). Further, thanddian Cattlemen’s
Association (2007) predicts that in the absencea aharket-driven bio-fuels
policy, high grain feed prices will over the longarcause a structural shift in the
industry as some feedlot operators switch to adtitra feeds and/or move their
operations closer to sources of cheaper feeds,ewdtihers exit the industry
altogether, leading to a decline in cattle finighinapacity and hence cattle

inventories.

1.5.4 Global Economic Recession

Between 2007 and 2010, there was a 3.5% declim®nsumer demand for
beef and veal in the world’s major beef marketsluding the U.S. (U.S.

Department of Agriculture, 2009b) to which Canaspagts over 70% of its beef
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exports. Consumption in the domestic market, whschbout 50% of domestic
production, declined by 4.7% between 2007 and 2@08oren, 2009).
Contraction in beef demand may have been causeddscline in real incomes
following the global economic recession (U.S. Dépant of Agriculture, 2010b)
that began in December 2007 and ended in June 2008008, Canada’s real
GDP per capita was $39,425, a decrease of $57%0]1frdm the 2007 level of
$39,999 (Human Resources and Skills Developmenad®ni?2011). In the U.S.,
real GDP declined 2.4% from the 2008 to the 200Q%uahlevel (U.S. Department
of Commerce, 2010). Although the recession is oeenployment rates and
incomes are yet to return to their pre-recessivelse

A leftward shift in retail demand decreases denfandlaughter cattle, which
in turn causes a leftward shift in the derived dethdor feeder cattle. The
resulting changes in farm price imply lower produgeofits, which induce
producers to scale back production. Declining deimarthe 1980s and 1990s had
a structural impact on the North American indusitycontributed to industry
consolidation as high cost producers exited thekata(Grier, 2005). However,
CattleFax (2009) disputes that beef retail pricesehdeclined in previous
recessions. They observe that in the previous semes Choice retail U.S. beef
prices increased in year-over-year comparisonsusecaf significant declines in
beef supply, especially in the 2001 and 1990/9&gsions. It could be that the
impact of previous recessions has led to leftwarpply shifts. In this study,

however, | conjecture that the decline in importoagintry consumer incomes due
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to the economic recession has led to a substamtikiction in Canadian beef

cattle inventories.

1.6 Summary of the Three Papers

From the preceding background, it is likely thas flour exogenous shocks,
one of which is permanent and the others tempohaye had considerable
impacts on the Canadian beef cattle industry eisivegularly or in combination
with one another. They have all occurred in the kan years, with some
occurring concurrently. Appreciation of the Canaddollar began in mid-2002
and peaked in mid-2007, while the increase in feecks started in early 2007
until mid-2008. The global economic recession beigalate 2007 and ended in
mid-2009, and the final rule of country of origatbkling was implemented in the
first quarter of 2009 following an interim rule thaad been introduced on
September 30, 2008. So, in addition to their taegilmpacts, these shocks may
have generated considerable uncertainty in the singubecause of their
chronology. Therefore analyzing the impacts of eathhese shocks and their
implications for policy such as that regarding aafya expansion for beef
processing would be quite informative.

However, examining the impacts of the shocks regutareful selection of an
appropriate analytical framework. The first consadi®n is that the framework
should be able to isolate the individual impactseatch shock. Second, the
framework should enable the cyclical nature ofititustry to be brought to bear

on the analysis. But it appears that currentlyrehe no single framework that fits
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such criteria. This study uses a combination of@g@ghes to study the impacts of
three of the four shocks.

The first paper addresses structural change in Wport demand for
Canadian cattle and beef due to mandatory coumtoyigin labeling. Most of the
previous studies on the impact of COOL have beepotietical; they have
mainly dealt with either the willingness to pay fioy or have been based on
simulations. Considering that COOL is a permandaick, analysis of COOL-
induced structural change using real data wouldmioee enlightening. In this
study, reduced-form import demand equations arevettrand used in the
analysis. Because COOL is a relatively new law #ral potential break date
associated with it is not precisely known, two a@whes for detecting structural
change are implemented. The first one involves gadizing the potential break
date using the Bai and Perron (1998, 2003) approslite the second approach
employs Andrews’ (2003) test of structural breaksusring at the end of the
sample in a small sample data set. | hypothesiae dbuntry of origin labeling
has caused structural change in U.S. demand for @abadian cattle (feeder and
slaughter) and beef.

The second paper focuses on two shocks in relaticthe cattle cycle, the
beef cow cycle, and the cyclicality of beef outpnd beef prices. These shocks
include appreciation of the Canadian dollar relativ the U.S. dollar and feed
price escalation. This necessitates a departune fin@ conventional tools used in

time series analysis to the powerful techniquesspéctral analysis. Spectral
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analysis is used to estimate these cycles, ancktierrdine whether or not they
have changed over time.

The third and final paper explores the issue dle@an guarantees using the
case of Alberta’s Feeder Association Loan Guararfeegram. Declining
government budgets, industry profitability and gesing uncertainty call for an
evaluation of the program. The credit risk to fio@h institutions, the implicit
cost of the guarantee to the provincial government] the implicit interest
subsidy are estimated. A Monte Carlo cash flow rhadderlies the analysis, and

the cost of the guarantee is determined withing@ioo pricing framework.
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CHAPTER TWO: COOL AND STRUCTURAL CHANGE IN U.S.
IMPORTS OF CANADIAN CATTLE AND BEEF

2.1Background

Structural change in economic relationships, atsmakn as structural break, is
understood as change in the structural parameteranoeconomic model.
Detecting structural breaks is particularly impaottabecause economic
relationships may change from time to time becaidsghange in the behavior of
economic agents. The change in behavior is oftsocaéted with exogenous
shocks including changes in policy regimes, taste$ preferences, institutions,
technological progress, and natural disasters, iandeflected in changes in
optimal decision rules upon which economic modetdspaedicated (Chen, 2008).
The presence of structural breaks, if not accoufdedinevitably increases the
deviation of a model’s forecast from the actualcoute (Hendry and Ericsson,
2003). Moreover, in an industry with vertically kied markets, exogenous shocks
affect the way prices at different market leveliatee to one another (Gardner,
1975) and therefore a structural break at one le/#ie market chain is likely to
have welfare implications at another level of tirain. This should be of direct
interest to policy makers and industry.

As mentioned previously, the Canadian beef catitkistry has experienced
several shocks in the recent past, and thereforg itperative to determine
whether or not these shocks have caused any s@utiteaks in the industry’s
major economic relationships. Specifically, thispter focuses on the impact of

mandatory country of origin labeling on the stapibf structural parameters of
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three industry equations. | conjecture that COO% ¢mused a structural break in

U.S. import demand for Canadian beef, feeder, adcéttle.

2.2Testing for Structural Change: A Synopsis

The standard assumption in regression models ighibarector of parameters
is constant over all sample observations of eitheross-section or time series.
However, Quandt (1958, 1960) and Chow (1960) adwatie notion that
structural breaks are a possibility in economiatiehships because of, say, non-
linear interaction between a dependent and an tradled exogenous variable or
differential impact of an exogenous variable ontided sub-samples within a
given sample. Quandt (1960) proposes a likelihcatib rtest for a change in

parameters assuming that the break point is kndwu, the test cannot be
approximated by gy? distribution that he conjectures. Chow (1960) folates

what has become the most commonly used test faetatal change; the so-called
Chow test whose statistic follows an F distributtorder the basic Ordinary Least
Squares (OLS) assumptions of linearity, orthogdypaknd normality. It is a
simple test in which the break point is known befand (i.e., is exogenously
determined), and basically involves testing thd hypothesis of equality of the
vector of coefficients of two sub-samples or tineeipds against the alternative of
non-equality assuming equal residual variance®th bub-sample regressions.
Since Chow (1960), a number of issues on estimatiostructural breaks
have arisen in the econometrics literature, thetrposminent of which are the
distinction between exogenous and endogenous bpeaks, and structural

breaks and unit root processes (Byrne and Pern@@6)2The Chow test assumes
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that any single break point is exogenous and descvéhich may be reasonable if
the structural break is in relation to, for instana real-world event for which the
date is known. But there are cases where structthrahge is gradual and
therefore the exact break point is unknown (Gre@0€2). In essence, the data
generating process, and hence the model may behlmstpointing to the
possibility of multiple breaks that are endogengudtermined. Andrews (1993)
proposes Wald, Lagrange Multiplier and Likelihoodti@ tests for a single
structural break with an unknown (endogenous) chamgnt. Bai and Perron
(1998) build on the work of Liu et al (1997) to aedss multiple endogenous
breaks in a linear regression model estimated b$.Alhey construct hypothesis
tests for the presence and number of structuradkisréen the framework of a
partial structural change model in which not allgmaeters are subject to change.
Later, Qu and Perron (2007) consider multiple eedogs structural breaks still
in the framework of partial structural change. These Likelihood Ratio-type
statistics for hypothesis testing of occurrence anthber of structural breaks.
Their formulation is particularly novel in thatallows for the determination of
common breaks across equations and subsets of@tgiat

In the context of time series analysis, Perron @) 9tas initiated the idea that
tests for unit roots may be affected by the presearictructural breaks. He shows
that standard tests of the null hypothesis of wmitts against the alternative of
trend stationarity do not reject the null hypotse@ven if the data are in fact
generated by stationary fluctuations around a tfendtion) as long as there is a

structural break. Likewise, tests for structura@édks which assume a stationary
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process may vyield evidence of structural changenwdtually it is a unit root
process (Ben-David and Papell, 1995). While Peassumes a single structural
break that is exogenously determined, several asthave considered other
assumptions including endogenously determined bpeaks and multiple breaks
(Christiano, 1992; Zivot and Andrews, 1992; Perrd®97; Lumsdaine and
Papell, 1997; Ohara, 1999; Kapetanios, 2005). Aterssive review of the
interplay between unit roots and structural brezds be found in Perron (2006).
Although results are mixed, the general consensuthat tests for structural

breaks in time series models tend to be influetigednit roots, and vice-versa.

2.3 Literature Review

There are a myriad studies in the agricultural eouins literature on
detection of structural breaks. Most of these ssidnowever, have focused their
attention on structural change in retail demandnf@at, motivated in part by
observed changes in meat consumption in the 193i0en the voluminous nature
of the literature, this review is limited to somé tbe studies that have been
undertaken since 1988. A review of earlier studidsund in Dahlgran (1988).

Dahlgran (1988) analyzes structural change in degand for beef, pork and
chicken using a price-dependent demand system ihwie fits annual data from
1950 to 1985. He uses the Cumulative Sum of squU&BSUM) procedure to
test for structural change and finds evidence ah i1973. The demand system
used is quite appealing in terms of its data andprdational requirements, but
the subsystem is not integrable, and as such, tioetwal break cannot be

attributed to any specific parameter(s) in the ulydey utility function
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(Dahlgran). Chalfant and Alston (1988) investigateuctural change in the
consumption of different types of meat includingebm the U.S. and Australia.
They apply a nonparametric approach, the revealedeqgnce method, to
quarterly data for the period 1964 to 1984 for Aaisd and annual data from
1947 to 1983 for the U.S. They do not find any euck of structural change in
meat consumption in both countries. Their approattempts to address the
longstanding criticism of parametric approachesjctvhs that the results of
structural change tests are conditional on theiquéatr functional form used.

However, recent improvements in diagnostic tests parametric models are
helping to address this concern. Moreover, theasthas well as Moschini and
Moro (1996) acknowledge that the power and sizéhefnonparametric test is
unknown, which is a serious limitation of this apgch.

Eales and Unnevehr (1988) test for structural ceaangl separability in meat
and meat products in the U.S. using an Almost Id@ainand System (AIDS)
with annual data for the period 1965-85. Their tssandicate a structural change
in aggregate beef consumption in 1974. The testsdparability are particularly
illuminating as they point to a need for testing fiructural change at the
disaggregated product level. Structural changeygregate beef demand is found
to be driven by a decline in preference for tablesc Atkins et al (1989)
undertake a study on structural change in Canatkamand for beef, chicken and
pork using single-equation demand models. Theiomapncern is that the use of
real per capita disposable income as a covariatesiseason why the literature is

awash in contradicting results on structural chamgecked by evidence of this
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from their initial beef regression model, they eeg@ real per capita disposable
income with the ratio of nominal expenditure on dotm nominal per capita
income. Using quarterly data from 1968 to 1986 assuming a structural break
in the last quarter of 1977, the Chow test revealstructural change in the
demand for beef. Undoubtedly, the study makes gpireral contribution to the
literature, but the use of a proxy income variableen, in fact, per capita
disposable income is observable, is questionaldiarly, the poor performance
of the conventional income variable is likely a taatof econometrics and
statistics rather than economic theory, yet th@@stdo not attempt to undertake
any model diagnostic tests that could potentiatipriove their initial results.
Reynolds and Goddard (1991) also analyze structthrahge in Canadian
demand for beef, pork and chicken using quarteasta drom 1968 to 1987. While
previous studies have assumed an exogenously-detgfmchange point,
Reynolds and Goddard employ a gradual switching®odel assuming that
the shift in preferences is gradual. They find enck of structural change, and
that it occurred between 1975 and 1984. A simitady is conducted by Chen
and Veeman (1991) but they include turkey among mheat types, and
incorporate habit formation in the dynamic form thie AIDS model. From
guarterly data for the period 1967 to 1987, they fevidence of a structural shift
in expenditures on Canadian meat consumption ubmgecond quarter of 1976
as the change point. Eales and Unnevehr (1993gizetthese and other studies
of structural change that have used quantity-dep@ncheat demand models on

the premise that in meat production, especiallymet, quantity is likely to be
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predetermined because of the long biological I&gssuch, quantity-dependent
models are not appropriate for investigating stitadtchange. In addition, they
argue for the need to account for supply-side Béggmsince changes such as the
contraction of the beef herd in the 1970s due tedf@rice escalation, or
technological improvements in production may havenifiested as structural
change in demand. They propose an Inverse AlDSatatunts for supply-side
variables and find no evidence of structural chaimgmeat demand in the U.S.
from 1962 through to 1989 contrary to results frpmevious studies. From a
practical viewpoint, the authors’ approach is siynphe of the two different
demand model estimation techniques, which is appeahsofar as it improves
the empirical basis for hypothesis testing (Dawi897a; 1997b), but from a
theoretical viewpoint, price- and quantity-depertddggmand models yield similar
results (Davis, 1997a) and are equally applicadleafg, 1988).

Rude et al (2010) test for structural change in.\C&ada bilateral hog and
pork trade flows following the implementation of OQ. This study draws on
their approach to model the beef cattle industryaimanner that accounts for
potential product differentiation due to COOL.Heh employs tests for structural
breaks in U.S. import demand for Canadian feedttlecded cattle and beef that
are able to endogenize potential break points,tarestimate them when sample
observations are few. Also, the sizes of the bremksestimated. Finally, the
study checks for the robustness of these testpplyiag them to U.S. imports of
Canadian breeding cattle — a commodity that wasctdtl by the BSE crisis, but

would not be significantly affected by COOL.
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2.4 Method

2.4.1Economic Model

A partial equilibrium model of U.S. and Canadianebeattle industries
underlies this study. This framework allows for thwdeling of the vertical
supply chain relationships that characterize tlieistries, and for the application
of appropriate assumptions regarding the implicetiof COOL for demand and
supply relationships. The model’s structural equedi are then used to derive
reduced-form trade flow equations, which are usedstimate structural change.
The use of reduced-form equations is particulaplyesling for two reasons: first,
we are able to obtain the full (direct and indijeeffects on trade flows of
changes in the exogenous variables, and secora# siructural break points are
estimated simultaneously with the regression pam@mmeusing ordinary least
squares (OLS), the use of reduced-form equationsurea that potential
endogeneity problems do not afise

The economic model of U.S. and Canadian cattle beef markets is
predicated on the assumptions of exchange ratdypari fixed proportions
technology for feeder and slaughter cattle, a camee ratio of 1:1 between

feeder and fed cattle, and heterogeneous beef giodbollowing Rude et al
(2010), demand for beef in countiyis D (P.,Y') where D is per capita

beef demandP} is the retail price of beef, and is per capita disposable income

* Hall et al (2008a, 2008b) provide limiting diswiipns for break point estimators in linear
regression models estimated using two stage lepgtras (2SLS). But Yamamoto (2009) and
Perron and Yamamoto (2009) show that not only laeerésults from the 2SLS procedure similar
to those in Bai and Perron (1998), the use of O& Still preferable even in the presence of
endogenous regressors.
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as an exogenous demand shifter. Beef supply intogpunis a function of the
margin between beef price and price of slaughttitegeP,, and supply shifters,
ZL:

St = SE (P = PyZL) oo (1)

The supply of slaughter cattle is:

St =SE(PE =Pl ZL) i (2)

where P! is the price of feeder cattle ar#l are fed cattle supply shifters. The
supply of feeder cattle is:

St =SL(PL,ZE) oo (3)

where P. and Z; are price of feeder cattle, and cost shifterspaetvely. We

assume that country of origin labeling leads tadpat differentiation in the U.S.
market, hence the four categories of beef (A, Bad] D), where categories B
and C may be referred to as mixed supply chain. d&ef markets for mixed

supply chain beef are not yet established and weotlevish to contrive them for
this analysis. Instead, we assume that the supplg@amadian beef and U.S.-
processed Canadian beef is equal to the demar@hfuadian fed cattle. Given the
vertical market linkages, we obtain the followingnket clearing conditions in

which the superscriptdS andC denote U.S. and Canada, respectively:
SS(PS —PS,Z8) + S (PYS - PYS,Z5%) = DS (PS,YC) + DS (PSS, YY) ... .(4)
SS(PS —PF,Z8) + SPS(PYS - BYS,22%) = SS (RS - PE,Z5) + SU3(RYS - FYS,Z%) ... (5)

S (PF.ZE)+SP(RP, 2°) = S (P =P, Z8) +S° (R = P2, Z5°) v (6)
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Assuming that U.S. and Canadian cattle and beeketsmare fully integrated,
then P =R =P,, Py =P®*=P,, and P =P =P.. Thus the three
equations, (4), (5), and (6), can be used to sv¢he three equilibrium prices.
The equilibrium prices are then substituted instructural equations (1) - (3) to
obtain their reduced-forms in which demand and Bumre functions of

exogenous variables only. Imports are obtained fesoess demand equations as

follows:

MUS = DYS(PYS,YYS) = SIS(PYS = PYS 7YY i (7)
Mg® = SP°(PY° - PS®,Z5°%) - SE (P - PYS,Z8°%) i, (8)
MUS = SUS(PUS — pUS ZUSy_ gUS(pUS ZUS) | L. 9)

where M° , MZ®, and M® are U.S. import demands for Canadian beef, fed

cattle and feeder cattle, respectively. It follaivat:

MgS =M (22°,25,283,25,25°,28 Y YC) . (10)
M =MPB(25,25,28,285,22°5,28 Y YC) .. (11)
M =M (z8°,25,2285,25,2°,28 Y Y)Y ... (12)

Structural breaks are estimated for equations (1Q), and (12). COOL is likely
to have an indirect impact on Canadian imports &.Weef through its impact on
Canada’s beef exports to the U.S. This and anyratitBrect impacts can be

adequately captured by the above reduced-form eqsat
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2.4.2Data and Estimation

Monthly data from January 2000 to February 201%¥jngi a total of 134
observations, are used for estimation. Followingd&ket al (2010), the beef
supply shifter in U.S. and Canada is the monthlgrage hourly earnings in the
respective meat processing sectors, data on whilolatained from the U.S.
Department of Labor and Statistics Canada, respytiThe exogenous shifter
of beef demand in Canada is the seasonally adjuatemlir income at 2005
constant dollars obtained from Statistics Canadhilewthe shifter for beef
demand in the U.S. is the seasonally adjusted paksocome at 2005 dollars
obtained from the U.S. Department of Commerce. t&isifof slaughter cattle
supply in Canada and U.S are the monthly averagesiof barley and corn,
respectively. The price series are from the Mafmdlysis Group of Agriculture
and Agri-Food Canada. A time trend variable capwtechnical change is used
as the feeder cattle supply shifter in both coestriThe assumption of zero
elasticity of substitution between inputs at a givearket level implies that an
exogenous shock at one level of the market wigliikmpact another level in the
vertically linked industry. Ultimately, import demd equations (10) - (12) are
identified by similar exogenous variables. In aitif we include the exchange
rate between the Canadian and U.S. dollar in th@ormdemand equations to
capture any other exogenous factors impacting tfees. Exchange rates are
obtained from Bank of Canada. Thus the total nunab@xogenous variables in
each equation is eight. Data on U.S. imports ofadan beef, fed and feeder

cattle were obtained from the Economic Researchi@=database of the U.S.
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Department of Agriculture. Summary statistics df \ariables are provided in

table 1, and plots of U.S. imports of Canadianleanhd beef are provided in

figures 4 and 5. The dramatic drop in imports inyM#®03 was caused by the

U.S. border closure resulting from the discoverB8E in an Alberta cow. Thus

there is likely to be a structural break in the elaground that time.

Table 1: Summary statistics of structural break moea! variables, Jan 2000 —

Feb 2011

Variable Mean Std Dev.
U.S. monthly imports of Canadian feeder cattg557 8,667
(head§

U.S. monthly imports of Canadian fed cattle7,061 32,921
(head§

U.S. monthly imports of Canadian beef (‘00¢°1b) 75,699 17,598
Exchange rate (Cdn $/1 U.S"$) 1.27 0.20
U.S. wages in meat processing (U.S. $/hr) 12.11 0.94
Canadian wages in meat processing (Cdn %/hr) 26.57 3.58
U.S. real personal income (U.S. billiorf $) 9,429 929
g)?nadian nominal labour income (Cdn thousand8,600,000 8,957,808
Canadian nominal barley price (Cdn $/torfne) 151.94 34.16
U.S. nominal corn price (U.S. $/tonfie) 122.16 48.52

#Source: U.S. Department of Agriculture (2011)
PSource: Bank of Canada (2011)

“Source: U.S. Department of Labour (2011)

4 TSource: Statistics Canada (2011)

®Source: U.S. Department of Commerce (2011)
9Source: Agriculture and Agri-Food Canada (2011)
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Figure 5: U.S. Imports of Canadian Beef, Jan 2000 Feb 2011
Source: U.S. Department of Agriculture (2011)

Because the data covers the pre-BSE period, teeaepiossibility of having
multiple structural breaks. Also, the possibilitiyf@bit persistence and dynamic
behavior in consumer demand, and lagged adjustofgmtoduction and exports
to exogenous shocks implies that the actual breakt cannot be known with
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certainty,a priori. Therefore we employ the procedure developed aiyadd
Perron (1998) and empirically implemented by Bal &&rron (2003) to analyze
multiple structural changes occurring at unknowneslan the case of linear
regression models. Also, considering that the FiRalle of COOL was
implemented fairly recently (March 2009), there hiigoe structural change
towards the end of the sample. Therefore, Andresvgst is used to detect end-
of-sample structural change. Both procedures arplemmented in GAUSS
software.

In the Bai and Perron (hereafter BP) procedurealbdates are endogenously
determined by global rather than local minimizatioh the sum of squared
residuals. For simplicity, assume that the numbkrb@aks, m, is known

(although it is possible to treah as unknown). Thus the number of regimes is

m+1, and the vector of regimeg,=1,........ ,m+1. Break points can be indexed
asT,,........ T, and are assumed unknown. In the regression model:
Ve =XBHZO; Uy o (13)

where t =T, +1....... ,T;, and X, and Z, are (px 1) and (gx 1) vectors of
covariates, respectively, the estimategdoind 9; for each regime am-partition

are obtained by minimizing the sum of squared red&l This is referred to as a

partial structural change model becayseloes not change, i.e., it is the same for
the entire sample. However, if= 0, theny, =Z/J; +u,, which is the special

case of the pure structural change model in whitipaaameters are subject to

change. When the optimal values of the estimates sabstituted into the
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objective function, we obtain the sum of the sgdaesiduals ass; (T,,....... T )
m] m]
and the estimated break poirffs,.......,T;) are such that:

(T, ,'I'D].)=argminTl __________________ 7 ST Ti) . (14)

Other important features of this procedure are thatlows for autocorrelation
and heteroskedasticity in the error terms, laggepeddent variables, trending
covariates, and different distributions of erransl @ovariates across partitions.

In testing for multiple structural breaks, BP pawithree options: (a) a test of
no break versus a fixed number of breaks, (b) & désno break versus an
unknown number of breaks given some upper boundif2oMaximum tests),
and (c) a test of versusl + 1 breaks. In this study, we first employ the Dieu

Maximum tests to determine if at least one bregkésent. If the null hypothesis

is rejected, we employ theupF (| +]j|) test of | versusl + 1 breaks to

sequentially determine the number of breaks.

Andrews’ S test (Andrews, 2003) is a variant of the F test.idlta
generalization of the Chow test (Chow, 1960) irt ithés also applicable to non-
linear models, models with endogenous regressospadels whose errors may
be non-normal, heteroskedastic, conditionally luetleedastic, and autocorrelated.
Specifically, it is obtained by transforming a reggion model to account for
serial correlation, where the transformation isthy square root of the inverse of
an estimator of thanxm error covariance matrix. Assume a linear regressio
model with n and m observations before and after the potential breaiktp

respectively, and witd number of regressors:
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Y = {x;%+u =1, . 15)

X'B, +U i =n+1,....n+m
If the data are stationary, the null and alterreatiypotheses arél, : 5, = 5,
and H,:p, # B,, respectively, fori = n+1,........ , n+m. Assuming that

parameters are stable over the firstbservations, whem=> d, the test statistic

O 0
S =SB rim Zntm) ceeeeeiiiiiiee e e (16)
O
where Sis the least squares estimator 8f for observations =1,........ n+m,

O
and X is the estimator of thanxmcovariance matrix of errors. For a given

observationj =1,........ n+ 1
S (BE)=ABIVIEABL) oo (A7)
Where Aj (B! Z) = X'j,j+m—1 Z:_:L(Yj,j+m—1 i ]+m—1ﬁ) andv (z) = j ]+m—l Z_l Xj j+m-1-

Whenms<d, Sis the sum of the squared transformed post-cheagjduals:

S = Py (Baem Zom) weeereeeeeeeereenseeseeneeers e (18)
where
Pj (/8’ Z) = (Yj,j+m—1 - Xj,j+m—1ﬂ)'z_l(Yj,j+m—1 - Xj,j+m—1ﬁ) --------- (19)

A parametric sub-sampling procedure as providedndrews (2003) is used to
obtain critical values of the test statistic.

Prior to estimating the equations, all variables a@necked for stationarity.
Also, an appropriate functional form for each egprats established. Several tests
of unit roots have been proposed [see Dickey arke=(1979; 1981), Phillips

and Perron (1988), Zivot and Andrews (1992), antioEkt al (1996)]. We
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employ the Zivot and Andrews (1992) test of undtsoin which the possibility of
at least one structural break in the series iswatded for. Allowing for a break in
both the drift and trend, a Bayesian (Schwarz) rimgtion Criterion (BIC) to
select the number of additional lags, and a tringmfector of 0.15, we do not
reject the null hypothesis of unit root at the el of significance for exchange
rates, earnings in Canadian meat processing, Caméthour income, and barley
and corn prices. Therefore these variables areerdificed, and all the first-
differences are found to be stationary at the 5%llef significance.

Because differencing yields several negative valne®me of the exogenous
variables, the use of either a log-linear (doublg:-l or the semilog lin-log
specification is automatically ruled out. Therefohe Extended Projection (PE)
test proposed by MacKinnon et al (1983) is usedsdtect between a linear
specification and the semilog log-lin form. The RSt is inconclusive, so we
apply Akaike (1974) and Schwarz (1978) informationiteria, both of which
provide support for the log-lin functional form. diefore the empirical models
for equations (10), (11), and (12) are specifietbdews:

INnM{® =a,+a,Z2° +a,Z5 +a Y  +a, Y +a .25 +a,Z +a, T +a,XR... (20)
INMg® =a,+a,Z° +a,Z5 +a Y  +a, Y  +a.Z° +a,Z5 +a, T +a,XR... (21)
INMP® =a, +a,Z25° +a,Z5 +a Y +a Y +a.Z8 +a,Z5 +a,T +a,XR... (22)
where Tand Xk are time trend and exchange rate, respectivelyt tBa
structural change tests that follow are in essdrased on the notion that the
assumptions of the chosen functional form may netessarily apply to all

observations in the sample (Green, 2002; Verbe®3R
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If any COOL-induced structural breaks are evid#ng can be ascertained by
extending the procedure to U.S. import demand fari@ed commodity, but one
which is not significantly affected by COOL — Caraad breeding cattle. Beef
from animals born to imported breeding cattle aaded in the U.S. would be
labeled category A (product of the U.S.) Thus btakts are applied to the

following import demand equation:

My =B, +BPS +B,PE+BT+BXR i (23)

where M;° denotes monthly U.S. imports of breeding femallecancluding
replacement heifers and bred and unbred cows. These obtained from the
Agricultural Marketing Service (AMS) of the U.S. patment of Agriculture.
P is the monthly average Alberta price of feedefensi(601 — 700 Ib) in $/cwt
(CAD) obtained from AAFC and deflated by Canada®Bl,Cand P® is the
monthly average Montana price of feeder steers (@50 Ib) in $/cwt (USD)

from the AMS and deflated by the U.S. CPI. DataevEom January 2007 to

February 2011, hence a total of 50 observations.

2.5Results

In testing for structural change using the BP pdoce, the upper boun, in
the Double Maximum tests and the choice of trimmiiacfor are crucial to the
outcome. We sé¥l = 5, which, according to BP, is sufficient for mosarical
studies. A trimming factor is used to determine shme of segments in the data,
where a segment is the data unit within which hlgpseés for structural breaks are

tested. The smaller the trimming factor, the feisgehe number of observations in
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a segment. The choice of a trimming factor theeefdepends on the size and
properties of the data. For a given sample sizing for structural change while
allowing for say, heteroskedastic errors and autetation, requires a larger
trimming factor than in the case with homoskedasgoors and no
autocorrelation. Using both the Durbin-Watsbtest (Durbin and Watson, 1950;
1951) and Breusch-Godfrey test (Breusch, 1978; fagdf 1978) of
autocorrelation, for all three equations, we rejdwe null hypothesis of no
autocorrelation in the residuals at the 5% level sifnificance. Also, in
constructing the F-test, we allow for different mawrh matrices for regressors
across segments and different residual varianaesasegments. This is done so
as to avoid imposing the assumption that the distion of the regressors is the
same across segments. According to Bai and Per2®3], even if the
distribution of regressors was the same across aggmhis would not guarantee
more accurate estimates because the resulting astyenpovariance matrix may
be different from the exact one especially if snsaljments are used. Thus we use
a trimming factor of 0.15, hence 20 observations gggment. This number of
observations is adequate since Bai and Perron [1@%& the assumption that
estimating the break dates requires sufficient nMagions close to the true break
dates. They note that the minimum number of obsemng in each segment can

be equal to or greater than the number of covariage and is expected to

increase in proportion to sample size. In their eiwgd application, they use a

similar trimming factor (0.15) for 120 observations
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Tables 2 and 3 summarize the results of the BPegitoe for each of the three
estimated equations. Starting with the Double Mawmmtest of the null
hypothesis of no structural break in all parametggainst the alternative of an
unknown number of breaks, we find that test siatisbf both the unweighted
Double Maximum test (UDmax) and the weighted DoulM@ximum test
(WDmax) are greater than the critical values irttalée equations. Thus we reject
the null hypothesis of no structural break at tlre percent level of significance.
The next logical step therefore is to estimatertheber of breaks. The SupF test
of the null hypothesis of no break against theraéiBve of one break indicates the
presence of at least one structural break in egaht®mn at the five percent level
of significance. The SupF+(1| [) test of the null of one break against two breaks
leads to a rejection of the null hypothesis fortlatee equations at the five percent
significance level. However, whereas we rejectrthi hypothesis of two breaks
against the alternative of three for the beef @qunatwe do not reject the null
hypothesis for both feeder and fed cattle expanéqns.

On testing the null hypothesis of three breaksreggdour for the beef export
equation, we obtain a test statistic of 6.84 witlriacal value of 28.91 at the five
percent significance level (table 2). The BP pracedtherefore suggests that
there are two structural breaks (three regimeshaenfeeder and fed cattle import

equations, and three breaks (four regimes) in & ionport equation.
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Table 2: Empirical results of the structural break tests using the BP
procedure

Equation Test Test Statistic Critical Value (5%)

Feeder cattle Double Maximum

UDmax 628.34 25.81
WDmax 628.34 27.53
SupF
1|0y 628.34 25.65
SupF{+1]1)
2] 1) 39.08 25.65
(3] 2) 26.61 27.66
Fed cattle Double Maximum
UDmax 76161.83 25.81
WDmax 106171.24 27.53
SupF
(1]0) 1167.85 25.65
SupF+1|1)
2] 1) 86220.59 25.65
(3] 2) 17.99 27.66
Beef Double Maximum
UDmax 133.53 25.81
WDmax 133.53 27.53
SupF
(1]0) 133.53 25.65
SupF+1|1)
2] 1) 39.65 25.65
(32) 58.77 27.66
(4]3) 6.84 28.91

2 b Refers to a test of the null hypothesis of no br@gainst the alternative of one
break, a test of the null of one break against bseaks, and so on. The null
hypothesis is not rejected if the test statistiess than the critical value.

The pertinent question in the context of our stiglwvhether or not these
structural breaks can be associated with COOL. ef@bprovides the estimated
break dates and their 95% confidence intervalsallrthree equations, the first
structural change occurred in May 2003. It washid time that the Canadian

Food Inspection Agency (CFIA) announced the disopeé a single case of BSE

in Alberta, which led to the immediate closure dftmrders to Canadian cattle
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and beef exports. The second break dates occurr2dQ5 in all equations, with
that of the beef equation occurring a bit earliaart for the feeder and fed cattle
equations.

Table 3: Break dates estimated by the BP procedure

Equation Break dates (95% confidence interval)

Feeder cattle  May 2003 (April 2003 — June 2003)
June 2005 (April 2005 — July 2005)

Fed cattle May 2003 (May 2003 — June 2003)
June 2005 (June 2005 — July 2005)
Beef May 2003 (April 2003 — May 2003)

January 2005 (January 2005 — February 2005)
April 2008 (March 2008 — May 2008)

An explanation for the second break dates canka@dound in the chronology
of BSE events. In August 2003, the U.S. partialggened its border to boneless
meat from cattle less than 30 months old, whilemaaning the ban on live cattle
imports. But in January 2005, the CFIA announcelail detected yet another
case of BSE in an Alberta beef cow. This probalfigcéed the behavior of U.S.
beef importers. The second structural break infeékder cattle equation occurs at
the same time as that in the fed cattle import eguaThe breaks occur a month
before the reopening of the U.S. border to livaleatmports, and therefore can
likely be attributed to the BSE crisis.

While the BP procedure yields no evidence of CO@lpacting U.S. feeder
and fed cattle imports from Canada, there appeatetsuch evidence for beef
imports. Structural change in the beef equatiodatected in April 2008, five
months before the U.S. implemented the COOL InteRole that henceforth

included beef. Note that mandatory COOL for meatl ather products was
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conceived as far back as 2002 in the 2002 FarmbBillwas initially applied to
fish and shellfish only starting December 2004. Wgation to the rest of the
products had been slated for September 2006 butlalaged to September 2008.
Thus it seems that beef importers adjusted thewater in anticipation of the
law, and a significant part of this adjustment ooed in April 2008.

However, results of the BP test should be treatedicusly; although the test
is able to detect structural breaks due to BSHKlo#s not provide conclusive
evidence of structural breaks caused by COOL. Atingrto Castle et al (2012),
the BP test may not be robust to detecting strattbreaks at or near the
beginning and end of the sample. Nonetheless, gthiennarrow confidence
intervals obtained in the BP procedure, the aboeakbdates have been precisely
estimated.

The Final Rule of COOL was implemented as late ascll 2009, raising the
possibility of end-of-sample structural change. rElffiere we compute the critical
values for Andrews'S statistics for each equation. The test assumestastal
stability before the potential change point. Bus ils not the case with our data as
shown by the BP test results. Since the last bdegéd associated with BSE is June
2005, we eliminate all observations before July 220@aving us with 68
observations. We conjecture that an early adjustmienCOOL may have
occurred somewhere between January 2008 and M&@8 and therefore we
obtain parametric sub-sampling critical values @drservations starting from
January 2008. As shown in table 4, we find evidesf)eOOL-induced structural

change in U.S. feeder cattle imports at the 5%l le¥eignificance in February
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2008, whereas structural change in fed cattle @&ed imports is found later in the
sample. For the fed cattle equation, we rejectnthie hypothesis of no structural
change at the five percent level of significancethe months of February and
March of 2010, while the null hypothesis in the fbequation is rejected at the
same level of significance in March 2010.

Table 4: Break dates estimated by Andrews test

Equation Break date P-value
Feeder cattle February 2008 0.04
Fed cattle February 2010 0.02
March 2010 0.02
Beef March 2010 0.04

It is rather intriguing that feeder cattle impostedespite incurring a relatively
small total outlay as a result of COOL (Informa Eemics, 2010), were the
guickest to adjust to the policy. Structural charigefeeder cattle imports
occurred before implementation of both the InteRule and Final Rule, and two
years before structural change in fed cattle imgderhand. The U.S. cattle cycle
was in the liquidation phase between January 20@B8Recember 2010 and as
such, the domestic supply of fed cattle was abunalatie time (U.S. Department
of Agriculture, 2010). Therefore a plausible explidon for the difference in
break dates between feeder and fed cattle impoats ke found in the
procurement techniques for the two cattle typesstMieeder cattle are cash
(negotiated) cattle procured from a rapid auctioncess in auction markets
(Wang and Roe, 2002). But with regard to fed catl&. importers of Canadian

fed cattle have increased the number of cattlel@as®d by contract from 6% in

60



2002 to 48% in 2011, while reducing the numberastccattle from 70% in 2006
to 14% in 2011 (Canfax, 2012). As a result, it sedad cattle importers were
unable to quickly change their sources of fed eattipply in response to COOL.
Next, we calculate the sizes of the structural ksess the change in the level
of imports between pre- and post-structural bresggimes as would be predicted
by the models. For each commodity, this change lmarcalculated simply by
applying the differential intercept and slopeshe mean values of the exogenous
variables prior to the structural change, sincdedghtial parameters represent
parameter shifts. Alternatively, an estimate oftgiructural break imports can be
obtained by using the first regime parameters aiffgrdntial parameters to
calculate a new set of parameters for the posttstral break period, and
applying it to the mean values of the exogenousakbes after the structural
break. This is then subtracted from the predictedgructural break imports. The
reduction in imports caused by COOL is found tchighest for feeder cattle, and
lowest for beef; on average, there was a 21% remtuah U.S. imports of
Canadian feeder cattle from February 2008 to Fepr2@l1, followed by an 18%
reduction in fed cattle imports from February 2@@a0February 2011, while the
reduction in beef imports from March 2010 to Febyu2011 was only 1%. These
results are fairly consistent with those of Poudind Sumner (2012) who find that
the reduction caused by COOL in the ratio of impord domestic use is
statistically more significant for feeder than feattle imports, and those of Rude

and Twine (2012) who project that COOL would caas7% reduction in

61



Canadian feeder and fed cattle exports, and a 8#ctien in U.S. demand for
Canadian beef.

To confirm the robustness of the BP test and Andrdest in picking up
COOL-induced structural breaks, we apply them ® thS. import equation for
Canadian breeding cattle. The BP test finds a straicbreak in October 2007,
which is a month before the U.S. border was reopemelowing the BSE
outbreak, to Canadian live cattle including bregdoattle born on or after 1
March 1999. Andrews’ test, however, does not finady astructural break.
Therefore the structural breaks in U.S. cattle badf imports estimated by the

Andrews procedure are likely due to COOL.

2.6 Summary and Conclusion of Chapter Two

The Canadian cattle and beef industry has had @b wiéh a host of market
and policy shocks that have adversely affectedatmpetiveness. Among these
shocks, mandatory COOL recently implemented byt has perhaps been the
most flustering to the industry as evidenced bydhiestantial empirical literature
on its potential impacts, the legal challenge medrity Canada and Mexico in
the WTO, and the subsequent rulings by the Org#aiza Dispute Settlement
Panel and Appellate Body that the law contravenescld 2.1 of the TBT
Agreement. The WTO gave the U.S. a deadline of @3 to comply with the
ruling, but in August 2013, Canada and Mexico retee the WTO to establish a
compliance panel to determine if the changes th®. blas made to the law
comply with the ruling. While most existing studies COOL impacts have been

ex ante this study undertakes @&x posteconometric assessment of its real impact
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thus far by examining structural change in the behal relationships governing
cattle and beef trade flows.

The COOL legislation is relatively new but it hasatgher long and intricate
history. As such, any break points associated wittvould not be precisely
known. Therefore the study uses two approachestermine structural change in
U.S. import demand for Canadian feeder cattle, datlle, and beef. The first
approach is a BP test of multiple structural breake/hich the break points are
unknown, while the second approach is Andrewstest that is robust to
determining structural breaks in small samples, laedks that occur at the end of
the sample. Reduced-form import demand equatioesdarived from a partial
equilibrium model of the U.S. and Canadian beetleandustries, and are
estimated using monthly data from January 2000 ebrdary 2011. Prior to
testing for structural breaks, the necessary distgmtests are performed.

The hypotheses of no structural break in U.S. impgemand for Canadian
feeder cattle, fed cattle, and beef due to mangatountry of origin labeling are
rejected by the AndrewS test. U.S. imports of Canadian feeder cattle from
February 2008 to February 2011 were 21% less thaset in the preceding
period, and from February 2008 to February 201poirts of fed cattle declined
by 18%. The decline in beef imports from March 2@dGebruary 2011 was 1%.
The notion that COOL is responsible for the obsgrueductions in cattle and
beef imports is supported by the absence of CO@udad structural change in

U.S. import demand for Canadian breeding cattleseHaon these results, we
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conclude that COOL has had a detrimental effectGanada’'s beef cattle
industry.

These findings have several implications. Strudtumeaks in economic
relationships are indicative of changes in optim@tision criteria of agents. At
the industry level, these changes may be reflaate@mong other things, changes
in trade flows and trading partners. So, the stmattoreaks revealed by this study
might be a signal of structural change in the Camabeef cattle industry as a
whole.

More important, however, are the policy implicasoof the study’s findings.
First, the U.S. remains the largest importer of &han beef and cattle in spite of
COOL. Therefore Canada’s recent success in chatignidpe law in the WTO
notwithstanding, it would be helpful in the longaréor Canada and the U.S. to
work towards harmonizing beef and cattle trade leggns in a manner that
benefits both countries. This will also help preveither country from enacting
regulations that act as barriers to trade.

Second, the finding that COOL has had a small impacU.S. imports of
Canadian beef relative to feeder and fed cattleomspsupports the government’s
goals of increasing domestic beef processing capauid access to offshore beef
markets (Agriculture and Agri-Food Canada, 2009)isTwill necessitate the
industry to develop value chains that meet the aelm@®f consumers in potential
markets. Government support to the industry wolkihtinvolve negotiating trade
agreements that provide access to potential beeketsa and provision of

financial support in developing the necessary vahggns.
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CHAPTER THREE: CANADIAN CATTLE CYCLES AND CYCLE
EFFECTS OF MARKET SHOCKS

3.1Background

The beef cattle industry is characterized by regaad well-pronounced
cycles. The theory of cattle cycles is developgdRbsen et al (1994); cyclicality
in beef cattle inventories is because cattle arh lsapital and a consumption
good, and their production is characterized by lbigogical lags. Rosest al
combine these three aspects to show how permahecitsin demand and supply
lead to cattle cycles. Assuming an AR(1) processafbshocks, they encounter
the backward bending supply response to a permahexk initially revealed by
Jarvis (1974) for Argentine cattle and later cand by Rosen (1987) for U.S.
cattle. They also find the normal positive sup@gponse to a transitory shock; an
increase in demand for beef increases current @wk hence supply (Rosen,
1987), but the demand shock dissipates beforentie enarket responds (Rosen
et al, 1994). Ranchers respond to a permanent inclieage demand for beef
(hence its market price) by reducing the supplglafighter heifers and cull cows
opting to breed them instead so as to increasbrdeding stock and thus benefit
from higher future production. After about a thrgar gestation and maturation
period (which explains the relatively long duratwinthe cycle), cattle inventories
and beef supplies begin to surge, leading to airdedh prices. This then
precipitates a period of herd liquidation until @mtories hit a trough. At low
levels of cattle and beef supply, prices begiretwver, inventories build up, and

the cycle is repeated. Rosenal, however, find only a three-year cycle contrary
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to the observed ten-year cycle. Aadland (2004) dsuibn their work by
endogenously propagating shocks to model a teneyade.

The cattle cycle has been of much interest to tea@ian beef cattle industry.
Gracey and Canfax research (1995) and Canfax Rés8arvices (2009) provide
a detailed description of the cattle cycle and imglications for beef cattle
management. They argue that although the cyclsually defined in terms of the
total number of cattle in the national beef hetds ibetter measured in terms of
the yearly number of breeding females in the nafidireeding herd and the
annual calf crop. The number of beef breeding fesyahowever, is comprised of
the total number of beef cows and replacement beiéérs. But Foster and Burt
(1992) observe that heifer replacement data usuratlydes both one- and two-
year old animals, and even though both are heldejolacement, the one-year old
females will not calve until one year later, whiclluses a measurement error in
the variable. Canfax Research Services (2009) ntitas the cycle can be
meaningfully measured in terms of beef cow invaetrOther than the cattle
cycle (total inventory) and beef cow cycle (beefvatumbers), the cycle can also
be accurately described in terms of beef supplitliécalaughtered plus fed cattle
exports). Generally, it lasts 8 to 12 years andfbasstages: expansion (5 years),
peak (duration highly unpredictable), liquidatié-(3 years) and consolidation (2
- 3years). The cycle cannot be precisely predidbed ,several indicators of herd
expansion and contraction can be used to deterthimestage of the cycle at

which the industry is (Gracey and Canfax Researthgse are: female to male
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sex ratio at disposal, heifer to steer ratio, stedreef cow ratio, and cow culling
rates.

Although the cyclical nature of the beef cattleustty has important policy
implications, it is often overlooked by both resdwars and policy makers. For
instance, the possibility that cattle producers mespond negatively in the short-
run to price incentives is highly plausible. Thisans that government or industry
response to a shock during a downturn can inadvwgrtenagnify its impact by
exaggerating the trough of the existing cycle. €fme it is arguable that any
response to a shock to the industry should be zaghiof this cyclicality, and
should probably occur only if the shock has theeptiél to significantly alter the
existing cycles. But such an approach would regameunderstanding of the
nature of the existing cycles, and how they havenb& would be impacted by
economic factors associated with exogenous shdtks.chapter estimates cycles
in total cattle inventories, beef cow inventoribsef supply, and beef prices, and
examines how they might have changed over timeusecaf the various shocks

the industry has experienced.

3.2 Literature Review

The study of cyclical patterns in economic timeieerdata has proceeded
mainly in the framework of harmonic motion in thrieshions (Barksdale and
Guffey, 1972): analysis of a single time seriee¢sfal analysis), analysis of the
relationship between two series (cross-spectralysisy and analysis of the
relationship between two or more series each aassutiwith another variable

(partial cross-spectral analysis). Most analysege hiavolved macroeconomic
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time series, especially those associated with theinlkess cycle. The widely
observed cyclicality of agricultural commoditiegwever, has received relatively
little attention in empirical literature. RaussedaCargill (1970) employ spectral
techniques to investigate the existence of 30-mbh# broiler cycles defined by
broiler prices (l), broiler chick placements (IBroiler chick prices (lll), and
hatchery supply flocks (IV). Also, they use cropedral techniques to determine
lead-lag relationships between (I) and (lI), (&nd (1V), and (II) and (IV). Gelb
(1979) investigates U.S. coffee price oscillatioasd conducts a cross-spectral
examination of prices and quantities. Griffith (B9&pplies spectral and cross-
spectral methods to assess pricing efficiency enNlew South Wales pig meat
market. Griffith (1977) and Purcell (1999) analyttee Australian pig cycle.
Dawson (2009) uses spectral methods to examinécay@atterns in prices and
production of U.K. pig meat. Naylor et al (1967)dyzes cyclical patterns in the
U.S. textile industry, but does so in the contexillostrating the use of spectral
methods to validate an econometric model.

Studies analyzing cyclicality in cattle productiorclude Kulshreshtha and
Wilson (1973) and Mundlak and Huang (1996). MundiEkd Huang's is a
comparison of cattle cycles (defined by slaughpeice, stock of cows, and total
herd) of three technologically different countriemmely, the U.S., Argentina and
Uruguay. Spectral decomposition of the series figveiailar cycles among the
three countries. Kulshreshtha and Wilson (1973fystthe nature of cyclical
oscillations in the Canadian hog and cattle sectpgcifically, their interest is to

determine the regularity and duration of the mastpnent cycles, and estimate
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the short- and long-run price flexibilities. Theng series of interest are slaughter
output and farm prices of hogs and beef cattletler period January 1949 to
April 1972. Their spectral results show that baglttle prices and cattle slaughter
exhibit short- and long-run cycles. Short-run proeles are 12-month cycles,
while long-run cycles last 114 months (9.5 yea®&)jort-run slaughter cycles are
seasonal 3- to 6-month cycles, while long-run cycknge between 108 and 120
months. Their results are consistent with thosMohdlak and Huang, who find
10-year cycles for U.S. cattle stocks and slaughter

Since the Kulshreshtha and Wilson study, no otleer ieen undertaken for
the Canadian beef cattle industry. The existing igajhe literature is the lack of
up-to-date information on the nature of cycleshia industry, as well as evidence
as to whether or not they have changed becauseamfeaous shocks to the
industry. This is the focus of the current studige Btudy estimates cycles in total
cattle inventories, beef cow inventories, beef $ymmnd beef prices, and tests for
changes in some of these cycles due to appreciatiotne Canadian dollar

relative to the U.S. currency, and feed price edizai.

3.3Method
3.3.1Estimating Cycles: A Spectral Analysis

This study estimates cycles in total cattle invee&) beef cow inventories,
beef supply, and beef prices. An autocorrelatiorcfion of a time series variable
can provide a rough indication of any cycles thalyrhe present in the series. In
this study, autocorrelation functions of the foaries are derived using Bartlett's

formula (Berlinet and Francq, 1997). But a more pdul technique usually used
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to estimate cycles in a time series variable ic@pkanalysis. In the strict sense,
the termcycleimplies perfect regularity or periodicity. But acding to Granger
and Hatanaka (1964), what is usually referred toyates in economic time series
are simply fluctuations that may or may not exhieigularity. For instance, as
previously mentioned, the cattle cycle cannot becigely predicted, and that is
because no two cattle cycles are exactly similartarms of duration and
amplitude (Canfax Research Services, 2009). Thisbahly explains the
persistence of the cattle cycle. The lack of peénpeciodicity is what underlies the
spectral technique used in analyzing economic sereges data.

Spectral analysis is a technique in which a timeéesds converted from the
time domain to the frequency domain in order toneixe its cyclical patterns. It
is a generalization of Fourier analysis (also chllearmonic analysis or
periodogram analysis) initially used in the phykisaiences to study the time-
dependence of physical processes (Fishman and tKit@67). In Fourier
analysis, any time series is assumed to contaferdift frequencies. When the
time series is plotted against time, the time donvéew is obtained, but when it
is plotted against frequency, a frequency domams(gnal spectrum) view is
attained (Langton, 2012). Therefore Fourier analydth respect to a time series
is the decomposition of the time series into itsm@ic components, and then
determining their amplitudes. The harmonic compésmarne the different pairs of
sine and cosine terms that constitute the Fourignies equation. These
trigonometric sine and cosine functions exhibit ptete autocorrelation, and are

by definition periodic. The Fourier series equatiepresents the so-called Fourier
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decomposition, and the sine and cosine terms di dacmonic have the same
frequency, and therefore their coefficients (anugliis) can be added together to
obtain the power of the harmonic (Langton, 2012).

Hamilton (1994) shows how spectral analysis is useéstimate cycles in
time series data. First, he derives the populasipectrum of a time series, and
then the sample analog that is used to estimatpdpelation spectrum. The value

of a time series variabléy,, is a weighted sum of periodic functions of thero

cos(at) and singt ), wherea denotes a particular angular frequency:
Y, = /,1+j0”a(w) Ed:os(ai)da)+j0”5(a)) Bin(t)dw. ......... (1)

Equation (1) is the spectral representation theoteen{Y,}" _ be a covariance

stationary process with med#(Y, ) = ## andj" autocovariance

EC, =)y =) =V o (2)

If these autocovariances are absolutely sumrﬁal@lﬂe.,Z‘yjkoo), the

j=—00

autocovariance generating function is given by:

9, (2) = iyjzj e (B)

j:—oo

where the complex scalaz =e™. Dividing the above function by27n (the

interval over which trigopnometric functions repélaémselves) and evaluating it

> This implies a short memory process. The countergm a long memory process

(i.e., Z‘yj‘ = 00); its spectral density function is unbounded atzbro frequency, and therefore
j=—00

its autocorrelation function decays very slowly ypérbolically rather than exponentially — and

the differencing parameted, can take on a fraction (Geweke and Porter-Hudl@B3; Janacek,

1994; Chiawaet al, 2010).
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at somez with i =+/-1 and « a real scalar, we obtain the population power

spectrum ofY
5@ =50 = S ye™ )
2m v an:_mj

The power spectrum is a function of, and for any given value ok and a

00

sequence of autocovariance¥} the value ofS, (w) can be calculated.

t=—c0 !
Thus, the power spectrum and autocovariance fumetoe Fourier transforms of
one another. The latter and hence variance camdmvered through an inverse

transformation. Using De Moivre’s theorem, which ates that

e =cos(j) —i $in(w) , equation (4) can be rewritten as
S, (w) = %7 Z y,[cos@d) —i Bin@)] ... (5)

For a covariance stationary procegs,= y_; , equation (5) implies

Using the trigonometric relationgos(Q) = , 5in(0) = 0, sin(-¢) = -sin(@), and

cos(-6) = cos@), equation (6) becomes

S, (w) = %T{yo + 232 Y cos@j)} ................... (7)

Thus the power spectrum is non-negative and a glierimnction of & with a

period 27 ; if the value ofS, (w) is known for alla from O to 7z, then the value
of S,(w) for any e can be inferred. In sum, the power spectrum iarier

cosine transformation of the autocovariance, andesponds to particular
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frequencies (Nayloet al, 1969). It shows the contribution (power) of atjgalar
frequency to (in) the total variance of the timeiese since the area under the
population spectrum is the total variance of thiéeese And the variance of a given
frequency is equal to half the square of its amgét (Sovereignet al, 1971),
implying that it is directly proportional to the afitude.

Alternatively, an autocorrelation function (whickarc be derived from the
autocovariance function) can be used to generatd ishreferred to as a spectral
density function (Boet al, 2008). And just like the power spectrum, anreate
of the spectral density measures the contributibna oparticular frequency
component to the total variance of a time seriegshffan and Kiviat). In essence,
the spectral density is a Fourier transformatiorth&f autocorrelation function,
and may simply be calculated as the power spectiivided by the variance
(McPheters and Stronge, 1979).

From equation (5), it can be seen that generaily, frequencies yield large
spectral values and therefore contribute more éovtiriance of the series than do
higher frequencies. This leads to the typical gpéchape of an economic time
series as illustrated by Granger (1966) and Nagloal (1969), obtained by
plotting the sample power spectra or spectral dgngstimates against
frequencies. If a time series contains an importyete, its power spectrum or
spectral density function will have a peak at ttegjfiency of the cycle (Granger,
1990) since a cycle corresponds to a specific #aqy and period.

The population spectrum shown in equation (7) canebtimated using a

sample periodogram. To derive the sample periodogmae continue with the
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in Hamilton (1994). For a sample seriesthwil observations

notation

(Yir Yoreennnns ,Y¥:), there are frequenciesy,w,,....... wy and coefficients
o 0O ] ] o 0O ] .
Ha,,a,,........ A3 101,0,,...... ,0, such that the value of at timet can be

expressed as the following sample analog to thetspaepresentation theorem

shown in equation (1):

O M O m] .
y, =/J+Z{a'jm:os[a)j(t—l)]+51E‘sln[a)j(t—l)]} e (8)
j=1
Conceptually, an OLS regression of equation (8)idetn a perfect fit (i.e., no

error term). Recall that the coefficients of thegression are the amplitudes of the

sinusoid. Using these coefficients, the portiothaf sample variance of the series
0 0
that is due to frequency; can be obtained a@.5(af+ 5]? , and is proportional

to the sample periodogram evaluatedagt The sample periodogram, which is

the sample analog of equation (7), is

O 1 O T-1 0

S, (W) = =] Vot 2D ¥, COS@) | oovvviiiiriiiiiiiiiiiiee e (9)
2 =

This study uses equation (9) to compute sample ogpegram values

corresponding to all possible temporal frequenofesach time series variable. In

other words, the time series are decomposed intousafrequencies and equation

] m]
(9) is applied to obtairs, for each frequency. . We then plots, againstc .

Estimation Issuesin Spectral Analysis
Several estimation issues arise in spectral arsligo of which are important

in the context of this study. The first is the sigedata sufficient for spectral
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analysis. According to Granger and Hatanaka (19®4)technique requires data
that is at least seven times the length of the dehgycle. However, it is not
always possible to know priori the length of the longest cycle. The authors
suggest at least 100 to 200 observations, but thatecrude spectra have been
estimated with as few as 80 observations. LatesainGer (1966) observes that the
typical spectral shape of a time series is independf the size of the data. In this
study, total cattle inventories and beef cow inwees have 82 observations each,
while beef supply and beef prices have 241 and @&8&rvations, respectively.
Thus, the size of data used in this study is adeqf@a spectral analysis, and
compares with that used elsewhere.

Second, the time series must be stationary (Grari@é&6). A non-stationary
time series may be a pure random walk, a randork wih drift (a constant), or
a random walk with both drift and a time trend thateither deterministic or
stochastic. Trends in either the mean or variancebath are long-term
movements in the series, and are of particular @i spectral analysis. This is
because they are low frequency components andftherwill inevitably yield
large spectral values. Moreover, they also temubsitively bias spectral values of
neighboring frequencies, a phenomenon called leak&ganger and Hatanaka).
In this study, all variables are visually examirfed the presence of trends, and
tested for stationarity using the augmented Dickaller test prior to estimation.
Those found to be non-stationary are made staotfaiough filtering (de-
trending) or prewhitening (Nerlove, 1964) using thedrick-Prescott (HP) high-

pass filter (Hodrick and Prescott, 1997), sincepdardifferencing may not be
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effective in the presence of seasonal componerag €8 al, 2008). Analysis is

then performed on the cyclical component of thadat

3.3.2Estimating Changes in Cycles: Intervention and Spéxal Analysis

To determine whether or not cycles have changedaseme of the market
shocks, intervention analysis is used to estimath eariable’s response to each
market shock. Where the response is found to hststally significant, the
spectral procedure described in the previous sedsidhen used to generate and
compare pre- and post-intervention cycles with eespo cycle duration (period)
and amplitude.

Intervention models, also known as interrupted tisggies models, are a
generalization of the univariate Box-Jenkins apphoto modeling a time series
variable in that rather than assuming the timeesei be a pure ARIMAp( d, 9
proces§ they allow its time path to be influenced by ateivention (interruption
or exogenous) variable (Box and Tiao, 1975).

As in Enders (2004), consider the model
Ve =Bt BYa t Bz +E ool (10)

where z, is the intervention dummy that takes on the valiesd 1 before and
after the exogenous shock, respectivedy,is white noise, anc],6’1| <1. Since
z, =0, the intercept isB,, and the long-run mean of the series@s/(L- 3,) .

After the shock, the intercept shifts f§ + £,. Thus the initial or impact effect of

6 p and ( denote the number of autoregressive and movingageeerms, respectively, white
denotes the degree to which the variables neee lifferenced. But since the data have already
been made stationargl = 0, which implies an ARMAJ, ¢) process.
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the shock isg,. Its long-run effect,3,/@— B,), is the new long-run mean less

BLotB) _ B _ B

the original long-run mean. That is;

W-8) @-B) @-B)

In this study, a three-step procedure is used ioheraking the intervention
analysis (Enders, 2004). The first step involvesdeliog the underlying data
generating process for each variable. Accordingsteene (2008), finding the
appropriate model is largely a trial and error psxcsince it is not predicated on
any economic theory. Consistent with Box et al @0@reene notes that most
empirical work has been based on the AR (1) modelypbecause it is widely
believed to be a reasonable approximation of matt denerating processes, and
alternative models are usually too complex to a®lyNonetheless, there are
some studies that have attempted to systematicailyel stochastic processes by
employing the Box-Jenkins approach. The approactolwes comparing the
sample autocorrelation function (correlogram) aadigl autocorrelation function
to those of various theoretical ARMA processesdtermine the appropriate lag
structure for a particular variable (Bex al, 2008; Greene, 2008; Enders, 2004;
Yaffee and McGee, 2000; Hamilton, 1994).

When the Box-Jenkins approach is applied to thigystinconclusive results
are obtained; the autocorrelations and partial@utelations for all series do not
decay in a manner similar to any of the theoreticeds. Perhaps this is due to the
strong cyclicality of the variables, which cyclitglwe neither want to remove
nor explicitly model, since the objective is to efetine how it is affected by

shocks. The cyclicality may be either real as altexf the observed cattle cycle,
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or spurious as a result of the Slutsky-Yule effelt fact Boxet al caution that
although the approach is very helpful, it may ates provide ambiguous results.
In such cases, they suggest the use of informatigaria such the Bayesian
(Schwarz) Information Criterion (BIC) or Akaike brimation Criterion (AIC).
The AIC is used for selecting the optimal lag-ortfem among various ARpj
models, as well as comparing the selected g)Rnodel with potential ARMA,

g) alternatives. For all four variables, parsimosiodR () models have the
lowest AIC values and hence are deemed to be theoppate data generating
processes.

The next step is to estimate the models, incluthegeffect of the shocks. The
autoregressive moving average with exogenous inRMAX (p, q, §) model
specification is used to implement the estimdtioBonceptually, beef cattle
inventories, which are a function of the price eéder cattle, fed cattle, and feed,
are the major determinant of beef supply (Colemad Keilke, 1998; Marsh,
1999). It follows that beef supply may itself bdeated by these prices. This
warrants estimating the effect of a feed price Ehat inventories, beef supply
and prices. Also, because of Canada’s trade itecatd beef with the U.S., these
prices are influenced by U.S.-Canada exchangdltatieiations, implying that an
exchange rate shock may affect cattle inventobegf prices and supply. But
because of the relatively complicated nature oftibef cattle industry due in part

to its multi-market character and long productiagd, the exact sequence of

" For more details on the Slutsky-Yule effect, seertt (2006).
8 p and g denote the number of autoregressive and movintageeerms, respectively, white

denotes the exogenous variable. However, AIC resoétan that] = 0.
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exogenous shock effects is unclear. The study fibvereseparately estimates the
effects of the shocks on each variable. The exahaaig shock is viewed to have
started in June 2002, while the feed price shoakexd in January 2007, and both
do not seem to have waned by the end of the sapapleds of the four response
variables. In essence, all shocks are modeled &s jounps; the exogenous
variable takes on the values 0 and 1 before amed ¢ shock, respectively.

The final step in modeling the interventions iuutalertake diagnostic tests of
the estimated models. First, all autoregressivéficants should be statistically
significant. Second, the residuals should be whitise, that is, they should have
a zero mean and constant variance, meaning thgtapproximate a standard
normal distribution, and should be serially unclated (Gujarati, 2003). In this
study, all autoregressive coefficients are foundbéostatistically significant and

the residuals are white noise.

3.3.3Summary of Analytical Procedure for Estimating Cycks

To estimate cycles in industry variables, we bdgynensuring that all the
variables are stationary. For the nonstationaryatées, stationarity is achieved
by filtering using the Hodrick-Prescott filter. Wthen generate, for each
stationary variable, an autocorrelation functionget an idea of its cyclical
pattern. We then subject each stationary serieguation (9) to obtain its spectral
values (also called periodogram values). Plottheyspectral values against their
respective frequencies, we obtain a graph knowa geriodogram, which is used

to determine the presence or absence of cycldseirsdries. A cycle is indicated
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by a distinctive peak in the periodogram, and thesiise of the peak’s frequency
corresponds to the length of the cycle.

To determine whether or not exchange rate and faéze shocks have
affected the variables and hence altered the obdemycles, we use a
combination of intervention analysis and spectrallgsis. First, we determine the
appropriate lag structure of each variable usireg AlhC. Equation (10) is then
adjusted accordingly to estimate the impact of edutck on the variables. The
results are provided in table 7. Finally, for thaseiables for which the shocks
had a statistically significant effect and whicle &wng enough to be subjected to
pre- and post-shock spectral analysis, their pegoaims for the two time periods

are generated and compared.

3.3.4Data

Four time series are used in the analysis. Thadede total cattle inventories,
beef cow inventories, beef supply, and beef pridedal cattle inventories and
beef cow inventories are annual data for the peri®B1 to 2012 (82
observations) obtained from Statistics Canada. Bepply is calculated as a sum
of three series: total monthly inspected slaughtam January 1992 to January
2012 (241 observations) obtained from the Red MNeation of Agriculture and
Agri-Food Canada, monthly fed cattle exports fanuky 1992 to January 2012
(241 observations), and monthly feeder cattle espfor the same period both
from the Economic Research Service of the U.S. Bemat of Agriculture. Beef
prices are analyzed using the Alberta direct tckpamonthly rail steer prices for

Jan. 1988 to Aug. 2012 (296 observations) from @gdture and Agri-Food
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Canada. These are found to be highly correlatetd e steer prices with a

correlation coefficient of 0.99. Nominal prices arged because deflating prices
in spectral analysis leads to loss of informationtiee short-run dynamics of the
data generating process (Purcell, 2001). Summatissts for the four variables

are provided in table 5.

Table 5: Summary statistics for variables used ingectral analysis

Variable Mean Std. Dev
Total cattle inventories (‘000 hedd) 12,152 2,471
Beef cow inventories (‘000 hedd) 2,858 1,552
Beef supply (heal) 328,204 49,422
Rail steer price (Cdn $/c\vit) 147.56 16.64

®Source: Statistics Canada (2012)

Source: Agriculture and Agri-Food Canada (2012a)S.UDepartment of
Agriculture (2012)

“Source: Agriculture and Agri-Food Canada (2012b)

To investigate the data for the presence or absehemit roots, we begin
with a visual examination of the individual plotsrfany evidence of a trend.
Where a trend is not clearly discernible, the augexrd Dickey-Fuller test is
applied. Further, when a variable is found to heawvetrend and is de-
trended/filtered, the same test is performed on twetrended (cyclical)
component to ascertain if the cyclical componentsignificantly stationary.
Figures 6 through 9 are plots of the raw data] wadtle inventories and beef cow
inventories are trending. The trends are filteretiusing the HP filter, leaving the

cyclical components shown in figures 10 and 11.s€heyclical components as

well as beef supply and prices are found to beosiaty.
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Figure 6: Canadian total cattle inventories, 1931 2012
Source: Statistics Canada (2012)
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Figure 7: Canadian beef cow inventories, 1931 — 2P1

Source: Statistics Canada (2012)
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Figure 8: Monthly beef supply, Jan 1992 — Jan 2012

Source: Agriculture and Agr-Food Canada (2012a)S.UDepartment of
Agriculture (2012)
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Figure 9: Monthly rail steer prices, Jan 1988 — De2011
Source: Agriculture and Agri-Food Canada (2012b)
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Figure 10: HP filter cyclical component of total cétle inventories, 1931 - 2012
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Figure 11: HP filter cyclical component of beef cownventories, 1931 - 2012
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3.4Results

3.4.1Nature of Cycles

Following Mundlak and Huang (1996), we begin by rakdang the
autocorrelation function of each variable for ialticlues to the nature of the
cycles therein. These autocorrelations are showigimes 12 through 15 and are
derived using Bartlett's formula (Berlinet and Fegn1997). With the length of a
cycle measured from one trough to another, itkislyi that total cattle inventories
and beef cow inventories have one cycle almostyeven years, which is
consistent with the conventional wisdom (see, fatance Gracey and Canfax
Research, 1995). Beef supply has three peaks ny éx@ months, pointing to the
possibility of a three-month seasonal variation.e Tdutocorrelations of steer
prices decline with increasing lags and seem ty \&masonally every ten to

twelve months.
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Figure 12: Autocorrelations of total cattle inventaies
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Figure 13: Autocorrelations of beef cow inventories
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Figure 15: Autocorrelations of rail steer prices

While autocorrelation functions provide us withigigs into the nature of
cycles, periodogram estimates provide precise ohétation of important cycles.
Figures 16 through 19 show the sample periodogmaintse different variables,
and table 6 provides a summary of the estimatedesyd-or total cattle
inventories, the largest periodogram value corredpdo a temporal frequency of
0.097 cycles per year. Given that the peridbdof a cycle is the inverse of the
temporal frequency, the peak in the periodograrfiigure 16 is the peak of a ten-
year cycle. Similarly, a ten-year cycle is evidentbeef cow inventories. These
cycles are consistent with those anecdotally olesketyy Canfax for Canadian
cattle inventories, and empirically by Mundlak ahtbang (1996) for U.S.
inventories. Beef supply too has a ten-year cyslsheown by the first peak, and a

three-month seasonal variation indicated by thé mta frequency of 0.33. Rail
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steer prices have an annual seasonal variatione@s & the autocorrelation

function, and an eight-year cycle.
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Figure 16: Periodogram of total cattle inventories
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Figure 17: Periodogram of beef cow inventories
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Figure 19: Periodogram of rail steer prices
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Table 6: Estimated beef cattle cycles and seasomnariations

Variable Cycle/seasonal variation
Total cattle inventories 10 years

Beef cow inventories 10 years

Beef supply 10 years; 3 months
Rail steer prices 8 years; 12 months

Overall, these results are consistent with thosenost empirical studies;
despite the technological and institutional charihpas have occurred in the beef
cattle industry, the cattle cycle, as commonly medi by cattle inventories and
beef supply, is persistent and lasts ten yearsserage. Cattle inventory and beef
supply cycles tend to move together although tkterldnas been observed to lag
the former by about one year (Petry, 2004).

Most studies on the cattle cycle have focusedinwentories and beef
production, which capture mostly supply-side dyranHowever, the price cycle
is perhaps more illuminating since it capturesittteraction between supply and
demand factors that drive the industry (Stockeédral, 2008). It runs counter to
and leads both inventory and beef supply cycles.ifgiance, in the 1990-2004
U.S. cattle cycle, cattle inventories peaked fiearg after the price peak in 1991
(Andersonet al, 1996). This lag is due to the time beef produrcttakes to
respond to price changes, a result of the bioldgicastraint inherent in beef
production; a cow’s gestation period is nine mon#rgl it takes about 18 — 24
months to bring calves to slaughter weight. Thiglgtfinds, rather surprisingly,

that the Canadian beef price cycle is on averaggteyears in duration.
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Kulshreshtha and Wilson (1973) find two beef prigeles for Canada; a twelve-
month cycle similar to the one obtained by thidgtutand a longer cycle of nine
and a half years. Franzmann and Walker (1972), Maknaind Huang (1996), and
Stockton and Van Tassell (2007) find that the U&ef price cycle has a period
of ten years, similar to the country’s inventorycley But Mundlak and Huang
also find that the beef price cycle for Argentinehose lagged beef prices are
strongly correlated with U.S. prices, lasts sixrgeeompared to the ten years for
the inventory cycle. We would expect the price eytcl be of the same duration as
cycles in inventories and beef supply because dffgrehce in duration would
cause the relationship between the price cycleianentory and supply cycles
that has been observed in the literature to disappeer time. Currently, it is

unclear why the price cycle observed in this stisdghorter than the other cycles.

3.4.2Cycle Effects of Market Shocks

The second objective of this chapter is to examihether or not two market
shocks, namely, appreciation of the Canadian do#&ative to the U.S. dollar,
and feed price escalation have altered the aboslesyThese shocks have had a
negative impact on the welfare of Canadian catttpcers (Twine and Rude,
2012).

As noted earlier, model selection criteria usingCAIhdicate that all the
stationary series are generated by finite ARiistead of general ARIMAp( d,

g) processes with moving average terms. The abseho®ving average terms
means that parameter estimation is greatly singglifvithout considerably

compromising model fit and forecasting ability (al1987). Also, the lag length
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for each AR |) is determined using the Akaike Information CigeMaximum
likelihood is used to estimate the resulting aujogesive models, which include
exchange rate and feed prices as the interventoiables. The exchange rate
shock occurred in June 2002, while the feed priveck occurred in January
2007. The results are summarized in table 7. All modaifs statistically
significant, and so are all the lagged variableapwter estimates, which are
expected to approach true values as sample sizEag®Es.

Total cattle inventories and beef cow inventoriedofv an AR (2) process.
But unlike beef cow inventories, total cattle int@mes have been significantly
affected by both exchange rate and feed price shdddef cow inventories have
not been significantly affected by either shockl fAttors constant, appreciation
of the Canadian dollar relative to the U.S. dotlaused substantial liquidation of
herds as predicted by Klein et al (2006). Twine &utle (2012) show that the
exchange rate shock caused a decline in Canadj@ortexof cattle to the U.S.,
which consequently led to a decline in Canadiartlecaand beef prices. A
reduction in prices implies a decline in profitatyilin the industry, which may
precipitate herd liquidation. But the initial efteaf feed price escalation has been
the opposite because the reduction in feedlot opesgoprofit margins following
higher feed prices implies a decline in demanddeder cattle, hence an increase

in inventories in the short-run.

® Since total cattle inventories and beef cow inggss are annual data, the effect of the exchange
rate shock is considered to have started in 208R2ethe feed price shock started in 2007.

96



Table 7: Maximum likelihood estimates of the interention models

Variable Coefficient Z-statistic P-value
Total cattle inventories AR(2); N = 82, Prob y*= 0.000
Constant 0.06 0.00 0.999
(36.88)
Exchange rate -151.42 -1.99 0.046
(75.99)
Feed price 295.49 2.45 0.014
(120.49)
L1 0.91 8.36 0.000
(0.11)
L2 -0.58 -5.73 0.000
(0.10)
Beef cow inventories AR(2); N = 82, Prol» y*= 0.000
Constant -0.93 -0.06 0.952
(15.35)
Exchange rate -2.33 -0.07 0.945
(33.86)
Feed price 31.43 0.71 0.477
(44.22)
L1 0.71 11.32 0.000
(0.06)
L2 -0.42 -6.50 0.000
(0.07)
Beef supply AR(5); N = 241, Prob = 0.000
Constant 317719.90 27.31 0.000
(11635.10)
Exchange rate 25922.71 2.11 0.035
(12262.35)
Feed price -2372.66 -0.13 0.894
(11763.14)
BSE -34449.36 -2.42 0.016
(14251.10)
L1 0.64 9.23 0.000
(0.07)
L2 -0.33 -4.79 0.000
(0.07)
L3 0.78 15.41 0.000
(0.05)
L4 -0.59 -8.40 0.000
(0.07)
L5 0.27 3.95 0.000
(0.07)
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Rail steer prices AR(5); N = 288, Prob x*= 0.000

Constant 146.78 29.92 0.000
(4.91)

Exchange rate -2.97 -0.37 0.709
(7.97)

Feed price 9.52 1.38 0.168
(6.91)

BSE 3.10 0.50 0.614
(6.14)

L1 1.26 22.61 0.000
(0.06)

L2 -0.38 -3.89 0.000
(0.10)

L3 -0.22 -2.12 0.034
(0.10)

L4 0.28 3.68 0.000
(0.08)

L5 -0.09 -1.85 0.064
(0.05)

Figures in parentheses are standard errors.

Beef supply and rail steer prices are generatedarbyAR (5) process. In
determining the effect of exchange rate and feddepshocks on the two
variables, the effect of the 2003 BSE crisis isoacted for since the crisis was
observed to have had a direct impact on the vasalitesults show a statistically
significant effect of exchange rate appreciatiod BSE outbreak on beef supply,
but none of the three shocks is significant in thié steer price equation. As
expected, the BSE outbreak reduced beef supplychwinicludes beef exports.
The exchange rate shock, however, has considerabhgased beef supply,
perhaps because it has led to herd liquidationstabkshed in the total cattle
inventory equation.

We now turn to examining the impact of shocks ooley. From the above
results, we speculate that the total cattle inugntgcle may have been altered by

exchange rate appreciation or feed price escalaiioboth, whereas the beef
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supply cycle may have been altered by exchangeaggteeciation, the effect of
the BSE outbreak notwithstanding. Establishing ehgsanges requires estimating
and comparing the cyclical nature of the two vddaabbefore and after the
respective shocks. However, the sample size diedattentories does not permit
meaningful spectral analysis of sub-sample cyclHserefore the analysis is
restricted to beef supply. In any case, beef supplya function of cattle
inventories, and both series have a similar cyale have been significantly
affected by the exchange rate shock.

Periodograms for beef supply showing cycles beéoré after the exchange
rate shock are shown in figures 20 and°2The seasonal three-month cycle is
evident in both time periods. But with respecthe tong cycle, it was 125 months
long prior to the shock, and 116 months long affter shock, implying a nine-
month reduction in the duration of the beef sumylgle.

The difference in the periodogram values of the tydes is indicative of the
change in the cycle’s peak amplitude. Thus we #n&8% reduction in the
amplitude of the beef cycle. For a given frequeoamponent of a time series, a
contraction in its amplitude means a reductiorhim ¢omponent’s contribution to
the variance of the series. It then follows that ¢xchange rate shock has caused

a considerable reduction in the degree of fluctunaiin the beef supply cycle.

© The number of observations of beef supply priorata after the shock is 125 and 1186,
respectively. This means that the periodogram walunethe two time periods correspond to
different frequencies, hence the two figures.
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Figure 20: Periodogram of beef supply prior to exchnge rate shock
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Figure 21: Periodogram of beef supply after exchargrate shock
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Klein et al (2006) suggest that appreciation of @anadian dollar would be
beneficial to the beef cattle industry to the ektiémat it drives investments and
productivity growth. Productivity growth would irutn dampen fluctuations in
the cattle cycle because, according to Marsh (198%chieve a certain level of
income, herd expansion following an increase in phiee of beef would be
smaller than in the case of no productivity growitte finds that productivity
growth in the U.S. beef cattle industry as measumgdncreases in the carcass
weight of steers, heifers, and cull cows has siggmitly reduced the price
elasticity of supply for beef cow inventories oveten-year cycle. Productivity
growth in the Canadian livestock sector in genbeal been reported by Stewart et
al (2009), and has been attributed to both scééetsfand technical change. From
1972 to 2008, beef output per cow increased by §8% about 170 kg to about
260 kg (Canada Beef Inc. 2012). It would be helgtulempirically determine
how much of this growth can be attributed to apijatesn of the Canadian dollar
since some of it occurred at a time when the ddlgnificantly depreciated

against the U.S. currency.

3.5Summary and Conclusion of Chapter Three

The existence of cattle cycles has been well-dootedein the literature, but
the implications of these cycles for policy are mtgarly understood. In this
chapter, | argue that since cycles are an impofeature of the Canadian beef
cattle industry, examining the impact of shocksustidake into account, among

other things, the extent to which they alter theley. This chapter recognizes
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cycles in not only the widely-studied cattle invens, but also in beef supply
and beef prices.

The chapter accomplishes two goals: first, it useectral analysis to estimate
cycles in four variables, namely, total cattle intagies, beef cow inventories,
beef supply, and rail steer prices. Second, it dogsbintervention analysis with
spectral analysis to estimate the effect of twokeiashocks — appreciation of the
Canadian dollar relative to the U.S. currency, te®dl price escalation — on these
cycles.

Analyses show that ten-year cycles exist in togdile inventories, beef cow
inventories, and beef supply, while an eight-ygae exists in steer prices. Also,
a seasonal three-month variation exists in begblgupnd an annual cycle exists
in steer prices. Results of the intervention analysdicate that both exchange
rate and feed price shocks have significantly adigdotal cattle inventories, but
neither shock has had an effect on beef cow investo Since beef cow
inventories are the foundation of total cattle imweeies, shocks affecting beef
cow inventories are expected to affect total catientories, but the reverse may
not necessarily hold.

Exchange rate appreciation has caused a redugctidatal inventories, but
increasing feed prices have increased inventofilss, controlling for the effect
of the 2003 BSE crisis, the study finds that thehexge rate shock has
significantly increased beef supply. Steer pricagehnot been affected by either
shock even after controlling for the BSE crisis. &iithe beef supply series is

examined for changes in the beef supply cycle ¥ahg the exchange rate shock,
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the study finds a reduction of nine months in theatlon of the cycle, and a 58%
reduction in the cycle’s peak amplitude. Howevke $seasonal three-month cycle
remains intact.

From the above results, we conclude that the Candakef cattle cycle is on
average ten years long. Beef supply and beef peatss exhibit seasonal three-
month and annual variations, respectively. We atsaclude that appreciation of
the Canadian dollar relative to the U.S. dollar tsagnificantly dampened
fluctuations in beef supply over the ten-year cyclée U.S. Department of
Agriculture (1998) believes cattle cycles are beicgnshorter, having been as
long as 16 years in the early twentieth centuryd According to Schulz (2003)
“recent cattle cycles have become much less praremyrwith shorter periods of
increase and more prolonged phases of decreaseh bfuthis deviation from
historical trends is likely attributed to abnormaéather (leading to increased
variability in stocking rates), decreases in thailable land base, production
being impacted by replacement rates, and inputaaput price variability and
volatility (which affects producer’s foresight ofiges). Future cattle cycles likely
will not have as much in common with past cycles.(p. 2).

These findings are important to the industry inmerof business strategy at
the producer level, and policy at the industry lewanowledge of the cycle is
helpful to producers in optimally managing theirrdee through the different
stages. Currently, the industry appears to be atb#ginning of another cycle
since inventories are at their lowest, with herilation having begun in 2008

and continued through 2012. Regarding industry cpoliit is imperative to
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understand the range of all possible impacts ofemogenous shock on the
industry to ensure that any policy response issaltef a careful assessment of
all the shock’s potential effects. For instances #tudy has shown that despite the
observed negative impacts of the appreciation ef @anadian dollar on the

industry, it has probably helped in reducing flattons in the ten-year beef

supply cycle.
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CHAPTER FOUR: VALUING CATTLE LOAN GUARANTEES: THE
CASE OF ALBERTA’'S FEEDER ASSOCIATION LOAN GUARANTEE
PROGRAM

4.1 Background

Financial firms are assumed to behave rationallpunsuit of their goal of
profit maximization subject to capital, labour, abdlance sheet constraints
(Sealey, Jr. and Lindley, 1977). But even in eguilim, credit rationing, which
can be attributed to imperfect information in thredit market, is a possibility
(Stiglitz and Weiss, 1981). This means that firroptimal level of supply of
credit may be less than optimal to society. As swdhere credit rationing has
occurred, governments have responded mainly byemehting loan guarantee
schemes (Cowling, 2010). This chapter examinessuod scheme — Alberta’s
Feeder Association Loan Guarantee Program (FALGP).

A loan or credit guarantee is an agreement in wrackhird party, the
guarantor, promises to assume the debt obligatiaineo borrower in the event
that the borrower defaults (Lai, 1992). It may ineitied if it covers only a portion
of the debt, or unlimited if it covers the entirebd. Government loan guarantees
have historically been considered domestic agucaltsupport in Canada and
elsewhere. At the federal government level, legmha such as the Farm
Improvement Loans Act of 1944, and the Farm Impnoset and Marketing
Cooperatives Loan Act of 1987, which was amendatiranamed the Canadian
Agricultural Loans Act (CALA), have provided the g framework for

implementing various loan guarantees in Canadais Itbelieved that loan
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guarantees are generally motivated by perceiveatitarearket imperfections such

as information asymmetries, and the need to extedit to disadvantaged

groups of potential borrowers (Vogel and Adams, 71 9%hrendseret al,, 2005).

In doing so, not only do they ensure access toitchedhe short-run, they also

enable these borrowers to strengthen their creditwvess in the long-run. Also,

in case of unusually low product prices, loan gntes have been deemed
necessary to relieve producers of financial press(icien and Hennessy, 2005).
Moreover, they tend to be politically desirablehat they may lead to immediate
benefits yet do not appear on the government busigee they are contingent

claims (Sherrick, 1992).

However, government loan guarantees may be a coshdé government
especially if they are binding (Merton, 1977). Ewéough they are contingent
claims, the interest rate differential constitudesimplicit subsidy if no guarantee
fee is charged, and therefore they require camfubunting and administration
(Mody and Patro, 1996). But very rarely is the tnost of a government loan
guarantee determinedpriori. This in turn means that the government is unyjikel
to charge a fair market price for a guarantee gatwished. It is therefore not
surprising that government loan guarantees arergiyn@rovided free-of-charge
despite the inherent cost. The implicit subsidyt custwithstanding, failure to
determine and charge a fair market price for a @uta@e may also distort the
benefits. Gittell and Kaen (2003) illustrate thdtem a high-risk borrower buys a
guarantee at less than its fair market price andolas at an interest rate that is

risk-free, both the lender and borrower earn mo@ntthey should from the
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guarantee at the expense of the tax payer. Thushiéenge for policy makers
lies in formulating and operating loan guaranteegpams to achieve certain
policy goals, while ensuring that the programs dd @xpose the government
budget to a level of default risk that is way abeveat it can optimally manage.
This issue involves knowing the guarantee’s implitierest subsidy, and setting
a guarantee fee (which is equivalent to chargimgeanium on the interest rate
differential) that reflects the cost and risk tee tgovernment of providing the
guarantee. For instance, under the CALA, the bograwust pay a guarantee fee
equivalent to 0.85% of the amount of the loan (Agiture and Agri-Food
Canada, 2009). In some cases, borrowers can beeaganto different risk levels
and charged different guarantee fees (Kual, 2011).

The main object of this chapter is to valuate AldsrFeeder Association loan
guarantee. The end goal is to estimate the codtet®lberta government of the
cattle loan guarantee. This would essentially baanarially fair premium that a
cattle feeder ought to pay for the guarantee, ameuld reflect the value of the
guarantee to the cattle feeder. However, the aingdlen estimating this value is
that one has to have a precise measure of theimgkved in cattle feeding.
According to Hampel et al (1998), although avensgarns from an investment in
cattle feeding compare favorably with those fronheot investments, cattle
feeding returns are relatively volatile. The laggselink nature (at least over the
feeding period) of investment costs in cattle fagdinakes producers unable to
quickly respond to new information and adverse geanin production and

market conditions. This makes cattle supply, priaesl hence returns highly
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uncertain (Hampeét al). Given the risky nature of cattle feeding, thigdy also

finds it imperative to determine the likely lossthe lender (credit risk) with the
aim of drawing inferences about the appropriatenafsshe risk (insurance)

premiums charged by lenders, the five percent ggaleposit, and the estimated
value of the loan guarantee. The study employs at&Garlo cash flow model to
estimate cash flows, the credit risk to the lendetyurns on investment, and a
consolidated measure of volatility of cattle feefimeturns for a typical

background to finish cattle feeding enterprise. Vhktility estimate obtained is
then fed into option pricing models to estimate Wadue of the loan guarantee.
Also, the study estimates the implicit interestsdip provided by the program as
a rough indication of the cost of the program te tax payer. Results of this

analysis would be helpful in determining whethenot the FALGP is desirable.

4.2 Alberta’s Feeder Association Loan Guarantee Program

Alberta’s FALGP is one of several provincial-leveattle loan guarantee
programs in Canada. Others include New Brunswickestiock Incentive Loan
Program, Ontario Feeder Cattle Loan Guarantee &mgManitoba Livestock
Associations Loan Guarantee Program, Saskatchewastbck Loan Guarantee
Program, and British Columbia Feeder AssociatiomrLdsuarantee Program.
Established in September 1936, the FALGP has beaperation for 77 years,
and has provided loan guarantees of up to $7.GBrbito members of local
feeder association co-ops, financing 17-24% of tibtal calf crop each year
(Alberta Agriculture and Rural Development, 20138). far, payouts have been

made 17 times amounting to $3.82 million. The paogris governed by the
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Feeder Associations Guarantee Act of 2010, andhtAeimum amount of total
liability of the provincial government over the gram is currently set at $55
million per fiscal year. Private financing is prdeid for 100% of the value of
cattle that a Feeder Association would want to Ipase, but the government
guarantee covers 15% of the total loan availabkeltecal Feeder Association.

Loan guarantee programs are prone to informatiasgimmetries that may
lead to both adverse selection and the PrinciparAgroblem of hidden action
(moral hazard). Chaney and Thakor (1984) provideeaample of adverse
selection, which arises prior to or at the timecohftracting; firms anticipating
loan guarantees may decide to take on riskier invests and thus the contingent
liability of the government could be larger thanpested. Principal-Agent
problems arise after the guarantee has been issoednstance, moral hazard
occurs if the guarantee diminishes the private desdincentive to adequately
evaluate the borrower, and/or if it diminishes terower’s incentive to avoid
default (de Rugy, 2012). Moral hazard may also pdtcthe lender lends at an
interest rate that is significantly above the rigde one, thereby increasing the
probability of default and counteracting the inteddjoal of increasing access to
credit.

The FALGP has put in place some mechanisms to nueirthe credit risk
faced by the lenders as a result of adverse seteeind moral hazard. First,
although all cattle purchased through the progreenn@anaged and marketed by
individual association members, the loans are plexvito the local associations,

which legally retain ownership of the cattle untiey are sold and contracts with
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members are paid out. This is achieved by braneitg the split bar brand
unique to a Feeder Association. It is believed Hrahding is the most significant
feature of the Feeder Associations (Mark, 2000k08d, each cattle recipient is
required to submit to the association a securifyode of 5% of the total value of
the cattle prior to receiving them. Third, eachaloassociation is at liberty of
choosing its lender from the six participating pti financial institutions, and
negotiating an interest rate, total loan amount atier financing arrangements.
This is intended to create competition among lendiading to competitive
interest rates. Fourth, the program is monitorewvatlevels: Feeder Associations
monitor loans given to their individual membersdaflberta Agriculture and
Rural Development supervises and provides techriaeakstopping support to
Feeder Associations regarding risk and loan managem

That the program has been in existence for manysy®ay be construed as
evidence of its viability. However, some in the ustty are skeptical about its
future mainly because of the increasing influendegovernment in Feeder
Associations, the high cost of the program to tbheegnment, and the personnel
and financial constraints faced by Feeder Assamati the latter of which is
attributed to fluctuations in industry profitabylifMark, 2000). Several initiatives
such as supply chain financing and equity loantglojects aimed at enhancing
the program, and the new financing and businesselrcgimed at increasing
operational efficiency have been undertaken (Atbehgriculture and Rural
Development, 2011). The supply chain financing gcbgims to develop and test

approaches for extending financing under the gueeaprogram to all levels of
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the beef supply chain, while the equity loan projeil enable farmers to access
their additional equity on a monthly basis rathert only when the cattle are sold
and the entire loan paid off. In light of these mip@s and the uncertainty and
declining profitability in the industry caused bhetrecent market shocks, there is

need to determine the value of the program.

4 3Literature Review

Valuing a loan guarantee requires a clear undeatstgrof the risk associated
with the enterprise for which the loan is beingaited. The value of a loan
guarantee depends on, among other things, thelitglaf returns on investment.
As previously mentioned, there is considerable iiskcattle feeding, and the
resulting probability of defaulting on a cattle dé®g loan implies credit risk for
the lender. Therefore as noted by Sherrick et @@2, accurate measurement of
credit risk in agricultural loans is necessary faccurate pricing of loan
guarantees. Given the different sources of risk@ated with cattle feeding and
the risk premiums charged by lenders involved ibedfa’'s FALGP, this study
first and foremost aims to determine the actualitmésk to a participating lender.

Credit risk is the possibility of a borrower faigjrito meet their loan repayment
obligations in accordance with agreed terms. Ze2®0F) and Kim (2005)
highlight different types of credit risk models dsby financial institutions to
evaluate the credit risk of individual loans. Thedels include those based on
option pricing theory, those based on econometatiiigues and Monte Carlo
simulation, and those based on the insurance (@a&lfjuapproach. Conceptually,

credit risk as measured by a risk premium is tliferdince between the return on
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a risky asset and the return on a risk-free investmThis is the market-based
approach to evaluating credit risk (Kw al., 2011) and it accounts for the
borrower’s credit status and the lender’s risk @refices. Sherrick et al (2000)
develop and empirically implement a theoretical elddr the valuation of credit

risk in agricultural mortgage loans, and their tessapply to guaranteed and
securitized loans as well. Credit risk is shownb® the payoff function for

insurance against shortfalls in loan repayment, endgimilar to the payoff

function of a Put option. This approach is adapigdhis study to determine the
credit risk (insurance premium) on a guaranteetiecigteding loan.

Three methods of valuing loan guarantees are dbestrin the literature
(Mody and Patro, 1996): the “rule-of-thumb” approathe market-valuation
approach, and the option pricing approach. Thee*nftthumb” approach simply
compares the market value of the loan or underlyeagable with that of a risk-
free asset and then bases the value of the guarantthe difference between the
two. The market-valuation approach is applied toilsir assets with and without
guarantees, and which are traded. The value ofgtleantee would be the
difference in price of the two assets. The apprdadiso used for assets whose
market values before and after a guarantee are rkndwie option pricing
approach, which falls in the realm of contingemtiris analysis, views the payoff
of a guarantee as being similar to that of a Putoop The “rule-of-thumb”
approach does not account for changes in the valiassets, and the market-
valuation approach makes the rather strong assamphat even when the

guarantee covers only part of the debt (e.g., oriBrest payments), the market is
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able to accurately assess the coverage providethéoyuarantéé (Mody and
Patro). This study therefore opts for the optioncipg approach, and the
following review of empirical studies is limited those that have applied it.

Option pricing theory has been used in the valmatb different kinds of
guarantees such as guarantees of bank depositsgages, agricultural price
support, export credit, and sector specific loaNgithin the agricultural
economics literature, option pricing has been &gpinostly to valuation of price
support programs and export credit programs, butlhao producer credit
programs. Gardner (1977) notes that price supploatswere established through
the Commaodity Credit Corporation loans are esskytRut options. Marcus and
Modest (1986) agree that, indeed, price suppodssianilar to providing farmers
with Put options, but they argue that because eagp unit is guaranteed and
total crop size is uncertain, the Put options pediare a random number, which
makes the standard Black-Scholes formula for pgicoptions (Black and
Scholes, 1973) inapplicable to valuing agricultypace supports. Nonetheless,
Bardsley and Cashin (1990) use the Black-Scholesiia to estimate the cost of
the Australian government’s wheat price guarantee.

Turvey (1992) uses an option pricing framework ®velop formulas for
computing crop, cash price, and revenue insurameeipms under Canada’s
agricultural stabilization and insurance policiemd applies them to corn,
soybeans and wheat. Kang and Brorsen (1995) estithatimplicit premium of
the U.S. deficiency payment program, a form of Wa@ricultural price support,

using the Black average-option pricing model and€GARCH average-option

1 Market prices may not be indicative of the probigbof default.
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model. An average-option pricing model is one tbalculates the price of an
option based on the average price of the underlggsgt over a given time period
rather than the price at a particular point in tiffilbe authors assume wheat prices
to be conditionally heteroskedastic, hence the afsthe GARCH process to
model wheat price changes. Modifications to theiocoptpricing formula for
evaluating agricultural support programs have baedertaken. For instance,
Tirupattur et al (1997) derive theoretical models évaluating options associated
with U.S. agricultural support programs in a mantieat accounts for the exotic
features inherent in the programs.

Agricultural export credit guarantees have beerduatad by, among others,
Dahl et al (1999), and Diersen and Sherrick (200Bghl et al. use an option
pricing model to determine the value of wheat ekmoedit guarantees for the
U.S., Canada, Australia and France. They argueitheriest subsidies implicit in
these guarantees are not synonymous with the \@lst) of the guarantees
contrary to the assertion in an earlier study bgr&gn et al (1997), especially if
the interest rates on the guaranteed loans aradseinistratively. Diersen and
Sherrick extend the Dalet al. study by accounting for the repayment capacity of
the wheat importing countries (i.e., borrowers).

Taken together, the above literature attests topibygularity of the option
pricing framework in evaluating guarantees. Thipastly due to the framework’s
adaptability to different types of guarantees, ac@s and assumptions. It has
been extended to the analysis of private loan gueea considered to be risky as

opposed to the riskless government guarantees 108R). Also, the framework
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has been applied to the Farmers Home Administraéiod the lllinois Farm
Development Authority loan guarantees in which ¢nel-of-period distributions
for the value of the firm are modeled as Burr distfions (Sherrick, 1992).
Therefore this framework provides an appropriat# for assessing the value of
the FALGP.

In addition to assessing the value of the loan ajuae, this study, unlike the
above studies, estimates the program’s impliciergdt subsidy. It would be
informative to know whether or not the price of d#oan guarantee covers the

program’s implicit interest subsidy.
4.4Method: A Cash Flow Monte Carlo Model

4.4.1Cash Flow Model of Cattle Feeding

A cash flow model underlies the analysis of the BE&L A cash flow model
illustrates the flow of cash in and out of the fiand can therefore be used to
predict a firm’s financial performance and any imemt financial constraints
(Hotz, 2004). Because a cash flow statement reehim’s liquidity (i.e., ability
to pay its bills), it is an important tool for insters and lenders to assess the short-
term viability of the firm.

The cash flow model constructed for this analysighiat of backgrounding
and finishing a single light steer calf with antiai weight of 350 Ib at weanirig

It is assumed that the performance of the steeesepts the average for an entire

12 This is the case of early-weaned calves. As meation section 1.4, calves are traditionally
weaned at 6 to 8 months weighing between 485 af@dI&b But for ranchers that background
calves, backgrounding early-weaned calves may bee m@ble (Nelson, 2013). This study
undertakes a sensitivity analysis using differéattsng weights for backgrounding.
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lot. In this scenario, a light calf purchased ie tall (say in November) is placed
on pasture until the next summer (winter backgraugidand then fed to a market
weight of 1,150 Ib — 1,350 Ib by the next NovembEhnus the model tracks
monthly cash flows and covers a time horizon ofmi@nths, six of which are
spent backgrounding and the rest finishing. A fatenpotential cash flow if the

steer is sold in a given month is calculated as:

CF=PQ-SC-> OC-YC-1-DL ...ccoceevrriririninennn (1)

where CF is cash flow in dollarsPis the sale price of the steer in $/c\@, is

live weight of the steer in pound§C is the total steer purchase cost, which
includes the cost of the steer and any other pemsant costs.OC denotes
operating costs ($) including feed costs, costeadding, and cost of veterinary
services and medicine(Cis yardage (overhead) costt,s the interest that

would have accrued on the loan, abt is death loss.

4.4.2Sources of Risk in Cattle Feeding and FALGP

Risk can be considered as the potential variantedes the expected and
actual cash flows of an enterprise (Clatkal, 1976). This study recognizes that
there are several sources of risk in cattle feedivag may significantly impact
cash flows, thereby increasing the credit risk enders participating in the
FALGP, and hence the price of the loan guaranteae@lly, there are two main
sources of risk in cattle feeding, namelgrice (market) risk caused by
fluctuations in fed and feeder cattle prices arelifprices, angroduction risk
which is a function of animal health and feedingfpenance (Belascet al,

2009). These risks have been consistently obsarvedttle feeding in western
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Canada (Viney, 1995; Unterschultz, 2000; Deng, 20G6r instance, the
catastrophic price risk that followed the 2003 BSisis. The FALGP is prone to
another source of risk, moral hazard, by virtu¢hef Principal-Agent relationship
inherent in the program. For instance, monitorigghe Feeder Associations may
not sufficiently deter cattle feeders from privatsklling cattle and reporting the
sold cattle as part of death loss.

In light of these sources of risk, the cash flowdslcaccounts for output price

risk, production risk and moral hazard by making ¥ariablesP, Q, and DL in

equation (1), and the price of barley stochast&cshAown in the next sectiom, is
generated in a manner that accounts for the stochegture of feed prices. As in
Belasco et al (2009), average daily gain (ADG) oegs feeding performance and

is used to generateQ , while DL is used as an indicator of animal health, and

can also be used to simulate the effect of morzhith

After accounting for the different sources of risine then needs to select a
measure that quantifies the loss to the enterghiseto the risks. The measure
used to quantify the likely loss on a portfolio fofancial assets is the Value at
Risk (VaR); an estimate of the amount of loss ie #alue of a portfolio for a
given probability level and time horizon (Wilmot2001). Manifredo and
Leuthold (2001) find VaR to be applicable to estiimg losses in cattle feeding
margins. However, Hotz (2004) notes that finanassdets are usually marked-to-
market at the end of a set time horizon, but tHeevaf non-financial assets is
influenced by changes in market conditions. Theefoash flows are the

appropriate variable on which to base the meastiréslo associated with non-
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financial assets, and VaR in the context of thesets may well be termed CFaR

— Cash Flow at Risk (Hotz, 2004; Andrénal., 2005).

4.4 .3Data and Model Simulation

The base model is implemented using data from wuarisources and by
estimating price equations relevant to modelingcepririsk. In model
implementation, it is imperative to verify and waie the model. Model
verification, which is dealt with in this sectiois, aimed at ascertaining that the
empirical model is implemented in a manner thabissistent with the conceptual
framework. This is done by confirming the accuradythe input data and by
ensuring that the equations used are correctly ifsgebc Model validation
examines how accurate the model’s results represahty. It is dealt with in the
results section.

The cost of the steer is the product of the purehaice and a placement
weight of 350 Ib. Data on ADG, death loss, operatinsts and yardage for both
backgrounding and finishing are from the Feedlotebiment Risk Simulation
(FIR$T) tool, a tool developed by Alberta Agricukuand Rural Development
(AARD) to analyze risks and returns from a catdeding enterprise. These data

are summarized in table 8.
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Table 8: Data on Costs and other Parameters used dash Flow Model

Parameter Value per steer
Feed costs

Backgrounding $0.8/day
Finishing $1.0/day
ADG

Backgrounding 2.0 Ib/day
Finishing 3.0 Ib/day
Bedding

Backgrounding $0.05/day
Finishing $0/day
Vet and medicines

Backgrounding $0.10/day
Finishing $0.06/day
Yardage

Backgrounding $0.45/day
Finishing $0.45/day
Death loss

Backgrounding 2%
Finishing 1%
Interest on cattle 3.25% per annum

Source: Alberta Agriculture and Rural Developmet@i13b). Interest rate is from
ATB Financial (2012).

Feed costs are the second largest expense in fegttlimg after the cost of the
calf (Alberta Agriculture and Rural Development,02). In this study, the steer
purchase cost contributes 45 to 88 percent of ¢t tosts over the feeding
period, while feed costs contribute 5 to 35 percéiis is verified by Canfax
Research Services (2009) who observe the costeofettder animal and that of
feeds to range between 50 and 70 percent and 13%pdrcent of the total cost,
respectively. Considering production costs aloreedf costs historically have
contributed 50 to 70 percent (Shike, 2013). Intechsarged on cattle is the ATB
Financial® one-year fixed prime rate for 2013 (3%) plus 25i®@oints. Monthly

steer cash prices in $/cwt for southern Albertasiren weight categories starting

13 ATB Financial is one of the financial institutioparticipating in the FALGP.

123



from 300 Ibs to over 900 Ibs, and monthly feed darprices in $/tonne for
Lethbridge are from Alberta Agriculture and Ruradv2lopment. Both steer and
barley price series are from January 2000 to AP@IL3 and their summary
statistics in real dollars are provided in tablé®tice that the price per pound for
lighter steers is higher relative to that of heagteers because sellers of lighter
steers are aware that the value of any additior&bht (value of gain) will
usually be greater than the cost of gain. This tiegaelationship between weight
and price is referred to as the price slide (Dhttgvet al, 2002).

Table 9: Summary Statistics of Barley and Steer Pdes, Jan 2000 — Apr 2013

Description Mean Standard Deviation
Price of barley ($/tonne) 135.91 33.46

Price of steers ($/cwt)

900+ Ibs 88.47 13.57

800 — 900 Ibs 94.21 15.60

700 — 800 Ibs 99.58 16.87

600 — 700 lbs 106.42 19.03

500 — 600 Ibs 113.63 21.94

400 - 500 Ibs 120.66 25.12

300 — 400 lbs 126.44 28.96

Source: Alberta Agriculture and Rural Developme&t1(3c)

The presence of risk in the enterprise means tratare dealing with a
stochastic rather than deterministic cash flow rhodée model is simulated
using Monte Carlo simulation to calculate CFaR. ko@arlo simulation uses
probability distributions of the risky variables tbtain a distribution of the
possible values of the output variable. Use of pbility distributions of the

uncertain variables is a realistic way of accoupnfor risk (Palisade Corporation,
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2013). Using @RISK, production risk is captured $yecifying triangular
distributions for ADG and death loss, while priceskr is captured by
systematically modeling real steer and barley grimed obtaining their forecasts
using randomly generated error terms.

Modeling prices starts with the assumptions thanhtmly barley prices and
prices of 900+ |b steers follow an autoregressikR)(process, and the error
terms of the two equations are likely correldfedrhe Akaike Information
Criteria (AIC) for lag order selection reveals thatley prices can be estimated as
AR (2), and 900+ Ib steer prices as AR (4). Becaakdhe possibility of
correlated error terms, the two equations are es#ich using the seemingly
unrelated regression (SUR) technique. The other gigces are assumed to be
determined by the current and lagged price of t@@+9lb steers and current
barley price, and are estimated individually sacasiaintain the price slide in the

model. The price models to be estimated are shavequations (2) — (9).

Pot =00 +0 Py v 05 Py, &0 i (2)
Pt =05 +0, Pys 0y Py iy #05 Po s 0, Py +E L (3)
Py =05 + 0, Py 05 Py, +05 Py +6% i (D)
Pg, =05  +0/°Py,  +3;°Py,  +0;°Py +&° . (B)
Pt =0 O, Py + 0Py 05 P+ i (6)
Py =05 + 0Py, +05°P g 03P +E° i (7)
Pt =0 + 0, Py +05°Py,  +03 Py +&6° o (8)

14 All price series are checked for stationarity ptim estimation. The KPSS test (Kwiatkowski
al., 1992) finds all series to be level stationarthat 1% confidence level.
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— 534 34 34 34 34
Pui =0, +O0, Py +0, Py, i+ Py +&7 i (9)

P;, P, Py, Pg, Psyy Py, Pis, and P, are prices of barley, 900+ Ib steers, 800
— 900 Ib steers, 700 — 800 Ib steers, 600 — 7@0ekrs, 500 — 600 Ib steers, 400 —
500 Ib steers, and 300 — 400 Ib steers, respegtiaal £ is the error term. It is

expected that the coefficients on the current agded price of the 900+ Ib steers
will be positive in the price equations of all tbiher steer categories; an increase
in the price of 900+ Ib steers would motivate eatfleders to feed their animals to
weights greater than 900 Ibs to achieve higherigstofherefore they would
charge higher prices for steers weighing less 8@hlbs. But the coefficients on
the price of barley are expected to be negativanarmease in the price of barley
means an increase in the feed cost of gain andcthitie feeders would bid down
the price of steers.

A stochastic steer sale price for each of the 1athwis obtained by using
randomly drawn errors. A standard normal distribtis used to draw the errors
starting from the third lag through to the™eonth. Errors of the 900+ Ib steer
prices are adjusted to account for their corretatiwith barley price errors

according to the formula in Hull (1997):

€, = PXg + X/ 1= 0% oL (10)

where g,, is the adjusted error term for the price of th@9b steers,pis the

correlation coefficient between the residuals &f tfvo equations as given by the

SUR estimation, an; and x,, are the independently drawn random errors of

barley and 900+ Ib steer prices, respectively. ati@isted errors of the 900+ |b
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steer prices and the other randomly drawn err@seach scaled by the standard
deviation of their respective prices, and are thpplied to equations (2) — (9) to

obtain stochastic prices. Given that the priceesedover the BSE period, the
analysis is able to capture catastrophic price bgkspecifying the observed

minimum price as the lower bound when generatingtststic prices. For a given

confidence levelc, CFaR of the enterprise is the probability that fiture cash

flow value, cf , is less than or equal to a given cash flow valDE, , and is at

most (L- ¢ ). Mathematically [see Jorion (2001)]:
CF’
P(cf <CF") = j f(cf)dcf =1-c=m ......... (11)

—00

Just like VaR, CFaR could be either the valtie’ at a given probabilitym, or

the probabilitym for a givenCF" .

4.4.4Estimating Credit Risk and the Value of the Loan Garantee

Estimating Credit Risk

The approach used in this study to estimate thgamge premium or the risk
to the lender of the cattle feeder defaulting om lban draws from that used by
Sherrick et al (2000) to value risk in agricultunabrtgages. Assume that the total
cost of the steer$SC, represents the total value of the loan, and @iash CF , is
the only source of loan repayment. Cash flows astoahastic variable with a

cumulative distributionP(CF ) If CF > SC, the cattle feeder pays the lender

SC and retainsCF — SC. In this case, insurance against loan defaulhaayoff

equal to zero. However, iI€F < SC, the lender lose€F — SC and the payoff
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from insurance would b&C-CF . Combining the two conditions, the insurance
premium, IP , can be expressed as:

IP = Max[0,SC=CF] wveevvveereeereeeeneiennnen. (12)

Estimating the Value of the Loan Guarantee

The equation used to estimate the value of the dfeddsociation loan
guarantee is derived by Merton (1977) based onofiten pricing framework
developed by Black and Scholes (1973). An optiomictvis a type of derivative
or contingent claim, is defined as the right but tiee obligation by a firm or
individual to undertake a business transactionemigion. It may be real if the
transaction involves a tangible asset, or finandidhe transaction involves a
traded asset such as a stock or bond. This anatydiased on the theory of
financial options, of which there are two type<all option and a Put option. A
Call option is a contract between two parties inolwhthe holder has the right but
not obligation tabuy an asset known as the underlying at a specified alled
the exercise or strike price, by a certain dateedahe expiry or maturity date. A
Put option is a contract that conveys to the hotifehe option the right but not
obligation tosell a particular asset at a specified price by a iceftdure date.
Options can be grouped into two general styles midipg on when they can be
exercised. A European option is one that can oelyekercised at the maturity
date, while an American option can be exercisedtiamy up to the maturity date.

Assuming zero transaction costs, a log-normal ibigion of possible stock
prices at the end of a finite interval, a known @ondstant short-term interest rate

and several other conditions, Black and Scholeg3)%lerive a differential
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equation for the value of a European Call optioheyl also show an alternative
derivation using the capital asset pricing modeding the payoff condition of a
Call option as a boundary condition, they solvedHerential equation to obtain
a formula for estimating the value of the optiorhey then specify a similar
differential equation for a European Put option aise the payoff condition of a
Put option and an equation that relates the vatue Buropean Call option to a
European Put option (the so-called Put-Call parity)obtain a formula for the
value of a European Put option. However, Merton/@%hows that the Black-
Scholes model can be derived using a set of weaksumptions than those
originally used by Black and Scholes.
Let C, Sand X denote the value of a Put option, stock price exercise

price, respectively. According to Black and Scho{@873), the value of the

option at maturity,t”, will be equal to either 0 i§> X or X -S if S<X. In

other words, the option’s payoff
Ct)=MaO, X =S| cooovriiiiiiieeee e, (13)

where theMax function captures the holder’s choice.

Merton (1977) demonstrates that the payoff strectfra loan guarantee is
similar to that of a Put option. Suppose a firmuaees a debt valued atBhat
maturity, with its assets, valued a¥ $ as collateraf. If at maturity,V > B, the
firm should pay off the debt. The value of the debuld be B and the value of
the equity would be/ —B. But if V < B, the firm would be unable to pay the

debt, and the value of the debt would be equahéocbllateralV , and the value

15 We change notation so as to demonstrate the sityilzetween the payoff structure of a Put
option and that of a loan guarantee.
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of the equity would be 0. Thus at maturity, theuealof the debt would be
Min[V, B] and the value of the equity would lMax[O,V - B].

Now, suppose the firm receives a guarantee frommrd party to the effect
that the guarantor pays the debt in the event thatfirm defaults, but on
condition that the firm relinquishes its assetghe guarantor if it defaulted. In
essence, the guarantee means that the value fofnthe assets at maturity will be
at least 8. This represents a cost to the guarantor, bukt velae to the firm. As
in the case of no guarantee, the value of the wehtd be B and the value of the
equity would bev —B for V > B. But if V < B, the value of the debt would still
be B, the value of the equity would be 0, and the lmspayout by the guarantor
would be B-V . Thus the value of the equity Max[O,V - B], the debt becomes
riskless, hence remains valuedBf and the value of the guarantor’s claim is the

cash inflow to the firm of- Min[O,V - B], which is the same aMax[O, B—V].
Letting G denote the value of the guarantee, at matutity,
G(t')=Maq0,B-V] .ccocoeireiiieiiiiiee e (14)

which is similar to equation (13), witB corresponding to the exercise price and
V to the stock price. Therefore the following BlackhS8les formula for valuing a
Put option (Black and Scholes, 1973; Merton, 199@hl et al, 1999) can be

used to estimate the implicit cost of the FALGPrgutee.

G(T) = BETD(X,) ~VD(X) wvreveererrrreerenns . (15)
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where G is the fair market value of the loan guaranfees the term of the loan
guaranteep is the value of the loarV/ is the current value of the firm's asgéts
r is the market interest rate on riskless secuyiteis the transcendental number

(2.71828...),® [ )s the cumulative normal density function, and

e fod 2)- (L] /oo

X, =X + 0T
where g? is the variance for changes in the value of tie’§ assets.
The inputs used in calculating equation (15) areatlly observable excepat .

A risk-free interest rate of 6% is uséand the term of the loan is one year. Since
there are different sources of risk in cattle fagdi o should be a consolidated
measure of risk, accounting for the fact that eattihlike financial assets such as
shares, change form through weight gain, and tioe per Ib usually decreases as
weight increases. Thus monthly volatility of retsirto cattle feedinggo,, , is

obtained from the cash flow model as the standadation of the average

monthly return on investment (ROI), and is conwerte annual volatility using
the formulac, [3/12 as in Copeland and Antikarov (2001) and Hull (200%

annual volatility of 18.40% is obtained, which @ngparable to 18.87% obtained
by Viney (1995). Deng (2006) observes volatilit@s16.85% and 14.43% for

feeder and fed cattle prices, respectively.

% |n this study,B =V
 This is the rate of return on Canada governmentsowhich averaged 6.3% from 1985 to 2013
(Trading Economics, 2013). Deng (2006) uses thed-gverage rate on treasury bills of 3.5%.
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An alternative to evaluating the payoff function @guation (14) is the
Binomial option pricing method, a numerical approation method derived by
Cox et al (1979). The method involves sequentidéfermining the value of the
enterprise in several time steps taken in up andndmoves, leading to a
Binomial tree structure. The value of the optiorthen calculated by working
backwards through the tree. For a large numband steps, the Binomial model
converges to the Black-Scholes model for a Europagtion. The Binomial
model is implemented in this study and the resglimmices of European and
American Put options are compared with the pricéaiobd from the Black-

Scholes model.

4.4 .5Estimating Interest Subsidy

The formula used to calculate the interest subaatyuing to a loan guarantee
is provided by Raynauld (1992). The interest supgisubsidy rate) is the
differential interest rate between the alternatteenmercial rate and the Feeder
Association rate. Thus the implicit guarantee sijogs equal to the subsidy rate,

S, times the loan value, and it is discounted t@itsent value. The subsidy rate

IS given as:
1 1
ag aT
S =1oc{1— r/aj PP ) ) N (16)
d d(aT - ag)

where r is the rate of interest on guaranteed loaas,s the number of

repayments per yearg is the grace period (the time allowed after thanlo
repayment is due before penalties apply),is the term of the guarantee add
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is the discount rate (reference interest rate). rEfierence interest rate, which is
the commercial interest rate that banks would ahda lending without a
guarantee, would conceptually be the rate of retmrrgovernment bonds as a
proxy for a risk-free interest rate, plus a riskerpium associated with a risky
investment. Estimates af are found by adding the estimated risk premiums fo
the two feeding regimes and for the entire permthe 6% risk-free interest rate.
Assuming payments on principal and interest areen@dan annual basis, then
a=1, hence:

1 1

S= 10({1—%) g0+ dng _(:(5’ )i 17)

Also, we assume that loans are provided withouilstaintive grace period (i.e.,

g =0). As indicated by Raynauld, the entire loan amasirgeldom disbursed at

once, and this is especially true for Canadiamiiag policies. Thus

|1
S:lOC(l—%j 1 [1 CHd)T] ................................. (18)

dT

Equation (18) is used to calculate the subsidy, rakech when multiplied by the
loan value gives the interest subsidy providedhgyRALGP. The interest subsidy
is compared to the estimated price of the FALGMauld be desirable, from an
economic point of view, if the price of the guaemtsufficiently offsets the

subsidy provided by the program.
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4.4.6Summary of Literature Review and Methods

This study analyzes three aspects of Alberta’s €eekssociation Loan
Guarantee Program; the credit risk faced by lenddrs value of the loan
guarantee, and the interest subsidy provided bygtrerantee. Cattle feeding
involves different sources of risk, notably, inpamd output price risk, and
production risk in the form of death loss and V#wi#s in average daily gain. So,
a cash flow model represented by equation (1) amglemented using Monte
Carlo simulation is used to calculate cash flowst twould accrue to a cattle
feeder from the sale of one steer in the differaohths of the feeding horizon.
Following Sherrick et al (2000), credit risk is thealculated using equation (12).

Estimating the value of the guarantee draws heabrnlyhe theory of option
pricing. Merton (1977) demonstrates the equivaldreteeen the payoff function
of a loan guarantee and that of a Put option. Tlerantee value is calculated
using equation (15) as has been done for expoditagearantees by Dahl et al
(1999). This equation is based on the Black-Schaiedel (Black and Scholes,
1973). But Cox et al (1979) demonstrate that thefidunction of a Put option
can be derived using numerical approximation. Tékeyve an alternative model,
the Binomial option pricing model, which convergeshe Black-Scholes model
in the case of a European Put option. This studyefore checks the accuracy of
the guarantee price obtained from the Black-Schoieslel by calculating the
guarantee price using the Binomial option pricingdel. The Binomial option
pricing model is also used to calculate the prit¢he loan guarantee assuming

that the guarantee is priced as an American Put.
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Lastly, the study contends that knowledge of therest subsidy is helpful in
drawing conclusions about the appropriatenesseotgtimated guarantee price if
the government were to charge a guarantee fee agntvto this price. Equation
(18) is used to calculate the interest subsidyidexl/to cattle feeders through the
loan guarantee program. This formula has been bgeRaynauld (1992) and
Diersen et al (1997) to calculate interest subsigi®vided through export credit

guarantees.

4 5Results

4.5.1Price Model Results

All price data was checked for stationarity usihg KPSS test, and all series
were found to be level stationary at the 1% comftgelevel. The coefficients of
the estimated price equations are presented ie bl Overall, the price models
are valid since they have high R-squared values wignificant F-tests, and
reasonably low standard errors. Moreover, all #sults obtained conform @
priori expectations. The models are statistically sigaiit at the 1% level with
R-squared values that range between 84% and 95%xpected, the coefficients
on the current and lagged price of the 900+ Ibrsteethe price equations of all
the other steer categories are positive and statigt significant, while the

coefficients on the price of barley are negative significant.
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Table 10: Ordinary Least Squares regression resultsf price models

Variable Barley 900+ Ibs 800-900 700-8001lbs 600-—700 500-600 400-500 300-400
Ibs Ibs Ibs Ibs Ibs
Lag 1 1.25%** 1, 2]1%**
(0.077) (0.079)
Lag2 -0.26%**  -0.43%**
(0.079) (0.125)
Lag 3 0.02
(0.125)
Lag 4 0.14*
(0.078)
900+ Ib 0.99*** 1.03*** 1.04*** 1.11%** 1.27%** 1.43***
(0.078) (0.088) (0.110) (0.125) (0.138) (0.164)
Lag 1 of price 0.14~ 0.19** 0.30*** 0.44*** 0.53*** 0.68***
of 900+ Ib (0.078) (0.088) (0.110) (0.125) (0.138) (0.163)
Barley -0.03** -0.04*** -0.04** -0.04** -0.05** -0.08***
(0.013) (0.015) (0.018) (0.021) (0.023) (0.027)
Constant 2.86 4.76** -3.62 -4.44 -8.28* -19.10%** -32.74%%* -49,90%**
(2.398) (2.336) (3.276) (3.713) (4.265) (5.268) (5.817) (6.873)
R-squared 0.957 0.902 0.884 0.871 0.840 0.842 0.854 0.850
P-value 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
St'd Error 6.916 4.215 5.304 6.012 7.487 8.530 9.418 11.127

Figures in parentheses are standard errors. **grfd * denote significance at the 1%, 5% and 108l leespectively
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Also, notice that the absolute size of the coedfits on the current and lagged
price of the 900+ Ib steers, and on the price ofelgancreases as steer weight
decreases. This is because changes in these pusesly have greater
implications on the cost and value of gain for teghsteers than heavier ones. For
instance, holding other factors constant (includthg price of barley, which
captures the cost of gain), a $1.00 increase incteent price of the 900+ Ib
steers will increase the price of the 800 — 908tdélers by approximately the same
amount, but by $1.43 for the 300 — 400 Ib steellsewise, because lighter steers
have to be fed for a longer time, an increase enpitice of barleygeteris paribus

causes a larger reduction in their price compavetdt of heavier steers.

4.5.2Cattle Feeding Cash Flows

Assuming sale of the steer at each month, tabkhbivs the average farmer’s
cash flows (CF) and their standard deviations facheof the 12 months as
obtained from equation (1). However, lenders aréely to be concerned about
the costs of cattle feeding. Thus their perceptibcash flows (denoted by CFL in
table 11) may well be approximated by the functidiN (SC+ 1, REV) where
SCis the total steer purchase cdsts interest on cattle loan, arREV is total
revenue. Both CF and CFL are noncumulative acras#ims since the analysis is
based on the sale of a single steer, which carohe dnly once. For instance, if
the steer were to be sold in the third month okbemunding, the farmer would

realize a net cash flow of $29.54 according tokiase scenartd But if the steer

18 The three scenarios are explained later in thiee
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were to be sold in the eleventh month of the feggiariod (having been fed to
finish for five months), the farmer would realizeash flow of $106.37.

Validating the cash flow model would involve compar the cash flows
obtained from the model to those of a real cagzling operation. But cash flows
of a real cattle feeding operation are difficultfiod. In fact, the absence of a
comparable real world system is the case in mastied involving simulation
analysis (Trautman, 2012). An alternative is toidatk the model using
sensitivity analysis (Trautman). Essentially, tiisan approach that is based on
the model itself in contrast to external validatievhich is based on actual data
(Miller, 1974). Therefore three production risk sagos are considered: the first
scenario is the baseline, and it uses empiricdlseoved parameters of triangular
distributions for ADG and death loss, while the et and third scenarios
consider a modest reduction and increase, resp@ctivn scenario one’s
parameters for ADG and death loss.

Cash flows for each scenario are obtained afte00D0 jterations. In the
baseline scenario the farmer’'s cash flows are ipesih all but the first month.
But in scenario two, a small reduction in ADG leddsnegative cash flows in
spite of a reduction in death loss. When both AD@ death loss are slightly
increased in scenario three, the farmer realizestipe cash flows, but they
appear larger than what would be expected. Thesd@tsedo not confirm the
validity of the cash flow model, but they providepport for scenario one as the
more likely scenario among the three scenarios afatypical cattle feeding

operation. This is further confirmed by the CFaButts in the next section.
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Table 11: Cash flows for a cattle feeding operation
Month 1 2 3 4 5 6 7 8 9 10 11 12
Scen. 1 Min Exp. Max
ADG 1 2.5 3 B
1 3 5 F
DL 0% 2% 6% B
0% 1% 6% F
CF ($) -1.85 18.80 29.54 29.17 2355 1523 19.10 27.75 4790 7547 106.37 139.70
(136.42) (168.32) (189.63) (202.87) (211.81) (222.04) (232.34) (241.23) (259.63) (281.69) (303.92 (329.88)
CFL($) 42569 433.08 438.89 44450 448.63 45176 45536 459.54 462.43 465.01 467.01 468.66
(126.63) (126.93) (127.71) (129.76) (131.76) (133.01) (134.85) (137.85) (139.86) (141.71) (143.08) (143.96)
Scen. 2
ADG 0.5 2 25 B
0.5 2 4 F
DL 0% 1% 5% B
0% 0.5% 5% F
CF (%) -8.58 -4.10 -5.90 -9.50 -19.46 -33.98 -39.35 -50.51 -59.64 -67.39 -66.79 -62.26
(137.78) (166.60) (183.80) (195.54) (205.51) (214.97) (225.69) (233.79) (243.03) (253.30) (269.22) (287.10)
CFL (%) 421.70 426.97 43222 438.66 443.08 446.50 450.79 454.30 457.34 460.48 462.98 465.67
(125.57) (124.92) (125.09) (127.33) (128.69) (130.04) (131.65) (133.59) (135.27) (137.42) (138.95) (140.76)
Scen. 3
ADG 15 3 35 B
15 35 5.5 F
DL 0.5% 4% 6.5% B
0.5% 3.5% 6.5% F
CF ($) 787 3522 5177 5829 57.05 56.15 7471 108.76 154.41 200.43 245.60 292.84
(138.49) (170.57) (190.37) (205.92) (216.68) (228.01) (235.18) (255.20) (279.56) (303.77) (328.60) (357.34)
CFL($) 429.57 437.22 443.75 448.15 45205 45498 459.37 462.46 464.70 466.42 467.81 469.06

(127.78) (127.81) (130.08) (131.70) (133.95) (135.42) (138.47) (140.80) (142.39) (143.44) (144.07) (144.50)

Figures in parentheses are standard deviationen@FCFL denote farmer’'s cash flow and lender’s ggaion of cash
flow, respectivelyB andF denote backgrounding and finishing, respectively.
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4.5.3Cash Flow at Risk

Next, we quantify the likely loss to the cattle dewy enterprise due to the
associated risks. The CFaR results reported ire taBl are obtained from the
distribution of farmers’ cash flows in the baselsmenario. The table shows the
5% and 20% CFaR values, as well as the probalofigbtaining net cash flows
less than zero. At the 5% level, we observe logsdise enterprise in each month
over the entire feeding period, and the lossesndurackgrounding increase less
gradually than those experienced during finishingfact there is a slight decline
in losses in the last month of finishing. Theréksly to be a loss of $233 or more
to the enterprise if the steer is sold in the firginth of backgrounding. Selling
the steer in the first or even second or third maftbackgrounding, however, is
highly unlikely. Cattle feeders are most likely teell after completely
backgrounding the steer, or during or after fimsghi depending on market
conditions. There is one chance in twenty thateheerprise will realize a cash
flow of $-350 or less if the steer is sold in thitls and last month of
backgrounding, or $-377 or less if sold after fiig in the 12 month.

A more realistic measure of the likely losses carobtained by considering
CFaR at a higher probability level. Whereas CFaBR%treveals cash flow losses
likely to occur for one in twenty chances, CFaR @66 indicates likely losses for
one in five chances. Disregarding cattle feedeisk preferences, the latter
measure is undoubtedly more helpful for risk assess and management than
the former. It can be seen that the 20% CFaR valoeshe cattle feeding

enterprise remain large but are considerably lothan those at 5% in each
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month. Moreover, the likely losses during finishistart to decline earlier ‘{9
month). The 20% CFaR values are comparable to dosEdetween $100 and
$200 per head that have been observed in catttBnfgen western Canada in
recent times (Duckworth, 2013).

Table 12: Farmer’s net CFaR values for a single st

Month CF at 5% (%) CF at 20% (%) Prob CF<0
1 -233 -109 54.3%
2 -265 -117 46.2%
3 -294 -125 44.1%
4 -306 -140 46.1%
5 -328 -152 47.9%
6 -350 -172 48.5%
7 -371 -175 48.2%
8 -371 -181 46.6%
9 -376 -174 44.3%
10 -377 -170 41.7%
11 -379 -160 38.9%
12 -377 -150 36.5%

The probability of cash flows being less than zenwvides further insight into
the risk associated with cattle feeding. This pholts is highest at the start of
backgrounding (54.3%), and it steadily declinesraufinishing down to 36.5%
in the 12" month. Note that production risk parameters forGABnd death loss
only vary from one feeding regime to another b eonstant within a given
regime. Therefore the trend in CFaR observed wighich regime is caused by the

stochastic nature of prices.
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Taken together, these results confirm that catkxlihg is a risky venture.
CFaR as measured by the probability of zero cashsflsuggests that finishing is
probably less risky than backgrounding. The redudtge important implications
for risk management in cattle feeding, and for aeibeing the appropriate

insurance premium on a cattle feeding loan.

4.5.4Insurance Premium

Given the risk in cattle feeding, credit to catéeders is likely to expose
lenders, both cash flow and security (cattle beheg security), to considerable
risk, which would in turn lead to high risk premigrand/or increased collateral
requirements. The analysis of credit risk exposarthis study is predicated on
cash flows perceived by the lender. These cashsflpmvide the lender with
conjectures on the two parameters commonly usedeiit risk models, namely,
the probability of default and the magnitude of thes given default (Pederson
and Zech, 2009). The rationale underpinning the afseash flows from the
lender’s view point is that the lender may be ableobserve the relevant risk
factors including stochastic asset (in this casdeggrices as is assumed in the
Merton credit risk model (Pederson and Zech) buttihe operation’s production
costs.

Table 13 shows the average risk premiums associaittidbackgrounding,
finishing, and both backgrounding and finishing.rd@atage premiums are
calculated based on an average loan amount of $4%6h is equivalent to the
cost of purchasing a light weight steer. CFaR tesuiave confirmed

backgrounding to be generally more risky than fimg. Therefore it is not
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surprising that the average risk premium for baclkgding is higher than for
finishing. A more informative estimate of the inance premium for a lender who
does not know with certainty the month in which #teer is to be sold would be
the weighted average premium for the entire feedmogizon. This would
necessitate determining weights for each feediggne that reflect each regime’s
contribution to the volatility of returns from theackground-to-finish feeding
operation. But for a steer fed over all the 12 rhenfollowing Elam and Njukia
(1993)°, we can calculate the insurance premium as tiaé dbthe two averages.
All the premiums are greater than the 0.25% or &sopoints charged by ATB
Financial for the FALGP loans implying that the dloguarantee program and the
5% pooled security deposit have probably reducednterest rate on cattle loans.

Table 13: Risk premiums for feeding a single steer

Regime Premium ($) Percentage of loan amount
Backgrounding 17.54 3.86%

Finishing 2.55 0.56%
Backgrounding and finishing 20.09 4.42%

According to Purdy (2013), there is not a set mtenterest for the industry;
in the absence of the program, the rate would ylikelry from one farmer to
another depending on an individual farmer’s riséfiee, and it would certainly be
above the prime rate and the program rate. Purdgsniinat more importantly
from the bank’s risk perspective is the role ofypngial supervisors in ensuring

that individual Feeder Associations comply with thées and regulations of the

' The authors calculate the price risk premium fmjichedgers in the live cattle futures market.
Basing on the assumption that cattle are hedgechvateced on feed, they calculate the risk
premium per animal for a five-month feeding perésdthe sum of the monthly risk premiums.
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program. Proper detailing of paper work, spot ceeokensure use of appropriate
brands, and auditing of office procedures have hmented out as being crucial

to Feeder Associations in successfully operatiegptiogram.

4.5.5CFaR and Insurance Premium from Conditional Standad Deviations

The preceding analysis of cash flows, CFaR andamae premiums is based
on stochastic prices generated from unconditiot@aldard deviations of historical
prices. However, the historical standard deviat@amesrelatively high compared to
the conditional standard deviations of the pricedat®, which explains the
relatively high CFaR values and insurance premiuMisen stochastic prices are
generated from conditional standard deviationssisuttially lower CFaR values
and insurance premiums are obtained as shown lestad and 15, respectively.

Table 14: Farmer’'s net CFaR values from conditionaktandard deviations

Month CF at 5% (%) CF at 20% ($) Prob CF<0
1 -105 -54 50.9%
2 -112 -49 40.7%
3 -130 -52 38.1%
4 -141 -61 40.4%
5 -153 -70 42.4%
6 -171 -83 44.9%
7 -180 -82 44.0%
8 -183 -82 42.7%
9 -184 -81 39.6%
10 -189 -72 35.6%
11 -193 -63 31.0%
12 -194 -51 27.7%
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Table 15: Risk premiums from conditional standard cviations

Regime Premium ($) Percentage of loan amount
Backgrounding 1.86 0.41%
Finishing 0.01 0.002%
Backgrounding and finishing 0.93 0.20%

The lender’s risk premium of 0.20% over the enfieeding horizon compares
with the 0.25% basis charged by ATB Financial fmars under the FALGP. It
may well be that the level of risk and risk premiestimated with conditional
standard deviations of prices are closer to the tralues than those estimated

using unconditional standard deviations.

4 .5.6Value of Loan Guarantee

In valuing the loan guarantee, the 5% security deéps deducted from the
total loan value. Hence the loan guarantee is dahased on a loan of $432.
Table 16 shows the parameters for valuing the tparantee, and table 17 shows
the average value (price) of the European Put nptistained from the Black-
Scholes model and average values of European andridgan Put options
obtained from the Binomial option pricing model.€Tthree values are quite close
to each other as expected since the two modelsdaramost similar results.

Table 16: Parameters used in valuing a loan guaraag for a single steer

Parameter Units Value
Loan valueB $ 432
Current value of assetg, $ 432
Term of loan,T Years 1
Volatility of returns,oc % 18.40
Risk-free interest rate, % 6.0
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Table 17: Estimates of the value of a one-year cédtloan guarantee

Model European Put  American Put Percentage of loan

(%) ($) amount
Black-Scholes 19.12 4.43% (European Put)
Binomial 18.45 21.78 4.27% (European Put)

5.04% (American Put)

According to the Black-Scholes model, cattle fesdshould pay a fee
equivalent to 4.43% of the face value of the loan & one-year guarantee
covering 15% of the total loan available to the dexeAssociation, whereas the
Binomial pricing model estimates the price of thegntee to be 4.27% of the
loan amount. Unlike a European Put, an AmericancBaotbe exercised any time,
and this flexibility increases the value of the Armoan Put. Thus cattle feeders
would pay a fee equal to 5.04% of the loan for e-pear guarantee if valued in
terms of an American Put option. However, accordingome lenders’ terms and
conditions, loan repayment is made once, and doelsave to be before the cattle
are sold. In this case, the European Put valuedvoglla more realistic estimate of
the price of the guarantee. Generally, the valli¢seoguarantee given by the two
models do not seem to be high. In fact they arepewable to the 5% security
deposit.

The price of the guarantee is a premium for thke faged by the guarantor.
The risk measure that has been used to deriveudwaigtee price is the volatility
of cattle feeding returns. But besides the estithajearantee price, a rough
indication of the government’s risk exposure is thefault rate, which may be

approximated by the payouts in the 77 years optbgram’s existence relative to
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the $7.68 billion that has so far been coveredneyguarantee. The payouts have
totaled $3.82 million, which is about 0.05% of @mount guaranteed. Given the
current maximum liability of the program of $55 hah, the payouts are
equivalent to 6.95% of the maximum liability. Algecall that payouts have been
made 17 times, implying an average of $0.225 mmiljer payout or 5.88% of the
total payouts. These figures are generally indieatf a low rate of default on
cattle feeding loans in spite of the substants m cattle feeding, and therefore

they support the study’s finding of low values lo¢ foan guarantee.

4.5.7Interest Subsidy

Table 18 shows the average subsidy rates and tiesponding guarantee
subsidies for the entire feeding period and foheafcthe two feeding regimes for
a loan amount of $455. Subsidy rates approximdtrdst rate differentials, and
the resulting guarantee subsidies represent theoutised interest savings
provided to cattle feeders by the FALGP. With assdy rate of 4.58%, a cattle
feeder would save on average twenty one dollaistarest on a loan of $455
over the entire feeding horizon.

Table 18: Subsidy rates for a one-year loan guaraae for a single steer

Period Subsidy rate Guarantee subsidy
Entire feeding period 4.58% $20.84
Backgrounding 6.02% $27.35
Finishing 3.11% $14.12
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4.6 Sensitivity Analysis

Using the baseline scenario (scenario one), themsitbvity analyses are
undertaken. First, the starting weight for backgiting is varied to assess the
sensitivity of the farmer’'s cash flows and the d@rek to the lender. Second,
volatility of returns to cattle feeding and thekrisee interest rate are varied to
assess the sensitivity of the value of the loanraguae. The third sensitivity
analysis involves varying the discount rate to ss$he sensitivity of the interest
subsidy provided by the loan guarantee.

Changesin cash flows and risk premiums

Since the initial weight of 350 Ibs is of a ligtdltthat has been weaned early,
the sensitivity analysis considers initial weiggteater than 350 Ibs: 400 Ibs, 450
Ibs, 500 Ibs, and 550 Ibs. The sensitivity analyisesefore includes the weight at
which calves are usually weaned (485 to 550 lbsbld 19 summarizes the
results of the analysis for different starting wegy Relative to the baseline, an
increase in the starting weight leads to a dediméhe farmer’s average cash
flows in all the twelve months of the feeding honz While only one negative
cash flow ($-1.85) was observed for the initial gieiof 350 Ibs, negative cash
flows are realized throughout backgrounding forhemitial weight, and positive
cash flows are obtained only in the last 2 to 4 thewf finishing. For example, in
the baseline scenario, if the steer were to be afdddl backgrounding in the sixth
month, a cash flow of $15.23 would be realized I@¢abl). But for an initial
weight of 400 lbs, the resulting cash flow would $€3.97, implying a $39.20

reduction in cash flow. When the initial weightagain increased by 50 Ibs (to
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450 Ibs), a cash flow of $-65.12 would be obtairieghlying a $41.15 reduction
in cash flow.

Table 19: Farmer’s cash flows and lender’s risk preiums, both in $/steer,
for different backgrounding starting weights

Month Farmer’s cash flows ($/steer)

400 Ibs 450 Ibs 500 Ibs 550 Ibs
1 -11.33 -50.46 -64.65 -113.43
2 -10.00 -36.17 -75.13 -107.87
3 -7.10 -38.01 -80.00 -115.87
4 -9.03 -47.82 -88.00 -128.68
5 -14.98 -58.57 -99.35 -139.96
6 -23.97 -65.12 -106.47 -140.80
Risk premium for $27.29 $41.29 $57.40 $77.82
backgrounding (5.26%) (7.08%) (8.87%) (10.94%)
7 -20.28 -55.99 -87.37 -114.71
8 -5.60 -35.48 -60.89 -84.48
9 20.65 -4.27 -27.57 -50.30
10 51.22 27.97 4.94 -17.88
11 82.86 59.46 36.41 13.43
12 116.20 92.94 69.81 46.66
Risk premium for $5.29 $9.23 $14.48 $20.85
finishing (1.02%) (1.58%) (2.24%) (2.93%)

These results suggest that cash flows are sensititlee initial weight of the
steer; starting to background an animal at a kedbtiheavy weight may not be
profitable if the backgrounding is to be done oxexix-month period. As a result,
the cattle loan risk premiums for both backgrougdend finishing will be

relatively high, and will increase with increasele initial weight of the animal.
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Changesin the value of loan guarantee

Sensitivity of the value of the loan guarantee @doan amount of $432) to
changes in volatility and interest rate is analybgdconsidering 10%, 20% and
30% increases and reductions in both parametetatiMy is positively related to
the value of the loan guarantee, while interest eatd the value of the guarantee
are inversely related. In the baseline scenarimualnvolatility was 18.40%.
When volatility is increased by 10% (i.e., from 4% to 20.24%) holding other
parameters constant, the value of the loan guaranteeases by about 15% from
$19.12 (table 15) to $22.01 (table 20) as per tlaelBScholes model. The value
of $22.01 is 5.09% of the loan amount. The samel lef/sensitivity is obtained
with the Binomial option pricing model; a 10% inase in volatility increases the
value of the guarantee from $18.45 to $21.28 whened as a European Put, or
from $21.78 to $24.66 when valued as an American’Plherefore the greater
the risk faced by the cattle feeding enterprise,Higher the implied price of the
loan guarantee. It can also be concluded thatdahes\of the loan guarantee is less
for a farmer with a financially sound operationritene with financial challenges.

Increasing the risk-free interest rate decreasevatue of the guarantee, and
vice-versd’. But the value of the guarantee is not as seesttivchanges in the
risk-free interest rate as it is to changes in NMdla Initially, a risk-free interest
rate of 6% is used. When increased by 10%, theevaluhe guarantee decreases

by only 1.67% from $19.12 to $18.80 according te Black-Scholes model. A

2 As earlier mentioned, the value of an American Butlways greater than that of a European
Put. In table 18, results from the Binomial mod& shown for both European and American Puts,
with the larger value corresponding to the latter.

%L For a Call option, an increase in interest ratedases the value of the option (Haug, 2007).
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similar reduction in the interest rate increasesvhlue of the guarantee by about
9% from $19.12 to $20.78.

Table 20: Estimates of the value of a one-year cédt loan guarantee for
different volatility levels and risk-free interestrates

Value of guarantee

Volatility (%) Black-Scholes Binomial

20.24 $22.01 (5.09%) $21.28 (4.93%)
$24.66 (5.71%)
22.08 $24.93 (5.77%) $24.12 (5.58%)
$27.54 (6.38%)
23.92 $27.86 (6.45%) $27.01 (6.25%)
$30.45 (7.05%)
16.56 $16.26 (3.76%) $15.65 (3.62%)
$18.90 (4.38%)
14.72 $13.44 (3.11%) $12.90 (2.99%)
$16.07 (3.72%)
12.88 $10.69 (2.47%) $10.21 (2.36%)

$13.29 (3.08%)

Risk-free interest rate (%)

6.6

7.2

7.8

5.4

4.8

4.2

$18.80 (4.35%)
$17.86 (4.13%)
$16.95 (3.92%)
$20.78 (4.81%)
$21.83 (5.05%)

$22.92 (5.31%)

$18.13 (4.20%)
$21.55 (4.99%)
$17.19 (3.98%)
$20.86 (4.83%)
$16.28 (3.77%)
$20.21 (4.68%)
$20.12 (4.66%)
$22.95 (5.31%)
$21.18 (4.90%)
$23.69 (5.48%)
$22.27 (5.16%)
$24.46 (5.66%)

Figures in parentheses are values of the loan got® expressed as a

percentage of the loan amount

Changesin Subsidy rates

Table 21 summarizes the results of the sensitvitthe subsidy rate for the
entire feeding period to upward and downward chamdel 0%, 20% and 30% in
the discount rate. In the baseline model, a discrata of 8.21% is used to obtain

a subsidy rate of 4.58%, which, for a loan amoun®4b65, translates into a
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guarantee subsidy of $20.84. A 10% increase indikeount rate increases the
subsidy rate and hence the guarantee subsidy hy abofrom $20.84 to $21.32.
But a similar reduction in the discount rate wowddbstantially reduce the
guarantee subsidy by as much as 29%.

Table 21: Subsidy rates for entire feeding period tadifferent discount rates

Discount rate Subsidy rate Guarantee subsidy
9.03 4.69% $21.32
9.85 5.40% $24.55
10.67 6.10% $27.74
7.39 3.23% $14.70
6.57 2.49% $11.32
5.75 1.73% $7.88

In summary, results of the sensitivity analysisiéate that the farmer’s cash
flows and the resulting risk premiums on a catblanl are relatively sensitive to
changes in the initial weight at which a steer laced in a backgrounding
program. Higher initial weights lead to lower caflbws and higher risk
premiums. We also find that the value of the Alaecattle loan guarantee
program is sensitive to the volatility of returres dattle feeding, but less so to
changes in the risk-free interest rate. Consistetit the theoretical framework,
higher volatility levels result in higher guaranfeéces, while higher interest rates
mean lower guarantee prices. A reduction in thefrise interest rate would have
a greater impact on the value of the guarantee #imaimcrease in the rate. An
increase in the discount rate leads to an increaskee subsidy inherent in the

loan guarantee. But similar to the effect of a it in the interest rate on the
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guarantee price, a reduction in the discount rabeldvimpact the guarantee

subsidy more than an equivalent increase in tlee rat

4.7 Summary and Conclusion of Chapter Four

Chapter four examines three aspects of Albertasd€e Association Loan
Guarantee Program, namely, credit risk to lendeadye (price) of the loan
guarantee, and guarantee subsidy. A stochasticéevidatlo cash flow model of
backgrounding and finishing a light-weight steedenties the analysis of credit
risk, and provides estimates of some of the pararmeateeded to determine the
guarantee’s price and implicit interest subsidy.

Cash flow at risk estimates show that the likebskes in cattle feeding for one
in five chances range from $109 to $150, and tl&adility of cash flows being
less than zero ranges from 36.5% to 54.3%. Gikenlével of risk, the insurance
premiums needed to offset the credit risk to lesdearticipating in the loan
guarantee program are on average 4.42% of the wdltlee loan for the entire
feeding period, and 3.86% and 0.56% for backgraumdand finishing,
respectively. The price of the loan guarantee &ésmated by the Black-Scholes
option pricing model is 4.43% of the value of tbarl, and that estimated by the
Binomial option pricing model is 4.27% if the gualee is valued as a European
Put, and 5.04% if valued as an American Put. Tlognam provides a subsidy
rate of 4.58%, which implies an interest savingabbut $21 on a loan of $455.
Note that the estimated guarantee prices are aletpstl to the subsidy provided
by the guarantee. Interestingly, pricing the gu@ras an American Put option

ensures a price that offsets the interest subsidy.
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The results have two implications for credit prowms to cattle feeding
enterprises. First, they suggest that both goventimend market-based credit
provision to cattle feeders be cognizant of the/ivay levels of risk exposure (to
lenders) that depend on the nature of the cattelifg operation. The risk
premiums obtained in this study can be used inuratijon with the individual
feeders’ risk profiles to arrive at the appropriguterest rate on direct government
loans, government guaranteed loans or purely @iaarket loans. Second, the
results point to the possibility of restructuringdaoperating the FALGP in a
manner that removes the implicit guarantee subdJidgt would involve charging
a guarantee fee. This is already being done uhgeCanadian Agricultural Loans
Act although it is unclear whether or not the 0.8t is sufficient to offset the
subsidy. To do so, however, requires informatiortien additionality caused by
the program and the effect the change would havé. gxdditionality refers to
either the number of cattle feeders that were béecess credit as a result of the
program, or the additional lending in terms of tlidume of loans that can be
attributed to the program. Additionality can thea Wweighed against both the
financial and non-financial costs of the loan guéga program to provide a
benchmark for assessing alternatives to the progidms is a potential area for

future research.
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CHAPTER FIVE: CONCLUSION

This dissertation presents findings of three studia Canada’s beef cattle
industry. A common thread to the first and secoidliss is the analysis of the
impact of exogenous shocks on important aspecthefindustry. In the first
study, the impact of the highly contentious courmfyrigin labeling law on U.S.
imports of Canadian beef and cattle is examinedhdénsecond study, the impacts
of two market shocks, namely, appreciation of tlzm&&lian dollar relative to the
U.S. dollar and an increase in the price of feedthe cyclical properties of cattle
inventories, beef supply and prices are examinée. third study estimates the
value of the loan guarantee provided to AlbertadeeeAssociations by the
provincial government. Results from these studresige insights into the nature
of industry strategies and policy interventionsttmsould help increase and
sustain the industry’s competitiveness. This chraptevides a summary of the
three studies, the policy implications of theirules the studies’ limitations, and
potential areas for further research.

The first study argues that country of origin labgl (COOL) has been
detrimental to the competitiveness of Canada’s laéfe industry insofar as it
has caused a reduction in U.S. imports of Canabeef and cattle. The same
argument has been the basis of Canada’s case tatfa@nd.S. in the WTO that
the law violates Article 2.1 of the Technical Bars to Trade (TBT) Agreement.
This study develops a multi-market partial equilion model of the Canadian and
U.S. beef cattle industries, from which it derivesduced-form U.S. import

demand equations for Canadian beef and cattle efjbations are then subjected
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to two tests of structural change — the Bai anddPe(1998, 2003) test that
addresses the fact that the exact date on whichlC&adsed a structural break is
not known, and Andrews (2003) test that deals with possibility that the
COOL-induced break point could have occurred towhel end of our sample
data. The evidence obtained strongly supportsripgn@ent that COOL has led to
a reduction in U.S. imports of Canadian beef arttlecaVhile a 1% reduction in
beef imports was observed, the reductions in fetiffaader cattle imports were as
high as 18% and 21%, respectively.

These results support Canada’s case against COke WTO. In June 2012,
the WTO’s Appellate Body ruled that COOL treats artpd Canadian cattle less
favorably than U.S. cattle, and a WTO arbitratarMay 23, 2013 as the deadline
for the U.S. to comply with the WTO ruling. The usdry continues to pressure
the U.S. to fully comply with the WTO ruling. This seen in the recent
application by Canada to have the WTO establisbraptiance panel to assess
whether or not the changes made by U.S. to theslaar are sufficient (The
Globe and Mail, 2013).

However, a major policy implication of the studyssults draws from the
likelihood that mixed supply chain beef may ceasexist in the U.S. market if
COOL is not repealed. Therefore in the long-rure thdustry could aim to
increase its beef processing capacity and seekarfsmarkets for beef owing to
the law’s relatively small impact on beef imporBut such a policy strategy
might be limited by the potential to exercise opgony power by the few existing

beef processors, and the industry’s ability to cetapwith lower-cost suppliers
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such as Brazil, Uruguay and Argentina. Schroed@03 observes that COOL
has motivated producers to consider better vertoardination by investing in

beef packing to obtain premiums on higher qualigefb But he notes that
producer-owned processing plants may not be ableotopete with existing

multinational beef processing companies in the glabarket, and unlike the

large companies, they could easily be put out airimss by a single food safety
event. In short, both the structural change calise@OOL as revealed by this
study and the policy goal of increasing domestieflggrocessing capacity may
have implications for the Canadian beef supply mhd&ut analyzing those

implications is beyond the scope of this study.

A limitation of this study is that although it hagen able to detect COOL-
induced structural breaks using the Andrews tédtas not been able to do so
using the BP test. It could be that either the tpagod covered by the series after
the BSE crisis is not long enough for the BP testdtect structural breaks, or that
the BSE shock was so big that the structural breakused has dominated all
other possible structural breaks.

The second study argues that because the beeé dattlstry exhibits
cyclicality, some of the recent market shocks hiaae an impact on the cyclical
patterns of some of the industry’s key policy valgs. To prove this, the study
uses spectral analysis (Hamilton, 1994) to firsd &aremost establish the nature
of cycles in total cattle inventories, beef cowantories, beef supply and beef
prices. It then combines spectral analysis witlerigntion analysis (Enders,

2004) to determine the impact of the appreciatibthe Canadian dollar relative

161



to the U.S. dollar, and feed price escalation @sé¢hvariables. From the analyses,
the study is able to conclude that total cattleemteries, beef cow inventories and
beef supply are characterized by ten-year cyclédevibeef prices exhibit, rather
surprisingly, an eight-year cycle. In addition, s@aal three-month and annual
cycles are found in beef supply and prices, respaygt Regarding the effect of
shocks on cycles, the study finds evidence thaekohange rate shock of 2002
caused a 58% reduction in the peak amplitude (fatain) of the ten-year beef
supply cycle.

The findings have implications for farm businesshagement by individual
producers as well as policy implications for theokghindustry. The cattle cycle is
the result of the sum of the profit-maximizing aas of individual cow-calf
producers, that is, the cattle cycle is driven hg profitability of cow-calf
producers. Therefore knowledge of the cattle cyslemportant to especially
prospective and newly established cow-calf produgertiming their production
decisions. Also, the existence of the cattle cywlglies that producers need to be
flexible in managing their operations to ensureythervive periods of low or no
profitability during a cycle downturn.

The beef cattle industry is relatively complicatbdf the existence of cycles —
a long-term phenomenon that involves all marketlew provides researchers
and policy makers an opportunity to better undecstthe effects of market
shocks on the industry. The finding that excharge mappreciation, which in
most of the literature is considered to be a negashock, is associated with a

reduction in the long-term fluctuations in beef glygs informative. This result is
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evidence that shocks may change the cattle cycle¢chwmeans that policy
interventions may be used to help the industrylkdquicome out of the bottom of
the cycle.

The reduction in variability of beef supply may kalbeen caused by the
industry’s gradual adjustment to a higher Canadlahar, and/or productivity
gains from lower costs of imported inputs. Therensed to develop and
empirically test a theoretical model that explaine mechanism through which
exchange rate appreciation impacts the cattle aycliae context of the entire
beef supply chain.

Besides exchange rate appreciation, it is likegt tBOOL has had or will
have a substantially large, if not larger impacttbe Canadian cattle cycle. In
future research, the impact of COOL on the cyclelddoe established by
determining the margin between Canadian and Ue®r girices due to COOL,
and incorporating the margin as an exogenous Mariaban ARMAX model of
beef supply.

The first and second studies have been sector-#udles of the beef cattle
industry. But the third study is a farm-level arsadyof the value of the loan
guarantee provided to cattle feeders by the Albpréavincial government. The
study combines enterprise budgeting with risk agialyo determine the risk that
commercial banks and other lenders would face byihg to a typical cattle
feeding operation in Alberta, the value of the l@gararantee provided to cattle
feeders through the FALGP, and the subsidy embaosligdn the FALGP. A cash

flow Monte Carlo model underpins the estimatiorcash flows that account for
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production and price risk in a backgrounding tasftiing feeding operation, and
option pricing models (Black and Scholes, 1973; @bxal, 1979) provide the
conceptual and empirical framework for valuing kb&n guarantee.

This study finds that feeding cattle is, indeedjsky venture as has been
established by other studies, and the resulting egposure to lenders is
significant. This is especially true for backgroimgd Also, the study finds that
the price of a loan guarantee that covers 15%eftdtal loan amount available to
a Feeder Association is likely to be 4% to 5% @ lisan amount and this should
offset the subsidy inherent in the guarantee.

These results may help generate a debate amongy pukkers regarding
potential alternatives to ensuring access to crédgitcattle feeders. These
alternatives may include direct government loang;harging a guarantee fee, or
government completely divesting itself from the gnaim. But in a related study,
some program lenders have indicated that no othegram would probably
afford them the same level of security to be ablprbvide credit to cattle feeders
at the prevailing interest rates (Rueeal., 2013). Although the results of this
study wouldn’t be sufficient to gauge the feasipibf alternatives to the program,
they lend support to the continuation of the FALGRs current form. As earlier
indicated, the program has been in existence fer sgven decades, and appears
to be beneficial to the industry as it finances24% of the total calf crop
annually. Moreover, in spite of the relatively higvel of risk involved in cattle
feeding, the default rate observed in the progras lbeen low, and the resulting

risk premium for the guarantee compares to theivelg low security deposit
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required of cattle feeders to access financin@ddition, the interest rate subsidy
provided by the program is low, and the maximunbiliy of $55 million per
annum in relation to the average annual payouts doepoint to a large financial
constraint on the part of the government.

A comprehensive evaluation of the FALGP would hawe go beyond
estimating a premium for the loan guarantee, toeua#ling a benefit-cost
analysis of the guarantee along the supply chaih d@termining the implications
for the whole of the Alberta and Canadian beefleattdustry. This study
provides information on the value of a single stemrd an estimate of the
premium that a cattle feeder would have to payégovernment for a guarantee
on a loan to purchase the steer. The cash flowogtidon pricing models used
may be expanded to form the basis of future studies

This study, however, is not without limitations. €Tfirst limitation is that it
has been undertaken at a micro level with a sirsglenal being fed in a
representative background to finish feeding openati his means that the results
obtained are based on noncumulative cash flowsolid be helpful to extend the
analysis to a typical background to finish opematiath more than one animal so
as to base the analysis on cumulative cash flows.sEcond limitation is that the
feeding periods for both backgrounding and finighvave each been fixed to six-
month horizons. In reality, this is not usually tlease; the duration of
backgrounding and finishing depends on market ¢mmdi and the breed of the
animal, and it has implications for risk analysiBherefore, it might be

informative to model cash flows based on varyimggetihorizons.
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An evaluation of the FALGP could benefit from, amgowlther things,
knowing the effect the program (including the assted interest subsidy) has had
on the competitiveness of Alberta’s entire beefpdyghain. This would involve
determining the extent to which the program hase@m®ed access to credit by
examining the counterfactual — the behavior of &adin the absence of the
program, and the likely effects of that behaviots@ in light of the results
obtained from this study, if cow-calf operators amadtle feeders were to pay the
estimated guarantee price, what effect would tleatehon access to financing,
overall administration and operation of the programd competitiveness of the

beef supply chain? These questions could form #isestof further research.
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