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Abstract

The atmospheric aqueous phase is an important reaction medium for the pro-

cessing of both biogenic and anthropogenic organic compounds. Particularly,

the formation of aqueous-phase secondary organic aerosol (aqSOA) and the

influence on ambient air quality and regional climate are of increasing interest

compared to data from comparable gas-phase processes contributing to SOA

formation.

A fundamental component for the investigation of atmospheric aqueous-phase

reactions is the availability of a photochemical reactor. For this purpose, a multi-

position photoreactor was designed and characterized with detailed comparisons

of exchangeable sample adaptors regarding their stirring performance for the

application in heterogeneous, aqueous-phase photochemistry.

The developed photoreactor was applied for the investigation of a new, mineral-

mediated, photochemical formation mechanism of organosulfates (OS) in the

aqueous phase using methacrolein, a major atmospheric oxidation product of

isoprene, an abundant biogenic volatile organic compound, as precursor. Since

organosulfates are known to make a significant contribution to particulate mat-

ter (PM) mass loadings and SOA, the OS formation was studied under several

conditions, such as the illumination time, catalyst loading, sulfate concentration,
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counterion identity, and methacrolein concentration.

SOA formation in the atmosphere also occurs from gas-phase precursors, the

concentrations of which can be monitored with both optical spectroscopic tech-

niques, such as differential optical absorption spectroscopy (DOAS) and via gas

chromatographic (GC) separation and hyphenation techniques, such as flame

ionization detection (FID) and mass spectrometry (MS). GC-MS is a powerful tool

for the analysis and structural elucidation of gas-phase species. However, volatile

organic compounds and related atmospheric oxidation products are usually de-

tected at low concentration ranges, which require an analyte preconcentration

and thermal desorption (TD) step prior to a gas chromatographic analysis. Con-

sequently, a thermal desorption unit for GC-FID/MS coupling was designed,

characterized and further developed to achieve an automated TD-GC-FID/MS

system for a continuously operated analysis process of samples generated in

smog chamber studies.
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Preface

This thesis is based on manuscripts that have been published in or are in prepa-

ration for submission for publication. Consequently, there may be some overlap

in material which is presented throughout the thesis. All manuscripts included

in this thesis were written by Mario Schmidt, with critical comments provided by

Sarah A. Styler. Contributions of any other authors are described below.

Chapter 1: Introduction

This chapter was written by Mario Schmidt with critical comments from Sarah A.

Styler.

Chapter 2: Photochemical reactor development

All experiments for this chapter were performed by Mario Schmidt and Jiahui

Zhou, under guidance of Mario Schmidt. The mechanical production of the

photoreactor was performed by Vincent Bizon with contributions of Dieter Starke

and Dirk Kelm. An electronic reactor control unit was built by Allan Chilton. De-

sign considerations and the customized production of glass reactor parts were

contributed by Jason Dibbs. This chapter was written by Mario Schmidt with

contributions from Jiahui Zhou, and critical comments from Sarah A. Styler.

Chapter 3: Mineral-mediated photochemical organosulfate formation

All experiments for this chapter were performed by Mario Schmidt with funda-

mental experimental contributions from Shawn M. Jansen van Beek to establish

the experimental design. SEM-EDS and XRD analyses were performed by Maya

Abou-Ghanem with support from Anton O. Oliynyk for XRD data analysis. Elec-

tron microprobe analysis was performed by Andrew J. Locock. This chapter was

written by Mario Schmidt and Sarah A. Styler.

Published as: Mario Schmidt, Shawn M. Jansen van Beek, Maya Abou-Ghanem,

Anton O. Oliynyk, Andrew J. Locock, and Sarah A. Styler (2019). “Production of

Atmospheric Organosulfates via Mineral-Mediated Photochemistry“ ACS Earth

and Space Chemistry 3(3): 424-431.
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Chapter 4: TD-GC-FID/MS system

The experimental approach and final thermal desorption unit design was de-

veloped by Mario Schmidt. The mechanical production and additional design

suggestions were contributed by Dieter Starke. All experiments were performed

by Mario Schmidt. This chapter was written by Mario Schmidt with critical com-

ments from Sarah A. Styler.

Chapter 5: Conclusions and future directions

This chapter was written by Mario Schmidt with critical comments from Sarah A.

Styler.
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“He who has a why to live for can bear with almost any how.”

Friedrich Wilhelm Nietzsche
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1.1 The atmosphere - endless space or box ?

The area near the earth’s surface can be divided into four spheres: the lithosphere

(earth’s crust), hydrosphere (water on planet’s surface and moisture), biosphere

(living organisms) and the atmosphere (gas phase around the earth) [1]. However,

the term „gas phase“ does not fully describe atmospheric composition. Stable

components are gases like nitrogen (78.08%), oxygen (20.94%), Argon (0.93%),

carbon dioxide (0.04%) and other gases including noble gases such as methane

(0.01%). Variable components are aerosols (e.g. water droplets, ice crystals,

mineral dust, volcanic ash and carbonaceous particles from biomass burning) and

water vapor, which depend on local conditions [2]. The pull of gravity holds gases

of the atmosphere close to the Earth’s surface. Regarding the distance from the

Earth’s surface, there are gradual changes in density, temperature, and compo-

sition. Furthermore, the atmosphere can be divided into four major layers: the

troposphere, the stratosphere, the mesosphere, and the thermosphere.(Figure

1.1.)

Figure 1.1: Layers of the atmosphere: troposphere, stratosphere,
mesosphere, thermosphere; with kind permission for reproduction

in this thesis by Dr. Randy Russell, UCAR - [3].

As shown in Figure 1.1, the troposphere extends to a distance up to 10 km

approximately. The lower part of the troposphere, which interacts with the Earth’s
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surface, is called the boundary layer with a variable height between 0 and 3,000

m. Emitted pollutants near the ground accumulate in the boundary layer, which

also is the region where most weather occurs. With an increasing height from

ground to the upper troposphere, the temperature is decreasing down to approxi-

mately minus 57°C. Furthermore, the stratosphere follows above the troposphere

(together commonly referred to as the „lower atmosphere“) and extends up to

approximately 50 km and is including the so-called ozone layer. The temperature

in the stratosphere is gradually increasing because of UV radiation absorption by

ozone, which converts radiant energy into heat. The troposphere and the strato-

sphere build the lower atmosphere. Finally, the upper atmosphere includes the

mesosphere and thermosphere with lowest temperatures of approximately minus

90°C in the mesosphere. Up to 1200°C is reached in the following thermosphere

by gas molecules absorbing solar radiation [2].

The atmosphere can be seen both as the surrounding gas phase that has

the power to change the earth’s shape due to climate change effects but also

as a sphere whose composition depends on biogenic, natural or anthropogenic

events on the earth’s surface. This circumstance already describes the potential

complexity of the atmosphere. Discussing the relationships between all four

spheres leads to the recognition that also parts of the hydrosphere (water vapour,

droplets from sea spray), lithosphere (mineral dust) and biosphere (e.g. marine

microorganisms in sea spray aerosol) can be injected into and thus be part of the

atmosphere being related to weather (local, atmospheric condition) or climate

(long-term, average atmospheric condition). Hence, the atmosphere may be

described as a huge chemical reactor, that serves as a vessel for a wide range of

chemical conversions including multiphase reactions in the aqueous-, gas-, and

particle phase.

The local atmospheric concentration of chemical species can be influenced by

four different processes. First, the emission of chemicals from possible biogenic

or anthropogenic sources can influence their ambient concentration. Second,

chemical reactions in the atmosphere can either lead to the formation or removal

of chemical species. Third, the transport of chemicals away from their source

can be caused by winds. Finally, emitted or formed atmospheric material will

eventually be deposited back to the earth. Herein, dry deposition is defined

as the involvement of reactions or absorption at the surface of the earth and is

characterized by a deposition velocity, which is defined as the flux of the species to
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the surface divided by the concentration at some reference height. Wet deposition

involves the removal of species by precipitation. An estimated ratio of dry to

wet deposition (2:1) for the removal of SO2 has been estimated for long-term

transport processes in North America and emphasizes the potentially important

role of dry deposition in the atmosphere [4]. In order to be able to convert a

complex atmosphere into a model system for predictions and approximations

(e.g. BVOC modeling), so-called box models were developed [5]. A one-box

model with chemical species X is shown in Figure 1.2.

Figure 1.2: One box model showing four atmospheric processes:
emission, chemical production, chemical loss and deposition;

adapted from [5].

The box in Figure 1.2 represents a certain atmospheric volume, which could

be a country, an urban area or the whole global atmosphere. Atmospheric

transport is shown as a flow of a species X into the box (Fin) as well as out of

the box (Fout). Sources of the species X are defined by the inflow, emission and

chemical production, whereas sinks a possible chemical loss, deposition, and

outflow. However, the one-box model does not describe concentration gradients

inside the box. Instead, a simplified transport mechanism and the assumption of

a well-mixed box serve as a model for predictions. Hence, an assembly of various

boxes can be used to describe a certain atmospheric domain with transport
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between the boxes (e.g. a two-box, three-box model, 3-D modelling GEOSChem

[6]).

1.2 Atmospheric emissions and pollution

Throughout human history, the earth’s atmosphere had two fundamental pur-

poses. First, it provides air and thus oxygen to maintain biological processes

but also for industrial activities. Second, the atmosphere serves as space for

waste disposal related to the anthropogenic emission of gases and solids, which

are products of combustion and other energy transforming processes. Since

nature is not able to cleanse out the atmosphere as a gigantic sewer, urbaniza-

tion and industrialization have led to severe air pollution episodes and a global

reduction of the quality of ambient air. Hazardous risks arise also from gaseous

pollutants which can’t be seen, do not have an odor as well as from particles

being too small to be seen [7, 8]. Furthermore, air pollutants can be classified

according to two categories, which are called primary and secondary pollutants.

Primary pollutants are directly emitted into the atmosphere including, for example,

particulate matter, sulfur dioxide, and hydrocarbons. Symbolically, secondary

pollutants can be formed as products of atmospheric, chemical reactions (e.g.

photochemical reactions) that involve primary pollutants. Ozone is one of the

best known secondary pollutants, which can be formed in large amounts over

highly polluted cities with high sunlight intensities [5].

1.2.1 Gas-phase emissions

When discussing emissions that may have their origin in nature, it is common to

make a distinction between naturally occurring emissions and biogenic emissions.

The latter term is often associated with naturally occurring events only and thus

is not further related to human activities. Large sources for biogenic emissions

are plants and trees of the earth. Even though vegetation plays an important role

in converting carbon dioxide to oxygen, they are also a major source of hydrocar-

bons in the earth’s atmosphere. Especially, in regions such as North America,

the emission rate of biogenic compounds is estimated to exceed anthropogenic

emissions [9]. Annually, the biogenic emissions by vegetation were estimated

in 1995 to be as high as 1.2 Pg carbon, which was considered as an amount
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equivalent to global methane emissions [10]. Isoprene is one of the most common

emitted volatile organic compounds by vegetation with an annual emission of 500

to 750 Tg of isoprene (440 to 660 Tg carbon) [11]. Other large classes of biogeni-

cally emitted compounds are monoterpenes, which are 10-carbon hydrocarbons

consisting of two isoprene units as well as sesquiterpenes (C15 hydrocarbons)

consisting of three isoprene units. Additionally, oxygenated hydrocarbons are

emitted by plants as well, including methanol during leaf expansion [12], acetone

[13], methyl jasmonate and ethylene being related to plant defensive reactions

[14] as well as so-called leaf alcohol and leaf aldehyde as results from damage

of plants [15, 16, 17].

According to the U.S. EPA (2014b) report on the environment (ROE), an-

thropogenic sources of volatile organic compounds can be assigned to different

inventoried source categories: fuel combustion (e.g. coal-, gas-, and oil-fired

power plants), further industrial processes (e.g. production of chemicals), on-road

vehicles (e.g. cars, trucks, buses), non-road vehicles and engines (e.g. farm and

construction equipment, aircraft). BTEX compounds (benzene, toluene, ethylben-

zene, xylenes) are a further environmentally important VOC class, which can be

found in crude oil, diesel, gasoline, and are highly used as additives or precursors

of other products in the industry [18]. High BTEX concentration levels were found

in areas with high industrial activity or in large cities with a high traffic volume

[19, 20, 21]. VOC emissions from biogenic and anthropogenic sources were

estimated in 2011, and furthermore published in the U.S. EPA (2014b) report

on the environment (ROE). Nationally, it was reported, that biogenic sources

contributed approximately 74% to VOC emissions from all VOC sources, including

emissions from wildfires and plants in the biogenic category. Moreover, a total

U.S. VOC emission in 2011 was reported to be as high as 12.3 million tons,

assigning 2.16 million tons to non-road vehicles and engines, 2.41 million tons to

on-road vehicles, 7.10 million tons to other industrial processes and 0.63 million

tons to fuel combustion [18]. Another group of gas-phase pollutants is called

greenhouse gases. These are gases that trap heat in the atmosphere and include

carbon dioxide with a total contribution of 81%, methane (10%), nitrous oxide

(6%), and fluorinated gases (3%) [22]. The combustion of fossil fuels, industrial

processes, forestry and other land use are supposed to be the major sources for

CO2 emission. Agricultural activities, waste management and biomass burning

contribute to atmospheric methane emissions. Also, agricultural activities, like
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the application of fertilizers, are a primary source of nitrous oxide (N2O) emis-

sions. Furthermore, fluorinated gases, which include hydrofluorocarbons (HFCs),

perfluorocarbons (PFCs), and sulfur hexafluoride (SF6), are emitted by indus-

trial processes, refrigeration, and the use of consumer products [23]. However,

biogenic emissions can be also linked to anthropogenic activities since several

chemical species (e.g. NOX and methane) can be biological in their origin but are

associated with human agriculture, intensive factory farming or fertilization. In

short, the impact of biogenic emissions might be underestimated when external

factors like human activities are not critically discussed as an additional source

for biogenic emissions [24].

1.2.2 Particle-phase emission

Particulate matter (PM) is an inherent part of the atmosphere. Atmospheric

particulates need to be distinguished between PM and aerosols. PM is mostly

considered as a solid particle or liquid droplet, whereas aerosol is described as

fine suspended solid or liquid particles in the air [25]. Moreover, PM can be either

directly emitted or formed by secondary processes in the atmosphere. Direct PM

emission is called primary particulate matter, which can include biogenic sources

(e.g. pollen, bacteria, spores, plant and animal fragments) [26, 27, 28, 29, 30,

31]. Furthermore, natural sources of primary aerosol dominate PM emission on

a global scale, with sea salt as biggest contributor [32]. Anthropogenic, primary

PM sources include industrial and combustion processes considering black or

elemental carbon as major contribution [33] as well as general transport including

tire, brake wear, and road abrasion, waste disposal processes, and agriculture

including mass animal farming and open burning of agricultural residues [34, 35].

Secondary aerosol particles can be formed by nucleation including sulfuric,

ammonia, other amines and water as part of this process [36, 37]. Also, organic

compounds are considered to contribute to new particle formation [38]. Gas-to-

particle conversion is a further pathway to form secondary PM via partitioning

to existing PM by adsorption or absorption, and thus contributing to a potential

SOA formation [39]. Functionalized oxidation products (e.g. carbonyls, carboxylic

acids, alcohols, sulfates, nitrates) of primary VOCs from both biogenic and

anthropogenic source are considered as potential species to undergo this SOA

formation process, as they are less volatile than their precursor compounds

[40]. Additionally, oligomerization of chemical species can produce humic-like
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substances in the condensed phase [41], which may support SOA formation

and heterogeneous reactions at particle surfaces may lead to an increased

formation of species, which stay in the condensed phase [42]. Cloud processing

represents another formation pathway for secondary PM during evaporation and

condensation cylces, the uptake of water soluble chemical species may lead

to a following oxidation in the condensed phase as well as secondary sulfate

formation [43, 44].

1.2.3 Particle properties

Aerosols can be categorized according to different properties, such as particle

size and distribution, chemical composition and hygroscopicity as well as general

optical properties [45]. Aerosol sizes can be distinguished in four different modes,

which are the nucleation mode (ultrafine), the Aitken mode (Scottish scientist),

the accumulation mode (size depends on coagulation and condensation), and the

coarse mode. Total concentrations of atmospheric aerosol particles can vary over

7 orders of magnitude (approximately 10 to 1011 particles per cubic centimeter),

whereas the corresponding size ranges often vary over 5 orders of magnitude

(approximately 1 nm to 100 µm) [46]. Aerosol particle concentrations can be

described by number, surface area, volume, or mass per unit volume, which

is represented by Figure 1.3. As shown in Figure 1.3, whereas small particles

dominate the number concentration, the coarse mode contributes the majority

of PM mass. A common method is the number concentration, which can be

expressed by a set of log-normal distribution functions.
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Figure 1.3: Atmospheric particle properties (particle number, sur-
face area and volume) in dependence on the particle diameter,

adapted from [47].

Furthermore, the chemical composition of aerosols can affect other properties

including the hygroscopicity [45], which expresses the aerosol ability to take up

water and grow in size with increasing relative humidity. The chemical composition

of atmospheric aerosol particles can vary dramatically by their origin, such as

mineral, sea spray, biogenic, industrial or biomass burning aerosols with different

contents of organic materials (e.g. hydrocarbon-like, semi-volatile oxygenated,

low-volatile oxygenated), inorganic materials (e.g. sulfate, nitrate, ammonium,

chloride salts) [45, 48]. The average composition of different particle sizes

including PM10, PM2.5 and PMcoarse at urban sites was calculated for central

Europe in 2010, presented in Figure 1.4, and shows large differences for mineral
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dust, sulfate salts and elemental carbon according to the particle size [49].

Figure 1.4: Major constituent contributions to PM10, PM2.5 and
PMcoarse from urban regions in central Europe, adapted from [49].

Moreover, aerosol mixtures can be distinguished between external and internal

mixtures. External mixtures include particles, which are chemically pure but

are mixed with other particles of different chemical composition (e.g. pure black

carbon mixed with pure ammonium sulfate particles). In contrast, internal mixtures

are characterized by different chemical constituents within each particle. Realistic

mixtures are supposed to be a mix of both internal and external mixtures [50].

The chemical particle composition also affects the refractive index, which can

be used for the description of aerosol optical properties, such as the general

particle ability to attenuate atmospheric radiation at different wavelengths by

scattering (redirecting energy to different directions) and absorption (transfor-

mation to heat). On top of the refractive index, the wavelength of incident light

and the size of particles are further key parameters that govern scattering and

absorption of radiation by particles. Different theories were developed for the

calculation of scattering and absorption efficiencies according to the particle

size. The Mie theory is applied when the particle size is about the same size

as the wavelength of incident light. The Rayleigh regime describes scattering

and extinction coefficients for small particles sizes compared to the wavelength.

Optical properties of large particles compared with the wavelength can be

characterized by the so-called geometric regime [7].
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1.3 Chemistry of the atmosphere

Atmospheric chemistry still represents a relatively new, but highly complex re-

search area. A multitude of simultaneous reactions can occur in polluted regions,

which is also caused by the oxidizing environment of the Earth’s atmosphere

owing to the high concentration of oxygen [51]. However, gas-phase chemical

reactions between two stable molecules are rare in the stratosphere and tropo-

sphere because the amount of available thermal energy is not sufficient for a

reaction activation. Hence, many atmospheric reactions are driven by solar radia-

tion. Light absorption by chemical species can lead to different reaction pathways

in both the mature field of gas-phase photochemistry as well as heterogeneous,

multiphase chemistry [52, 53].

1.3.1 Gas-phase chemistry

The first step for an atmospheric photochemical reaction is the absorption of

a photon by a molecule (A) at an appropriate wavelength (λ), which usually

produces an excited molecule (A*).

A
h ν
−−→ A∗ (1.1)

Among other reactions, molecule A* may undergo fluorescence, collisional de-

activation, dissociation, and direct reaction. Chemical change happens during

the latter two processes, which is essential for photochemical reactions to occur.

Consequently, the identification of common absorbers of the lower atmosphere,

in the photochemically active area of the solar spectrum (ultraviolet and visible),

is one step towards the determination of possible gas-phase reactions. Table 1.1

shows absorbers and non-absorbers in the region of 3000Å to 7000Å [54].
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Table 1.1: Common atmospheric absorbers and non-absorbers in
the region of 3000Å to 7000Å, adapted from [54].

Absorbers Non-absorbers

Ozone Water

Nitrogen dioxide Carbon monoxide

Sulfur dioxide Carbon dioxide

Nitrous acid and alkyl nitrates Nitric oxide

Nitrous acid, alkyl nitrites, nitro compounds Sulfur trioxide and sulfuric acid

Aldehydes Hydrocarbons

Ketones Alcohols

Peroxides Organic acids

Acyl nitrites, pernitrites, nitrates Nitrogen

Particulate matter

The light intensity available for photochemical reactions, that reaches the

earth’s surface, also strongly depends on the light absorption in the stratosphere

by molecular oxygen and ozone. In the year 1930, Sydney Chapman proposed

the first reactions for ozone formation and destruction (Chapman cycle) leading

to a steady-state, stratospheric ozone concentration, which is an atmospheric

oxidant among other radical species.

O2

h ν
−−→ 2O (λ< 242 nm) (1.2)

O+O2

M
−−→ O3 (1.3)

O+O3 −−→ 2O3 (1.4)

O3

h ν
−−→ O(1D) + O2 (λ< 336 nm) (1.5)

However, it needs to be mentioned that this cycle does not completely describe

all processes that lead to an actual stratospheric ozone concentration since

several ozone sinks (e.g. nitrogen oxides and chlorofluorocarbons) contribute to

an ozone loss.

Additionally, ozone can be formed at ground level by another mechanism, that

does not depend on incident light with wavelengths under 240 nm. Instead, ozone
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can be formed in a series of complex reactions involving solar radiation, nitrogen

oxides (NOx) and volatile organic compounds. Especially in large cities, which

supply enough VOCs and NOx by combustion processes among other sources,

ozone can quickly accumulate during day time often with peak concentrations

at noon, which is also caused by highly trafficked roads (VOC emission) during

morning hours [7]. Figure 1.5 presents the ground-level ozone production cycle

[55].

Figure 1.5: Ground level ozone production cycle; adapted from
[55].

As shown in Figure 1.5, a major source for ground-level ozone is the pho-

tolysis of NO2, which produces oxygen atoms for the subsequent reaction with

molecular oxygen to form ozone. Nitrogen dioxide in cities is mostly produced

by the oxidation of nitric oxide, which in turn is emitted through fuel combustion.

Moreover, emitted VOCs can be oxidized by another atmospheric radical species,

called hydroxyl radical (OH). Products of these VOC oxidations are organic peroxy

radicals (RO2) and hydroperoxy radicals (HO2), both capable to oxidize NO to

NO2 without consuming ozone. During this cycle, OH radicals are regenerated by

the reaction of H-OO radicals with NO to form NO2 and OH. Consequently, the

last step of ozone formation is represented by the photolysis of newly produced

NO2 [55].
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The most important day-time radical in the troposphere is the hydroxyl radi-

cal, which causes the tropospheric degradation of many organic and inorganic

pollutants and can be formed via different pathways in the gas-phase, including:

[52]

• the photolysis of nitrous acid (HONO)

• the photolysis of ozone and subsequent reaction of an excited oxygen atom

O(1D) with water vapor

• the photolysis of formaldehyde

Further important atmospheric gas-phase oxidants have been reported, such

as the nitrate radical (NO3) and halogen radicals (ClOx, BrOx and IOx) [56].

However, the discussed content of gas-phase chemistry described in this chapter

represents only a marginal part of a highly complex but comparatively well-studied

research area in contrast to heterogeneous and multiphase chemistry.

1.3.2 Particle-phase chemistry

Obviously, the atmosphere is not a homogenous gas-phase. This conclusion

can be easily drawn without scientific measurements by observing common

atmospheric events like dust storms, distribution of smoke from wildfires, rain or

snow.

Particles or droplets such as they occur in aerosols, fog, clouds or ice crystals

may provide a surface promoting surface-mediated reactions or provide bulk

condensed phases promoting reactions that can’t occur in the gas phase, such

as hydrolysis or electron transfer. Moreover, reactions in the particle phase can

also produce volatile products, which can be emitted to the gas phase and in turn

may alter the gas-phase composition and corresponding reactions.

The complexity of atmospheric heterogeneous becomes more obvious by

considering the large variety of available surfaces and their unique properties

to promote chemical reactions. These surfaces are not limited to particles only

(e.g. black carbon or mineral dust, etc. ), but also include any aqueous surfaces

(e.g. ocean) or man-made surfaces like glass, concrete, plaster and asphalt

among many others [57]. Especially, organic aerosols (OA) are of great interest
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in heterogeneous photochemistry since they contribute a mass of up to 90%

to submicron particulates [48]. Sources, atmospheric processing, and removal

mechanisms are still uncertain. Especially secondary OA (SOA), formed by

secondary atmospheric oxidation processes of gas-phase species, accounts for

a large fraction of OA [48].

1.3.2.1 Traditional and new pathway for SOA formation

The traditional understanding of SOA formation considers the gas-particle par-

titioning theory, which describes the partitioning of chemical species between

the gas and particle phase as equilibrium. Saturation vapor pressures of the

chemical species, as well as the concentration of these species in both the gas

- and particle phase, are considered as influencing factors for the partitioning

process among other effects. Major uncertainties in this SOA formation mech-

anism may be caused by neglecting the contribution of aqueous phases and

inorganic compounds [39, 58]. However, SOA formation is associated with a

reduced vapor pressure (by orders of magnitude) of atmospherically oxidized

and thus functionalized species which can be categorized as semi-volatiles or

non-volatiles [59].

Studies and field measurements have shown that the model of the tradi-

tional gas-particle partitioning theory could not explain characteristics of ambient

aerosol, which firstly lead to the assumption of undetermined SOA formation

pathways or unrecognized effects of different VOC precursors on the SOA for-

mation. Consequently, it was proven that ambient SOA mass was previously

underestimated and could dramatically exceed the modeled SOA formation un-

der free tropospheric conditions [60, 61]. Despite several improvements of this

SOA prediction model [62], the formation of SOA oligomeric products cannot be

explained since these reactions are unlikely to occur in the gas-phase. Hence,

other mechanisms including multiphase processes were investigated, resulting in

the determination of atmospheric aqueous phases (aerosol liquid water, clouds,

and fog) as potential reaction media for oligomeric species.

Figure 1.6 shows a simplified overview of both SOA formation mechanisms.

To summarize, VOCs are emitted by anthropogenic and biogenic / natural sources

and are oxidized to OVOCs (oxygenated VOCs), which are characterized by a

lower vapor pressure and are more likely to nucleate or partition into the particle

phase to form SOA. Furthermore, the formed OVOCs may also partition into the
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aqueous phase to undergo aqueous phase reactions (radical and non-radical

reactions) and form aqueous SOA via the evaporation of water. Another path of

organic compounds into the aqueous phase can also occur through nucleation

scavenging when particles initiate the formation of clouds or fog droplets.

Figure 1.6: Simplified SOA formation pathways by (traditional) gas-
particle partitioning and aqueous phase reactions; adapted from

[63].

1.3.2.2 Aqueous dust-mediated photochemistry

Aqueous-phase reactions including radical reactions and related knowledge

about kinetic insights were recently reviewed [64, 65, 66]. Potentially important

aqueous-phase oxidants were reported to be hydroxyl radical, hydroperoxy radi-

cal, superoxide anion, sulfate radicals, and the nitrate radical. Probably one of
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the most important aqueous-phase reactions in the atmosphere is the oxidation

of S(IV) to S(VI). Hence, the gas-phase OH radical initiated oxidation of SO2 to

finally form H2SO4 represents an important role for new particle formation [52, 5].

Furthermore, mineral dust aerosol and TiO2-rich minerals are known to pro-

vide reactive surfaces for heterogeneous reactions in the atmosphere and are

considered as possibly underestimated factor that contributes to the photochemi-

cal formation of atmospheric oxidants, such as nitrous acid (HONO) [67], which

can produce OH radicals undergoing photolysis, and as atmospheric sink for

ozone by ozone uptake [68]. Moreover, in the aqueous phase TiO2-induced

photocatalysis was proposed to produce HONO in the presence of NO2 and H2O

[69]. The aqueous SOA formation was studied in relation to aqueous organosul-

fate production [70], a chemical species which can contribute as much as 5%

to 10% by mass of the organic fraction of fine particulate matter [71]. Since the

hydroxyl radical plays an important role in aqueous oxidation reactions, also in

relation to sulfate radical formation from bisulfate anions, the heterogeneous,

aqueous-phase mechanism for OH radical generation will be described in the

following paragraph.

Semiconductors, such as TiO2, possess a void energy region, which does

not allow for recombination of an electron and hole produced via photoactivation.

This void region is called the band gap and extends from the filled valence

band to the bottom of the vacant conduction band. After excitation, there is

sufficient lifetime for the electron-hole pair to undergo a charge transfer process

to species on the semiconductor surface. Under certain conditions, which include

the continuous charge transfer to surface adsorbed species during an exothermic

reaction, this process is termed heterogeneous photocatalysis. In this process,

light absorption with energy equal or larger than the band gap is necessary to

initiate the excitation of an electron from the valence band to the conduction

band. The electron transfer induced by light absorption results from migration of

holes or electrons to the surface of the semiconductor, where either an electron

can be donated to electron acceptors (e.g. oxygen) for reduction processes

or a hole can accept an electron by an electron donor species (e.g. water) for

oxidation processes. Competitive pathways are represented by electron-hole

recombinations, which may occur in the semiconductor particle volume or on

the particle surface or back-donation from an adsorbed species after charge

transfer occurred [72]. Figure 1.7 shows one-electron reduction steps to form
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OH radicals from oxygen and two-electron oxidation steps for the formation of

hydrogen peroxide from water [73].

Figure 1.7: Scheme for TiO2-surface mediated hydroxyl radical
formation in the aqueous environment; adapted from [73].

1.4 Impacts on human health and climate

According to the State of Global Air 2018 report [74] and the Global Burden of

Disease (GBD) project of the Institute for Health Metrics and Evaluation (IHME)

[75] ambient particulate matter, household air pollution, and ozone were identified

as the most important risk factors by the total number of deaths for all ages

and both sexes in 2016. Especially, fine particle air pollution is considered as

the largest environmental risk factor worldwide with ambient particulate matter

(PM less than or equal to 2.5 µm in aerodynamic diameter, PM2.5) accounting

for 4.1 million deaths from heart disease and stroke, lung cancer, chronic lung

disease, and respiratory infections in 2016. PM2.5 caused a larger number of

deaths compared to well-known risk factors, such as alcohol or high sodium

intake). Moreover, particulate matter in the 2.5 to 10 µm size range is also small

enough for inhalation and penetration to the thoracic region of the respiratory

system. Since PM can also include several metal species (cadmium, copper,

nickel, vanadium, zinc) and polycyclic aromatic hydrocarbons (PAH), additionally
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to other inorganic and organic components, inhalation of these particles may

provide a transport pathway of these species into the blood system [76]. Already

in 1970, several categories of respiratory and heart diseases were reported as

part of a study about mortality and air pollution levels in New York City [77].

Table 1.2: Categories of respiratory and heart diseases related to
air pollution, adapted from [7, 77].

Respiratory disease Heart disease

Tuberculosis Arteriosclerotic, coronary heart disease

Malignant neoplasm Hypertensive heart disease

Asthma Rheumatic fever, chronic rheumatic heart disease

Influenza Other diseases of the heart, arteries, veins

Pneumonia Certain types of nephritis, nephrosis of the kidneys

Bronchitis

Pneumonia of newborn

Furthermore, aerosol particles have the power to change earth’s climate by

absorbing or scattering light dependent on their physicochemical properties. The

majority of aerosols are described as light reflecting aerosols according to their

composition and color. Hence, bright or translucent particles usually tend to

reflect light and dark aerosols can absorb significant amounts of radiation. For

example, pure sulfates and nitrates tend to almost completely reflect/scatter

incoming radiation, thus cooling the atmosphere [78]. Black carbon particles (e.g.

from combustion processes) mostly absorbs radiation, warming the atmosphere

or warming the surface they are shading. Moreover, brown carbon, also called

organic carbon from biomass burning, is characterized by warming as well,

depending on the particle brightness [79, 80]. Sea spray aerosols (salt particles)

mostly reflect encountered sunlight, whereas dust particles may reflect or absorb

light depending on the composition and any possible coating with brown or black

carbon [45].
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1.5 Laboratory atmospheric simulation

approaches & analytical techniques

1.5.1 Atmospheric reaction chambers

The determination of atmospheric conditions for the formation of smog phenom-

ena requires the design of an instrumental setup, which allows for the control of

specific reaction parameters. The monitoring of concentrations of atmospheric

reactants and oxidation products is already part of established instrumentation

[81] but the evaluation of parameters, such as meteorological conditions and

emission rates, still represents a major challenge. In order to investigate individ-

ual conditions, it is necessary to keep several remaining parameters constant.

Hence, a controlled reaction (smog) chamber is a powerful setup to investigate

complex reaction mechanisms in the atmosphere.

Essential parts of smog chambers are a closed bag or container made from

PTFE [82] or stainless steel [83], organic precursor compounds (e.g. (S)VOCs)

for chemical reactions, light sources (e.g. blacklight lamps, xenon arc, and argon

arc lamps) and suitable analytical instrumentation. Table 1.3 [84] shows a list of

analytical instruments commonly used in smog chamber studies. Clean, particle-

free and dry air, often from a zero air generator or cylinders, acts as an air supply

for the introduction of organic compounds, oxidants or seed particles, and is also

used during chamber cleaning processes. Although ambient air of smog-polluted

regions has also been used used for chamber experiments, it is not preferred

for general experimental setups since air compositions may differ drastically and

make reproducible experiments almost unfeasible [84]. An inert make-up gas like

nitrogen can be applied during experiments to avoid a collapsing chamber bag.

Furthermore, smog chambers can be classified into two different systems with

either artificial light for indoor experiments or natural sunlight for outdoor smog

chambers.

Figure 1.8 was adapted from [85] and shows a basic atmospheric reaction

chamber setup with a chamber bag inlet to introduce the compound of VOC

or oxidant of interest, UV lamps to provide sufficient energy for photochemical

reactions, as well as an outlet for drawing samples towards several analytical

instruments. For example, during SOA experiments [86] a decrease of VOC

concentration can be measured with DOAS or TD-GC-FID/MS, whereas the
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corresponding increase of particle mass can be monitored with a SMPS.

Figure 1.8: Simplified chamber setup to generally introduce cham-
ber experiments, adapted from [85].

Major uncertainties of chamber experiments are related to wall losses, which

also include potential wall contamination with previous chemical compounds or

particles. Consequently, the unrealistic volume to surface ratio in an atmospheric

smog chamber compared to outdoor environments may affect experimental

results since both particles and gaseous compounds can be lost by wall effects

[87].
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Table 1.3: Common analytical instrumentation for chamber experi-
ments, adapted from [84].

Species Instrument

O3 UV photometric analyzer

NOX Chemiluminescence analyzer

SO2 Pulsed fluorescent analyzer

VOCs GC-FID

Aldehydes HPLC

Identification of organics GC-MS

Aerosol size distribution Scanning electrical mobility

spectrometer

Scanning mobility particle sizer

Aerosol response to humidity/temperature Differential mobility analyzer

Aerosol total number concentration Condensation particle counter

Additionally, organic compounds in the atmosphere can also be investigated

via further techniques in optical spectroscopy like differential optical absorption

spectroscopy (DOAS) or Fourier-transform infrared (FT-IR) [88].

1.5.2 Differential optical absorption spectroscopy

DOAS has become one of the most common applications to measure trace

gases of the atmosphere after the first instrument for regular measurements of

atmospheric ozone was developed in 1926 [89]. Principles of classical absorption

spectroscopy are essential for the application of DOAS systems. Hence, the

Beer-Lambert law represents a fundamental equation:

I(λ) = I0(λ) · exp(−σ(λ) · c · L) (1.6)
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where:

I0(λ)= initial intensity of a light beam

I(λ) = intensity after light beam passed through medium

L = thickness of medium

c = concentration of absorber

σ(λ) = absorption cross-section at wavelength λ

A beam of light with the intensity I0(λ) passes through a volume containing

an absorber with a concentration c over a total length L. The intensity at the end

(I(λ)) of the light path is measured by a suitable detector. However, the Beer-

Lambert law is subject to several limitations including a non-negligible scattering

by particles. Consequently, the Beer-Lambert law needs to be expanded to

include various factors which influence the light intensity. Typical factors can

be the light absorption by trace gases with a concentration cj, corresponding

absorption cross-sections σj(λ), Rayleigh scattering ǫR(λ), Mie scattering ǫM(λ),

instrumental effects (e.g. mirrors, grating) and turbulence A(λ) [90].

I(λ) = I0(λ) · exp
[

−L ·

(

∑

(σ(λ) · cj) + ǫR(λ) + ǫM(λ)
)]

· A(λ) (1.7)

where:

I0(λ) = initial intensity of a light beam

I(λ) = intensity after light beam passed through medium

L = thickness of medium

cj = concentration of trace gases

σj(λ) = absorption cross-sections at wavelength λ

ǫR(λ) = Rayleigh scattering at wavelength λ

ǫM(λ)= Mie scattering at wavelength λ

A(λ) = instrumental effects and turbulence

In order to determine the true light intensity I0(λ) one would have to remove

any possible atmospheric absorber. The solution of this dilemma lies in the mea-

surement of the differential absorption, which represents the difference between

absorption determinations at two different wavelengths. Firstly introduced in the
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Dobson spectrometer (1930), the intensity of direct solar light of two different

wavelengths was compared with different ozone absorption cross-sections. Fig-

ure 1.9 shows a typical scheme for a DOAS setup including possible factors

which could lead to an decreasing light intensity [90].

Figure 1.9: DOAS scheme with possible factors causing a drop in
light intensity, adapted from [90].

Differential optical absorption spectroscopy takes advantage of very broad

spectral characteristics caused by aerosol extinction processes (scattering or

turbulence), which in turn can be distinguished from narrow-band absorption

structures being assigned to trace gas species. Consequently, the broad spec-

trum can be used as new intensity spectrum substituting the true intensity for

particle and absorber-free air, which then can be applied in the Beer-Lambert law

again for the determination of narrow-band trace gas species. As consequence of

a variety of different experimental DOAS setups, a classification was developed

to distinguish between active and passive DOAS applications. In short, artificial

light is used as light source for active DOAS setups in contrast to natural light

sources (e.g. stars, solar, lunar) are used for passive DOAS measurements [90].

Despite of the advantage that DOAS represents as an on-line monitoring sys-

tem also for the application in smog chambers [91, 92], it is limited regarding a

general structural elucidation. Consequently, gas chromatography coupled to

flame ionization and mass spectrometry is a powerful tool to investigate chemical

reaction mechanisms in smog chamber experiments.
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1.5.3 Thermodesorption gas chromatography

Gas chromatography (GC) is a widely used standard analytical method that

supports research and development, industrial quality control as well as analyses

in petrochemical industries, environmental, food, drug, and forensic sciences [93].

The origin of GC goes back to first publications in 1941 and 1952 [94, 95]. In gas

chromatography, a carrier gas (mobile phase) usually consists of an unreactive

gas, such as helium or nitrogen, whereas also hydrogen can be used for improved

separations. Stationary phases are mostly liquid or polymeric layers on top of an

inert material, inside of an inert tube (e.g. fused silica capillary), which is called

the column. Separation can be achieved by differential partitioning of analytes

between the stationary and mobile phases as the carrier gas passes over the

stationary phase. Consequently, an increased interaction of analytes causes a

decreased migration along the column, which leads to a delayed elution time. In

contrast to packed columns, which contained more stationary phase, wall-coated

open tubular columns (WCOT) are more common nowadays. Other types of

capillary columns are porous layer open tubular (PLOT) columns. In general, GC

columns are connected to a heated and pressurized injector and to a detector at

the end of the column while they are heated inside an oven compartment [96].

The migration of an analyte is controlled by the distribution coefficient (Kc).

Hence, an important factor for achieving a separation is the difference of Kc

values regarding the investigated analytes. The calculation of the distribution

coefficient is shown in Equation 1.8.

Kc =
[A]S
[A]M

= kβ (1.8)

where:

[A]S = equilibrium concentration of analyte in the stationary phase

[A]M = equilibrium concentration of analyte in the mobile phase

k = retention factor

β = phase ratio of mobile to stationary phase volume

Furthermore, the retention factor is defined as:

k =
tR − tM

tM
(1.9)
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where:

tR = retention time for elution of a retained analyte

tM = holdup time for an unretained substance to transit the system from inlet to detector

The phase ratio (β) can be expressed as:

β =
VM

VS

≈
dc
4df

(1.10)

where:

dc = internal column diameter

df = stationary phase thickness

The equilibrium between stationary and mobile phase, and thus the

distribution coefficient is temperature dependent. With an increasing column

temperature, Kc is decreasing, which leads to a reduced retention time of the

analyte. Consequently, temperature programming is a preferred method for

complex samples that are characterized by a wide range of retention factors

[96]. A similar effect is used in thermal desorption devices coupled to a gas

chromatograph for the analysis of volatile organic compounds in air samples.

Since concentrations of VOCs can be very low (parts per trillion), it is necessary

to pre-concentrate gas-phase analytes onto a sorbent, which is then heated

in a carrier gas stream to release analytes into a smaller volume of gas, and

therefore a higher analyte concentration. The operation of thermal desorbers can

be divided into single-stage and dual-stage mode. The single-stage operation is

characterized by the collection of compounds on a sorbent tube and the direct

release into the GC by heating the sorbent tube. Two-stage thermal desorbers

release analyte from a sorbent tube into the carrier gas stream followed by a

re-focusing step on a narrower tube (focusing trap or cold trap). This trap is then

heated again to release analytes into a smaller gas volume, which improves the

method sensitivity and peak shape. However, nowadays single-stage operations

often are carried out with focusing traps only to reduce peak broadening [97].

For this purpose, the terminology of a micro trap was introduced. Micro traps

are short fused silica or stainless steel capillaries with typical inner diameters

between 0.32 mm and 1.2 mm, and can be filled with a sorbent. Traps can be
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packed with a mixture of different sorbents, and sorbent selection depends on

factors, such as analyte volatility, concentration and the humidity of the sample

[98, 99, 100, 101, 102]. The structure of the most common sorbent material

(Tenax TA®) is shown in Figure 1.10.

Figure 1.10: Chemical structure of Tenax TA(Tenax TA®) (poly(2,6-
diphenylphenylene oxide)).

Tenax-TA is characterized by a high temperature limit of 350°C and a low

affinity for water. The latter properties is ideal for sampling air with a high humidity

and thus to minimize the trapping of water. However, if target analytes cover a

wide range of volatility, a selection of four sorbents can cover the majority VOCs

in air monitoring applications: [99]

• Tenax-GR (graphitized form) - weak, hydrophobic

• Carbotrap or Carbopack B - medium strength, hydrophobic

• Spherocarb - strong, less hydrophobic

• Carboxen 1000 or Carbosieve SIII - strong, less hydrophobic

1.5.4 Photochemical reactor development

Historically, the first organic photochemical reaction was reported in 1834 by

Trommsdorff, who observed a change of color and physical properties when

crystals of a compound (α-santonin) were exposed to sunlight [103]. Since

then, photochemical research experienced a rapid development related to both

mechanistic investigations in organic synthesis but also the design and application

of larger scale reactors. Consequently, the modeling and design of photoreactors
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as the heart of a photochemical plant were subject of engineering research.

Some primary factors for photoreactor development are described in the following

paragraph.

Modes of operation can be distinguished in batch, semi-batch, and contin-

uous modes, whereas usually batch type reactor are used for slow reactions,

in contrast to continuously operated reactors [104]. Furthermore, the involved

phases (e.g. single phase or multiphase) may affect the mode operation. Heat

exchange needs to be considered to keep the reactor at an adequate temperature.

Mixing and flow rate characteristics may be important if rate-limiting steps (e.g.

catalyst-reactor contact) need to be considered. Also, the reactor material has

to fit demands regarding necessary temperatures, pressures, possible corrosion

effects, heat transfer aspects and catalytic properties of the reactor material itself

[104]. Already in the year 1955 published pioneer work provided the path to

active research on the design and analysis of photoreactors since commercial,

plant size photoreactors were expected to work under non-uniform conditions

(temperature, concentration and radiation distribution) at this time. This leads to

point values of reactions (location-depend inside the reactor) being utterly differ-

ent from global ones [105]. Consequently, a study about mixing in photochemical

reactors discussed one of these limitations in 1965 [106] followed by a review of

photochemical engineering published in 1995 providing insights into fundamen-

tals and applications of photoreactors [107]. Whereas for industrial purposes the

application and development of continuous flow photoreactors started already

in the 1950s [108], it is still actively investigated in organic photochemistry [109,

110] and water treatment [111].

The development of photoreactor equipment is also important to study atmo-

spheric reactions in the aqueous phase. Aqueous atmospheric reactions are still

less investigated compared to gas-phase reactions and are of interest regarding

the determination of radical initiated reaction kinetics [64], corresponding reaction

mechanisms [112] and, for example, their impact on aqueous secondary organic

aerosol formation [113, 65, 66, 70, 114].
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1.6 Thesis introduction

The overarching goal of this thesis is to present the development of methods and

techniques to investigate atmospheric reactions in both the gas phase and the

aqueous phase.

In Chapter 2, a new photoreactor for the study of heterogeneous processes is

reported. The reactor offers the advantage of working with an exchangeable set

of multi-sample adaptors to adjust the reactor size and volume. Furthermore, the

reactor was further developed to improve its low-maintenance characteristics by

the addition of gear-driven, robust stirring mechanism. The reactor characteri-

zation (uniformity in illumination and stirring) is shown by acquired data related

to the photochemical decay of 2-nitrobenzaldehyde (2NB) both particle-free and

particle-laden aqueous samples.

In Chapter 3, the investigation of a new photochemical mechanism to produce

organosulfates in the aqueous-phase is presented in the presence of mineral

dust. Different reaction parameters have been changed to determine their impact

on organosulfate formation, including illumination time, catalyst loading, sulfate

concentration, counterion identity, and methacrolein concentration.

In Chapter 4, the development of a thermal desorption (TD) unit coupled to a

GC-FID/MS is presented for the investigation of VOC oxidation experiments in an

atmospheric reaction chamber. The technical design and design conderations

are discussed in detail as well as the realization of an automated sampling

and desorption process. Furthermore, insights into the cooling and heating

capacity, and calibration data for the TD unit are shown. First TD characterization

experiments are presented by coupling the TD-GC-FID/MS instrument to the

smog chamber and by monitoring the decay of toluene during a dilution process

with zero air with DOAS and the thermal desorption system.

Together, the work presented in this thesis provides new tools for the study of

atmospheric chemistry and new insight into dust-catalyzed, aqueous photochem-

istry.
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Chapter 2

Development of a multi-position

photochemical reactor

Contributions: This manuscript was written by Mario Schmidt, with critical com-

ments from Dr. Sarah A. Styler



Chapter 2. Development of a multi-position photochemical reactor 32

2.1 Introduction

Atmospheric chemistry is mostly driven by photochemical reactions, which result

from interactions between air and solar radiation [115]. However, during the past

two decades more efforts have been made to improve the understanding of atmo-

spheric heterogeneous and multiphase reactions, especially aqueous chemical

reactions occurring in or on particles including aerosol particles, fog - and cloud

droplets as well as their potential environmental impact [65, 116]. Photochemical

studies of reactions in solution phase are of interest for atmospheric chemistry

including aerosol science and technical applications such as degradation of pol-

lutants in wastewater treatment. Atmospheric liquid reactions are characterized

by a complex matrix with numerous properties including a possible uptake of

soluble organic species like volatile organic compounds from the surrounding gas

phase by aqueous atmospheric particles which can be potentially converted to

stable and unstable products by aqueous phase reactions [64]. One example is

the radical-initiated formation of sulfate esters (organosulfates) from dissolved

biogenic volatile organic compounds (BVOCs) in the aqueous phase. Moreover,

it has been shown that atmospheric aqueous phase reactions (e.g. oxidation

or oligomerization) of dissolved VOCs provide pathways for the formation of

aqueous secondary organic aerosols (aqSOA) [117, 118, 119, 120, 121, 70,

122].

For the investigation of laboratory aqueous phase studies in atmospheric

chemistry it is still a demand to create a practical and low-cost solution of suitable

reactor setups which provide a reactor application under different conditions

including temperature control, adjustable reactor volume and stirring speed, on-

line sampling options in a closed system during reactions involving highly volatile

compounds, the introduction of atmospheric trace gases to simulate aqueous-

gas phase interactions as well as multi-sample capability for the simultaneous

investigation of atmospheric, heterogeneous, catalytic reactions. Batch reactors

are a common reactor type for kinetic and mechanistic investigations in aqueous

phase atmospheric chemistry. For this purpose, different reactor setups were

published for specific experimental approaches. These photoreactors include for

example a 1 L borosilicate reaction vessel with a mercury lamp in the center used

for glyoxal oxidation experiments [114], 2-cm, far-UV, air-tight quartz cuvettes in an

temperature controlled illumination chamber for green leaf volatile oxidation [122],

a 250 mL glass reaction vessel covered by a quartz window for isoprene oxidation
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experiments with a perpendicular UV source [123], a 1 L polymethylpentene bottle

on the focal axis of a light-reflecting device with a wavelength range between

300-500 nm for the investigation of H2O2 behaviour in cloud droplets [124], a

rotating disc photoreactor for the photocatalytic reduction of chromium (VI) in

aqueous solutions by nano-TiO2 or a 500 mL cylindrical and water cooled Pyrex

container with a xenon lamp for carboxylic acid photooxidation [112]. However,

all described reactors have several design-related limitations. Especially during

heterogeneous aqueous reactions, it might be necessary to use small sample

volumes because of the limited availability of particulate matter (e.g. collected

aerosol particles or dust). Furthermore, the number of simultaneously performed

experiments is mostly limited to one reaction vessel which makes comprehensive

mechanistic studies time-consuming. Temperature control is another factor that

may influence rate constants of atmospheric aqueous reactions, which needs to

be considered when radiation of light bulbs or solar simulators affect the bulk liquid

temperature and hence changes potential gas phase concentrations of volatile

organic compounds. Finally, the total reactor volume influences also the light

intensity profile during particle-containing experiments when homogenous stirring

is not guaranteed. A decreasing profile of light intensity can be especially the

case in photochemical reactors for the application of TiO2-mediated degradation

of industrial wastewater, which is improper for atmospheric, aqueous phase

studies [125].

Hence, we present in detail a new exchangeable multi-position batch photore-

actor, which allows for fast exchange of the overall setup regarding the number of

reaction vials as well as experimental conditions and the corresponding volume of

the bulk phase which is advantageous when the amount of sample (e.g. mineral

dust) available is limited or kinetic laboratory studies require a higher bulk phase

volume for continuous sampling. Constant and equal stirring at all reactor vial

positions and sizes is provided by customized stirring base plates. Moreover, an

exchangeable reactor size provides the opportunity to use only one light source

(e.g. solar simulator) and one electronic control unit that includes various cooling

and stirring features which finally contributes to higher flexibility and reduction of

expenses.
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2.2 Experimental methods

2.2.1 Experimental apparatus

2.2.1.1 Photochemical reactor description

The photochemical reactor, a schematic of which is shown in Figure 2.1 and a

cross-section view in Figure A.1, represents a size-exchangeable batch reactor

system that features multi-position options for the application of one single quartz

disc covered reactor with an additional sealed sampling port (1-sample adaptor),

four reaction vessels (4-sample adaptor) or nine reaction vessels (9-sample

adaptor). A Teflon box (A) covered by a quartz glass window and a filter holder

(B) serves as reactor closure for the 4 and 9-sample adaptor configuration. The

single-sample reaction vessel is sealed and closed by a quartz window. Optional

Swagelok® connectors can be used to introduce gas mixtures into the Teflon box

for simulating reactions at the surface of solid films (e.g. mineral dust, aerosol

extracts). The number of samples (1, 4 or 9) introduced into the reactor and

hence the reactor volume can be adjusted by selecting the corresponding sample

adaptor (C); here, the 9-sample configuration is shown. Each sample adaptor

is permanently attached to a customized stirring mechanism (D) according to

the potential number of reaction vessels being inserted. This stirring mechanism

consists of a gearing unit, which serves as robust and low-maintenance actuation

for brass discs with two rare-earth magnets, each disc being located underneath

the actual sample vessel position. An exploded view drawing of the stirring

mechanism is shown in Figure A.2. All sample adaptors sit in an aluminium

housing (E), which is connected to a cooling plate containing channels for a flow

of a cooling liquid (F). A fixed socket (G), which protrudes upward from the bottom

part of the apparatus serves as motor shaft and is mounted to a DC motor (H)

driving the stirring mechanism. It is necessary to let each adapter fit into the

socket after insertion into the aluminum housing (E) by applying a low stirring

motor speed until it snaps in.
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Figure 2.1: Exploded view drawing of photoreactor setup including
a stirring motor (H), shaft (G), cooling plate (F), adaptor plate (E),
stirring mechanism (D), sample adaptor (C), Teflon box (A), filter

holder (B).

2.2.1.2 Reaction vessels

The single sample reaction vessel is constructed from a flat O-ring flange (5 cm

ID; 3.8 cm height; 20 mL sample volume) equipped with a 6 mm ID sampling port.

The top of the vessel is equipped with a quartz window (76 mm diameter × 6 mm

thickness), which is held in place using a horseshoe clamp. Reaction vessels for
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the 4 and 9 - sample adaptors are open, hence covered by the Teflon box only

and are custom-built from quartz glass tubing with final dimensions of 17.68 mm

ID, 20.36 mm OD, 13.87 mm height, 2 mL sample volume for 4 sample adaptor

vessels and 11.76 mm ID, 13.91 mm OD, 14.22 mm height, 1 mL sample volume

for 9 sample adaptor vessels. Samples were stirred using stir bars of appropriate

size for each sample adaptor type (1-sample adaptor 11

2
in × 3

8
in, 4-sample

adaptor 1

2
in × 1

8
in and 9-sample adaptor 5

16
in × 1

16
in; Fisher Scientific).

2.2.1.3 Temperature and stirring control

The reactor temperature and stirring speed are adjusted by an electronic control

unit, which is shown as part (A) of an overall schematic setup in Figure 2.2.

The temperature of samples is controlled by an Omega CN7500 proportional-

integral-derivative (PID) controller (B), which receives a temperature feedback

through a K-type thermocouple wire (C) attached to a temperature probe (D).

This temperature probe is inserted into a reaction vessel filled with deionized

water using the 4 and 9 - sample adaptor throughout the photoreactor application,

and is introduced into the single reactor vessel through the sampling port and the

corresponding septum. The PID controller (B), in turn, controls a Peltier element

unit connected to a forced-air cooled aluminium heat sink (A, J in Figure A.3),

which removes the heat from a circulating coolant (E, F) that is flowing through

the reactor cooling plate driven by 24 V DC single-stage liquid pump (C in Figure

A.3) operated at maximum flow rate using a potentiometer (G). A UV hot mirror

(H) held by filter holder (I) was applied to reduce the heat transfer between the

solar simulator (J) and the reactor unit (single reactor or Teflon box), which is

covered by a 295 nm long-pass filter (K) and a quartz glass window (L). The DC

motor (M) and thus the stirring speed are controlled by a potentiometer (N). For

all electrical components a Mean Well 24 V, 600 W AC/DC converter (D in Figure

A.3) is used as general power supply.
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Figure 2.2: Overview of photoreactor control showing the tempera-
ture and stirring control unit (A), temperature controller (B), stirring
speed potentiometer (N), pump speed potentiometer (G), coolant
outlet (F) and coolant inlet (E), stirring motor (M), K-type thermoele-
ment wire (C), K-type thermoelement temperature probe (D), UV
hot mirror (H), 295 nm long-pass filter (K), Quartz glass window (L),

light source (J).

2.3 Reactor characterization

2.3.1 Chemical actinometry

In order to characterize the photon flux within the sample compartments of the

photoreactor chemical actinometry of 2-nitrobenzaldehyde (2NB) was used with

a 10 µM aqueous 2NB solution. Under these low-light-absorbing conditions, a

2NB first-order photodegradation can be observed such that:

ln

(

[2NB]t
[2NB]0

)

= −j(2NB)× t (2.1)
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including [2NB]0 and [2NB]t as concentrations of 2NB at illumination time point

zero and time point t as well as the 2NB photodecay rate constant j(2NB) [126].

The application of higher concentrated 2NB solutions was reported to cause an

absorption of most incoming photons which leads to a zero order photodissoci-

ation of 2NB [127]. The application of 2NB as chemical actinometer was also

reported for the characterization of a batch-type reactor for the photolysis of SOA

solutions [128] and for microfluidic photoreactors used in photosynthetic research

[129] as well as for further photochemical applications such as photoreactors

for wastewater treatment [130]. An Abet Technologies SunLite solar simulator

served as light source.

2.3.2 Experimental procedure

In order to characterize the general photon flux and the stirring capacity regarding

different particle sizes, three sets of experiments were performed, including the

illumination of particle-free 2NB solutions and particle-laden 2NB suspensions

using commercially available TiO2 and collected road dust. 2NB-TiO2 (0.25

mg mL−1) suspensions were prepared in a TiO2 laden beaker adding a 10 µM

2NB solution, continuously stirring to ensure a homogenous particle distribution

during sample transfer into the empty photoreactor vessels. 2NB-road dust (5

mg mL−1 for similar opacity compared to TiO2 experiments) suspensions were

prepared by weighing road dust into the reactor vessels and adding a 10 µM

2NB solution into each vessel. Both the solar simulator and the photoreactor

cooling system were turned on 15 minutes before experiments were conducted to

assure a homogeneous temperature across the photoreactor. All reactor samples

were stirred for 2 min prior to illumination with a constant temperature of 293

K. For each time point (0 s; 45 s; 90 s; 180 s; 360 s; 540 s; 720 s) the solar

simulator shutter was closed and samples with a total volume of 1 mL for the 4

and 9-sample adaptor, and 0.5 mL for the 1-sample adaptor were taken. Samples

containing particles were filtered with nylon syringe filters (0.2 µm pore size).

Quantification of 2NB was accomplished using an Agilent 1100 HPLC system

equipped with a binary pump, autosampler, thermostatted column compartment

held at 30°C, and a variable wavelength UV absorbance detector was set to

258 nm. Separation of 2NB from its photolysis products was performed with an

Atlantis® dC18 column (Waters, 3 µm, 150 × 2.1 mm) under isocratic conditions

(60% acetonitrile, 40% ultrapure water) at a flow rate of 0.3 mL min−1. An injection
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volume of 50 µL was used for all experiments. Figure A.4 shows chromatograms

of illuminated 10 µM 2NB solutions as a function of time which shows 2NB peak

depletion after 39 min of illumination, with a 2NB retention time of 2.8 min and

a retention time of 1.3 min for the photolysis product of 2NB. A complete signal

depletion of 2NB indicates that the reported loss rates and the corresponding

2NB peak areas are only dependent on the 2NB photolysis process which is

also demonstrated by a sufficient separation of both 2NB and the 2NB photolysis

product.

2.4 Chemicals and materials

2-Nitrobenzaldehyde (≥ 99.0%) and titanium(IV) oxide, anatase (powder, 99.8%)

were obtained from Sigma-Aldrich. HPLC-grade acetonitrile (99.99%) was ob-

tained from Fisher Scientific. Deionized water for both 2NB solution preparation

and HPLC analysis was obtained from a Millipore Synergy UV ultrapure water

system (resistivity = 18.2 MΩ.cm). Sample filtration was conducted with 25 mm

nonsterile syringe filters (Fisher Scientific, Basix, nylon, 0.2µm), which were

rinsed with deionized water (2 × 3 mL) and dried overnight at 323 K prior to

use. The 2NB solution was stored in a fridge in a capped glass jar wrapped in

aluminium foil. Road dust was collected in December 2017 in Edmonton, Alberta

(97th Street; 53◦33’6.5” N, 113◦29’22.0” W) with a size fraction of 45-125 µm,

isolated using a Retsch AS200 analytical sieve shaker.

2.5 Results and discussion

2.5.1 Temperature stability

Given the dependence of rate constants of many reactions in the atmospheric

aqueous phase on temperature [65], the ability of the photoreactor setup to keep

the temperature of all reaction vessels constant, under both dark conditions and

illuminated conditions, was tested. Hence, related results of the temperature

monitoring are presented in Figure A.5. The temperature of the 1-sample adaptor

vessel and the average temperature of all vessels of the 4 and 9-sample adaptors

are shown after 400 s under dark and 400 s illumination conditions. Detailed reac-

tor position-dependent temperatures for the multi-position adaptors are shown in
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Figures A.6 and A.7. Whereas the average reactor temperature rapidly increased

after opening the shutter of the solar simulator about 2°C and then stayed con-

stant for the multi-position adaptors, the single sample adaptor showed a delayed

temperature re-adjustment caused by a relatively large sample volume cooled

by a smaller heat sink compared to the 4 and 9 sample adaptors which provide

deeper depressions for reactions vessel, thus increasing the cooling efficiency

for a small volume. Furthermore, the single sample adaptor represents a closed

batch reactor system, which heats up faster compared to the 4 and 9-sample

adaptors as open batch reactors.

2.5.2 Multi-position stirring performance

The investigation of photolysis rate constants for 2NB (i.e., j(2NB)) with a multi-

position reactor gives insight to a uniformity of illumination (via j(2NB) for various

sample adaptors) and uniformity of stirring in all reaction vessels (via j(2NB) with

TiO2) to confirm a constant light intensity profile throughout the reactor positions.

Both the uniformity and continuity of each reactor position were investigated by

observing the photodissociation of 2NB and thus measuring the decay during

illumination. Consequently, photochemical rate constants for 2NB were deter-

mined by creating a plot of ln[(2NB)/(2NB)0] vs illumination time and using the

slope of the linear fit as j(2NB) value, where (2NB) and (2NB)0 represent the

corresponding peak areas of 2NB after a certain illumination time and at time

point zero. Figure 2.3 presents the photodissociation of 2NB (10 µM) in the

9-sample adaptor as seen in Figure 2.1. 2NB exhibits first-order loss kinetics with

respect to illumination time. The slope of the linear fit provides the photochemical

rate constant of 2NB (i.e., j(2NB)).
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Figure 2.3: Linear fit for the loss of the 10 µM chemical actinometer
2-nitrobenzaldehyde (2NB) in our photochemical reactor (9-sample
adaptor) as a function of illumination time. Each data point repre-

sents the mean of three replicates, with 1-σ error bars.

Since only the photodecay of 2NB in an aqueous solution does not proof the

proper function of the 4 and 9-sample adaptor stirring mechanisms, particulate

matter (TiO2) was introduced to create a 2NB-TiO2 suspension. Then, the j(2NB)

values in the presence of TiO2 were compared to those obtained in absence of

TiO2. Figure 2.4 presents insights to the stirring uniformity of the 9-sample adaptor

comparing triplicate experiments of illuminated 10 µM 2NB solutions as well as

10 µM 2NB-TiO2 suspensions (0.25 mg mL−1). As expected, the j(2NB) value for

samples containing 2NB only ((2.97 ± 0.07) × 10−3 s−1) is significantly higher

than with TiO2 ((1.14 ± 0.04) × 10−3 s−1), which we attribute to light shielding by

suspended TiO2. A TiO2-catalyzed loss of 2NB was reported to be insignificant for

our experiments since photocatalytic reactions are only associated with the 2NB

photolysis product (o-nitrosobenzoic acid) [131]. Considering relative standard
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deviations of 2.5% and 3.76% for 2NB and 2NB-TiO2 experiments (derived from

average of all eight positions) we suppose that the application of TiO2-related

particulate matter does not introduce much additional uncertainty over that in

samples containing 2NB only, which implies that the stirring of the 9-sample

adaptor is uniform. Likewise, in Figure A.8 the comparison of j(2NB) values is

presented for the 4-sample adaptor showing a higher j-value in the absence of

TiO2 ((2.8 ± 0.07) × 10−3 s−1) compared to samples containing TiO2 (1.36 ±

0.06) × 10−3 s−1). In analogy to the 9-sample adaptor, the addition of TiO2 did not

add significant uncertainty over particle-free 2NB samples with relative standard

deviations of 2.64% and 4.65%, respectively. Comparing both the 4 and 9 multi-

position sample adaptors it becomes obvious that relative standard deviations of

j(2NB) values of both 2NB solutions (5.7%) and 2NB-TiO2 suspensions (16.2%)

are relatively similar but still show a divergence, which shows the importance of

this reactor characterization and could be caused primarily by minor differences

in the mechanical manufacturing of the 4 and 9-sample adaptors regarding the

depth of the milled depressions for reaction vessels leading to different light

reflection properties as well as the custom manufacturing of glass vessels which

may show a low curvature at the bottom and thus could lead to different stirring

properties, especially observed for the 4-sample adaptor. The single sample

adaptor represents a structurally different reactor setup compared to the 4 and

9-sample configurations since its dimensions did not allow for the additional

Teflon cover which was used for multi-sample adaptors. Hence, for the 1-sample

adaptor and in comparison to the multi-positions configurations, a lower j(2NB)

value for 2NB solutions (1.82 ± 0.09) × 10−3 s−1) and a higher j(2NB) value for

TiO2-containing suspensions (1.91 ± 0.03) × 10−3 s−1 were determined, which

are discussed in the next paragraph. Additionally, supporting information are

provided in Figures A.9 - A.13 showing position- and adaptor-dependent 2NB

loss curves of these experiments.
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Figure 2.4: Comparison of j(2NB) values determined after illumina-
tion of 10 µM 2NB solutions and TiO2 (0.25 mg mL−1) suspensions

using the 9-sample adaptor configuration.

2.5.3 Influence of the reactor cover

As previously indicated in the reactor stirring evaluation part there are several

structural differences between all three sample adaptor configurations, which

influenced the determined j(2NB) values. As shown in Figure 2.1, the Teflon box

can be detached, which was required for the application of the single sample

adaptor since the dimensions of this reactor vessel did not fit within the Teflon

box size. Hence, all previously reported j-values were determined from 4 and

9-sample adaptors covered by the Teflon box which was another factor that could

lead to differences between all reactor setups. Consequently, Figure 2.5 presents

insights to covered and uncovered 4 and 9-sample adaptors compared to the

permanently uncovered single sample configuration with determined j(2NB) val-

ues for illuminated 2NB solutions and 2NB-TiO2 suspensions. Experiments with

uncovered 1, 4 and 9-sample adaptors resulted in overall adaptor average j(2NB)

values of (2.0 ± 0.16) × 10−3 s−1 for illuminated 2NB solutions compared to 2NB-

TiO2 suspensions resulting in (1.97 ± 0.05) × 10−3 s−1 with a relative standard
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deviation of 5.4% among all three uncovered sample adaptor configurations con-

sidering 2NB solutions and TiO2 suspensions at once. The addition of the Teflon

box for the 4 and 9-sample adaptors increased the average j(2NB) value of both

configurations for 2NB solutions to (2.89 ± 0.07) × 10−3 s−1 and decreased the

j(2NB) value to (1.22 ± 0.08) × 10−3 s−1 for 2NB-TiO2 suspensions compared to

uncovered samples. Hence, the addition of the Teflon cover leads to an increase

of the j(2NB) value of 27.5% in particle-free samples and a reduction of 39%

in TiO2-containing samples. It can be assumed that an increased j-value for

illuminated 2NB solutions can be traced back to an increased secondary radiation

caused by light reflection from both the aluminum adaptor plate, including also

back scattering from the bottom of reaction vessels, as well as from the Teflon

box walls. Furthermore, a decreased j-value for 2NB-TiO2 suspensions could

be associated with particle related light shielding effects which influence the

light intensity profile inside the reaction vessels by reducing both the intensity of

incoming radiation from the solar simulator as well as back scattered radiation.

Since backscattering of light from the reaction vessel bottom was also present

during particle-including experiments without using a cover, it might be assumed

that especially backscattered light from the vessel bottom, which is not reflected

to the same extent anymore after using a cover, could cause the reduction of the

j(2NB) value. This effect might be caused by increased, complex Mie (forward)

scattering which leads to an increased light shielding effect and in turn reduces

the amount of backscattered light from the reaction vessel bottom. Consequently,

depending on particle availability, size and material, the usage of the Teflon box

cover needs to be considered as potential source for either increased or reduced

reactivity in several experimental designs and thus needs to be re-evaluated prior

to each changes of the photoreactor setup.
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Figure 2.5: Comparison of j(2NB) values determined after illumina-
tion of 10 µM 2NB solutions and TiO2 (0.25 mg mL−1) suspensions
using the 1, 4 and 9-sample adaptor configurations, showing the ef-
fect of the application of a Teflon box as cover for the 4 and 9-sample

adaptors.

2.5.4 Efficacy of large particle suspension

All previously shown results were associated with particle containing suspensions

originating from commercially available TiO2 with an average particle diameter

of 5 µm. Recently, it was reported that there is also a need to investigate het-

erogeneous aqueous phase reactions including larger particles as hypothesized

for photochemically active road dust [132]. Hence, Figure 2.6 provides results

of 2NB-road dust suspensions using the 9-sample adaptor, a sieved fraction

of road dust with a particle size between 45-125 µm and a reactor road dust

loading of 5 mg mL−1. The overall comparison of determined j-values across

all eight reactor vessels gave an average j(2NB) value of (1.18 ± 0.67) × 10−3

s−1 with a relative standard deviation of 5.6%, which additionally includes also

possible bias during the road dust transfer into all reaction vessels in contrast to

the 2NB-TiO2 sample preparation procedure, which consisted of a direct transfer
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of a 2NB-TiO2 suspension into the reaction vessels. Results show that the stirring

mechanism of the photoreactor works also reliably with larger particle sizes and

larger reactor loadings considering 5 mg mL−1 road dust compared 0.25 mg

mL−1 TiO2. Moreover, results in Figure 2.6 support also assumptions about the

determination of low j(2NB) values after illuminating TiO2 suspensions and thus

the forward scattering-related decreased photodecay of 2NB caused by TiO2

presented in Figure 2.5. Even 20-fold higher loadings of road dust, which repre-

sents a particle class with different light scattering and light absorption properties

compared to TiO2, resulted in comparable j(2NB) values, which gives a hint of

the possible complex effects of particle properties in potential heterogeneous,

aqueous, photochemical reactions.

Figure 2.6: Comparison of position dependent j(2NB) values deter-
mined after illumination of a 10 µM 2NB-road dust suspension with

a road dust loading of 5 mg mL−1 using the 9-sample adaptor.

2.6 Summary

The development and characterization of a new, multi-position reactor for hetero-

geneous, aqueous-phase photochemistry was presented using 2NB actinometry

for the determination of first order rate constants related to the photodecay of
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2NB. The photoreactor’s ability of uniform stirring with particles of different sizes

was proven by the application of a TiO2 suspension with a concentration of 10

µM 2NB. An associated light-shielding dependence of the 2NB photodecay on

particle availability and properties served for the evaluation of the photoreac-

tors stirring performance. Furthermore, it was shown that the application of a

reactor component, a Teflon box used as cover for the 4 and 9-sample adaptor

configuration, influenced the photodecay in both 2NB solutions and 2NB-TiO2

suspensions, which was associated with light backscattering. However, all three

reactor configurations (1, 4, and 9 sample adaptor options) showed similar results

without coverage using particle-free and particle containing samples. Ultimately,

a temperature controlled, reactor size exchangeable photoreactor driven by a

robust gear stirring mechanism was successfully applied to a 20-fold higher reac-

tor loading using road dust as particulate matter with 5 to 25-fold larger particle

sizes.
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3.1 Introduction

Particulate matter (PM), whether emitted directly (e.g. mineral dust [133]) or

formed in the atmosphere via secondary processes (e.g. secondary organic

aerosol (SOA), which forms via the atmospheric oxidation of volatile organic

compounds (VOCs) [134]), plays a role in many atmospheric processes. For

example, PM influences Earth’s climate directly by absorbing and scattering

incoming solar radiation and indirectly by influencing the formation and optical

properties of clouds; in addition, it contributes to reductions in air quality and

human health [135]. PM also provides surfaces for chemical reactions and,

thereby, influences the abundance and distribution of atmospheric trace gases

(e.g. ozone and nitrogen oxides) [136].

High-resolution mass spectral analysis has revealed that heteroatom-

containing compounds comprise a significant portion of the organic carbon frac-

tion of PM [137, 138, 139, 140, 141]. One such class of compounds, organosul-

fates (OS, ROSO3
– ), has been measured in PM collected in a diverse range

of locations, including the remote Arctic, [142] the Amazon rainforest, [143] the

southern United States, [144] and urban and remote sampling sites in Asia [145].

Studies have shown that OS make a significant contribution to PM mass loadings;

[146, 147, 148] for example, one large-scale study estimated that OS may make

up as much as 5−10% by mass of the organic fraction of fine particulate matter

(PM2.5) [146]. In addition, OS have the potential to influence PM physicochemical

properties, including hygroscopicity and cloud condensation nuclei (CCN) activity

[149, 150, 151]. For these reasons, the formation mechanisms of this class of

compounds have been the subject of much experimental interest.

Laboratory studies have provided evidence for a wide variety of pathways

for OS formation, including H2SO4-catalyzed esterification of alcohols, [152]

nucleophilic attack by sulfate on epoxides, [153] uptake of SO2 by long-chain

alkenes and unsaturated fatty acids, [154, 155] uptake of glyoxal by SO2-aged

α-Al2O3, [156] reaction of hydrogen sulfite with unsaturated carbonyl compounds

in the presence of Fe3+, [157] and of particular interest to this study, the reaction

of sulfate radical with organic radicals [158] and a range of unsaturated organics

[149, 159, 160, 161].

In aqueous aerosol, sources of sulfate radical include the oxidation of S(IV)

species in the presence of transition metal ions, [162] the hydroxyl radical oxi-

dation of existing OS, [163] and the oxidation of hydrogen sulfate anion by the
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hydroxyl radical [162]. Illumination of TiO2 with light of energy greater than its

band gap energy results in the formation of conduction band electrons and va-

lence band holes, the latter of which can oxidize water to yield hydroxyl radical

[164]. In addition, indirect evidence also exists for the production of sulfate radical

via the direct, hole-mediated oxidation of sulfate at the TiO2 surface [165]. In this

context, we hypothesized that TiO2 and Ti-containing minerals would facilitate the

photochemical production of OS from unsaturated organic precursors.

In this study, we first present observations of photochemical OS formation

from methacrolein (MACR) –a first-generation atmospheric oxidation product

[166] of isoprene, the most abundant biogenic VOC, [167] which has been shown

to be present in the atmospheric aqueous phase at concentrations much higher

than those predicted by its Henry’s law coefficient [168] –in aqueous suspensions

of TiO2, where we use TiO2 as a proxy for the photochemically active portion

of atmospheric mineral dust [169]. To improve the understanding of this OS

formation mechanism, OS production as a function of illumination time, TiO2

loading, sulfate salt concentration and cation identity, and MACR concentration

was measured. To provide further insight into the atmospheric importance of

this mechanism, the OS production from MACR in the presence of three natural

Ti-containing minerals (anatase, ilmenite, and mica) and urban road dust was

explored. Together, these results provide new evidence for the role of mineral-

organic interactions in OS formation and highlight the value of experiments

performed using natural mineral samples.

3.2 Materials and methods

3.2.1 Experimental apparatus

Experiments were conducted in a custom-built photochemical reactor (~70 mL

total volume; Figure B.1 of the Appendix B). Samples were illuminated using a

solar simulator (SunLite, Abet Technologies), the spectral irradiance of which is

presented in Figure B.2 of the Appendix B. Because the solar simulator spectrum

exhibits a small tail extending to the blue of the actinic region, all experiments

were performed with a 295 nm long-pass optical filter (Edmund Optics) located in

the solar simulator light path.
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To avoid sample heating, an ultraviolet (UV) hot mirror (Edmund Optics)

was also placed in the light path. To compare the photon flux in our experi-

ments to those in the ambient environment, we used chemical actinometry of

2-nitrobenzaldehyde (2-NB) [126]. Details of these experiments are presented

in Appendix B and Figure B.3 of Appendix B. The photodecay rate constant for

2-NB, j(2-NB), obtained in these experiments was (1.89 ± 0.02) × 10 −3 s−1,

which is somewhat lower than those previously reported for a variety of ambient

environments [170, 171]. Our results, therefore, represent a lower estimate for the

mineral-catalyzed photochemical production of OS in the ambient atmosphere.

3.2.2 Experimental procedure

At the beginning of each experiment, the sample of interest (i.e., TiO2 or natural

minerals) was placed in the photochemical reactor; then, a stir bar and 20 mL

of an aqueous Na2SO4 (adjusted to pH 5 using 50 mM aqueous H2SO4) or

(NH4)2SO4 solution of the desired concentration was added. Finally, the reactor

was closed; the sample port was equipped with a rubber septum; and MACR

was added via a glass syringe through the septum into the stirred suspension.

To minimize evaporation of MACR, all experiments were performed at 288 K.

After 15 s of stirring under dark conditions, a t = 0 min sample was taken; then,

samples were illuminated for 5−40 min. To ensure equilibration with ambient O2

levels (i.e., ~3 ± 10−4 M dissolved O2 at 288 K [172]), samples were gently stirred

for the duration of each experiment. After illumination, samples (0.5 mL) were

removed from the reactor via a syringe. To avoid injections of highly concentrated

sulfate salt solutions, a methanol cleanup procedure was employed [149]. In this

procedure, validation of which is described in Appendix B text and Figure B.4 of

Appendix B, samples were added to a 15 mL centrifuge tube containing methanol

(1.25 mL) as sulfate precipitation agent and potassium propyl sulfate (10 µL; 5 mg

mL−1 in water) as internal standard. The resultant mixture was vortexed for 30 s

and centrifuged for 5 min at 3000 rpm; then, the supernatant was filtered (0.2 µm

nylon filter, VWR) prior to analysis to remove any remaining sulfate precipitate

and/or minerals. All reported OS concentrations and peak areas are corrected for

dilution (i.e., a dilution factor of 1.75:0.5). Because the propyl sulfate signal in our

samples generally varied by <3%, reported results are uncorrected. To verify that

the observed OS products arose from photochemistry rather than dark reactions

and that OS observed in experiments conducted using natural mineral samples
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did not arise from photochemistry of mineral-associated organics, we conducted

a comprehensive set of control experiments, which are described in detail in

Appendix B text. No OS products were observed in any of these experiments.

3.2.3 OS quantification and analysis

Analysis of OS was accomplished using an Agilent 1100 high-performance liquid

chromatography (HPLC) system equipped with a binary pump, autosampler,

thermostated column compartment held at 40°C, and Waters Micromass Quattro

Micro triple quadrupole mass spectrometer as detector. Separation was per-

formed using a Fisher Scientific Hypersil GOLD C18 column (Fisher Scientific,

3 µm particle size, 150 × 4.6 mm) at a flow rate of 0.4 mL min−1. A gradient

elution was applied, with water (0.1% formic acid) as solvent A and methanol

(0.1% formic acid) as solvent B: 10% B at t = 0; 2 min linear gradient to 90% B;

2 min hold; immediate reduction to 10% B; and hold until 15 min. An injection

volume of 5 µL was used for all separations.

The analysis was run in multiple reaction monitoring (MRM) mode using

negative-mode electrospray ionization. In all cases, the [M - H]− → m/z 97

transition was employed for analysis and quantification. Detailed mass spectro-

metric parameters are presented in Table B.1 of Appendix B, and representative

chromatograms showing OS products are presented in Figure B.5 of Appendix B.

Hydroxyacetone sulfate (HAS, m/z 153) was quantified via comparison to an

external calibration curve (Figure B.6 of Appendix B) prepared using synthesized

potassium HAS as standard. The calibration curve was obtained at the beginning

of the study. To verify signal stability over time, one low and one high standard

from the points on the calibration curve were measured each day. In the absence

of synthesized standards, peak areas were used for semi-quantitative compara-

tive analysis of all other OS analytes. As shown in Figure B.5, chromatograms of

several of these analytes exhibited multiple peaks, which suggests the existence

of multiple isomers for these species. All reported peak areas consist of the sum

of the areas of all detected peaks at a given m/z value.

3.2.4 Sample collection, preparation, and characterization

The natural minerals employed in this study were obtained through Minfind

(www.minfind.com). The anatase, ilmenite, and mica samples were collected
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in Pakistan, the United States, and Canada, respectively. Details regarding

sample pretreatment and grinding are presented in Appendix B. The Edmonton

road dust sample consists of winter street sweepings (i.e., material collected

from city streets in spring after winter application of sand and salt for road

traction/safety purposes) and was obtained from one of four City of Edmonton

(Alberta, Canada) snow storage facilities, located at 17 Street (north of Whitemud

Drive at approximately 52 Avenue); its <45 µm fraction was isolated using a

Retsch AS200 analytical sieve shaker.

Samples were comprehensively characterized using a variety of analytical

techniques, which are briefly described here; further details are presented in

Appendix B. The Brunauer-Emmett-Teller (BET) surface areas of commercial

TiO2, anatase, and ilmenite were determined using N2 adsorption; results are

presented in Table B.2 of Appendix B. Electron microprobe analysis was used

to assess the purity of the anatase, ilmenite, and mica samples; quantitative

compositional data are presented in Table B.3 of Appendix B. The Edmonton

road dust sample was examined using scanning electron microscopy (SEM)

with energy-dispersive spectroscopy (EDS) analysis for elemental mapping. A

sample EDS spectrum and representative elemental mapping results are shown

in Figure B.7 of Appendix B. The mineralogy of all samples was assessed via

X-ray diffraction analysis, as shown in Figure B.8 of Appendix B.

3.2.5 Chemicals

Potassium HAS and potassium propyl sulfate were synthesized according to

established literature procedures, [173, 174] which are summarized in Appendix

B. Nuclear magnetic resonance (NMR) spectra, high-resolution mass spectra,

and product ion scans of the synthesized OS are presented in Figures B.9-B.12 of

Appendix B. Deionized water was obtained from a Millipore Synergy UV ultrapure

water system. All other chemicals were obtained from commercial suppliers and

used as received, as outlined in Appendix B.
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3.3 Results and discussion

3.3.1 TiO2-catalyzed production of HAS: influence of illumi-

nation time and catalyst loading

Given the compositional complexity of natural mineral samples, [132] we first

conducted studies of OS formation in the presence of commercial TiO2. As

shown in Figure 3.1, illumination of MACR in aqueous Na2SO4 in the presence of

TiO2 leads to the production of HAS, an OS not only identified in previous studies

of sulfate radical-catalyzed OS formation from this precursor [149, 159, 160] but

also commonly measured in ambient PM [144, 159, 175].

Figure 3.1 shows that HAS production increases linearly with illumination time

and monotonically but nonlinearly with increasing TiO2 loadings; in the absence of

TiO2, HAS is not produced. Although plateaus in TiO2-catalyzed photochemistry

at elevated catalyst loadings are generally attributed to catalyst agglomeration

and light-shielding effects, [176, 177] these effects typically become important

at higher loadings than those explored in these experiments. For example, even

though we estimate no reduction in effective photon flux in our reactor in the pres-

ence of 0.25 mg mL−1 TiO2 (using chemical actinometry of 2-nitrobenzaldehyde

[126]; results not shown), we observed nonlinear HAS production at even lower

catalyst loadings (e.g. HAS production at 0.1 mg mL−1 TiO2 was only ~50%

larger than at 0.01 mg mL−1).
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Figure 3.1: Time-dependent HAS production from MACR (10 mM)
in illuminated suspensions of TiO2 in aqueous Na2SO4 (1 M; ad-
justed to pH 5) or (NH4)2SO4 (1 M) in the absence of TiO2. For
experiments at the highest TiO2 loading, all TiO2 loadings at 30
min, and in the presence of (NH4)2SO4, data points represent the
mean of three trials, with 1-σ error bars; otherwise, data points
show the results of one trial. The dashed lines are linear fits to the

experimental data.

We attribute the nonlinearity in HAS production with respect to TiO2 loadings

to the TiO2-catalyzed loss of HAS, which we would expect to adsorb to the TiO2

surface more strongly than MACR as a result of favorable electrostatic interactions

between TiO2 and its anionic sulfate moiety [164]. Support for this interpretation

is provided by a set of experiments (Figure B.13 of Appendix B) showing rapid

loss of HAS in the presence of 0.5 mg mL−1 TiO2, only partial inhibition of this loss

in the presence of MACR, and no HAS loss in the presence of TiO2 under dark

conditions. Because all of the experiments shown in Figure 3.1 were performed

at the same MACR (10 mM) and sulfate (1 M) concentrations, we would expect

competitive adsorption by both MACR and sulfate anion [165] to limit HAS loss

most effectively at lower TiO2 loadings.
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3.3.2 TiO2-catalyzed production of HAS: sulfate concentra-

tion dependence and cation effects

As shown in Figure 3.2, TiO2-catalyzed HAS production from MACR in aqueous

Na2SO4 displays a nonlinear dependence upon sulfate anion concentration.

These results are consistent with a surface reaction mechanism, in which HAS

production at elevated sulfate anion concentrations is limited by the saturation of

available surface sites for adsorption.

Figure 3.2: HAS production from MACR (10 mM) in illuminated (30
min) suspensions of TiO2 (0.5 mg mL−1) in aqueous Na2SO4 (1 M;
adjusted to pH 5) or (NH4)2SO4 (1 M). Each data point represents

the mean of three trials, with 1-σ error bars.

In our proposed mechanism, sulfate adsorbs to the TiO2 surface, where it

undergoes one-electron oxidation, [165] and the resultant sulfate radical subse-

quently adds to MACR to yield HAS via the mechanism [159] shown in Scheme

3.1.
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Scheme 3.1: Proposed mechanism for production of HAS (m/z

153) via sulfate radical addition to MACR.

Sulfate radical can also be formed in bulk aqueous solution via the reaction

of hydroxyl radical, produced here via TiO2 photocatalysis, [178] with hydrogen

sulfate anion (k = 3.5 × 105 M−1 s−1) [179]. However, under our experimental

conditions (i.e., pH 5, where [HSO4
−] ~1 mM), the reaction of hydroxyl radical with

MACR (10 mM; k = 9.4 × 109 M−1 s−1) [113] would dominate at even the highest

sulfate anion concentrations. Therefore, HAS production via this mechanism

would be expected to increase linearly with increasing sulfate anion concentration,

which is inconsistent with our results. In the absence of further data, we cannot

exclude that the production of the hydroxyl radical itself exhibits a plateau at

elevated sulfate anion concentrations. Quantification of hydroxyl and sulfate

radical production in situ via the use of probe molecules [180] would provide

further insight into the fundamental mechanism(s) underlying the observed results,

but is beyond the scope of the current work.

Interestingly, Figure 3.2 shows that the TiO2-catalyzed production of HAS is

higher in aqueous (NH4)2SO4 than in aqueous Na2SO4; in addition, as displayed

in Figure 3.1, illumination of MACR in aqueous (NH4)2SO4 leads to the production

of modest quantities of HAS, even in the absence of TiO2. This latter observation

agrees with Noziere et al., who observed the formation of a range of OS upon

illumination of MACR in concentrated aqueous (NH4)2SO4/Na2SO4 [149]. we sug-

gest that all of these observations can be explained by a multistep process for the

formation of additional sulfate radical, involving the production of light-absorbing

SOA material by the reaction of ammonium with MACR, [181] the subsequent
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photolysis of this material, and the reaction of the hydroxyl radicals thus formed

[128] with hydrogen sulfate anion to yield sulfate radicals. Because, as discussed

above, the aqueous-phase reaction of hydroxyl radical with hydrogen sulfate

anion is slow compared to its reaction with dissolved organics, sulfate radical

production via this reaction would be expected to represent a minor reaction

channel for photoproduced hydroxyl radical. Our observations of enhanced OS

production in aqueous (NH4)2SO4 therefore suggest that absolute hydroxyl radi-

cal production from photolysis of ammonium-MACR reaction products may be

substantial. We are currently conducting in situ quantification of hydroxyl radical

production [128] in this experimental system, which we anticipate will help to

explain these observations.

3.3.3 TiO2-catalyzed production of additional OS products:

MACR concentration dependence and cation effects

To gain further insight into TiO2-catalyzed OS formation, we also performed

experiments as a function of MACR concentration (1-40 mM) in both aqueous

Na2SO4 and (NH4)2SO4. In both cases, the production of HAS does not increase

with increasing MACR concentration (Figure B.14 of Appendix B). In the context

of our proposed mechanism for HAS production, this observation is consistent

with the reaction being sulfate radical-limited over this MACR concentration range.

As shown in Figure 3.3, the production of several OS compounds with m/z 253

[liquid chromatography-tandem mass spectrometry (LC-MS/MS) chromatograms

show multiple peaks; Figure B.5 of Appendix B] increases with increasing MACR

concentrations in both aqueous Na2SO4 and (NH4)2SO4.
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Figure 3.3: OS production from MACR in illuminated (30 min) sus-
pensions of TiO2 (0.5 mg mL−1) in aqueous Na2SO4 (1 M; adjusted
to pH 5) or (NH4)2SO4 (1 M). Each data point represents the mean

of three trials, with 1-σ error bars.

In addition, the total m/z 253 signal increases linearly with illumination time

(Figure B.15 of Appendix B), which implies that it reflects contributions from first-

generation products rather than products formed from further reaction of HAS.

These results are consistent with previously proposed formation mechanisms for

these species, [149, 159] in which the alkyl radical produced via sulfate radical

reaction with MACR reacts with an additional molecule of MACR to ultimately

form a set of isomeric OS dimers with m/z 253 (Table 3.1). In addition, these

results provide insight into a recent study by Wach et al., [160] which did not

report production of these dimeric OS from the solar irradiation of dilute (0.2 mM)

MACR solutions containing potassium persulfate as sulfate radical precursor.

Finally, we note with reference to Figure B.15 of Appendix B that the production

of the m/z 253 OS increases exponentially with TiO2 loadings, with production at

1 mg mL−1 approximately 4 times larger than that at 0.5 mg mL−1. In the context

of previous work, [159] which has shown m/z 253 to be photolytically labile, we

hypothesize that these observations reflect reductions in effective photon flux in

our reactor at these elevated TiO2 loadings. Further, they imply that, unlike HAS,

the dimeric m/z 253 OS do not undergo substantial TiO2-catalyzed loss, most
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likely as a result of their relatively more hydrophobic nature and resultant lower

propensity to adsorb to the TiO2 surface.

Table 3.1: Proposed structures for the OS observed in the present
experiments.(* for which LC-MS/MS chromatograms show evidence

for multiple isomers.)

Interestingly, Figure 3.3 also shows that three additional OS with m/z 183,

221, and 239 are produced when (NH4)2SO4 is used as the sulfate source; these

OS, as well as the m/z 253 OS, are also produced in smaller quantities in the

absence of TiO2 (results not shown). Together, these results provide additional

evidence for the importance of ammonium-mediated pathways in photochemical

OS formation. All three of these OS have been previously reported in one or

more laboratory studies of sulfate radical-mediated OS formation; [149, 159,

160] in addition, OS with m/z 183 [149, 173] and m/z 239 [182, 183] have

been reported in ambient samples. The production of these OS decreases with

increasing MACR concentrations, which suggests that the ammonium-mediated

OS formation pathways discussed above are suppressed by competing reaction
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pathways at elevated MACR concentrations. Proposed structures for these

additional OS are presented in Table 3.1.

3.3.4 Unexpectedly high OS production in the presence of

natural mineral samples

To assess the environmental relevance of the TiO2-catalyzed OS formation path-

way described in the previous sections, we also conducted experiments using

natural anatase, ilmenite, and mica as well as road dust collected in Edmonton,

Alberta. Interestingly, as shown in Figure 3.4, HAS concentrations resulting from

illumination of MACR in aqueous Na2SO4 in the presence of these samples are

the same order of magnitude as the HAS concentration in suspensions of com-

mercial TiO2. Because we would expect these samples to have lower inherent

photoreactivity than TiO2, these results are surprising.

Figure 3.4: Production of HAS (mg L−1; m/z 153) and other OS
(peak area) from MACR (10 mM) in illuminated (30 min) suspensions
of TiO2 and natural mineral samples (0.5 mg mL−1) in aqueous
Na2SO4 (1 M; adjusted to pH 5). Each data point represents the

mean of three trials, with 1-σ error bars.
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As discussed in section 3.3.1, HAS undergoes rapid TiO2-catalyzed pho-

todegradation, even in the presence of MACR. Although little is currently known

regarding aerosol-phase OS loss pathways, these results complement those

of two recent studies exploring the heterogeneous hydroxyl radical oxidation of

sodium methyl sulfate [163] and 3-methyltetrol sulfate ester [184]. Because we

would expect HAS loss to be influenced not only by MACR but also by competitive

adsorption of sulfate at the surface of the samples employed in this study, a full

understanding of HAS formation and loss kinetics in our experimental system

would require experiments as a function of both MACR and sulfate concentrations

for each sample type. Although these experiments are beyond the scope of the

present study, our preliminary results suggest the need for further investigation of

mineral-catalyzed OS loss.

Although the similarity in apparent HAS production between commercial

TiO2 and natural mineral samples may simply reflect efficient loss of HAS at

the surface of TiO2, as discussed above, we posit that it may also reflect the

existence of additional OS production pathways in the presence of these more

complex substrates. Support for this latter suggestion is provided by Figure 3.4,

which shows production of a broader range of OS in the presence of mica and

road dust than in the presence of commercial TiO2. The OS produced in the

highest quantity in these experiments is one with m/z 239, which is of interest

because an OS with this mass-to-charge ratio has been reported in ambient

PM, in some cases in large quantities [147, 182, 183]. In one study, Mutzel et

al. [183] suggested that this OS arose via the interaction of gas-phase organic

species with acidic PM; in another study, Brüggeman et al. [182] showed that

formation of this OS also occurred under low-acidity PM conditions. Here, we

provide evidence for a pathway for the formation of this OS that does not require

acidic conditions.

3.3.5 Mineral-catalyzed OS production: implications for

catalysis and atmospheric aerosol composition

In a seminal study, Abdullah et al. reported that the TiO2-catalyzed photooxidation

of organic solutes was not fully inhibited in the presence of sulfate, even though

this anion would be expected to competitively occupy surface oxidizing sites

[165]. These authors attributed this observation to sulfate radical production at
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the TiO2 surface and subsequent reaction of this species with the organic solutes

studied. Our observations of HAS production from MACR in suspensions of TiO2

in aqueous sulfate solution provide the first direct evidence in support of this

hypothesis; in addition, they highlight the need for further mechanistic studies

of the influence of inorganic anions on the product distribution resulting from

TiO2-catalyzed aqueous organic photochemistry.

More broadly and in an atmospheric context, our results also highlight the im-

portance of mineral-mediated photochemistry for the aqueous-phase production

of OS from unsaturated organic precursors. Although mineral dust is primarily

emitted in remote arid regions, [185] it undergoes efficient long-range transport

and can interact with potential organic OS precursors both during transport [186,

187] and upon arrival in urban [188] and/or remote [189] receptor regions; in

addition, dust is often internally mixed with sulfate [190]. In this context, our

results represent an important first step toward understanding the photochemical

sources of OS in dust-influenced regions.
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Chapter 4

TD-GC-FID/MS system
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4.1 Introduction

Volatile organic compounds (VOCs) are emitted into the atmosphere from bio-

genic and anthropogenic sources, [191, 10, 192, 193, 194] and may also be

formed as products of atmospheric VOC transformations [195]. Worldwide, bio-

genic emissions of VOCs are estimated to be as high as 750 - 1000 Tg of carbon

per year from vegetation [196, 197] and comparatively approximately 100 - 160

Tg (C) per year from anthropogenic contributions [198, 199]. Once emitted into

the atmosphere, VOCs can undergo chemical processes including VOC trans-

formation (e.g. VOC oxidation (OVOCs) [195]. The production of OVOCs from

gas-phase species is related to the formation of secondary organic aerosols

(SOA) [200] accounting for a large fraction of organic aerosols (OA) [201, 60, 202,

61, 40, 203]. As submicron particle class (PM2.5), OA are considered to possibly

highly impact radiative climate forcing [204] and human health [205].

Smog chamber have been developed already in the 1950s as potent tools

to study aerosol formation from biogenic and anthropogenic precursors. [206,

207] and have been further refined for the purpose of SOA research projects

[208, 209, 210, 211, 212, 213]. Outdoor smog chambers offer the advantage to

use natural sunlight, which can also turn into a disadvantage by variation of light

intensity and thus causing limited reproducibility. In contrast, indoor chambers

usually apply artificial light and are more accurate related to temperature and

relative humidity control.

In order to better understand the rates, mechanisms, and products of VOC ox-

idation during chamber experiments, the atmospheric community has employed

a suite of analytical instrumentation to monitor the particle and gas phase com-

positions [84, 81]. Techniques for monitoring the gas-phase composition during

these experiments include analyzers applying optical, spectroscopic techniques

(e.g. UV photometric, chemiluminescent, fluorescent analyzers) to detect and

quantify species such as O3, NOX, SO2, and CO. Organics such as VOCs and

corresponding oxidation products can also be analyzed via differential optical

absorption spectroscopy (DOAS) [91], gas-chromatography based techniques

with hyphenation to mass spectrometry (GC-MS) [214] as well as proton-transfer-

mass spectrometry (PTR-MS) [215]. Whereas DOAS is a widely used, sensitive

technique also for the determination of radical species it does not provide enough

information for structural elucidations of complex mixtures of chemical compounds

due its dependence on the (narrowband) differential absorption cross-section and
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thus is dependent on the wavelengths of light employed inside the smog chamber.

PTR-MS is an excellent technique for real-time measurements of VOCs with a

very short response of less than one second, low detection limits for VOCs (lower

ppt) and was already further developed to detect isobaric compounds [215], has

been already coupled to time-of-flight mass analyzers to increase the previously

lower mass resolution [216]. However, the PTR-related soft-ionizing formation of

protonated species or clusters may cause difficulties for compound identification

[217]. Despite the application of alternative ionization reagents (e.g. NO+, O2
+) as

in selected-ion flow-tube mass spectrometry (SIFT-MS) [218], the more traditional

technique using GC-MS with electron impact ionization (EI) still represents a com-

mon method for VOC analysis and was furthermore described as complementary

technique with PTR-MS [219]. A major drawback of gas chromatographic on-line

analyses is the relatively high cycle-time starting with sampling and sample in-

jection, GC re-equilibration which causes a lower time-resolution in experiments.

In the simplest version of on-line GC-MS gas-phase monitoring, chamber air is

directed through a sampling loop for subsequent injection onto the GC column

[211].

However, loop injection procedures were characterized by high detection limits

and low sensitivities compared to GC systems, that include a preconcentration

step via an adsorbent packed microtrap and following thermal desorption (TD)

[220, 221, 222]. Analytical thermal desorption is an automatable gas-phase

extraction/introduction technique for vapour-phase analytical instrumentation

such as GC-FID/MS [223]. The application of adsorbent traps in general and

microtraps were already reviewed in detail regarding adsorbent type, adsorbent

tube handling, applications for air sampling [98, 99, 101, 102], and were also

further developed for sorbent-free high-speed injections applying cryofocusing

[224].

Despite the large cooling capacity of liquid cryogens, such as N2 and CO2, to

quickly cool down (adsorption) traps for efficient and fast preconcentration steps

after finished GC separation, there is always a demand on cryogen supply as well

as a certain safety requirement that needs to be considered in closed laboratory

environments. In contrast to cryogenic cooling, environmentally friendlier cooling

methods such as the application of Peltier elements [225] or Stirling coolers [226]

were used for the temperature control of adsorbent trap tubes, both only relying on

electrical energy. Peltier elements are widely employed as small cooling devices
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but cannot compete with the cooling efficiency of Sterling coolers, which are less

common in thermal desorption setups. Also, different heating methods for trap

tubes have been subject of research including resistively heated NiCr wires [227]

or Pt wires [228] wrapped around the sorbent tube, flushing an electrical current

directly through the trap tube by capacitive discharge [229, 230, 231], which is

also used for 2D-GC modulation [232, 233], as well as an inductively heated trap

tube setup [234].

Process automation is another key to generate reliable and traceable data.

The first commercially automated thermal desorbers (ATD) was built, applied in

the 1980s [235]. These instruments were further developed by different compa-

nies introducing new features such as partial sample re-collection after thermal

desorption, automated internal standard injection or multi-tube measurements.

However, in addition to increasing expenses for a related automated thermal

desorber purchase, there is the disadvantage that an additional sampling step is

necessary, which requires additional instrumentation to realize, for example, a

fully automated on-line VOC monitoring including sample collection and analysis.

Consequently, customized automated TD-GC systems with different hyphenation

techniques were developed [236, 237, 238, 239, 240, 226].

Considering the complexity of available technical solutions, the variety of

available options to realize customized thermal desorption-gas chromatography-

mass spectrometry (TD-GC-MS) setups for higher time resolution compared

to traditional offline VOC sampling and analysis techniques, there is always

a question which analytical approaches, desorption tube types and cooling or

heating efficiencies are required to achieve a robust, easily maintainable, safe

and cost-efficient instrumentation for a specific scientific purpose, in this case the

coupling to a smog chamber for VOC and OVOC monitoring.

Here, we present a newly developed, fully automated GC-TD-FID/MS system

for smog chamber studies of VOC oxidation processes. In particular, we present

the usage of a (hydrophobic) sorbent laden micro-trap, with cryogen-free cooling

by a Peltier element to achieve sub ambient temperatures (e.g. 10°C to avoid

water accumulation as well as fast resistive heating above 200°C to minimize

band-broadening without a second-stage focusing trap, and give detailed mechan-

ical, electronical information for a successful reproduction or further development

by the atmospheric community.
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4.2 Thermal desorption unit

4.2.1 Design considerations and technical design

Thermal desorption units usually have two main characteristics in common, which

are the mechanical and electrical realization of fast trap tube cooling and heating,

to preconcentrate and release formerly trapped gas phase species with a high

time-resolution data acquisition. These aspects can be approached in different

ways, which may depend on the final application area of the instrument (e.g.

indoor laboratory, outdoor vehicle or planes) as well as on the analyte’s concen-

tration, vapor pressure, and adsorptive properties. Different analyte-dependent

cooling techniques may be necessary to achieve a high preconcentration effi-

ciency without compound breakthrough at low sorbent temperatures and suitable

(e.g. weak, strong or mixed) sorbent materials. There are several, fundamental

requirements for the developed thermal desorption unit.

(1) A cryogen-free, environmentally friendly cooling is desired to avoid the

continuous demand for and dependence on potentially limited liquid nitrogen or

carbon dioxide and the need for water vapour removal from the incoming gas

stream. (2) The sorbent tube needs to be easily accessible for fast maintenance

without interrupting a carrier gas supply or sampling stream, for example, due

to removal of corresponding trap tube fittings to remove the trap tube from the

desorption setup. (3) The contact area between Peltier cooled surfaces and

heated zones are as large as possible to guarantee a fast cool down. (4) The

heating method must provide the option to bake out the trap tube at a fixed

temperature to remove any organic residues and heating must overcome a

continuous Peltier cooling. (5) The overall signal process is designed in a way,

which offers the flexibility to change single process parameters (e.g. heating rate,

cooling temperature, sampling time) without a compromise on automation. Hence,

all involved instruments and related functions need to be triggered in a signal

cascade but are still available for manual adjustments to either stop or improve

the parameters during a running process. (6) The overall setup is supposed to be

flexible to adjustments (e.g. trap tube diameter) and presents also an affordable

solution for a reliable on-line thermal desorption unit. Therefore, in Figure 1 a new

thermal desorption unit is presented, which is based on a design modification of

a consumable-free, single-stage modulator for comprehensive two-dimensional
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gas chromatography, re-designed from a previous model [225] to fit our purpose

for smog chamber investigations in atmospheric chemistry.

Figure 4.1A presents an overview of the general TD setup, which includes two

copper plates (A1; 15 cm × 6 cm × 0.3 cm), cooled by a thermoelectric module

(A2; Digi-Key#:926-1279-ND, Liard Technologies), further called Peltier element.

The Peltier element is pressed between one copper plate and a heat sink (A3;

Noctua NH-D9DX i4 3U; 110 mm × 95 mm ×95 mm), which is needed to cool the

hot side of the Peltier element. Two fans (A4; 12 V DC, 0.28 A, 9 cm × 9 cm ×

2.5 cm) are used on each side of the heat sink for active cooling and final heat

transport.

An external ATX power supply (A5) extracted from a computer unit is re-used

to provide a DC current for one of the two fans of the heat sink and for a Peltier

element temperature controller (A6), which in turn acts as a power supply for the

Peltier element and the second heat sink fan. An NTC temperature sensor (A7)

is used as a temperature feedback mechanism to adjust the copper plate cooling.

Furthermore, the temperature of the trap tube surface (A8) is measured by a

K-type thermocouple (A9), which feeds into a temperature acquisition box (A10)

containing an Arduino UNO R3 unit with a MAX31855 cold-junction compensated

thermocouple-to-digital converter. Another Arduino UNO R3 unit (A11) with a

5 VDC relay (Tongling, 10 A/250 V and 15 A/125 V) allows for time-dependent

heating cycles of the trap tube, controlling a DC current (22 V, 2.323 A) supplied

by a 0 - 30 V and 0 - 5 A power supply (A12; Korad KD3005D). Two banana

plug cables with alligator clip ends are connected to both ends of the 30 gauge

NiCr 80 wire (obtained from Master wire supply) and the corresponding Korad

DC power supply unit (A12). The NiCr wire has a total length of 11.1 in, which is

corresponding to approximately 13 wrappings per inch steel tube over a wrapped

trap tube length of 2.2 in. A TD unit holder (A 13) with two clamps presses both

copper plates together to increase the contact area with the trap tube, which is

shown more in detail in Figure 4.1 B.

A Sulfinert® 304 SS stainless-steel tube (B1; 3.9 in × 0.04 in × 1/16 in)

is pressed between two flexible, very high-temperature resistant and 0.004 in

thick Mica sheets (B2) obtained from McMaster-Carr. The Mica sheets provide

electrical insulation between the copper plates (B3) and the NiCr wire (B4), which

is used for resistive trap tube heating and is wrapped around the trap tube. A

glass fiber insulation sleeve (B5) is pushed over the stainless-steel trap tube to
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avoid electrical contact between the trap tube and the NiCr wire, which would

cause a major loss of heating efficiency. The K-type thermocouple (B6) is placed

between the glass fiber sleeve and the trap tube. Milled depressions (B7) provide

enough room for the trap tube setup to be squeezed in-between the copper plates.

An NTC temperature sensor (B8) works as temperature feedback for a Peltier

element controller, both also shown as A6 and A7 in Figure 4.1 A.

Furthermore, a sampling line (connected to the chamber/calibration gas

generator) and 10-port valve heating mechanism (not shown) applying NiCr 60

alloy wire is realized by using two 12 VAC, 3 A power supplies coupled to two solid

state relays (Omega, 25 A, 24-280 VAC) and two 1/32 DIN ramp/soak controllers

(Omega, CN7523) for a final temperature control application.

Figure 4.1: (A) Thermal desorption trap overview showing copper
plates (A1), Peltier element (A2), heat sink (A3), fans (A4), ATX
power supply (A5), Peltier temperature controller (A6), NTC temper-
ature sensor (A7), stainless-steel trap tube (A8), K-type thermocou-
ple (A9), temperature acquisition box (A10), relay control box (A11),
DC power supply (A12); (B) Detailed view on the trap tube setup
showing the stainless-steel tube (B1), Mica sheets (B2), copper
plates (B3), NiCr80 alloy wire (B4), glass fiber insulation (B5), K-
type thermocouple (B6), milled depressions (B7), NTC temperature

sensor (B8).

4.2.2 Trap tube preparation

The design of a thermal desorption tube is essential for the proper function of

any kind of TD-based air monitoring systems. Most commercially available TD
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tubes are made from glass, stainless-steel or inert-coated stainless-steel, which

can contain a sorbent material and frits (or glass wool plugs with a spring) to

retain the sorbent bed in place. Stainless-steel tubes provide the advantage of a

higher thermal conductivity for a fast temperature increase of the sorbent but do

not offer the visual transparency of glass, which makes the sorbent filling process

more difficult. The majority of prepared and purchasable TD tubes are larger in

diameter than needed for the application of a microtrap. Hence, the trap tube

preparation for a 1/16 in (OD) stainless-steel tube is presented in Figure 4.2. The

trap tube is cut to a total length of 10 cm. During step A, a lathe machine with a

Hartridge 1/16 5c collet is used to squeeze 1 cm of the tube to an inner diameter

of 0.0023 in. Afterward, a vacuum supply is connected to the squeezed tube side

to move a deactivated glass wool (obtained from Chromatographic Specialties

Inc) plug to the narrower tube position in step B. A funnel in step C is made from

a male ISO/BSP tapered thread tube adaptor with a Teflon ferrule to temporarily

connect the funnel to the trap tube and for vacuum-assisted loading of the trap

tube with a sorbent material (~11.5 mg of Tenax TA). In the following step D,

a second glass wool plug is added with supporting vacuum and by manually

pushing the plug into the tube with a stainless-steel wire. Afterward, in step E

the trap tube is squeezed again, and 1/16 in stainless-steel fittings are added

for a final connection to a pressurized Helium supply line in step F, which also

includes the conditioning of the trap tube. Conditioning (cleaning process) is

done at elevated temperatures (260°C for 12 h followed by 310°C for 1 h) using a

temperature ramp of 10°C/min) with a constant carrier gas flow of 20 mL min−1

[99]. Both ends of the trap tube are then closed with corresponding 1/16 in

stainless-steel plugs for storage until the trap tube is used.
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Figure 4.2: Schematic and step-wise overview of the customized
production of a sorbent packed thermal desorption tube including
vacuum-assisted loading of squeezed 1/16 in stainless-steel tube (A)
with silanized glass wool (B), a sorbent (C) and another silanized
glass wool plug (D), followed by a final squeezing step to keep
sorbent material inside the tube (F) and the attachment of 1/16 in

fittings (F).

4.2.3 Electronic control and temperature monitoring

In addition to the mechanical design and production of the basic TD unit parts,

the realization of the communication between single components for creating

an automated process of preconcentration and thermal desorption is another

key aspect. Figure 4.3 presents a general overview of this process automation.

Chromeleon 7.2 (ThermoFisher Scientific) is used as chromatographic data

system installed on a computer to create sequence lists for several consecutive

sample runs. The sequence list assigns a specific GC-/FID-MS method to

each run. Since the GC method contains both the sampling and desorption

step, Chromeleon 7.2 sends signals via an RS-232/USB converter to a two

position actuator control unit, which is connected to the 10-port two position valve.
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The two positions are assigned to either sampling (position B) or desorption

(A) flow directions. Consequently, this first process can be summarized as

sampling/injection control communication between the computer and the 10-port

valve. A second signal pathway exists between the computer (Chromeleon 7.2)

and the GC-FID/MS system via a manual valve actuation controller, which is

connected to a 10-pin cable in both directions, towards the computer and towards

the GC-FID/MS system. This 10-pin cable is split for coupling the first (red) pin

and the third (grey) pin to the GC autosampler handshake cable, which is split as

well to finally use the red and black pin. Soldering both split cables together by

combining the single pins (red10-pin+redhandshake; grey3rd,10-pin+blackhandshake) results

in the realization of the feedback loop between the computer and the GC to run

sequences of several samples. A third signal pathway is established between

the computer and an external Arduino UNO R3 unit, which is responsible for the

automated heating or cooling of the trap tube, by either turning heating on or off.

Since there is another pin of the 10-pin cable left, which is assigned to transfer

a signal for valve position B, this pin (fourth grey pin) is applied to trigger the

Arduino UNO R3 controlled heating. Figure C.1 in Appendix C shows the Arduino

board wiring for the relay thermal desorption control, which is supplemented by

the Arduino sketch in Figure C.2. Furthermore, the Arduino board wiring for the

temperature monitoring application is shown in Figure C.3, supplemented by the

Arduino sketch in Figure C.4.
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Figure 4.3: Overall scheme of the integrated process automation
beginning with a created sequence list for conditional sampling and
injection procedures followed by GC-FID/MS communication via a
valve actuator model and the Arduino logic controlled heating or

cooling mechanism of the sorbent packed trap tube.

Furthermore, a general overview of different timed parameters is shown in

Figure 4.4. Two complete thermal desorption and sampling cycles are described

by dashed lines, which include the change of the GC oven temperature (oven

program) as well as the general time-dependent activation or deactivation of the

trap cooling, trap heating, FID analysis and the MS scan over a total method

time of 8 minutes for each run. The first steps in each run are the activation
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of trap heating and the FID measurement followed by the initiation of the mass

spectral scan after one minute of lead time. From 0.5 min until 5 minutes the

oven program is performed with a temperature increase from 100°C to 150°C.

After 5 minutes of method run time, the trap heating process is terminated for the

following cooling process (trap tube sampling) for 3 minutes or rather until the

final method run time of 8 minutes., which also includes the termination of the

FID and MS scan acquisition. Afterward, the whole process is repeated for as

many samples as programmed in the Chromeleon 7.2 sequence list.

Figure 4.4: Overview of the process automation including the oven
program, trap cooling and heating cycles, FID and MS data acquisi-
tion periods for 2 complete sampling and desorption operations (8

minutes each operation).

4.3 TD-GC-FID/MS system and chamber coupling

4.3.1 Instrument flow path

The 10-port valve represents a central part of the whole thermal desorption

GC-FID/MS system by directing two main flow pathways regarding sampling (trap
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tube loading) or thermal desorption. A key aspect is an operation in a so-called

backflush mode, which can greatly extend the range of thermal desorption by

eluting high-volatility and low-volatility analytes in a narrow band of vapor. The

backflush mode is operated in the opposite flow direction of sample loading.

The applied flow scheme using a 10-port valve is shown in Figure 4.5 for a

sample injection configuration (10 port valve in position A) and a sample loading

configuration (10 port valve in position B).

Sources for sampled analytes are either a calibration gas generator or a smog

chamber, where the calibration gas supply line (1/4 in Teflon tube) is split to

valve port number ten and a vent to prevent a pressure built-up towards the valve

inlet. Consequently, the micropump draws only the amount of calibration gas

through the sorbent trap, which is adjusted by a metering valve and measured by

a flow meter as long as the flow rate of supplied calibration gas is higher than

the pump sampling flow rate. The sampling line from the smog chamber to the

10-port valve is a 165 cm long, heated 1/8 in Sulfinert® treated stainless-steel

tube to reduce potential analyte losses along the tube wall. Resistively heated

and pre-cleaned stainless-steel tubes (316 SS) with dimensions of 0.04 in (ID),

1/16 in (OD) were used for all connections to valve positions 6, 7, 8, 9 as well as

for the included jumper connecting valve position 1 and 4. The jumper is used to

avoid an analyte concentration-related time delay, which would be caused by a

paused sampling process during the desorption stage without a jumper. Hence, a

permanently flushed sampling line can be achieved by on-going sampling during

the desorption process towards the vent. The carrier gas and the desorbed

sample are directed towards a split/splitless injector. The carrier gas flow path of

the GC column is separated by a splitter for following sample analysis by a flame

ionization detector and single-quadrupole mass spectrometer.
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Figure 4.5: Flow scheme of the whole TD-GC-FID/MS system with
two sampling sources (calibration gas generator, smog chamber),
a 1/16 in stainless-steel trap tube, a 2 position 10-port valve for
directing gas flows, a micropump for drawing samples through the
trap tube, a vent, flow meter for adjusting the sampling rate as well

as a GC-FID/MS system.
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4.3.2 Analytical instrumentation and related supplies

A Thermo Fisher single quadrupole ISQ 7000 Trace 1310 GC-FID/MS system

with a Zebron ZB-5 MS GC capillary column (30 m × 0.25 mm × 1.00 µm)

is used for analyte separation and detection applying a ramped temperature

programme (100°C to 150°C with 20°C min−1). Toluene gas phase analytes

are produced in concentrations between 0.2 ppm and 1.0 ppm by a Kin-Tek

491 M calibration gas generator using air generated by an Aadco 737 zero-air

generator. A toluene-containing permeation tube device (Kin-Tek) is applied

with a permeation rate of 2.263 ng/min at 80°C. Zero air is also used as air

supply for the flame ionization detector and the atmospheric reaction chamber.

Furthermore, 5.0 grade Helium (carrier gas), 5.0 grade nitrogen (auxiliary gas)

and 6.0 Hydrogen (fuel) are obtained from Praxair. Helium is further purified

using a Super Clean™ gas cartridge filter (ThermoScientific) to generate a 6.0

grade helium supply. Sampling and helium gas streams are changed by an

external VICI Valco 2 position, high-temperature rated 10-port valve (1/16 in ×

0.75 mm) with a microelectric actuator and a 6-in standoff. A 24 VDC micro

diaphragm pump (Model UNMP830KNDC, KNF Neuberger Inc) with a maximum

delivery of 3.1 L min−1 under atmospheric pressure is used for sampling from

the calibration gas generator. Pump sampling flow rates are set to 200 ccm (via

the jumper configuration) with a metering valve to flush sampling lines during

the desorption process. The maximum sampling flow rate (via jumper by-pass)

through the trap tube is 22 ccm. Sampling flow rates are measured with a

Gilibrator 2 flow meter (20 cc - 6 LPM flow cell, Sensidyne). The light source

for UV DOAS measurements is a deuterium lamp with emission output from

215-400 nm (Ocean Optics D-2000-S) in combination with a grating-based UV

spectrometer with a resolution of 0.118 nm (Ocean Optics, HR-2000+). Moreover,

the photoreaction chamber is constructed of 0.127 mm thick perfluoroalkoxy

(PFA) film with a total volume of 1.8 m3 supported by an aluminum housing. 24

fluorescent 32 W black lights with peak emission at 350 nm are the irradiation

source for photochemical experiments. Further details about the chamber and

the DOAS instrumentation were published in 2011 [91]. A general overview of

instrumental conditions is shown in Table 4.1. Moreover, a description of the

TD-GC-FID/MS operation is given in Appendix C text.
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Table 4.1: Overview of essential methodological parameters re-
garding conditions used for the application of gas chromatographic
separation (GC) and detection via flame ionization (FID) and mass

spectrometry (MS).

Instrumental conditions

GC conditions

Inlet temperature 230°C

Transfer line temperature 250°C

Injection mode Splitless

Split flow 60 mL min−1

Splitless time 0.8 min

Purge flow (He) 5.0 mL min−1

Oven equilibration time 0.1 min

Carrier gas flow (He) 1.2 mL min−1

Carrier mode Flow control

Oven program 100°C to 150°C at 20°C min−1

(Hold 1.5 min) to 100°C at 100°C min−1

(Hold 3.0 min) until 8 min run time

FID conditions

Acquisition time 0 min - 8 min

Data collection rate 30 Hz

Detector temperature 225°C

Ignition threshold 0.5 pA

Air flow rate 350 mL min−1

Nitrogen makeup gas flow rate 40 mL min−1

Hydrogen flow rate 35 mL min−1

MS conditions

Mode Full scan

Scan range 50 - 500 amu

Scan time 1 min - 8 min

Ionization mode Electron impact

Ion source temperature 200°C

Foreline pressure 27 mTorr

Electron energy 70 eV
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4.3.3 Instrument characterization and first application

An important aspect of the general chamber/calibration gas sampling procedure is

the proper heating of sampling lines and the 10-port valve with all corresponding

stainless-steel tubes that are connected to the trap setup. Hence, the sampling

line between the smog chamber and the thermal desorption system as well as

the 10-port valve unit with corresponding transfer lines to the trap tube and GC

inlet are resistively heated by two NiCr 60 alloy wires for establishing two different

temperature zones. The sampling line is heated to 100°C and the valve unit to

120°C to avoid a loss of VOC analytes on tube walls.

Since the trap tube temperature during the sampling and desorption pro-

cess is an important parameter for reproducibility, a temperature monitoring

system (Figure C.3 and C.4) is connected to a software add-in for Microsoft

Excel (PLX-DAQ). The application of this data acquisition system and hence

the characterization of the heating/cooling system is presented in Figure 4.6.

Temperature profiles are shown for both external valve positions A and B (sam-

pling/cooling or desorption/heating). Moreover, the difference in temperature is

given for the thermocouple placed either inside an empty trap tube or outside of

a trap tube between the tube surface and the glass fiber insulation, also shown in

Figure 4.1(B). A stable temperature of up to 313°C can be achieved by applying

22.00 VDC and 2.328 A in constant voltage mode (C.V.) on the NiCr wire. The

knowledge about the temperature difference between the tube inside and outside

is important because under the given conditions it is not possible to measure

the temperature inside the tube during experiments with a sorbent loaded trap.

Hence, the tube temperature outside is used as a control value to adjust the

voltage and current in order to avoid a trap tube overheating, which potentially can

cause sorbent degradation. The heating efficiency for the first stage from 10°C

to 200°C is as high as 22°C s−1, which is fast enough to quickly desorb VOCs

such as BTEX (benzene, toluene, ethylbenzene, xylene) mixtures. However, as

the trap tube warms up, the heating rate decreases to 120°C min−1 during the

second stage (up to 300°C). Cooling rates applying one Peltier element are as

high as 122°C min−1, which is fast enough to cool down during separation of

analytes until a new sampling process starts.
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Figure 4.6: Presentation of the dependence of the trap tube tem-
perature on the location of the temperature sensor and the positions

of the 10-port valve.

Furthermore, a first approach to characterize and establish the thermal desorp-

tion unit with GC-FID/MS coupling as an alternative technique for the monitoring

of chamber experiments was achieved by the quantitative comparison of toluene

gas phase concentrations inside the atmospheric reaction chamber determined

both with DOAS and TD-GC-FID/MS measurements. For this purpose, a calibra-

tion curve applying thermal desorption with GC-MS analysis was obtained firstly,

which is shown in Figure 4.7 with a supplementary mass spectrum of toluene, a

corresponding total ion current chromatogram (TIC) and an FID chromatogram

in Figure C.5 acquired at a toluene concentration of 1 ppm. A KinTek 491 M

calibration gas generator was used for the generation of toluene gas-phase con-

centrations of 0.2 ppm, 0.4 ppm, 0.6 ppm, 0.8 ppm, and 1.0 ppm. An overview

of selected span gas flow rates to set up required toluene concentrations is pre-

sented in Table C.1. All remaining parameters regarding the thermal desorption,

sampling process or GC-MS methodology were kept constant as described in
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Table 4.1, the instrument operation description (Appendix C text) and Figure

4.4. A calibration of the DOAS system was not performed at this point but was

described in a former publication [91].

Figure 4.7: Calibration curve for the gas-phase sampling of toluene
using MS detection and a calibration gas generator to produce
toluene concentrations between 0.2 ppm and 1.0 ppm, showing 3
replicates for each concentration, exempting 0.6 ppm measurements

with 12 replicates.

After calibration of the GC-TD-FID/MS system, the smog chamber was pre-

pared for the first coupling with the TD-GC-FID/MS system. For this purpose, the

chamber was flushed and cleaned overnight with a flow of zero air at a flow rate

of 7.0 L min−1 with illumination by black lights. The injection of toluene into the

chamber was achieved via a flow of zero air at a flow rate of 0.2 L min−1 over a

liquid reservoir of toluene using an in-line glass bubbler, which was maintained

at room temperature. The lowest possible chamber inflow is limited to 0.2 L

min−1 by the applied mass flow controller. A total amount of 5 drops of toluene

was injected into the reservoir using a Pasteur pipette. Figure 4.8 shows that
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a background reference spectrum using the DOAS device was acquired for the

reaction chamber (without toluene injection) over a period of 76 min. Afterward,

DOAS was used to monitor the continuously increasing gas-phase concentration

of injected toluene inside the chamber. After achieving a desired concentration

(approximately 1 ppm of toluene), the flow over the liquid toluene reservoirs was

stopped and by-passed to introduce only zero air into the chamber to monitor

a loss of toluene. As a result of toluene’s volatility, Figure 4.8 implies that the

amount of injected toluene into the in-line bubbler was too high since a final

concentration of 1.6 ppm toluene instead of 1.0 ppm was achieved. Hence, the

chamber was flushed with zero air only at a flow rate of 7.0 L min−1 for 90 min

to decrease the toluene concentration to 1.0 ppm, followed by a reduction of

the zero air inflow to 3.0 L min−1 to slow down the dilution of toluene during the

process of coupling the TD-GC-FID/MS system to the chamber. After 286 min of

total chamber run time (including the background reference acquisition), the first

sample for thermal desorption GC-MS analysis was taken from the chamber and

the zero air inflow rate was adjusted to 9.5 L min−1 to accelerate the toluene loss

inside the chamber again. Both the DOAS and GC-MS measurement showed a

reasonable correlation related to the loss of toluene, which additionally is shown

by the exponentially fitted graphs in Figure C.6.

However, the further comparison of both systems elucidates a major disad-

vantage of the used DOAS system, which is its higher uncertainty values of up to

200 ppb. On the other hand, the DOAS can acquire data points in a higher time

resolution (2 min) compared to the thermal desorption setup with a current time

resolution of 9 minutes. Moreover, DOAS chamber measurements are limited

to comparably high VOC concentrations above approximately 200 ppb. The

thermal desorption device has, therefore, a larger dynamic range towards lower

VOC concentrations by adjusting the trap sampling time for longer preconcen-

tration periods. Also, high VOC concentrations can be determined with the TD

by either decreasing the sampling time or using a split mode injection, which

reduces the amount of injected sample on the GC column. Hence, the DOAS

and TD-GC-FID/MS system are valuable complementary devices to detect VOCs

during atmospheric reaction chamber experiments. Whereas DOAS is not only

enormously useful for setting up desired VOC concentrations, it also can be seen

as a control instrument for the thermal desorption setup, because sorbents like

Tenax TA™can be subject to degradation. Furthermore, another advantage of
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TD is the possibility to execute and monitor atmospheric reactions, which occur

at atmospherically more relevant low-concentration conditions (lower ppb range)

including SOA formation by VOC oxidation.

Figure 4.8: Comparison between DOAS and TD-GC-FID/MS re-
garding the monitoring of a toluene decay inside the smog chamber.

4.4 Summary

Atmospheric smog chamber studies are not limited to the investigation of particle

formation and the corresponding characterization, but also focus on the determi-

nation of gas-phase species including their quantitative analysis and following

structural elucidations. Hence, the analysis of precursors for especially secondary

particle formation, in many cases either biogenic or anthropogenic volatile organic

compounds, is a powerful tool to explain atmospheric oxidation processes and

may provide important information for modeling studies in atmospheric chemistry.

Optical, spectroscopic methods (e.g. DOAS) are essential techniques to de-

termine and monitor the concentration of gas-phase compounds. Hence, DOAS
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is also a core technique used for smog chamber studies. However, it does not

provide structural information and is limited in its application for low-concentration

VOCs and their potential oxidation products. Hence, a new, modified thermal

desorption unit coupled to a GC-FID/MS instrument was developed to comple-

ment an existing DOAS system coupled to an atmospheric reaction chamber.

The detailed presentation of the technical design was supported by insights

into the production of sorbent filled thermal desorption tubes. Furthermore, the

electronic realization of a fully automated sampling and desorption system was

discussed in depth. The operating principle of the overall TD-GC-FID/MS setup

was additionally underpinned with concrete schemes regarding all occurring gas

flow directions, step-wise methodological procedures as well as first performance

tests related to heating and cooling efficiencies. Additionally, a very first ap-

plication of the developed TD-GC-FID/MS was successfully demonstrated by

its coupling to a calibration gas generator for sampling and desorbing toluene

in different gas-phase concentrations for a first calibration curve. Moreover, a

successful coupling of the thermal desorption setup to a smog chamber equipped

with a DOAS device was achieved by monitoring the decay of toluene inside the

chamber and subsequently comparing the determined concentrations of both the

DOAS and the TD-GC-FID/MS system.

Hence, this work comprises a detailed description of the process of suc-

cessfully developing and applying a thermal desorption system for smog cham-

ber studies. A fully detailed TD unit characterization which includes also the

application of VOC mixtures and methodological optimizations towards higher

time-resolutions will need to be fulfilled in future investigations.
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Chapter 5

Conclusions and future directions

Contributions: This manuscript was written by Mario Schmidt, with critical com-

ments from Dr. Sarah A. Styler
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5.1 Photochemical reactor development

In Chapter 2, the development and characterization of a multi-position photo-

chemical reactor was presented. The multi-position option was realized by the

introduction of an exchangeable sample adaptor setup to easily access 1, 4 or 9

reaction vessels as shown in Figure 5.1. The reactor temperature dependence

on illumination by a solar simulator and dark conditions were investigated for

all available sample adaptors and corresponding sample positions. A spatial

variance of the illumination of different sample positions was evaluated and fi-

nally excluded by investigating the photochemical decay of 2-nitrobenzaldehyde

(2NB) in aqueous solution upon illumination and the determination of the first

order loss rate constant j(2NB). Moreover, the uniform stirring performance in all

adaptor-dependent sample locations was successfully proven by the application

of particle laden samples of 2NB including TiO2 as well as road dust particles

as first approach to use collected samples for further environmentally relevant

studies.

However, a slight temperature increase after starting illumination has shown

that the cooling capacity of the photoreactor may need to be improved. The

application of multiple parallel or stacked Peltier elements as well as a pump

with a higher flow rate for the coolant might be considered at this point. The

improvement of the cooling efficiency may be important for future aqueous phase

studies which include very volatile organic compounds such as isoprene, which

evaporate rapidly already at room temperature. Then, the temperature effect and

thus a reduced evaporation (higher VOC concentration in the aqueous phase)

could be investigated by semi-quantitative HPLC analyses. In turn, maintaining

a higher aqueous VOC concentration may impact the successful investigation

of multiphase (aqueous and gas-phase) reactions by finally achieving a higher

concentration of oxidized VOCs in the aqueous phase. Possible reactants for multi-

phase reactions might be O3, NOX or SO2, which could be introduced through

fittings being connected to the Teflon box. Furthermore, the difference in j(2NB)

values between sample adaptors that are covered or uncovered by the Teflon

box could be reduced by coloring the Teflon box black inside, which may improve

the comparability of results due to a reduction of light reflection. Analogously,

a following black coloring of the sample adaptor could relate photochemical

reactions only to the impact of incident light.
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Figure 5.1: Visual representation of all three exchangeable sample
adaptors with one, four or nine sample positions.

5.2 Mineral-mediated photochemical organosul-

fate formation

A new, mineral-mediated photochemical pathway for the formation of organosul-

fates (OS) was described in Chapter 3. The production of the atmospherically

important organosulfate hydroxyacetone sulfate was investigated in the aqueous

phase under several conditions using methacrolein as precursor. The OS pro-

duction was observed as a function of illumination time, catalyst loading (TiO2

and mineral dusts, road dust), sulfate concentration, counter-ion identity, and

methacrolein concentration. Since the presented results give first insights and

highlight the complexity of photochemical, aqueous-phase processes at the sur-

face of mineral samples, further studies related to mineral-organic interactions in

atmospheric OS formation are needed.

These investigations may include a screening of different VOCs from biogenic

and anthropogenic sources (including green leaf volatiles). Furthermore, the

investigation of aromatic organosulfates could be of interest, also by possibly

using uncoated and coated commercially available TiO2, natural minerals or urban

dust samples with semi-volatile, organic compounds (SVOCs), such as polycyclic

aromatic hydrocarbons (PAHs) prior to OS formation experiments in the aqueous

phase. Another key aspect for an improved organosulfate research represents

the advanced synthesis of organosulfates for a broader availability of standards

materials. The advantage of synthesizing OS standards comprises also the

ability to work on the LC-MS/MS method development towards an improved OS
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separation and detection. Moreover, organosulfate standards can be used to

enhance the sample preparation of highly concentrated inorganic sulfate samples,

which were present in this study and also occur during SOA sampling. Two

possible directions for a sample preparation improvement are the application

and investigation of solid-phase extraction (SPE) methods for OS species or

the optimization of the applied MeOH cleanup procedure by concentrating the

MeOH-OS mixture due to solvent evaporation and following reconstitution in

a lower sample volume, similar in solvent composition to the initial gradient

mixture used in HPLC analysis. This furthermore improves the HPLC method

development. Finally, a potentially competitive OS loss pathway was discussed

for hydroxyacetone sulfate in the presence of aqueous TiO2 suspensions with or

without methacrolein. On the basis of these results the sources and influence

of loss mechanisms of different organosulfates and the corresponding formation

of potential OS degradation products under different conditions (e.g. sulfate salt

concentration or catalyst loading) may serve as further interesting directions for

future OS projects.

5.3 TD-GC-FID/MS system coupled to an atmo-

spheric reaction chamber

In Chapter 4, the development of a thermal desorption (TD) unit for the automated

sampling of gas-phase analytes and the following injection into a gas chromato-

graph (GC) with flame ionization (FID) and mass spectrometry (MS) detection

was presented as an integrated TD-GC-FID/MS system. Design aspects were

discussed and shown in detail related to the basic mechanical structure and elec-

tronic control including the realization of automated processes. First instrumental

characterizations were achieved by monitoring the temperature profile of different

trap tube locations (e.g. inside and outside) as well as a first calibration with

different gas-phase concentrations of toluene. Successfully, the linear response

of an increasing toluene concentration at a constant sampling time could be

shown for a concentration range between 0.2 ppm and 1.0 ppm. Moreover, a

first successful evaluation of the thermal desorption unit was demonstrated by

coupling the TD-GC-FID/MS system to an atmospheric smog chamber with differ-

ential optical absorption spectroscopy (DOAS) to monitor the loss of gas-phase
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toluene inside the chamber due to dilution with zero air. Since this TD setup is

a first prototype which originally was built for a possible introduction of the trap

tube part into a GC oven, there are still several aspects that may be improved or

added to the existing TD design. Categorized considerations for future work is

shown in Figure 5.2.

Technical improvements may be approached by the introduction of a second

TD system connected to the external 10-port valve, which would enhance the

time-resolution of smog chamber experiments by keeping one TD unit in sampling

mode whereas the second TD unit is kept in desorption mode (simultaneous

trapping and injection). A possible scheme for this setup is presented in Figure

D.1 of Appendix D. Furthermore, the addition of a dry purge valve (e.g. a DVS-3

valve available from AFP-Analytical Flow Products) to remove trapped water

vapor may be useful to improve separation processes and to protect the GC

column, when samples with a higher humidity should be drawn through the trap

tube. Figure D.2 presents a possible technical solution to set up a dry purge step.

The electronic control of this 3-port valve may be realized by splitting the fourth

grey pin cable shown in Figure 4.3 to transfer the position-dependent signal of

the 10-port valve to a further Arduino UNO R3 board. Furthermore, the trap

tube heating efficiency and thus the corresponding analyte peak shape might be

improved in future by including a modified Arduino coding that allows for a more

rapid heating at an elevated current without exceeding the maximum temperature

of Tenax TA. Since a high time-resolution does not only depend on fast heating

and cooling of the trap tube but also on the application of a fast GC method, one

aspect of fast GC - fast oven temperature ramp rates - might be applied by using

a resistively heated GC column combined with possible other key points of fast

GC, such as a decreased column length, higher carrier gas flow rates, a narrower

inner diameter of the GC column, the application of hydrogen as carrier gas as

well as a lower column film thickness. Further technical improvements may be

the introduction of another external 8-port valve connected to the existing 10-port

valve for injecting internal standards via a loop system onto a double trap system

(previously shown in Figure D.1). Figure D.3 presents further suggestions for the

development of such a loop-mediated automated internal standard injection. A

particle filter (e.g. Teflon or HEPA filter) could be integrated in the sampling line

to firstly protect the trap tube and thus the GC from particle contamination due to

secondary aerosol formation. to achieve the opportunity to collect and analyze
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particle phase properties additionally to gas-phase analytes.

Another essential part of further instrument validation may be the evaluation

of the trap tube preparation process. Currently, it is unknown how accurate

the reduced tube diameters can be reproduced for holding the glass wool and

sorbent in place. This also determines maximum sampling flow rates. Hence, it

might be recommended to produce and test at least three to five sorbent trap

tubes on reproducibility. Furthermore, a possible loss of analytes and oxidized

analytes could be investigated by comparing analyte peak areas from a heated

and unheated sampling line and 10-port valve to adjust the heating temperature

to an optimum value that does not cause analyte wall loss as well as oxidation

product decomposition during the sampling process. Furthermore, the so-called

breakthrough of analytes (volume of carrier gas that will purge an analyte through

1.0 gram of adsorbent resin in a desorption tube at a specific temperature) repre-

sents a central concern during the application of preconcentration techniques,

that requires further experiments. A similar approach to investigate breakthrough

might be the performance of volume variation experiments [226] by keeping the

gas-phase concentration of an analyte and the sampling flow rate constant, and

then changing the sampling time to increase the final sampling volume. Peak

areas of analytes after different sampling times may be then compared to in-

vestigate a safe sampling volume. Lastly, the analysis methodology of oxidized

VOCs (OVOCs) can be improved by the addition of a derivatization agent onto

the sorbent laden trap tube. This will reduce the polarity of OVOCs by blocking

reactive functions and enhance the GC response [214].

The improved and validated TD-GC-FID/MS system may then be further

applied to experiments with a more atmospherically relevant character using the

smog chamber for VOC oxidation experiments (e.g. VOC and H2O2 injection)

[241]. The decay of VOC precursors and the corresponding production OVOCs

may then be monitored and compared with both the DOAS and the TD-GC-

FID/MS system. After establishing first protocols for VOC oxidation experiments,

the investigation of the composition of the particle phase by collecting SOA during

the gas-phase sampling process might be a another future direction. Finally,

the photochemical interaction of particles (e.g. mineral dust) with atmospheric

pollutants (e.g. BTEX) presents a further project direction including the chamber-

coupled TD-GC-FID/MS system.
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Figure 5.2: Categorized aspects for future projects on the devel-
oped TD-GC-FID/MS system.
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[233] Ognjen Panić et al. “Development of a New Consumable-Free Thermal

Modulator for Comprehensive Two-Dimensional Gas Chromatography”.

en. In: Journal of Chromatography A 1218.20 (May 2011), pp. 3070–3079.

ISSN: 00219673. DOI: ✶✵✳✶✵✶✻✴❥✳❝❤r♦♠❛✳✷✵✶✶✳✵✸✳✵✷✹.

[234] Gary B. Gordon. “Inductively Heated Cold-Trap Analyte Injector”. Pat.

US5954860 A. U.S. Classification 95/87, 95/89, 96/102, 96/105; Interna-

tional Classification G01N30/12, G01N30/02; Cooperative Classification

G01N30/12, G01N2030/025, G01N2030/121, G01N2030/122; European

Classification G01N30/12. Sept. 1999.

[235] H Beving et al. “Effect on the Uptake Kinetics of Serotonin (5-

Hydroxytryptamine) in Platelets from Workers with Long-Term Exposure

to Organic Solvents. A Pilot Study.” en. In: Scandinavian Journal of Work,

Environment & Health 10.4 (Aug. 1984), pp. 229–234. ISSN: 0355-3140,

1795-990X. DOI: ✶✵✳✺✷✼✶✴s❥✇❡❤✳✷✸✸✼.

[236] Yuan-Chang Su, Chih-Chung Chang, and Jia-Lin Wang. “Construction of

an Automated Gas Chromatography/Mass Spectrometry System for the

Analysis of Ambient Volatile Organic Compounds with on-Line Internal

Standard Calibration”. en. In: Journal of Chromatography A 1201.2 (Aug.



Bibliography 122

2008), pp. 134–140. ISSN: 00219673. DOI: ✶✵✳✶✵✶✻✴❥✳❝❤r♦♠❛✳✷✵✵✽✳✵✸✳

✵✼✶.

[237] Jia-Lin Wang, Genn-Zhung Din, and Chang-Chuan Chan. “Validation of

a Laboratory-Constructed Automated Gas Chromatograph for the Mea-

surement of Ozone Precursors through Comparison with a Commercial

Analogy”. en. In: Journal of Chromatography A 1027.1-2 (Feb. 2004),

pp. 11–18. ISSN: 00219673. DOI: ✶✵✳✶✵✶✻✴❥✳❝❤r♦♠❛✳✷✵✵✸✳✵✽✳✵✾✾.

[238] Steven B. Bertman, Martin P. Buhr, and James M. Roberts. “Automated

Cryogenic Trapping Technique for Capillary GC Analysis of Atmospheric

Trace Compounds Requiring No Expendable Cryogens: Application to the

Measurement of Organic Nitrates”. In: Analytical Chemistry 65.20 (1993),

pp. 2944–2946.

[239] Maite de Blas et al. “Automatic On-Line Monitoring of Atmospheric Volatile

Organic Compounds: Gas Chromatography–Mass Spectrometry and

Gas Chromatography–Flame Ionization Detection as Complementary

Systems”. In: Science of The Total Environment 409.24 (Nov. 2011),

pp. 5459–5469. ISSN: 0048-9697. DOI: ✶✵✳✶✵✶✻✴❥✳s❝✐t♦t❡♥✈✳✷✵✶✶✳

✵✽✳✵✼✷.

[240] Detlev Helmig and James P. Greenberg. “Automated in Situ Gas

Chromatographic-Mass Spectrometric Analysis of Ppt Level Volatile Or-

ganic Trace Gases Using Multistage Solid-Adsorbent Trapping”. en. In:

Journal of Chromatography A 677.1 (Aug. 1994), pp. 123–132. ISSN:

00219673. DOI: ✶✵✳✶✵✶✻✴✵✵✷✶✲✾✻✼✸✭✾✹✮✽✵✺✺✶✲✷.

[241] T. E. Kleindienst et al. “The Formation of Secondary Organic Aerosol from

the Isoprene + OH Reaction in the Absence of NOx”. en. In: Atmospheric

Chemistry and Physics 9.17 (Sept. 2009), pp. 6541–6558. ISSN: 1680-

7324. DOI: ✶✵✳✺✶✾✹✴❛❝♣✲✾✲✻✺✹✶✲✷✵✵✾.

[242] J. J. Donovan et al. Probe for EPMA: Acquisition, Automation and Analy-

sis, Version 11. Probe Software, Inc. Eugene, Oregon, 2015.

[243] J. J. Donovan, D. A. Snyder, and M. L. Rivers. “An Improved Interference

Correction for Trace Element Analysis”. In: Microbeam Anal 2 (1993),

pp. 23–28.



Bibliography 123

[244] J. T. Armstrong. “CITZAF-a Package of Correction Programs for the Quan-

titative Electron Microbeam X-Ray-Analysis of Thick Polished Materials,

Thin-Films, and Particles”. In: Microbeam Analysis 4.3 (1995), pp. 177–

200.

[245] E. Jarosewich, J.A. Nelen, and Julie A. Norberg. “Reference Samples for

Electron Microprobe Analysis*”. en. In: Geostandards and Geoanalytical

Research 4.1 (Apr. 1980), pp. 43–47. ISSN: 16394488. DOI: ✶✵✳✶✶✶✶✴❥✳

✶✼✺✶✲✾✵✽❳✳✶✾✽✵✳t❜✵✵✷✼✸✳①.



124



Appendix A. Photochemical reactor development 125

Appendix A

Photochemical reactor

development

A.1 Supplementary Figures

Figure A.1: Cross-section of the reactor setup showing the motor
shaft (A), cooling plate (B), adaptor plate (C), stirring mechanism
with gears, brass discs and rare earth magnets (D), sample adaptor

(E), Teflon box (F) and filter holder (G).
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Figure A.2: Cross-section of the reactor setup showing the motor
shaft (A), cooling plate (B), adaptor plate (C), stirring mechanism
with gears, brass discs and rare earth magnets (D), sample adaptor

(E), Teflon box (F) and filter holder (G).



Appendix A. Photochemical reactor development 127

Figure A.3: Overview of the photoreactor control unit including the
following parts A (Peltier element cooling unit), B (coolant reservoir),
C (liquid pump), D (power supply), E (PID controller), F (PID front
interface), G (power switch for liquid pump, cooling unit and stirring
motor), H (pump speed adjustment), I (stirring speed adjustment), J

(fan for Peltier element heat sink).
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Figure A.4: Chromatograms of time-dependent 2NB (10 µM) decay
experiments without TiO2 after illumination between 0 min and 39
min showing 2NB at a retention time of 2.8 min and 2 NB photolysis

product at a retention time of 1.3 min.
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Figure A.5: Temperature monitoring of illuminated (400 s) and non-
illuminated (400 s) reactions vessels showing average values for

the 1, 4 and 9 sample adaptor.
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Figure A.6: Temperature dependence on illumination inside all
reaction vessels of the 4 sample configuration with illumination for

400 s after dark conditions for 400 s.



Appendix A. Photochemical reactor development 131

Figure A.7: Temperature dependence on illumination inside all
reaction vessels of the 9 sample configuration with illumation for

400 s after dark conditions for 400 s.
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Figure A.8: Comparison of j(2NB) values determined after illumina-
tion of 10 µM 2NB solutions and TiO2 (0.25 mg mL−1) suspensions

using the 4-sample adaptor configuration.
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Figure A.9: Linear fit of ln(c/c0) vs illumination time for the single
sample adaptor with and without TiO2 in 2NB solution.
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Figure A.10: Linear fit of ln(c/c0) vs illumination time for the 4
sample adaptor without TiO2 in 2NB solution.
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Figure A.11: Linear fit of ln(c/c0) vs illumination data for the 4
sample adaptor with TiO2 in 2NB solution.
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Figure A.12: a) Linear fit for ln(c/c0) vs illumination time regarding
triplicate experiments in position 1 of the 9 sample adaptor without

TiO2.
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Figure A.12: b) Linear fit for ln(c/c0) vs illumination time regarding
triplicate experiments in position 2 of the 9 sample adaptor without

TiO2
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Figure A.12: c) Linear fit for ln(c/c0) vs illumination time regarding
triplicate experiments in position 3 of the 9 sample adaptor without

TiO2
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Figure A.12: d) Linear fit for ln(c/c0) vs illumination time regarding
triplicate experiments in position 4 of the 9 sample adaptor without

TiO2
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Figure A.12: e) Linear fit for ln(c/c0) vs illumination time regarding
triplicate experiments in position 5 of the 9 sample adaptor without

TiO2
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Figure A.12: f) Linear fit for ln(c/c0) vs illumination time regarding
triplicate experiments in position 6 of the 9 sample adaptor without

TiO2
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Figure A.12: g) Linear fit for ln(c/c0) vs illumination time regarding
triplicate experiments in position 7 of the 9 sample adaptor without

TiO2
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Figure A.12: h) Linear fit for ln(c/c0) vs illumination time regarding
triplicate experiments in position 8 of the 9 sample adaptor without

TiO2
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Figure A.13: Linear fits for ln(c/c0) vs illumination time regarding
single replicate experiments in positions 1,2,3,5,6,7,8 and a triplicate

experiment in position 4 of the 9 sample adaptor with TiO2.
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Appendix B

Mineral-mediated photochemical

organosulfate formation

B.1 Experimental and sample characterization de-

tails

B.1.1 Solar simulator and photochemical reactor

A schematic of the photochemical reactor set-up employed in these experiments

is presented in Figure B.1. The spectral irradiance of the solar simulator employed

in the present study (at a working distance of 203 mm) is presented in Figure

B.2. The spectral match with the AM1.5G reference spectrum, which reflects

the solar radiation spectrum in the mid-latitudes (i.e. at a solar zenith angle of

48.2◦), is also presented in Figure B.2; according to the specifications of the solar

simulator, the spectral fit falls within the Class A limit associated with both the IEC

and ASTM standards. However, as shown in Figure B.2, the simulator spectrum

exhibits a small tail extending to the blue of the actinic region (the spectral fit

standard extends only from 400-1100 nm.

B.1.2 2-Nitrobenzaldehyde (2-NB) chemical actinometry

In order to compare the photon flux in our experiments with that present in the

ambient environment, we used chemical actinometry of 2-nitrobenzaldehyde.[126,

170, 171] In these experiments, aqueous solutions of 2-NB (10 µM) were placed

in the quartz photochemical reactor and illuminated for 0-540 seconds. Quantifi-

cation of 2-NB was accomplished using an Agilent 1100 HPLC system equipped

with a binary pump, autosampler, thermostatted column compartment held at
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48.2◦C, and variable wavelength UV absorbance detector set to 258 nm. Separa-

tion of 2-NB from its photolysis products was performed using an Atlantis® dC18

column (Waters, 3 µm, 150 × 2.1 mm) under isocratic conditions (60$ acetonitrile,

40% ultrapure water) at a flow rate of 0.3 mL min−1. An injection volume of 50 µL

was used for all separations. As shown in Figure B3, 2-NB exhibited first-order

loss kinetics. The photodecay rate constant for 2-NB, j(2-NB), was (1.89 ± 0.02)

10−3 s−1 (here, the error reflects the uncertainty associated with the first-order fit

of 2-NB loss kinetics).

B.1.3 Control experiments and quality assurance / quality

control (QA/QC)

The methanol clean-up procedure described in the main text was validated using

recovery tests, the results of which are shown in Figure B.4. In these tests,

which were performed in triplicate, 0.142 g Na2SO4 was weighed into a 15 mL

centrifuge tube; then, 1 mL of a 50 µg mL−1 mixed potassium hydroxyacetone

sulfate and potassium propyl sulfate standard was added and the mixture was

vortexed to dissolve the sulfate salt. After addition of 2.5 mL of methanol to

precipitate sulfate, the tube was vortexed for 30 s and centrifuged for 5 min at

3000 rpm. The supernatant was removed, filtered (0.2 µ nylon filter, VWR), and

analyzed as described in the main text. Recoveries are reported as the ratio of

(dilution-corrected) peak areas for the processed analyte mix to peak areas for

the initial 50 µg mL−1 mix.

In order to verify that the observed organosulfate products arose from photochem-

istry rather than dark reactions, a comprehensive set of control experiments were

performed in stoppered glass vials wrapped in Al foil. For experiments exploring

TiO2 loading (Figure 3.1 in manuscript), the following controls were performed: 0,

20, 40 min stirring; 10 mM methacrolein; 1 M Na2SO4; 0.5 mg mL−1 TiO2. For

experiments exploring the sulfate anion concentration dependence (Figure 3.2),

the following controls were performed: 0 and 30 min stirring at all Na2SO4 and

(NH4)2SO4 concentrations shown in Figure 3.2; 10 mM methacrolein; 0.5 mg

mL−1 TiO2. For experiments exploring the methacrolein concentration depen-

dence (Figure 3.3), the following controls were performed: 0 and 30 min stirring at

all methacrolein concentrations shown in Figure 3.3; 1 M Na2SO4 or (NH4)2SO4;

0.5 mg mL−1 TiO2. For experiments using natural minerals (Figure 3.4), the
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following controls were performed: 0 and 30 min stirring using all minerals shown

in Figure 3.3; 10 mM methacrolein; 1 M Na2SO4; 0.5 mg mL−1 mineral loading.

Prior to analysis, all control samples were subjected to the same clean-up pro-

cedure described in Section 3.2 of the main text. No organosulfate production

was observed in any of these experiments. In order to verify that organosulfates

observed in experiments conducted using natural mineral samples (Figure 3.4)

did not arise from photochemistry of mineral-associated organics, we also per-

formed one set of experiments in which minerals were illuminated in the absence

of methacrolein (0 and 30 min stirring; 1 M Na2SO4; 0.5 mg mL−1 minerals). No

organosulfate products were observed in these control experiments.

B.1.4 Sample preparation and characterization

B.1.4.1 Sample preparation

Prior to use, natural minerals were first broken down using a steel percussion

mortar; after removing any steel contamination by passing a weighing paper-

covered magnet over the samples (in the case of ilmenite, this was not done

because some magnetite was interspersed with the sample; see below), samples

were ground to a fine powder using an agate mortar and pestle. In order to

avoid sample cross-contamination, high-purity Brazilian quartz was ground in

ethanol in the steel and agate mortars between samples. After this cleaning

procedure, the mortars were rinsed with water and ethanol prior to re-use. Vi-

sual inspection, coupled with electron microprobe analysis (see Section B1.4.3)

suggested that the mica sample contained calcite and iron oxide (i.e. rust). Prior

to grinding, therefore, calcite was removed by placing the sample in 1 M HCl

for 1.5 h and rust was removed by placing the sample in a solution of Super

Iron OUT (56 g in 1.4 L; Summit Brands) for 30 min. A Dremel rotary tool was

subsequently used to remove residual contamination. In the case of ilmenite,

microscopy was used to aid in the manual removal of contaminants - tentatively

identified as goethite/hematite, ferrocolumbite, Ti-bearing magnetite, and possibly

anatase/rutile - from the broken-down sample. Anatase did not receive additional

treatment beyond grinding.
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B.1.4.2 Surface area determination

The Brunauer-Emmett-Teller (BET) surface areas of commercial TiO2 and the

natural minerals anatase and ilmenite were determined using an Autosorb iQ

automated gas sorption analyzer (Quantachrome Instruments) with N2 as adsor-

bate. Prior to BET analysis, samples were degassed at room temperature for

1.5 h; then, if the rate of pressure increase in the sample cell was less than 26

mTorr min−1, the sample was removed from the degassing station for analysis.

Otherwise, the rate of pressure increase was tested every 15 minutes until this

condition was met. These results are shown in Table B.2.

B.1.4.3 Electron microprobe analysis

An electron microprobe (JEOL JXA-8900R) was used to examine grains of

anatase, ilmenite, and mica. The minerals were mounted in epoxy, polished,

and carbon-coated (25 nm thickness) prior to analysis. In addition to back-

scattered electron images, quantitative compositional data were acquired from

spot analyses of the minerals using wavelength-dispersive spectrometry and

Probe for EPMA software.[242] Thirteen elements were measured (Na, Mg, Al,

Si, K, Ca, Ti, V, Cr, Mn, Fe, Zn, and Nb) with the following conditions: 20 kV

accelerating voltage, 20 nA probe current, and a 1 µm beam diameter for all

minerals except mica, for which a 5 µm beam was used. Total count times of 20 s

were used for both peaks and backgrounds for all elements except V, Zn, and Nb,

for which 30 s was used. The X-ray lines and diffraction crystals were: Na Kα,

TAP (thallium hydrogen phthalate); Mg K α, TAP; Al K α, TAP; Si K α, TAP; K K α,

PET (pentaerythritol); Ca K α, PET; Ti K α, PET; V K α, PET; Cr K α, PET; Mn K α,

LIF (lithium fluoride); Fe K α, LIF; Zn K α, LIF; and Nb Lα, PET. Corrections[243]

were applied to V for interference by Ti, to Cr for interference by V, and to Mn for

interference by Cr. X-ray intensity data were reduced following Armstrong.[244]

The reference standards consisted of metals, synthetic inorganic materials, and

natural minerals.[245] These results (expressed as oxide weight percent) are

shown in Table B.3.
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B.1.4.4 Scanning electron microscopy with energy dispersive X-ray spec-

troscopy (SEM-EDS) analysis

The Edmonton road dust sample was examined using scanning electron mi-

croscopy (SEM; JEOL JSM-6010LA) with energy dispersive spectroscopy (EDS)

analysis for elemental mapping. A carbon coating was applied to the road dust

sample prior to analysis to increase the conductivity of the sample. Three full-field

scans were performed, each with a collection time of 3 min. An accelerating volt-

age of 15 kV was used with a working distance of 9 mm and 300× magnification.

A sample EDS spectrum is shown in Figure B.7. The following elements were

identified using elemental analysis: Na, Mg, Al, Si, K, Ca, Ti, Fe, Cu, and Mo (the

latter two elements were present at unexpectedly high levels, and identification of

them using this technique is therefore considered tentative at best). Representa-

tive elemental mapping results, which are also shown in Figure B.7, highlight the

compositional heterogeneity of the road dust sample.

B.1.4.5 X-ray diffraction (XRD) analysis

In order to verify the mineralogy of the natural Ti-containing minerals employed

in this study, X-ray diffraction (XRD) patterns were collected using an Inel MPD

Multi Purpose Diffractometer System equipped with a CPS 120 curved position

sensitive X-ray detector and a Cu K α1 radiation source. The instrument was

operated at a beam intensity of 40 kV and 20 mA. Phase identification was

accomplished using Jade software (Materials Data, Inc.) in conjunction with

the ICDD-PDF2 and ICSD databases. Phase refinement was performed using

the TOPAS Academic software package (Bruker AXS), and phase presence

was confirmed using Pawley fitting. Refined parameters include scaling, 6-term

polynomial background, and cell parameters of the refined structures. Residual

difference lines were calculated as the difference between observed intensity

and calculated intensity. As shown in Figure B.8, the XRD patterns of the natural

minerals were consistent with those of anatase, ilmenite, and mica (identified

as phlogopite; K (Mg,Fe)3Si3AlO10(OH)2). We note that since Pawley fit refines

only peak positions, intensity mismatch is possible. For mica, a strong preferred

orientation along the 0 0 2n direction was observed, which resulted in increased

intensity of the corresponding peaks (Figure B.8c). Figure B.8 also shows that
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the road dust sample was more compositionally complex, with contributions from

quartz, microcline, dolomite, albite, scawtite (tentative), and calcite.

B.1.5 Synthesis of calibration standards

Standards were synthesized according to established literature procedures,[173,

174] which are briefly summarized here. NMR spectra, high-resolution mass

spectra, and product ion scans of the synthesized standards are presented in

Figures B.9-B.12.

B.1.5.1 Potassium hydroxyacetone sulfate

5.6 mL (0.08 mol) of hydroxyacetone was added to a round-bottom flask contain-

ing 15 mL of tetrahydrofuran (THF) under nitrogen; then, 14.01 g (0.088 mol) of

pyridine sulfur trioxide was added. The resultant cloudy mixture was stirred for 8

hours to yield a clear solution. THF was removed via rotary evaporation to yield

a clear light-yellow oil (the pyridinium salt of hydroxyacetone sulfate). Isolation

of the potassium salt was accomplished by creating an aqueous slurry of the

pyridinium salt with 80 equivalents of Dowex 50WX8-200 cation exchange resin

that had been previously charged with potassium ions by passing a 1 M KOH

solution through the protonated cation exchanger. The solution was then filtered

and water was removed via rotary evaporation. The resultant white solid was

recrystallized from boiling 80% ethanol solution; hot filtration under vacuum was

used to remove a white precipitate that gave no 1H or 13C signal. The potas-

sium salt of hydroxyacetone sulfate was formed as colourless needles (29% yield).

1H NMR (400 MHz, D2O): δ/ppm 2.23 (s, 3H); 4.474 (s, 2H)
13C NMR (400 MHz, D2O): δ/ppm 26.67; 72.76; 208.79

B.1.5.2 Potassium propyl sulfate (adapted from a published synthesis of

sodium ethyl sulfate[174]

5 mL of concentrated H2SO4 was added dropwise to a round-bottom flask con-

taining 20 mL of 1-propanol. The mixture was stirred under reflux for 2 h, cooled

by pouring into 250 mL of cold water, and neutralized using calcium carbonate,

which converted the sulfuric acid into insoluble calcium sulfate and the propyl
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hydrogen sulfate product into its soluble calcium salt. After removal of calcium

sulfate via filtration, calcium propyl sulfate was converted to potassium propyl

sulfate via addition of 30 g of potassium carbonate. The solution was then filtered

and water was removed via rotary evaporation. The resultant crude solid was

recrystallized from methanol to produce the pure product as colourless needles

(68% yield).

1H NMR (400 MHz, D2O): δ/ppm 0.94 (t, J=7.4 Hz, 3H); 1.68 (sx, J=7.9 Hz, 2H);

4.01 (t, J=6.4 Hz, 2 H)
13C NMR (400 MHz, D2O): δ/ppm 9.26; 21.81; 71.01

B.1.6 Chemicals

Ammonium sulfate (ACS, ≥ 99.0%), sodium sulfate (ACS, ≥ 99.0%), methacrolein

(95%), TiO2 (99.8% trace metals basis), 2-nitrobenzaldehyde (≥ 99.9%), and

tetrahydrofuran (HPLC grade, ≥ 99.9% purity, inhibitor-free) were obtained from

Sigma Aldrich. Hydroxyacetone (95%), sulfur trioxide-pyridine complex (98%,

active SO3 ca. 48-50%), and 1-propanol (ACS, ≥ 99.5%) were obtained from

Alfa Aesar. Acetonitrile (HPLC grade), calcium carbonate (certified ACS powder,

100%), potassium carbonate (certified ACS powder, 100%), formic acid (Optima

grade, LC-MS), and methanol (Optima grade, 99.9%) were obtained from Fisher

Chemical. Dowex 50WX8-200 ion exchange resin (100-200 mesh) was obtained

from ACROS Organics. Concentrated H2SO4 (reagent grade) was obtained from

Caledon Laboratory Chemicals. 80% ethanol was prepared from ethyl alcohol

(100% anhydrous; Commercial Alcohols).
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B.2 2 Supplementary figures and tables

Figure B.1: Schematic drawing of the photochemical reactor em-
ployed in these experiments. The reactor itself is constructed from
a flat o-ring flange (5 cm ID × 3.8 cm height) equipped with a 6 mm
ID sampling port. The top of the reactor is equipped with a quartz
window (76 mm diameter × 6 mm thickness), which is held in place
using a horseshoe clamp. Samples are stirred using a custom-built
two-part modular stirring apparatus∗, both parts of which are con-
tained within aluminum housings. The exchangeable upper part of
the apparatus comprises the stirring mechanism itself, which con-
sists of a brass disc equipped with four rare earth magnets. A milled
depression in the aluminum housing serves as a sample holder.
The upper and lower parts of the apparatus are interfaced via a
fixed socket, which protrudes upward from the bottom part of the
apparatus. The fixed socket, in turn, is mounted to a motor beneath
the apparatus, which drives the mechanism. The temperature of the
samples is controlled using a custom-built digital Peltier temperature
control system, in which cooling fluid is circulated through channels
in the bottom part of the apparatus. Sample temperature input to the
control system is provided by a probe inserted through the reactor
sampling port. ∗ Note: The stirring apparatus also has four- and

nine-sample configurations. In these configurations, the upper part

of the apparatus is exchanged for versions containing four and nine

brass gears, respectively.
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Figure B.2: Spectral irradiance of the solar simulator employed in
the present study at a working distance of 203 nm (solid line) as
compared to the AM1.5 reference spectrum (dashed line). Data
provided by the solar simulator manufacturer (Abet Technologies).
In the present experiments, the working distance was 190 mm. In
order to compare the photon flux in our experiments with those in

the ambient environment, we used chemical actinometry.



Appendix B. Mineral-mediated photochemical organosulfate formation 154

Figure B.3: Loss of the chemical actinometer 2-nitrobenzaldehyde
(2-NB) in our photochemical reactor as a function of illumination
time. Each data point represents the mean of three experimental
trials, with 1-σ error bars (here, the error bars are too small to be

seen). The dashed line is a linear fit to the experimental data.
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Figure B.4: Recovery of hydroxyacetone sulfate (HAS) and propyl
sulfate (PpS) using the MeOH cleanup procedure described in
Appendix B text. Each data point represents the mean of three
experimental trials, with 1-σ error bars (here, the error bars are too

small to be seen).
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Figure B.5: Representative chromatograms showing organosulfate
products: a) 1M Na2SO4 (adjusted to pH 5 using 50 mM aqueous
H2SO4), 10 mM methacrolein, 1 mg mL−1 TiO2, 30 min illumination;
b) 1M Na2SO4 (adjusted to pH 5 using 50 mM aqueous H2SO4), 10
mM methacrolein, 0.5 mg mL−1 mica, 30 min illumination. Samples
were run in multiple reaction monitoring (MRM) mode; in all cases,
the [M–H]− → m/z 97 transition was employed for analysis and

quantification.
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Figure B.6: External calibration curve for hydroxyacetone sulfate
(HAS). All standards were run in selected reaction monitoring (SRM)
mode; the [M–H]− → m/z 97 transition was employed for analysis
and quantification. Each data point represents the mean of triplicate
injections, with 1-σ error bars (here, the error bars are too small to

be seen).
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Figure B.7: Analysis of Edmonton road dust using scanning elec-
tron microscopy with energy dispersive X-ray spectroscopy (SEM-
EDS) analysis: a) sample EDS spectrum and b) elemental mapping.
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Figure B.8: a) XRD diffractograms of anatase
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Figure B.8: b) XRD diffractograms of ilmenite
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Figure B.8: c) XRD diffractograms of mica
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Figure B.8: d) XRD diffractograms of Edmonton road dust
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Figure B.9: 1H and b) 13C NMR spectra of hydroxyacetone sulfate
in D2O.
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Figure B.10: 1H and b) 13C NMR spectra of propyl sulfate in D2O.
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Figure B.11: High-resolution mass spectra of a) hydroxyacetone
sulfate and b) propyl sulfate synthesized standards.
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Figure B.12: Product ion scans for a) hydroxyacetone sulfate, b)
propyl sulfate, and c) the m/z 253 organosulfate; all show m/z 97

(HSO4˘).
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Figure B.13: TiO2-catalyzed (0.5 mg mL−1) loss of hydroxyacetone
sulfate (HAS; 7 ppm) in the presence and absence of methacrolein
(10 mM) as a function of illumination time. Experiments were per-
formed in the absence of sulfate salts. Each experiment was per-
formed once; the solid lines are linear fits to the experimental data.
No HAS loss was observed under dark conditions (i.e. HAS concen-

trations were identical after 30 min stirring; results not shown).
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Figure B.14: Formation of hydroxyacetone sulfate (m/z 153) upon
30 min illumination in 1 M Na2SO4 (adjusted to pH 5 using 50 mM
aqueous H2SO4) or 1 M (NH4)2SO4 in the presence of 0.5 mg mL−1

TiO2 as a function of methacrolein concentration. Each data point
represents the mean of three experimental trials, with 1-σ error bars.
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Figure B.15: Time-dependent production of a set of organosulfates
with m/z 253 from methacrolein (10 mM) in illuminated suspensions
of TiO2 in aqueous Na2SO4 (1 M; adjusted to pH 5). In all cases,
data points represent the mean of three trials, with 1-σ error bars.

The dashed lines are linear fits to the experimental data.
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Table B.1: Summary of mass spectrometric parameters.

Table B.2: Specific surface areas (BET; m2g−1) of three of the
samples employed in these experiments.
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Table B.3: Elemental composition of a) anatase, b) ilmenite, and
c) mica samples obtained via electron microprobe analysis. The
point numbers in the tables correspond to the points labelled in the
back-scattered-electron images for each mineral sample provided
below the tables. In all cases, results below the estimated limits of

detection at 99% confidence have been set to zero.
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Appendix C

TD-GC-FID/MS system

C.1 Instrument Operation

There are several basic steps that need to be followed before any thermal des-

orption experiment can be started involving either the smog chamber or the

calibration generation. Initially, all instruments are at least in standby mode or

are turned off, especially emphasizing a turned off Korad DC power supply to

ensure a safe instrumental setup. Additionally, under no circumstances, the mass

spectrometer should be turned off without the application of a proper software-

initiated shutdown process. The GC-FID/MS can be set into the operational mode

by turning on all necessary flow rates or terminating gas saving modes for all

gas supplies of the gas chromatograph and the flame ionization detector, which

include zero air, helium, nitrogen and hydrogen using the corresponding software

(Chromeleon). The availability of continuous gas supplies by opening any 2-stage

valves of gas cylinders or by turning on the zero air generator is expected at this

point. The FID flame can be ignited when all gases are properly supplied. To

check the function of the mass spectrometer, it is recommended to first perform

an air and water tune to check for any leaks followed by an EI smart tune. After

the successful completion of these tasks, only the GC-FID/MS as an instrumental

unit can be considered as being ready for measurements. The 10-port valve then

needs to be set to valve position A to create a closed cycle of helium flowing

into the trap towards the GC inlet. At the same time, the sampling line and valve

tube heating can be turned on. After that, the ATX power supply can be turned

on to start Peltier cooling to a set temperature value at the Peltier controller.

Furthermore, both Arduino UNO R3 units for measuring the trap temperature and

controlling the relay-mediated heating are turned on by plugging in both USB ca-

bles into the corresponding USB hub. As soon as the trap relay receives a signal
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for the valve position A, it will turn on the high current trap heating. After carefully

checking all electrical connections that are established between the Korad DC

power supply and the alligator clips connected to the NiCr wire wrapped around

the trap tube, the Korad DC power supply can be manually turned on to heat and

bake out the sorbent inside the trap tube for 5 minutes under instrumental default

He carrier gas conditions. Afterward, the Korad DC power supply needs to be

turned off for the benefit of a safe workspace until remaining instruments are

prepared for starting experiments. Moreover, valve position A is maintained to

keep the sorbent bed clean during the trap tube cool down by flushing He through

the trap tube. The GC-FID/MS and the thermal desorption trap are prepared for

experiments at this point. However, either the calibration gas generator or the

smog chamber needs to be activated. The calibration gas generator demands

an air supply, which is already given by the zero air generator turned on for the

FID. The installation of the permeation tube is expected at this point and the

device is set to the so-called zero mode to flush clean air through the sampling

line. The necessary flow rate for the final span gas mode is then set up during a

maintained zero mode by changing the shown flow rate to a required (span flow)

value less a flow rate of 0.1 L min−1. The generation gas generator is kept in

zero mode for following blank measurements using the thermal desorption unit.

The GC-FID/MS, thermal desorption unit and the calibration gas generator are

prepared or experiments at this point. The sampling pump can be turned on now

to draw clean zero air through the sampling lines towards the vent by-passing

the trap tube still using position A of the 10-port valve. Eventually, the metering

valve-controlled pump flow rate needs to be checked or adjusted. Since flow

rates for trap tube sampling are limited by the flow resistance of the packed tube

to 22 mL min−1, the sampling flow through the trap tube can be operated at

maximum flow rates without any valve adjustment. The flow rate for sampling line

flushing via an integrated jumper during thermal desorption processes needs to

be limited by the metering valve (e.g. 200 mL min−1) using the bubble flow meter

by directing the flow output of the micropump towards the bubble flow meter input.

Afterward, the micropump output is relocated to the general vent to avoid VOC

exposure, when gas-phase samples are taken. At this point the 10-port valve is

still set to A (inject), the Korad power supply is still turned off and all remaining

instrumental parts are ready for experiments. After setting up a sequence list in

Chromeleon for the following experiments, the 10-port valve can be changed to
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position B, which draws zero air from the zero air generator in zero mode through

the trap tube and the Korad DC power supply can be turned on. Time needs to

be monitored as soon as position B is chosen to generate a blank measurement

that is equal in sampling time according to the following sequence-controlled

samples. If for example 5 minutes of sampling time is set in the GC method,

the start button for beginning the Chromeleon sequence needs to be pushed

after 4 minutes and 48 seconds of sampling to initiate the injection and hence

the following automated sampling and desorption process. The Chromeleon

chromatography software will then change the 10-port valve to position A and

starts the first GC-FID/MS run. Since position A initiates the trap tube heating, a

high current is flushed through the alligator clip electrodes and the trap tube NiCr

wire. After the separation step/compound analysis has been finished, the 10-port

valve position will be automatically changed to position B for sampling for the

specific set time in the GC method. Trap tube heating will be automatically turned

off during this time. Consequently, the GC method contains the separation and

compound analysis via thermal desorption (first step) and the sampling process

(second step) afterward.
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C.2 Supplementary figures and schemes

Figure C.1: Illustrated description of the Arduino UNO R3 board
wiring to establish a relay-controlled heating mechanism depending

on an incoming signal from the 10-port valve.
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Figure C.2: Arduino sketch (code) for the relay-controlled heating
mechanism presented in Figure C.1
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Figure C.3: Illustrated description of the Arduino UNO R3 board
wiring to establish a trap tube temperature measurement indicated
on an LCD display and monitored using a PLX-DAQ addon for
Microsoft Excel; further including a potentiometer and a MAX31855

thermocouple amplifier.
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Figure C.4: Arduino sketch (code) for the temperature acquisition
procedure presented in Figure C.3.
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Figure C.5: Exemplary FID chromatogram and total ion current
for the injection of a preconcentrated toluene sample using a gas-
phase concentration of 1 ppm toluene with a corresponding EI mass

spectrum showing a base peak at m/z 92.
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Table C.1: Overview of the parameters for generating toluene gas-
phase concentrations between 0.2 ppm and 1.0 ppm using a fixed
permeation oven temperature of 80◦C. The constant K is defined
as molar constant to convert permeation rates at standard tempera-
ture and pressure (STP) conditions into ambient conditions and is
calculated by the division of the molar volume (22.4 L mol−1) over
the molecular weight of the chemical compound. The span flow
rate is defined as the product of the emissions rate and the molar
constant over the product of the desired concentration in ppm and
the numerical value of 1000 to finally achieve a concentration in

ppm.
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Figure C.6: Exponentially fitted graphs for the decay of toluene in
the atmospheric reaction chamber monitoring with DOAS and TD-
GC-FID/MS between 286.39 min and 484.35 min of total chamber
experiment run time including the generation of DOAS background

reference spectra over 76 min.
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Appendix D

Conclusions and future directions

D.1 Supplementary figures
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Figure D.1: Possible design for a simultaneous TD trap loading and
desorption process to increase the time resolution.
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Figure D.2: Optional addition of a dry purge valve to remove trapped
water vapor.
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Figure D.3: Schematic description of the introduction of an 8-port
valve for loop-mediated internal standard injection connected to
the established 10-port valve. A double trap, double loop system
is shown. Each loop is filled with a specific amount of an internal
standard gas mixture. After switching the 8-port valve position to
sampling mode, the internal standard (filled loop) and the actual
sample from the smog chamber are drawn towards the 10-port trap
valve and through the sorbent filled trap for trap loading. Simultane-
ously, the second loop is filled with the internal standard gas mixture
to load the second trap sorbent filled trap tube after the desorption

is finished.
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