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Abstract

In this thesis, we investigate the move prediction problem in the game of Go by

proposing a new ranking model named Factorization Bradley Terry (FBT) model.

This new model considers the move prediction problem as group competitions

while also taking the interaction between features into account. A FBT model is

able to provide a probability distribution that expresses a preference over moves.

Therefore it can be easily compiled into an evaluation function and applied in a

modern Go program. We propose a Stochastic Gradient Decent (SGD) algorithm

to train a FBT model using expert game records, and provide two methods for fast

computation of the gradient in order to speed up the training process. We also in-

vestigate the problem of integrating feature knowledge learned by the FBT model in

Monte Carlo Tree Search (MCTS). Experimental results show that our FBT model

outperforms the state-of-the-art fast move prediction system of Latent Factor Rank-

ing, and it is useful in improving the performance of MCTS.
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Chapter 1

Introduction

1.1 Games and Artificial Intelligence

Games, as a simplification of real-world decision making problems, provide an

ideal environment and a big challenge for Artificial Intelligence (AI) research.

Games research has pioneered many fields of AI research, such as Alpha-Beta

search [22], Monte Carlo Tree Search [10] and Deep Reinforcement Learning [25,

33]. All of these algorithms were originally designed to play complex games, and

have found applications in other areas [8, 21]. Computer programs using these tech-

niques are capable of playing at the same level as, or even defeating the strongest

human players in the world in many popular games:

• The chess program Deep Blue, developed by IBM used Alpha-Beta search

implemented in a game-specific hardware running on a specific-purpose ma-

chine. It defeated the World Chess Champion Garry Kasparov by a score of

two wins, one loss, and three draws in 1997 [32]. Current chess programs far

surpass the best human players.

• The checkers program Chinook developed by Jonathan Schaeffer and his

colleagues first won matches against top humans. Later, they solved the game

[31, 30]. The program used parallel search and a large endgame database.

• The poker program Cepheus developed by Michael Bowling and his col-

leagues is capable of playing a nearly perfect game of Heads-up Limit Hold’em

poker [7].
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Figure 1.1: An example of a Go game: Opening (left) and end of the game (right).

• The Atari 26001 games playing program developed by Google Deepmind

with a deep convolutional network trained by variants of Q-learning from

self-played games achieved human-level performance in many games [25].

• The Go program AlphaGo developed by Google Deepmind recently won 4-

1 against Lee Sedol, one of the best Go players in the world. The program

applies several deep convolutional networks, trained by supervised learning

and reinforcement learning, in a Monte Carlo Tree Search framework [33].

1.2 The Game of Go

Go is an ancient Chinese board game. The game is played by two players Black

and White, who take turns to place a single stone of their own color on an empty

intersection on a Go board. The standard board sizes are usually 9 × 9, 13 × 13

and 19 × 19. Stones can only be removed if they become surrounded by opponent

stones. The goal of the game is to control a larger total area of the board with their

stones than the opponent by the end of the game. Figure 1.1 shows an example of

a typical Go game. The left picture shows the opening phase of the game, while

the right picture shows the end of the game. Black wins the game at the end by 3.5

points using Chinese rules.

Although its rules are quite simple, Go is a very complex and deeply strategic

1Atari 2600 was a popular second generation game console originally released in 1977.
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game. For many years, it has been considered as a grand challenge for Artificial

Intelligence. In general, the difficulty of conquering computer Go comes from two

aspects. First, the game of Go has a tremendously large search space. For example,

19 × 19 has up to 361 legal moves and more than 10170 game states [16]. This is

many orders of magnitude too large for search algorithms that have been proven to

be successful in games such as chess and checkers. Second, before AlphaGo [33]

it has been considered very difficult to construct a suitable evaluation function [26]

for Go positions.

1.3 Move Prediction in the Game of Go

Human experts rely heavily on their Go knowledge when playing the game. This

knowledge is accumulated through a lifetime of playing and investigating game

records. It can help human experts to recognize promising moves and important

regions of a Go board without simulating many thousands of continuations like

modern Go programs. In computer Go research, knowledge is usually represented

by shape patterns and tactical features. A move prediction system is capable of

acquiring feature knowledge from human game records or self-played games using

machine learning techniques in order to mimic how experts play the game. Such

a system can directly serve as a Go playing program, but more importantly, it can

play the role of a selective move generator to guide the search tree by estimating

how likely each candidate move is to be played by an expert. Selective search

algorithms, such as Monte Carlo Tree Search (MCTS) [10], can then focus on the

most promising moves. Move prediction systems play a very important part in state-

of-the-art computer Go programs [8].

1.4 Contributions of this Thesis

This thesis focuses on investigating the problem of move prediction in the game

of Go. In particular, we are interested in building a fast move prediction sys-

tem, which is expected to predict expert moves as accurately as possible without

losing too much computational efficiency. As in most popular fast move predic-
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tion systems, we consider each move as a group of features, and learn each fea-

ture’s weights to predict expert moves using a supervised learning method. In or-

der to do this, we propose and evaluate a new ranking model called Factorization

Bradley-Terry (FBT) model. The major innovation of this new model is to con-

sider the interaction between individual features within the same group as part of

a probability-based framework. This combines the strengths of two leading ap-

proaches: The probability-based Minorization-Maximization technique [11] and

Latent Factor Ranking [38], a model which considers feature interactions.

This thesis is organized as follows: In Chapter 2, we review several techniques

related to this thesis. In Chapter 3, we give the definition of the FBT model as

well as a stochastic Gradient Descent (SGD) based algorithm to train it using pro-

fessional game records. Two techniques are provided in order to accelerate the

training process: an efficient incremental implementation of the gradient update,

and an unbiased approximate gradient estimator. We also show how to integrate

FBT knowledge in the MCTS algorithm. In Chapter 4, we vary the size of data sets

as well as the expressiveness of the feature sets, in order to test the performance

of the FBT model. Experimental results show that FBT achieves the state-of-the-

art move prediction accuracy among all fast move prediction algorithms. We also

show that the feature knowledge learned by the FBT model is useful in improving

the strength of Monte Carlo Tree Search in the Go program Fuego [14]. The main

results of this thesis have been published in the following publications [39, 40]:

• Chenjun Xiao and Martin Müller. Factorization Ranking Model for Move

Prediction in the Game of Go. In Proceedings of the Thirtieth AAAI Confer-

ence on Artificial Intelligence (AAAI-2016), 1359-1365, 2016.

• Chenjun Xiao and Martin Müller. Integrating factorization ranked features

into MCTS: an experimental study. Computer Games Workshop at IJCAI,

2016.
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Chapter 2

Literature Review

2.1 Supervised Learning

The objective of building a move prediction system is learning to predict expert

moves from professional game records. This is a standard supervised learning task

[37]. In supervised learning, the training data consists of a set of training examples,

which are pairs (x, y) consisting of some input data x and its desired output label y.

A supervised learning algorithm analyzes the training data and learns a prediction

function that predicts the label of new examples.

Most supervised learning algorithms aim to minimize a loss function L over

the training set. Suppose there is a labeled training set of N examples D =

{(x1, y1), . . . , (xN , yN)}. The input data x is usually represented by a feature vec-

tor. A supervised learning algorithm learns a function fθ : X → Y which predicts

the label of given input. The prediction function fθ is parameterized by a weight

vector θ. For example, in the linear case, θ corresponds to the weights of the fea-

tures. In the case where fθ is approximated by a neural network, θ corresponds to

the weight parameter of the neural network. A loss function l : Y × Y → R
≥0

for one training example is defined in order to measure how well f fits the training

data. The loss function over all training data is defined by

L(D, θ) =
N∑

i=1

l(fθ(xi), yi) (2.1)

The prediction function is learned by approximately solving an optimization prob-

5



Algorithm 1 Stochastic Gradient Descent

Input Initial parameters θ, learning rate α, training data D
1: while convergence condition not satisfied do

2: Randomly shuffle the training data D
3: for i = 1, 2, . . . , N do

4: θ = θ − α∇l(fθ(xi), yi)
5: end for

6: end while

lem

θ∗ = argminθ L(D, θ) (2.2)

Typical choices of the loss function l include l1 loss: |fθ(x)− y|, l2 loss: 1
2
(fθ(x)−

y))2 and negative log loss: −ln P (y|fθ(x)). In particular, the negative log loss is

designed for learning a probability-based model. Minimizing this loss corresponds

to the maximum likelihood estimation in statistics [4].

One common problem in supervised learning is overfitting, which means that

the learned model has poor performance for predicting new examples, since it over-

reacts to minor variations in the training data [4]. To avoid it, we usually solve the

following optimization problem instead of (2.2)

θ∗ = argminθ L(D, θ) + λR(θ) (2.3)

Here, R is a regularization function, which is typically a penalty on the com-

plexity of the learned model, and λ is a constant controlling the scale of the regu-

larization [4].

2.2 Stochastic Gradient Descent

Stochastic Gradient Descent (SGD) is a stochastic approximation of the gradient

descent algorithm [5]. It was developed in order to solve large optimization prob-

lems. We use the optimization problem (2.2) to explain the idea of SGD. A standard

gradient descent algorithm performs the following updates iteratively until a con-

vergence condition is satisfied:
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θ ← θ − α∇L(D, θ) = θ − α

N∑

i=1

∇l(fθ(xi), yi) (2.4)

This method is very straightforward and easy to implement in practice. How-

ever, if the training set is very large and if no simple formula exists to compute the

gradient ∇l(fθ(xi), yi), then evaluating the exact gradient ∇L(D, θ) might require

expensive computations. SGD deals with this issue by sampling a single example

(xi, yi) from the data set, and performs the gradient update for that sample only:

θ = θ − α∇l(fθ(xi), yi) (2.5)

It is well known that the sampled gradient matches the exact gradient in expectation

[5]. Although the theory demands selecting examples randomly, in practice it is

usually faster to first randomly shuffle the data set, then go through it sequentially

[6]. Pseudocode of SGD is provided in Algorithm 1.

2.3 Factorization Machine

There are two main ideas behind the model of Factorization Machine (FM) [27]:

taking the interaction between features into account, and applying a factorization

method to model the interaction. Including interactions between features in the

model has the advantage that more information is taken into account. The model

equation for a FM is defined as:

fw,v(x) := w0 +
m∑

i=1

wixi +
m∑

i=1

m∑

j=i+1

〈vi, vj〉xixj (2.6)

where w0 is the global bias, wi is the strength of xi and the dot product 〈vi, vj〉

models the interaction between xi and xj .

It has been shown that the interactions are very important in the move prediction

problem [38]. The most straightforward way to model the interaction is to construct

a matrix, where each element indicates the interaction between two features. How-

ever, this simple model is extremely hard to learn when dealing with the prediction

problem under a sparse data set. Data is said to be sparse when almost all elements

of the feature vector are zero, and a sparse data set contains all sparse data. It is not
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hard to see that if two features rarely appear together in the data set, it is impossible

to estimate their interaction. FM adopts a very smart way to deal with this issue: as

shown in model (2.6), every feature in the model has an interaction vector whose

dimension is a pre-defined parameter of the model, and the interaction between two

features is the dot product of their interaction vectors. Thereby, the interactions

between a feature with others can be estimated as long as this combination exists in

the training data set.

2.4 Monte Carlo Tree Search

The basic idea of Monte Carlo Tree Search (MCTS) [10] is to evaluate a state by

constructing a search tree T of game states evaluated by fast Monte Carlo simula-

tions. Each node n(s) of T corresponds to a game state s, and contains statistical

information about s: a total visit count for the state N(s), a value Q(s, a) and the

visit count N(s, a) for each action available in s. Simulations start from the initial

state s0, and are divided into two stages: in-tree and rollout. When a state st is

already represented in the current search tree, st ∈ T , MCTS uses a tree policy to

select an action to go to the next state. Otherwise, for a state out of the tree , st /∈ T ,

a roll-out policy is used to roll out simulations and eventually obtain a reward sig-

nal. At the end of a simulation, after a state action trajectory s0, a0, s1, a1, . . . , sT

with reward R is obtained, each node of {n(st)|st ∈ T } is updated according to

N(st)← N(st) + 1 (2.7)

N(st, at)← N(st, at) + 1 (2.8)

Q(st, at)← Q(st, at) +
R−Q(st, at)

N(st, at)
(2.9)

In addition the search tree is grown. In the simplest scheme, the first visited node

that is not yet in tree T is added to it.

The UCT algorithm [23] is the most well-known variant of MCTS. It uses the

UCB1 [2] algorithm as the tree policy to select actions by treating each state of

the search tree as a multi-armed bandit. The action value is augmented with an
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exploration bonus, and the tree policy selects the action maximizing the augmented

value

a∗ = argmaxaQ(s, a) + c

√
logN(s)

N(s, a)
(2.10)

where c is a constant controlling the scale of the exploration.

2.5 Improving MCTS with Domain Knowledge

The quality of MCTS relies heavily on the performance of the Monte Carlo simu-

lations. However in games with a large state space, simple simulation is unlikely to

lead to accurate value estimation. Inaccurate estimation can mislead the search

and can severely limit the strength of the program. Domain knowledge of the

game can serve as heuristic information that benefits the search, and can signif-

icantly improve the performance of MCTS. Coulom [11] proposes Minorization-

Maximization (MM) to learn feature knowledge offline and uses it to improve ran-

dom simulation. Gelly and Silver [17] consider feature knowledge as a prior for

evaluation when a new state is added to the search tree. AlphaGo [33] incorporates

a supervised learned Deep Convolutional Neural Network (DCNN) as part of its

in-tree policy for move selection, and further improves the network with reinforce-

ment learning from games of self-play to get a powerful value estimation function.

The integrated system became the first program to beat the world’s top Go player

[1].

2.6 Representing Moves with Features

In supervised learning for move prediction, the first step is to find a representation

of each move as the input of the learning system. The common method is to rep-

resent each state-move pair as a set of active features. This representation has two

advantages. First, it is well suited for generalization. The tabular case in reinforce-

ment learning, directly using the state-move pair as input data of learning, would

fail, since the training set cannot include all possible game states and might con-

tain conflicting move selections in the same state. With such a representation, it is

9





Figure 2.2: Large Pattern Template [35].

If a move has a particular feature, we say that feature is active in that move. With

feature representation, each move is represented by a group of active features. Fig-

ure 2.3 shows an example. It shows the active features of move R12, including the

location of the move, distance to previous move, game phase, CFG distance and

matched shape pattern. Note that both 3× 3 patterns and large patterns are rotation

invariant.

A deep learning model is capable of learning high level representations auto-

matically from raw input data [3]. This important property has made deep learning

the state-of-the-art for many machine learning tasks, including move prediction in

Go [9, 24]. However, a well-performing deep neural network is too slow to be used

for fast move prediction. The features discussed above are still most popular here.

2.7 State-of-the-Art Fast Move Prediction

The most popular high-speed move prediction systems represent each move as a

combination of a group of features. They learn weights for each feature from ex-

pert game records by supervised learning, and define an evaluation function based

11



Figure 2.3: An example of representing a move by a group of features.

on these weights, which is used to rank moves. Examples include Bayesian Full

Ranking [35], Bayesian Approximation for Online Ranking [37, 36], Minorization-

Maximization (MM) [11] and Latent Factor Ranking (LFR) [38].

MM is an efficient learning algorithm which is very popular in Computer Go.

In this model, move prediction is formulated as a competition among all possible

moves in a Go position. Each move is represented as a group of features. A sim-

ple probabilistic model named the Generalized Bradley-Terry model [20] defines

the probability of each feature group winning a competition. The strength of each

feature is estimated by maximizing the likelihood of the expert moves winning all

competitions over the whole (large) training set.

LFR improves the performance of move prediction by taking pairwise interac-

tions between features into account. This is modelled using a Factorization Machine

(FM) [27], an efficient model especially for problems with sparse interactions be-

tween features. Move prediction is considered as a binary classification problem,

with the expert move in one class and all other legal moves in the other. A drawback

of LFR is that the evaluation it produces does not provide a probability distribution

over all possible moves. This makes it harder to combine it with other kinds of

evaluation.

12



The successes of both LFR and MM highlight two different aspects: the in-

teractions between features within a group, and an efficient ranking model to de-

scribe the interactions between all possible groups. The Factorization Bradley Terry

model combines these aspects: like MM, move prediction is modeled as a compe-

tition among all moves using a Bradley-Terry model. As in LFR, a Factorization

Machine models the interaction between the features of a move.

Recently, Deep Convolutional Neural Networks (DCNN) have achieved human-

level performance and have outperformed traditional techniques for predicting ex-

pert moves [9, 24]. However, well-performing networks are very large, with mil-

lions of weights [24], and even on specialized hardware their evaluation speed is

orders of magnitude slower than traditional techniques. Therefore, it makes sense

to continue research on high performance fast move prediction algorithms as well.

For example, in AlphaGo they are used as a temporary evaluation in a game tree, to

give the search a good direction even before the slow neural network evaluation is

available [33].

13



Chapter 3

The Factorization Bradley-Terry

Model for Fast Move Prediction in

the Game of Go

In this chapter, we first introduce the Factorization Bradley-Terry Model, then show

how this model can be applied to the move prediction problem. We also provide

an algorithm for parameter learning based on Stochastic Gradient Descent and two

approaches to accelerate the training process.

3.1 The Factorization Bradley-Terry Model

The Factorization Bradley-Terry (FBT) model is introduced for estimating the prob-

ability of a feature group winning competitions with other groups, while taking into

account the pairwise interactions between features within each group using a Fac-

torization Machine (see Section 2.3). Let k ∈ N
+ be the dimension of the factor-

ization model. Let F be the set of all possible features. For feature f ∈ F , let

wf ∈ R be the feature’s (estimated) strength, and vf ∈ R
k be its factorized interac-

tion vector. Here, the interaction strength between two features f and g is modeled

as 〈vf , vg〉 =
∑k

i=1 vf,i · vg,i. The parameter space of this model is w ∈ R
|F| and

v ∈ R
|F|×k.

The idea of using factorized interaction vectors comes from Factorization Ma-

chines [27]. The matrix v ∈ R
|F|×k is a sparse approximation of the full pairwise

interaction matrix Φ ∈ R
|F|×|F|, which is huge for large |F|. A proper choice of

14



k makes such models especially efficient for generalization under sparse data sets

(see Section 2.3) [27]. In Computer Go, settings k = 5 and k = 10 are popu-

lar [38]. Richer feature sets and larger training sets require increasing k for best

performance, as will be shown in Table 4.1 in the Experiments Chapter.

The strength EG of a group G ⊆ F in FBT is defined as

EG =
∑

f∈G

wf +
1

2

∑

f∈G

∑

g∈G,g 6=f

〈vf , vg〉 (3.1)

In FBT, the popular exponential model [19] is used to model winning probabil-

ities in competition among groups. Given N groups {G1, . . . ,GN}, the probability

that group Gi wins is given by:

P (Gi wins) =
exp(EGi)∑N

j=1 exp(EGj)
(3.2)

3.2 Move Prediction in Go using the Proposed Model

Let S be the set of possible Go positions and Γ(s) be the set of legal moves in a

specific position s ∈ S . The objective of the move prediction problem is to learn

from a training set to predict expert moves. Features F are used to describe moves

in a given game state. Each move is represented by its set of active features G ⊆ F .

The training set D consists of cases Dj , with each case representing the possible

move choices in one game position sj .

Dj = { G
i
j | for i = 1, . . . , |Γ(sj)|}

As in MM, the process of choosing a move is modeled as a competition, using

the ranking model defined before. In this setting, the set of features F is the set

of “players” which compete in groups. Let the winner of the competition among

groups in Dj be G∗j . From (3.2), the probability of the current test case is

P (Dj) =
exp(EG∗

j
)

∑|Γ(sj)|
i=1 exp(EGi

j
)

(3.3)
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3.3 Parameter Estimation for FBT

In the proposed FBT model (3.3), each feature’s strength and factorized interaction

vector is learned from a training setD = {D1, . . . ,Dn}. This section first poses the

learning of these parameters as an optimization problem, then describes a Stochastic

Gradient Descent (SGD) algorithm for estimating them, and finally provides two

methods for accelerating the learning process.

3.3.1 Definition of the Optimization Problem

Suitable parameters in FBT can be estimated by maximizing the likelihood of the

training data. For the jth training case Dj , the negative log loss function is given

by

lj = − ln
exp(EG∗

j
)

∑|Γ(sj)|
i=1 exp(EGi

j
)
= −EG∗

j
+ ln

|Γ(sj)|∑

i=1

exp(EGi
j
) (3.4)

Assuming that competitions are independent, the loss function becomes simply

the sum over all training examples:

L =
1

n

n∑

j=1

lj (3.5)

The corresponding optimization problem is:

min
w∈R|F|,v∈R|F|×k

L+ λwR(w) + λvR(v) (3.6)

We use L2 regularization 1
2
|| · ||2 as our regularization function R to avoid over-

fitting. λw and λv are parameters. The choice of setting their values is discussed in

the Experiments Chapter.

3.3.2 Parameter Learning with Stochastic Gradient Descent

We propose a SGD algorithm to learn the model parameters. Equation (3.1) can

be expressed as a linear function with respect to every single model parameter θ ∈

w ∪ v [28],
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EG = θhG,θ + gG,θ (3.7)

where if θ = ws ∈ w, hG,θ = 1; if θ = vs,q ∈ v, hG,θ = 1
2

∑
t∈G,t 6=s vt,q. In both

cases, gG,θ = EG − θhG,θ. Note that gG,θ are independent of the value of θ, and if

s 6∈ G, both hG,θ and gG,θ are simply zero. Using these facts, the gradient of the loss

function lj for parameter θ can be written as:

∇jθ =−
∂EG∗

j

∂θ
+

∂ ln
∑|Γ(sj)|

i=1 exp(EGi
j
)

∂θ

=− hG∗
j ,θ

+

∑|Γ(sj)|
i=1 ∂exp(EGi

j
)/∂θ

∑|Γ(sj)|
i=1 exp(EGi

j
)

=− hG∗
j ,θ

+

∑|Γ(sj)|
i=1 exp(EGi

j
)hGi

j ,θ∑|Γ(sj)|
i=1 exp(EGi

j
)

(3.8)

The resulting gradients∇jθ for updating a parameter θ are:

−1 +

∑|Γ(sj)|

i=1 exp(E
Gi
j
)I{s∈Gij}

∑|Γ(sj)|

i=1 exp(E
Gi
j
)

θ = ws, s ∈ G
∗
j

−HG∗j ,q +

∑|Γ(sj)|

i=1 exp(E
Gi
j
)I{s∈Gij}HGi

j
,q

∑|Γ(sj)|

i=1 exp(E
Gi
j
)

θ = vs,q, s ∈ G
∗
j

∑|Γ(sj)|

i=1 exp(E
Gi
j
)I{s∈Gij}

∑|Γ(sj)|

i=1 exp(E
Gi
j
)

θ = ws, s /∈ Gij

∑|Γ(sj)|

i=1 exp(E
Gi
j
)I{s∈G∗j }HGi

j
,q

∑|Γ(sj)|

i=1 exp(E
Gi
j
)

θ = vs,q, s /∈ G∗j

(3.9)

with indicator function I and HG,q =
1
2

∑
t∈G,t 6=s vt,q.

3.3.3 Choice of Approach for Optimization

The new model (3.3) can be considered an extension of the generalized Bradley-

Terry model [20], which applies a Factorization Machine to model the interaction

between team members when computing a team’s ability. It is very similar to the
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conditional exponential model [12], which is widely used in computational linguis-

tics. From this standpoint, it seems like optimization algorithms for solving these

models such as Alternating Optimization (AO) [28], Maximization-Minimization

(MM) [20] [11] and Improved Iterative Scaling (IIS) [12] might also be suitable for

solving (3.6). Generally speaking, all of these methods try to solve the optimization

problem iteratively. At each iteration, to update a parameter θ, they first construct a

sub-optimization problem according to properties of the function to be optimized,

such as Jensen’s inequality or an lower bound for the logarithm function. Next, they

find the optimizer as the starting point of the next iteration by fixing all the other

parameters except θ and setting the derivative of θ to zero. In (3.6), the derivative

of a group Gij for θ is

∂exp(EGi
j
)

∂θ
= exp(θhGi

j ,θ
)exp(gGi

j
)hGi

j ,θ

If θ ∈ v, the values hGi
j ,θ

will change with different i and j, and thus the update of

θ ∈ v at each iteration does not have a closed form solution. A numerical method

such as Newton’s method is required to compute the update value for θ, which

would introduce further computational complexity. In conclusion, it would be very

inefficient to use such algorithms for problem (3.6).

3.3.4 Efficient Gradient Computation

The first bottleneck of computing the gradient of the loss function lj via (3.8) is

calculating exp(EGi
j
) for each i ∈ {1, . . . , |Γ(sj)|}. For one particular group G,

a direct computation of exp(EG) is O(|G|k). However, we can compute this term

once and update it in constant time when parameters corresponding to some feature

s ∈ G have changed. Suppose that we update the parameter θ to θ′. Then for a

group G, EG = θhG,θ + gG,θ should be updated to

E ′
G = θ′hG,θ + gG,θ = EG + (θ′ − θ)hG,θ (3.10)

Therefore, at the beginning of training we precompute all EG in the training set

once, then update them efficiently through equation (3.10) when necessary, which

only takes constant time.
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After this optimization, the computational complexity of updating EG depends

on the complexity of calculating hG,θ. For w, the h term in (3.10) is just 1, so the

update time is constant. For updating θ = vs,q ∈ v, the direct computation of the

h term in (3.10) takes O(|G|) time. However, it can be updated in constant time by

first precomputing RG,q =
1
2

∑
t∈G vt,q for each group in the training set, since

hG(vs,q) = RG,q −
1

2
vs,q (3.11)

After an update of vs,q to v′s,q, RG,q can be updated in constant time by

R′
G,q = RG,q +

1

2
(v′s,q − vs,q) (3.12)

Using equations (3.10) to (3.12), exp(EG) can be updated in constant time.

Regarding the space complexity of the fast gradient computation method de-

scribed above, let γ = maxj∈{1,...,n}|Dj|. For each group G inDj , storing one EG and

one RG,q for each factorization dimension 1 ≤ q ≤ k, gives total space complexity

O(nγk). For example, for 19 × 19 Go, γ ≤ 361, so the total space complexity is

O(nk).

3.3.5 Approximate Gradient

Another bottleneck of computing the gradient via (3.8) is processing the set of all

groups. For example, in the move prediction problem in 19 × 19 Go, the average

value of |Γ(sj)| is about 200. A Monte Carlo approach can address this problem by

sampling an approximate gradient that matches the real gradient in expectation.

Let P i
j be the probability that Gij is the winner of Dj using model (3.2). The

probability distribution Pj = (P 1
j , . . . , P

|Γ(sj)|
j ) over Dj allows us to construct an

unbiased approximate gradient. Consider a mini-batch of groups created by sam-

pling M groups {G(1), . . . ,G(M)} from Dj according to the probability distribution

Pj . The sampled approximate gradient of the loss function lj for parameter θ is:

∇̂jθ = −hG∗
j
(θ) +

1

M

M∑

i=1

h
G
(i)
j ,θ

(3.13)
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We now show that the sampled approximate gradient matches the gradient

(3.8) in expectation.

Lemma 1. E
Pj
[∇̂jθ] = ∇jθ

Proof.

E
Pj
[∇̂jθ] =− hG∗

j ,θ
+ E

Pj
[
1

M

M∑

i=1

h
G
(i)
j ,θ

]

=− hG∗
j ,θ

+

|Γ(sj)|∑

i=1

P i
jhGi

j ,θ
= ∇jθ

(3.14)

3.4 Integrating FBT Knowledge in MCTS

A move prediction system provides useful initial recommendations to a search

about which moves are likely to be the best. Selective search with a proper explo-

ration scheme, such as MCTS, can further improve upon these recommendations.

One favourable property of the FBT model is to produce a probability-based eval-

uation, which estimates how likely each move is going to be selected by a human

expert in a given game state. Therefore, FBT knowledge can be used as part of an

exploration strategy, to focus exploration on moves which are favoured by human

experts.

We apply a variant of the PUCT formula [29] to integrate FBT knowledge in

MCTS. This formula is also used in AlphaGo [33]. The idea of PUCT is to explore

moves according to a value that is proportional to the predicted probability, but also

decays with repeated visits, as in UCT [23]. When a new game state s is added

to the search tree, we call a pre-trained FBT model to get a prediction PFBT (s, a),

which assigns an exploration bonus EFBT (s, a) for each move a ∈ Γ(s). In order

to keep sufficient exploration, we set a lower cut threshold λFBT , where for all

a ∈ Γ(s) if PFBT (s, a) < λFBT then simply let EFBT (s, a) = λFBT , otherwise

EFBT (s, a) = PFBT (s, a). During in-tree move selection at state s, the algorithm

selects move
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a∗ = argmaxa∈Γ(s)(Q(s, a) + cpuctEFBT (s, a)

√
lg(N(s))

1 +N(s, a)
) (3.15)

where Q(s, a) is the accumulated move value estimated by online simulation, cpuct

is an exploration constant, N(s, a) is the number of visits of move a in s, and

N(s) =
∑

a∈Γ(s) N(s, a).
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Chapter 4

Experiments

The experiments in this section consist of two parts. In the first part, we evaluate

the FBT model and the approximate gradient computation for the move prediction

task in the game of Go. FBT is compared with the state-of-the-art move prediction

algorithm of Latent Factor Ranking (LFR) [38]. In the second part, we integrate

the factorization ranked features in the open source program Fuego [14], in order

to test if FBT knowledge is helpful for improving the performance of MCTS. All

experiments are performed on a 2.4 GHz Intel Xeon CPU with 64 GB memory and

based on the latest Fuego (svn revision 2017).

4.1 Experiments of Move Prediction Performance

4.1.1 Setup

Both FBT and LFR use the same parameters as in [38], with learning rate α = 0.001

and regularization parameters λw = 0.001, λv = 0.002. The same stopping crite-

ria for the training process are applied: if an algorithm’s prediction accuracy on

a validation set is not increased for three iterations, the training is stopped and

the best-performing weight set is returned. Three data sets of increasing size,

S1 ⊂ S2 ⊂ S3, are used, which contain 1000, 10000, and 20000 master games

respectively. The games are in the public domain at https://badukmovies.

com/pro_games. S1 is from year 2013, S2 is from years 2008-2013 and S3 is

from 1999-2013.

The learned model is evaluated on a test set. The test and validation set con-
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tain 1000 games each, and are disjoint from the training sets and from each other.

The prediction accuracy in all experiments is defined as the probability of choos-

ing the expert moves over all test cases, not as the average accuracy over the 12

game phases used in [38]. That metric gives higher percentages since it weighs the

opening and late endgame more, where the prediction rate is above average.

4.1.2 Choice of Features

When using large patterns, many algorithms can get a high move prediction ac-

curacy at the beginning of the game [38]. This is because these moves are often

standard opening moves which can be represented very accurately by large pat-

terns. It is informative to also compare move prediction algorithms without such

large patterns. Therefore, two different feature sets, the small pattern feature set

Fsmall and the large pattern feature set Flarge are used in all tests. Both sets con-

tain the same non-pattern features. Fsmall adds only 3 × 3 patterns, while Flarge

includes large patterns. Fsmall helps provide a better comparison of FBT and LFR,

while Flarge yields a more powerful move prediction system overall.

The Fsmall features are the same as in the LFR implementation that is part of

the open source Fuego program [14]. Large patterns in Flarge were added for this

study. Most features are similar to earlier work such as [11, 38]. For implementation

details, see the Fuego code base [13].

The simple features used in this work are:

• Pass

• Capture, Extension1, Atari2, Self-atari3 Tactical features similar to [11].

• Line and Position (edge distance perpendicular to Line) ranges from 1 to 10.

• Distance to previous move feature values are 2,. . . , 16, ≥ 17. The distance is

measured by d(δx, δy) = |δx|+ |δy|+max{|δx|, |δy|}.

1Extend an existing configuration of one or more stones along the side.
2A stone or chain of stones has only one liberty, and may be captured on the next move if no

more additional liberties.
3Adding a stone that can make one’s own stones in an Atari.

23



Table 4.1: Results for Fsmall: probability of predicting the expert move with FBT

and LFR, for k = 5 and k = 10. Best results for each method in bold.

Training set FBT5 FBT10 LFR5 LFR10
S1 32.56% 32.82% 30.01% 30.08%

S2 33.18% 33.42% 30.95% 31.63%

S3 33.46% 34.01% 31.13% 31.94%

Table 4.2: Results for Flarge, same format as Table 4.1.

Training set FBT5 FBT10 LFR5 LFR10
S1 35.83% 35.96% 34.38% 34.47%

S2 38.26% 38.31% 37.12% 37.34%

S3 38.48% 38.75% 37.56% 37.69%

• Distance to second-last move uses the same metric as previous move. The dis-

tance can be 0.

• Fuego Playout Policy These features correspond to the rules in the playout pol-

icy used in Fuego. Most are simple tactics related to stones with a low number

of liberties.

• Side Extension The distance to the closest stones along the sides of the board.

• Corner Opening Move Standard opening moves.

• CFG Distance Distance when contracting all stones in a block to a single node

in a graph [15].

• Shape Patterns The small pattern set contains all patterns of size 3 × 3. The

large pattern set includes circular patterns with sizes from 2 to 14, harvested as

in [35, 38]. All shape patterns are invariant to rotation, translation and mirroring.

The system contains 195 non-shape pattern features and 1089 3x3 patterns in to-

tal. The total number of large patterns depends on which training set is used, since

all large shape patterns are harvested from the training set (as shown in Section

4.1.3). Thereby, we have |Fsmall| = 1284 and |Flarge| = 195 +NL if NL large pat-

terns are harvested. For a move, we can define its feature vector with x ∈ {0, 1}|F |.

The feature group of a move is the set of all features that have the value of one in x.
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4.1.3 Expert Move Prediction

To compare the prediction accuracy of FBT and LFR on each data set, two different

models were trained for each algorithm, setting the dimension of the factorized

interaction vector to k = 5 and k = 10. These methods with a specific k value are

called FBTk and LFRk respectively. All results are averaged over five runs, since

both FBT and LFR randomize initial parameter values.

Experiment with Fsmall

Results for the small pattern set Fsmall are presented in Table 4.1. Both methods

improve with larger training sets. For each combination of training set Si and k,

FBT outperforms LFR. The best model learned by FBT, for k = 10 and S3, out-

performs the best LFR model by 2.07%. Note that the gap between the maximum

and minimum prediction accuracy of the five runs over all tests of FBT is 0.64%,

which shows that FBT is quite stable and the performance difference between LFR

and FBT is significant. Prediction accuracy increases with growing k, confirming

the observation in [38].

Figures 4.2(a) and (b) compare the details of the move prediction results of LFR

and our method. Figure 4.2(a) compares the cumulative probability of predicting

the expert’s move within the top n ranked moves, for S3 with k = 10. While both

methods rank most expert moves within the top 20, the gap between FBT and LFR

grows initially up to about rank 5, then holds steady throughout. Figure 4.2(b)

presents the prediction accuracy per game stage, where each game phase consists

of 30 moves as in [38]. FBT outperforms LFR at every stage of the game.

Experiment with Flarge

For creating large pattern features, pattern harvesting collects all patterns that occur

at least 10 times in the training set. For training sets S1, S2 and S3, the number

of such patterns is 9390, 84660 and 152872 respectively. Following [37] and [34],

Figure 4.1 shows the distribution of largest matches for the different pattern sizes in

each game phase. Large patterns dominate in the opening (phase 1), then disappear

rapidly. Later in the game, only small size patterns are matched. Table 4.2 shows
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Figure 4.1: Distribution of patterns with different size harvested at least 10 times in

different game phases.

the prediction accuracy of FBT and LFR trained with Flarge. The gap between the

maximum and minimum prediction accuracy of the five runs over all tests of FBT

is 0.82%. Figures 4.3(a) and (b) show the cumulative prediction probabilities and

the accuracy per game stage.

Both FBT and LFR learn better models with Flarge than with Fsmall, with huge

differences in the opening due to large patterns, and both methods achieve very high

accuracy at the endgame. As with Fsmall, FBT outperforms LFR on every data set,

but the differences between the two methods are smaller. This can be expected,

especially for the opening stage, where both algorithms learn the same large-scale

patterns for the standard opening moves. FBT retains its advantage for the middle

game, which is important in practice since many games are decided there.
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Figure 4.2: Move prediction experiments of FBT and LFR trained with Fsmall. y-

axis is the prediction accuracy. In (a), the x-axis is the number of ranked moves,

while in (b) the x-axis represents the game stage.
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Figure 4.3: Move prediction experiments of FBT and LFR trained with Flarge. y-

axis is the prediction accuracy. In (a), the x-axis is the number of ranked moves,

while in (b) the x-axis represents the game stage.
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Table 4.3: Move prediction by FBT with different sample sizes on data sets S1 − S3.

Results for LFR and FBT Full shown for comparison. Bold values highlight best results

among sampling methods.

Training set FBT S5 FBT S10 FBT S20 FBT S30 LFR FBT Full

S1 30.04% 30.81% 31.06% 31.78 % 30.01% 32.56%

S3 32.07% 32.90% 32.98% 33.03% 30.95% 33.18%

S3 32.54% 33.01% 33.09% 33.12% 31.13% 33.46%

4.1.4 Sampling for Approximate Gradient Computation

To evaluate the new online sampling method for approximate gradient computation,

experiments with k = 5 were run on the three training sets, varying the number of

samples, m ∈ {5, 10, 20, 30}. In the following, FBT Sm denotes approximate FBT

with m samples, while FBT with full gradient computation is labeled FBT Full.

LFR is also included. The results are presented in Table 4.3. The performance

of FBT S increases with growing number of samples m, and approaches that of

FBT Full. FBT S performs better than LFR even with a small number of samples.

Regarding the cumulative rank, FBT S30 achieves 82.26% for top 20 prediction,

compared to 83.54% for FBT Full and 77.81% for LFR (the right-most data points

in Figure 4.2(a)).

The purpose of using Monte Carlo approximation in the gradient computation

is to accelerate the training process while still keeping the theoretical soundness

and practical accuracy. Figure 4.4 plots the prediction accuracy of FBT Full and

FBT Sm as a function of time for all tested m. The plot shows the best prediction

accuracy achieved so far on the validation set in 30 seconds intervals, starting from

the same initial parameter value, on a training set of 1000 games with k = 5 using

feature set Fsmall. All sampling algorithms finish the training process within 15

minutes, while FBT Full needs about an hour. FBT S20 and FBT S30 outperform

FBT Full in the early phases. The performance of FBT S30 comes very close to

FBT Full, while using less time to train (15 minutes vs 1 hour). The performance

of the approximate gradient estimators increases with the number of samples, since

the variance is reduced.
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Figure 4.4: Accuracy of approximate sampling over time

4.2 Integrating FBT-Learned Knowledge in MCTS

We use the open source program Fuego [14] as our experimental platform to test

if FBT knowledge is helpful for improving MCTS. We first introduce the feature

knowledge in the current Fuego system, then introduce the setup of the experiment,

and finally present the results.

4.2.1 Feature Knowledge for Move Selection in Fuego

Prior Feature Knowledge

Recent versions of Fuego such as svn version 2017 used in these experiments apply

feature knowledge to initialize statistical information when a new node is added

to the search tree. A set of features trained with LFR [38] and k = 10 is used.

The LFR evaluation is a real value indicating the strength of the move without any

probability based interpretation. Fuego designed a well-tuned formula to transfer

the output value to the prior knowledge for initialization. It adopts a similar method
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as suggested in [17], where the prior knowledge contains two parts: Nprior(s, a)

and Qprior(s, a). This indicates that MCTS would perform Nprior(s, a) simulations

to achieve an estimate of Qprior(s, a). Let VLFR(s, a) be the evaluation of move a ∈

Γ(s), Vlargest and Vsmallest be the largest and smallest evaluated value respectively.

Fuego uses the following formula to assign Nprior(s, a) and Qprior(s, a),

Nprior(s, a) =

{
cLFR∗|Γ(s)|

SA
∗ VLFR(s, a) if VLFR(s, a) ≥ 0

− cLFR∗|Γ(s)|
SA

∗ VLFR(s, a) if VLFR(s, a) < 0
(4.1)

Qprior(s, a) =

{
0.5 ∗ (1 + VLFR(s, a)/Vlargest) if VLFR(s, a) ≥ 0

0.5 ∗ (1− VLFR(s, a)/Vsmallest) if VLFR(s, a) < 0
(4.2)

where SA =
∑

i |VLFR(s, i)| is the sum of absolute values of each move’s eval-

uation. When a new game state is added to the search tree, Fuego initializes its

statistics by setting N(s, a)← Nprior(s, a) and Q(s, a)← Qprior(s,a).

Greenpeep Knowledge

A second kind of knowledge used in Fuego is in-tree move selection policy is called

Greenpeep Knowledge. It uses a pre-defined table of diamond shape patterns (size

4 in Figure 2.2) to get probability based knowledge Pg(s, a) about each move a ∈

Γ(s). This knowledge is added as a bias for move selection according to a variant

of the PUCT formula [29]. The reason why Fuego could not use LFR knowledge

to completely replace the simpler Greenpeep knowledge might be that LFR cannot

produce a probability-based evaluation. Details of the Greenpeep knowledge can

be found in the Fuego source code base [13].

Move Selection in Fuego

In summary, Fuego adopts the following formula to select moves during in-tree

search,

move = argmaxa(Q(s, a)−
cg√

Pg(s, a)
×

√
N(s, a)

N(s, a) + 5
) (4.3)

where cg is a parameter controlling the scale of the Greenpeep knowledge. Q(s, a′)

is initialized according to formula (4.1) and (4.2), and further improved with Monte
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Carlo simulation and Rapid Action Value Estimation (RAVE). Note that formula

(4.3) does not have the UCB style exploration term, since the exploration constant

is set to zero in Fuego. The only exploration comes from RAVE. Comparing for-

mula (4.3) with (3.15), we could consider the FBT knowledge PFBT (s, a) as a

replacement of the Greenpeep knowledge Pg(s, a), but with a different way to be

added as a bias and a different decay function.

4.2.2 Setup

We call Fuego without LFR prior knowledge FuegoNoLFR, Fuego applying for-

mula (1) to select moves in-tree FBT-Fuego, and Fuego without LFR but using

formula (1) FBT-FuegoNoLFR. The lower cut threshold for FBT knowledge is set

to λFBT = 0.001. All other parameters are left at the default settings of Fuego. The

FBT model used in this experiment is trained on S2 with Flarge features and has

interaction dimension k = 5.

4.2.3 Experimental Results

We first compare FBT-FuegoNoLFR with FuegoNoLFR. This experiment is de-

signed to show the strength of FBT knowledge without any influence from other

kinds of knowledge. We test the performance of FBT-FuegoNoLFR against Fue-

goNoLFR with different exploration constants cpuct. After initial experiments, the

range explored was cpuct ∈ {2, 2.3, 2.5, 2.7, 3}. Scaling with the number of simula-

tions per move, Nsim was tested by setting Nsim ∈ {100, 1000, 3000, 6000, 10000}.

Figure 4.5(a) shows the win rate of FBT-FuegoNoLFR against FuegoNoLFR. All

data points are averaged over 1000 games. The results show that adding FBT

knowledge can dramatically improve the performance of Fuego over the baseline

without feature knowledge as prior. FBT-FuegoNoLFR scales well with more simu-

lations per move. With cpucb = 2 and 10000 simulations per move FBT-FuegoNoLFR

can beat FuegoNoLFR, with a 81% winning rate.

We then compare FBT-Fuego with full Fuego, in order to investigate if the FBT

knowledge is comparable with current feature knowledge in Fuego and able to im-

prove the performance in general. In this case, cpuct is tuned over a different range,
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Figure 4.5: Experimental results of integrating FBT knowledge in Fuego.
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Program Name 100 1000 3000 6000 10000

FBT-FuegoNoLFR 11.8 192.4 704.1 1014.5 1394.9

FuegoNoLFR 5.1 55.7 148.7 225.2 354.4

FBT-Fuego 23.4 241.1 734.1 912.6 1417.5

Fuego 10.8 168.3 564.2 778.6 1161.2

Table 4.4: Running time comparison (specified in seconds) with different simula-

tions for per move.

cpuct ∈ {0.05, 0.1, 0.15, 0.2, 0.25}. Nsim ∈ {100, 1000, 3000, 6000, 10000}, and all

data points are averaged over 1000 games as before. Results are presented in Fig-

ure 4.5(b). FBT-Fuego has worse performance in most settings of cpuct. But it can

be made to work after careful tuning. As shown in Figure 4.5(b), with cpucb = 0.1,

FBT-Fuego scales well with the number of simulations per move, and achieves 62%

winning rate against Fuego with 10000 simulations per move. One possible reason

is that the FBT knowledge is not quite comparable with the LFR knowledge. The

moves these two methods favour might be different in some situations, which makes

it very hard to tune a well tuned system when adding another knowledge term.

Finally, we show the running time of our methods with different simulations per

move in Table (1). FBT-FuegoNoLFR spends much more time than FuegoNoLFR,

since FuegoNoLFR only uses Greenpeep knowledge for exploration and thus does

not need to compute any feature knowledge. FBT-Fuego takes less time than FBT-

FuegoNoLFR, since it does not compute the Greenpeep knowledge. The speed

of FBT-Fuego is a little worse than Fuego. The slight time difference is spent on

computing large patterns, while Fuego only uses small shape patterns.
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Chapter 5

Conclusion and Future Work

The new Factorization Bradley-Terry (FBT) model, combined with an efficient

Stochastic Gradient Descent algorithm, is applied to predicting expert moves in

the game of Go. Experimental results show that FBT outperforms LFR, the previ-

ous state-of-the-art high-speed move predictor. FBT is also useful in improving the

performance of Monte Carlo Tree Search.

Future work includes: 1. try to discover a method to transform FBT knowledge

into prior knowledge for initialization. 2. try to apply the FBT knowledge for im-

proving a fast roll-out policy. 3. combine FBT with Deep Convolutional Neural

Networks (DCNN) to get a fast accurate move predictor. For example, in computer

vision DCNN has been used to extract features of pictures and combined with a

traditional classifier in a powerful object detection system [18]. A similar approach

might also work for the move prediction problem: use DCNN to extract new fea-

tures, then apply FBT to learn feature weights. Another possible approach is to

automatically switch between FBT and DCNN, in order to get a high prediction

accuracy while still keeping a low processing time.
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