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Abstract

The advantages of SMPS make the simulation of it very important. There are three main
challenges in the SMPS circuit simulation. The first one is how to continue the simulation after
forced commutations. The second one is how to depress the numerical oscillation. The last one is

how to minimize the size of the system matrices.

In this thesis, a series of new techniques are proposed. Two-branch switch models and
modified Femia’s technique can reinitialize the simulation. At the same time, the risk of island
circuits due to the off-states of switches is vanished. Generalized TLM stub models depress the
numerical oscillation effectively. The TLM stub model decoupling technique minimizes the size

of the system matrices and the computation burden.

At the end, the simulation results of new proposed algorithm, PSCAD/EMTDC and
MULTISIM are compared. The curves are perfectly matched to each other. Thus, the new

proposed algorithm works effectively.
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Chapter 1 Introduction

1.1 Basic Concepts of Power Supply

A power supply is a buffer circuit between the input power source and the load, which
converts an incompatible input power source to the compatible output power source. In order to
let the specified circuit work properly and stable, characteristics of the power supply should be
compatible with the characteristics of the load. For example, the power source in a residential
house in Canada is 60Hz, single phase, 120V / 240 V ac power and the load might be logic
circuits in a PC that require regulated +3.3V, +/- 5V and +/- 12V. The circuit that can make the
120V ac power source and logic circuits compatible is called the power supply. A power supply
can also be called as power converter or power conditioner. The Power Sources Manufacturers

Association (PSMA) gives a formal definition of a power supply:

Power Supply — A device for the conversion of available power of one set of characteristics
to another set of characteristics to meet specified requirements. Typical applications of
power supplies include to convert input power to a controlled or stabilized voltage and /or

current for the operation of electronic equipment. !!!

To design power supplies is to choose the proper topology and control scheme, which is
normally realized by power electronics. The IEEE Power Electronics Society provides a formal

definition of power electronics in their constitution.

Power Electronics — This technoiogy encompasses the effective use of electronic
components, the application of circuit theory and design techniques, and the development
of analytical tools toward efficient electronic conversion, control, and conditioning of

electric power.
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2

According to the control loop, power supplies can be classified as two categories, open loop

and close loop control. The open loop control cannot adjust the output characteristics of the
power supply to desired requirement if the input does not comply with the ideal design
conditions. But the topology of that kind of the power supply system is the simplest one. The
close loop control power supply is a power supply that has a feed back control loop. The feed
back circuit can give out the different feedback signals according to the different output signals,
and the comparison signals between feedback signals and the reference signals can adjust the
circuit to let the output reach the desired output characteristics. The block diagram of this type of

power supply is showed as Fig. 1.1.

AC

Rectifier | Output DC
power System filter Output
supply "

i

Controller|« Fec.adba?ck

circuit

Fig. 1.1 The block diagram of close loop control power supply

The controller is also called regulator, and its function is to guarantee the output
characteristics of the power supply constant under varying input conditions. The whole power
supply regulation technology can be divided into two distinct forms, linear electronics regulator
and the power electronics regulator (switching mode regulator). These technologies have
developed with the development of the semiconductor since early 1950’s, and especially with the
development of integrated circuits form the early 1960’s. During 1950’s and the early 1960’s, the
linear regulated power supply was very common because of the availability of the power
electronic components. Since late 1960’s, the switching mode conversion technique has become
more and more popular because of the development of the fast switching power transistors.
Because the loads are becoming more and more demanding, power supplies are also becoming

more and more complicated and efficient to meet the increments of demand. In the next two
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sections, I will discuss these two different power supplies.

1.2 Linear Regulation Power Supply

The core circuit that controls the output voltage is called the regulator. It attempts to make
the power supply to produce a desired output voltage from a varying input voltage. The linear
regulator is so named because it contains a transistor operating in its linear region, with the
transistor acting like a variable resistor. Linear regulators have two basic forms: series regulators
and shunt regulators. Here are the equivalent circuits for linear regulators in Fig. 1.2. The
rectangle in which resistor, capacitor, inductor and source are included indicates a circuit

composed by these components.

R
YA , |

Vi
M WAV
RS g |-

VIN VOUT VIN IR /%/ VOUT
- -
a) Series regulator b) Shunt regulator

Fig. 1.2 Equivalent circuits for linear regulators

The linear regulator achieves a regulated output voltage independent of input and load
variation by controlling the energy dissipation on a variable resistant (R). In a linear regulator,
the transistor is used as a voltage divider to control the output voltage, and a feedback circuit
compares the output voltage to a reference voltage in order to adjust the input to the transistor,
thus keeping the characteristics of output voltage reasonably constant. In shunt regulator, the
transistor or some other semiconductor components is used as a current divider to control the

output voltage, and flow the useless current to ground.
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4

As aforementioned description, the linear regulated power supply must be low efficiency,
because the variable resistor must consume a large amount of power during its operation,
especially under a low load condition. That is the main disadvantage and also the cause of other
shortcomings of the linear regulated power supply. The volume is the important parameter for the
power supply. It is determined by the thermal density — the power dissipated per unit volume.
Due to the high-energy dissipation, the power supply has to be adequately cooled by mounting
heatsink on regulator and giving enough space for air circulation. The heatsink and provision for
cooling system makes the power supply bulky and large. In applications where volume and
efficiency are emphasized, linear regulated power supply cannot be used. The advantage of the
linear regulator is that its structure and control scheme is simple. In application where
consumption of the circuit is very low and the power loss can be ignore, that kind of power
supply can be used. At the same time, the linear regulator do not have high frequency changed
components, so it does not produce electromagnetic interference, which is a big problem for
another type of regulator — switching mode regulator. In the next section, I will introduce the

theory of the switching mode power supply (SMPS).

1.3 Switching Mode Power Supply

A switching mode power supply is a power supply that provides the power supply function
through low loss components such as capacitors, inductors, transformers and switches that are in
two states, on or off. The SMPSs are so named because they contain some IGBTs or MOSFETs
operating in on/off state like switches, not like in linear regulator operating in linear region.
When the switches are on, the turn-on resistance is very small; when the switches are off, the
turn-off resistance is very large ( at least 10°Q). No matter under what conditions, the power
losses will be very low. Plus using those low power loss components, a switching mode regulator
overcomes the drawbacks of linear regulators. It becomes more efficient and tends to have

efficiency of 80% or up. The size of a switching mode regulator is also reduced due to the
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improving efficiency.
1.3.1 The Basic Concepts and Usages of the SMPSs

The SMPS is not only with high efficiency, but also with high flexibility. It can step down
and/or step up the input voltage. According to the input and output conditions, the switching

mode power supplies may be designs to:

(1) step down/up an unregulated dc input voltage to produce a regulated dc output voltage

using a circuit knows as Buck/Boost Converter,

(2) step up or step down an unregulated dc input voltage to produce a regulated dc output

voltage using a circuit knows as Buck-Boost Converter,
(3) invert the input dc voltage using usually a circuit such as the Cuk converter, and
(4) produce multiple dc outputs using a circuit such as the fly-back converter.

Combining with the rectifier circuit, the SMPSs also can be used to make AC-DC,AC-AC
conversion. Due to these four conversion capabilities, the SMPS’s technology is mainly used in

three areas.

Static Var compensator — There are two traditional Var compensation methods, one is using
inductor or capacitor banks to consume or generate reactive power, which compensates the
reactive power slowly and imprecisely; thé other is using reactive power generator, which is too
expensive and complicated. The GTO-controlled static Var compensator, which uses SMPS’s
technology, can change the effective reactance connected to the power system by controlling the
switching action of the GTO. This device can compensate the reactive power precisely and

respond to the changes quickly.
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PWM drive — The most efficient way to control the ac motor speed is to control the
fundamental frequency of the input voltage or current. The PWM drive first uses rectifier and
proper dc link to get dc voltage, and then uses the PWM technology to form a voltage or current
source with desired frequency. For a dc motor, the most efficient way to control the speed is to
control the value of input dc voltage. Through changing the duty cycle of the pulse, the output dc

voltage will change accordingly.

EMI AC/DC Power Output Output Output
. ] o] o ]

—»

Ac |filter| |rectifier| |switches| |transformer| |rectifier filter | pc
power ] Output
supply

Y ¥
Pulse Width |_
Modulator

Controller

Fig. 1.3 The block diagram of SMPS

Power supply of the electronic circuit — In this area, SMPS converts the ac power to dc
voltage source, normally from high ac vqltage to a low dc voltage. There are three steps in the
basic procedure of conversion. First is to obtain high rectified dc voltage; second is using
switching actions to get high frequency (alterative) current; last is using isolation transformer to
step down/up the voltage and using the secondary rectifier to obtain the final output voltage. The
switching signal is generated by the feedback loop. The block diagram of that SMPS is shown in
Fig. 1.3. The function of the EMI filter is to filter the common/differential mode noise and high
frequency disturbance from the line and also can block the high frequency disordered component
signal generated inside the power supply system. The primary rectifier is used to do the AC-DC
transform and generate smooth DC voltage with ripple. The energy storage and waveform filter
component is normally a capacitor. The power switches are used to generate the high frequency
alterative current, which is controlled by PWM. The output transformer is used to isolate the
output circuit form the input power source. Normally, it is a step down transformer. The

secondary rectifier and output filter is used to generate required voltage with very small ripple.
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The controller and PWM parts are used to generate PWM signals to control the switches.

1.3.2 Topologies of the SMPSs

In this subsection, three basic SMPS topologies — buck converter, boost converter, and
buck-boost converter will be briefly discussed. Unlike the classical dynamical system, SMPSs
never can reach the steady state due to the constant changes in system structure and parameters.
It utilizes the transient response characteristics of the reactive components to reach the cyclic
mode[7]. The SMPSs can be controlled in two ways — one is constant-frequency operation or
PWM control, and the switching-on time is changed with the changing of duty cycle; the other is
variable-frequency operation or control by frequency modulation, in which the switching-on time
is constant and duty cycle is a variable. Choosing the PWM control, it is easy to design LC filter
and control the ripple content in output voltage. But if the load is below a certain level, the ideal
switching-on time will be too small to realize by the practical component. Under this
circumstance, the voltage will be easier to control by using variable-frequency control. The

follow figures are the basic topologies of the SMPSs.

L, D,
)gswz TCZ R,
a) Buck converter b) Boost converter ¢) Buck-boost converter

Fig. 1.4 The three basic topologies of SMPSs

Both converters can operate in three states. When the switch is on, the inductor is energized;
when the switch is off and D, is on, the inductor is discharged and the capacitor may be charged
or discharged according to the load current; when the inductor current falls to zero, the circuit
enters the third state, only the capacitor is discharged at that time. The output voltage of buck

converter is less than the input voltage. The output voltage of the boost converter is larger than
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the input voltage. The output voltage of buck-boost converter can be either larger or less than the

input voltage, according to the value of the duty cycle.

1.4 Literature Review

In the literature review section, there are two different parts. The first one is the simulation
method proposed by the former researcher and the corresponding commercial softwares; the

second part is the control schemes used in the SMPS.

1.4.1 Simulation Method

During the design procedure of power electronics equipment, one must test the scheme
again and again. To do the simulation one can choose the hardware simulation by setting up the
real circuit, or choose the software simulation by setting up the artificial circuit in computer.
Nowadays more and more designers use software simulation for the first step scheme test
because of its low cost and quick speed. There are different kinds of simulation methods. From
the modeling point of view, there are two simulation modes: detailed mode and behavior mode!*.
From the theory base, there are also two approaches: one is state variable approach; the other is

nodal analysis approach.

In detailed-mode simulation, detailed device models are used. It allows us the do an
accurate analysis of switching characteristics and power losses. The more detailed, the more
accurate the results are. The drawback of this method is that we need to obtain the exact model of
the device being used, including the equivalent value of stray/parasitic components. So the
detailed-mode simulation still cannot replace final hardware test. In behavior-mode simulation,
we use ideal or simplified device models to do the system level studies. Due to the ignorance of
the detailed characteristics, the simulation cannot give us the detailed response of the system, but

still can give out the approximate results quickly. According to the simplified level, this
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9
simulation method can classify into two basic types, one is to use ideal device models; the other
is to use average models. When we use ideal devise models, we will ignore all stray/parasitic
components, linearize all non-linear components as much as possible, and turn any analogue
switch into an ideal switch, etc.. If the on-state resistance is zero and off-state resistance is
infinity, one problem for this method is that if there is any switch in the circuit, the topology of
the circuit will change with the change of switch states. If the on-state and off-state resistance are
all finitary number, the system matrix will be changed when the switches state is changed. In
order to overcome this drawback, some people invent the switching function for the
behavior-mode simulation. In this approach, the equivalent device for a switch is a controlled
voltage or current source. The control function determines the state of the switch. By choosing
this approach, the topology of the circuit will not change with the change of the switch states.
The only change is the instant value of the control function. In average-mode approach, the high
frequency switches are modeled as the average function, which is determined by the duty cycle
of switches, and only the lower frequency switches are left. Therefore, the simulation speed is

very quick, but the high frequency switches information is lost.

The state variable approach is based on state space theory and generated for general circuit
analysis. The first step of this method is to set up state equations, and then choose appropriate
numerical method to calculate them. Normally this approach chooses voltages across capacitors
and currents through inductors as the state variables, and forms the minimum number of
equations using graph theory. It can easily track the dynamic behavior of a circuit by observing
the trajectory of state variables, and justify its stability by calculating matrices of state equations.
The drawback of this approach is that the setup procedure is complicated. The software

CIRCUIT, SCRIPT, ATOSEC, and other similar simulators use this approach as a base.

The nodal analysis is based on KCL. Normally it discretizes the basic electrical elements,

and all electrical components are decomposed as the combination of the resistors, sources, and
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10
switches. Therefore, the system equations are very easy to set up, but it also has some limitations,
including: (1) it is difficult to treat current-dependent element; (2} it is difficult to perform a fast
steady-state analysis; (3) it is difficult to adopt variable time-step analysis. The most popular

programs based on that approach are EMTP, ATP.

In order to overcome the drawbacks of these two basic approaches, a lot of modified
approaches are proposed. The modified nodal analysis includes circuit components such as
voltage sources and various current dependent elements into its basic component library. The
SPICE based softwares are mostly based on that approach. A power electronic circuit is a
nonlinear, time-varying, switching circuit, but it normally is a periodic circuit. The state-space
averaging technique is generated to solve that kind of circuits. It averages state variables during
one cycle. Because the system has been converted as LTI system, the simulation is very fast. But

there is still a big limitation that the system must have a constant duty cycle.

1.4.2 Control Scheme

In order to get the more qualified output, like any other system the SMPS also needs a close
loop control system. The basic control schemes can be divided into two categories: one is the
PWM control of the switches; the other is resonant circuit control of the switches. The PWM
control scheme is very simple. For normal power consumption, the operation frequency is
constant, and the duty cycle of the switches is changed according to the change of the power load.
For a load below the minimum level, the constant on-time should be kept, and let the frequency
variable. Normally the operation frequency for PWM is in the range of 20k-250kHz. The
advantage of this scheme is simple and flexible for different load; the disadvantages are
switching noise and power losses, which are all the results of the hard switching. The switching
signal for resonance control is generated by a resonant circuit, which is composed by inductor
and/or capacitor at a predetermined frequency. In this scheme some stray/parasitic

inductors/capacitors, which are harmful in other conditions, will become useful in forming
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resonant circuit. This kind of converter includes purely resonant converter, quansi-resonant
converter, and multi-resonant converter. The main advantage for that kind of control is that it let
the zero voltage switching (ZVS) and/or zero current switching (ZCS) become possible, which
kind of switching technique is called soft switching. That technique allows circuit work at higher
frequency between 500kHz-10MHz. Although the high operation frequency soft switching
technique weakens the switching noise and switching power loss, it still has two main drawbacks.
First, using frequency to control circuit make the circuit more complex. Second, the high

frequency resonant circuit increases the wire conduction losses.

The most recent developed technique is a hybrid of resonant soft-switching and PWM
converters. It combines advantages of two control schemes. During switching transmission the
circuit works in resonant mode; otherwise, the circuit works in PWM mode. In this way, the
switching stress is reduced due to the soft switching technique; the conduction losses keeps low
during non-switching time due to the low frequency operation of PWM. That kind of the control

scheme is the future trend of the development.

1.5 Schematic of a Real Computer’s SMPS

The computer SMPS’s have three parts, the AC-DC full-bridge rectifier, the switch mode
DC-DC converter, and the control circuits. AC-DC rectifier is a diode rectifier, so its operating
frequencies are very low. For 110V/60Hz mains supply, its operating frequency is 120 Hz; for
220/50Hz mains supply, its operating frequency is 100Hz. DC-DC converter adopts PWM
control converter and operates at high frequencies (10s of kHz typical)®. The control and
protection circuits consist of some IC circuits. Their functions include output voltage stabilizing,

overvoltage protection, and PWM signal generation.
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Fig. 1.5 The schematic of SMPS
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The components (Ly, Ly, My, Cy, Cy, C3, C,) form the EMI filter to limit the SMPS’s noices.
When the voltage is 115V, the rectifier works like a voltage doubler; when the voltage is 230V,
the rectrifier works as a normal full-bridge rectifier. Varistors Z, and Z, have overvoltage protect
function on the line input. Thermistor NTC limits input current. Behind the voltage regulator IC3
will be voltage 5V, which goes into the motherboard and it is necessary for turn-on logic. The
input signals of IC1 are the feedback signals of the output voltages, the output signals of it are
the PWM signals used to control ) and Q,. The overvoltage circuit guards all output voltage.
When some limits are exceed, the power supply is stopped. The +3.3V Voltage stabilisation is
used to compensate the cable volatage drop. POWERGOOD signal represents the output

volatage are stable.

1.6 The Problems of the SMPSs

Switching power supplies offer many advantages over linear regulators such as high
efficiency and relatively small size and weight, so SMPSs are widely adopted by computers,
television receivers, digital equipments, etc. The switching frequency is usually above 20kHz,
which is much higher than the frequency of the mains. Because of the significantly high
frequency input, the step-down output transformer can be make smaller using ferrite cores than
the step-down input transformer that the linear regulated power supply uses. Since the circuit
between output transformer and primary rectifier is a high frequency chopper, the energy storage
can be accomplished on the primary side of the step-down transformer by a relatively smaller

capacitors than linear counterpart can be used.

Although the benefits of SMPS techniques are great, there are also the penalties paid due to
the high frequency switching. The electromagnetic interference (EMI) is the most serious
problem produced by the SMPSs, which includes radiated EMI and conducted EMI®,

According to the Faraday’s Laws, any current flowing through a conductor will generate a
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magnetic field that surrounds this conductor. If the current is ac current, it will generate an
electromagnetic field and radiate the energy to the space. Due to the high frequency switching,
the frequency of input current of output transformer is significantly high. Therefore, these
conductors through which the high frequency current flows will behave like an antenna. The
energy that radiate by the conductors will affect the surrounding space, and let the circuits
malfunction!®, That is radiated EMI. According to the Fourier transformation, the square pulse
waveform is full of high frequency components. The switches of SMPS produce a lot of high
frequency square pulse current, which, of cause, contains high frequency component. That is the
conducted EMI. It is well know that in the circuit that contains real or parasite reactive
component any abrupt change in current or voltage will generate high frequency transient
oscillation. In the SMPS, the state of switches changes quickly and periodically, so the transient
oscillation never can be annihilated and become a periodic event. That is also the conducted EMI.
Although the digital circuits of the control section of SMPSs are another source of radiated
emission in the radio frequency range, it does not have enough power to pose any serious threat
to the proper functioning of the neighboring converter section. On the other hand, the
electromagnetic energy emanating from the converter section in the form of radiated emission
has enough energy to affect the proper functioning of the control section. In order to obtain the

effect of the EMI, the most important job is to get the nodal voltage and circuit current.

In this thesis, I will focus on the circuit simulation. The first chapter will be the introduction
of SMPS; the second chapter will introduce tranditional TLM models of the basic branches and
components; the third chapter will give out the new generalized TLM models of the basic
branches and components; the fourth chapter will give out a two-branch switch model and its
modification; the fifth chapter will present a new proposed system decoupling technique by
using TLM stub model; the sixth chapter will present the system modeling procedure; the
seventh chapter will compare the simulation results to results from other methods; the last

chapter will give out the conclusion and the future jobs.
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Chapter 2 The Conventional TLM Method

There are three steps to do the system simulation. First step is to model the basic component
into the proper form; the second step is to set up system matrices by adopting certain type of
technique; the last step is to do the computation. Each step will affect the computation efficiency.
These three steps will be discussed in the following chapters. In this chapter, the conventional

TLM model of the basic component will be introduced.

2.1 Transmission-line Modeling

From the point of the field theory, all electric networks in the physical world are distributed
parameter networks, and real lumped parameter networks are never exist in the physical world.
We must use Maxwell’s equations to solve the electric networks to obtain accurate results. In fact,
even when we use Maxwell’s equations to deal with all problems, we still cannot get the exact
results of the real networks, because the results from solving Maxwell’s equations just give us
the exact results of the mathematical abstractions of physical electrical networks. The
mathematical abstraction of a physical electrical network is just the approximation of the real one.
The more complex of the abstraction, the more accurate of the model, but it will never be the
exact model of the real network. There are three ranges in the frequency spectrum for which
theories for field problems in general have been developed. In terms of the wavelength (2 ) and
the dimension of the physical electric network (/), these ranges are A >>/, A =], A <</ 8M4
In the first range, the analysis techniques are known as circuit theory. It was developed from
experimentally obtained laws. All elements include the connect lines are treated as lumped
parameter elements, which are the points in the networks and has no physical dimension, so there
is no traveling waves in the networks. In the second range, the analysis techniques are known as
microwave theory; and in the third range, the techniques are known as geometric optics. They are

all based on Maxwell’s theory. They normally treat the electric elements as distributed parameter
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elements if the dimensions of the elements are comparable or far larger than A . Due to the

existence of the distributed parameter elements, there are traveling waves in the networks.

2.1.1 Single-phase Two-wire Transmission Line!***!

Although we can use the Maxwell’s equations to solve the distributed electric networks, we
seldom really solve them by this methoé. The most popular way is to replace a complicated
and/or distributed network by a simple or a series of simple equivalent circuits, and then resorts
to Kirchhoff Current/Voltage laws (KCL/KVL). Transmission-line modeling (TLM), also known
as the transmission-line-matrix method, is a numerical technique for solving field problems using
circuit equivalent. It is based on the equivalence between Maxwell’s equations and the equations
for voltages and currents on a mesh of continuous two-wire TLs. The key technique of this
method is to divided the TL into small sections (dimension= 4x), which can be equivalent to a
PI or T circuit, and then taking the limit as the 4Ax —0 to get the final system equations.
Comparing with the lumped network model, the transmission-line model is more general and
performs better at high frequencies where the transmission and reflection properties of

geometrical discontinuities cannot be regarded as lumped.

i(x — Ax,t) i(x,t)
— —
AN Y
RAx LAx
__gAx
v(x - Ax,t) AT~ v(x,1)
GAx
x—Ax X

Fig. 2.1 Single-phase two-wire line section of length of Ax

We consider a single-phase two-wire TL. Fig. 2.1 shows a line section of length 4 x meters.
We assume the line has a loop inductance L Henry/m, a line-to-line capacitance C Farad/m,

series resistance R Ohms/m, and shunt conductance G Mhos/m. Writing a KVL and KCL
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equation for the circuit in Fig, 2.1.

0i(x — Ax,t)
ot

i(x—A4x,t)=i(x,t)+v(x,1)GAx + CAxav—g:’—t)

v(x - Ax,t)=i(x - 4x,t) RAx + LAx +v(x,1)

Rearrange the equations and get the following equations,

v(x,t)—v(x—Ax,t)= —LAxw—i(x,t)RAx 2.1
i(x,t)—i(x—Ax,t)= —CAxﬂ/Tg—t)-cﬂ—GV(x,t) (2.2)

We use partial derivatives here because v(x,f) and i(x,t) are differentiated with respect to
both position x and time ¢, After solving these two equations, we can get the solutions in the

Laplace transform. The details deduction procedure is shown in Appendix A.

V(x,5)=V*(s)exp(~y(s)x)+V (s)exp(y(s)x) (2.3)

I(x,s)=1I"(s)exp(~y(s)x) + 1 (s)exp(y(s)x) (2.4)

In general, the inverse Laplace transforms of (2.3) and (2.4) are not closed form expressions.
However, for the special cases of a distortionless line, which has the property R/L=G/C, or

lossless line, which has the property R=G=0, the inverse Laplace transform can be express in

general forms as follows:

v(x,t) =exp(—ax)v" (t - %) +exp(-ax)v (t + %) (2.5
i(x,t)=exp(-ax)i* (t - %) + exp(—o%x)i‘ (t + %) (2.6)

i"=v'/Z, and i =-v/Z, (2.7

where u=1/LC, Z =JI/C and a=+vRG u:velocity of the wave.
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From the aforementioned procedure, we can find that the TLM is a physical discretization

approach not a mathematical discretization approach'!.

2.1.2 Model of the Single-phase Two-wire Lossless Line'*

In this section, I will focus on the lossless line. From (2.3) and (2.4), we know at any point
on the TL the instantaneous voltage and current value are equal to the sum of the forward wave

and backward wave. Letting R=G=0 and combing (2.7), (2.5) and (2.6) become

V(x,5)=V"(s)exp(—sx/u)+V " (s)exp(sx/u) (2.8)
I(x,5)= V+Z( exp(—sx/u) - V(s )exp(sx/u) (2.9)

Rearrange (2.8) and (2.9) and take inverse Laplace transform, (2.10) and (2.11) are shown

v(x)+Zi(x 1) =2 (- (2.10)
v(x1)-Zi(x1)=2v (t+%]) @.11)

In (2.10), the values of the left side are determined by the arguments x and ¢. But if we can
keep (¢ - x/u) constant, the left side will also keep constant. That means if 7 is the transit time

from terminal k& to terminal m of the TL, the following equation will be satisfied.

vi(t-7)+Zi (t-7)=v,(1)+Z,i, (1) (2.12)

v (t=7) - 2.0, (t-7) =v, (£) - Z, (1) @.13)
Eqns (2.12) and (2.13) can be rewritten as

i,(t)=1,(t-1)=v,(1)/Z, where I,(t-7)=i (t-7)+v,(t-7)/Z, (2.14)
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(=1 (t-7)+v ()2, where I, (t-7)=i,(r-7)-v,(t-7)/Z, (2.15)
AQ) AQ in(0)
—» —» —
0] [ w0
t t+71
x=0 x=l
a) Terminal variables b) Discrete time equivalent circuit

Fig. 2.2 Lossless line equivalent circuit

From (2.12) - (2.15), we find the voltage and current values of one terminal can be
determined by the voltage and current values of the other terminal 7 time ago. Using this
property, the network can be decoupled from here. So one complicated system is divided into

two simpler systems, it makes the system equations are easier to be solved.

V*(x,s) I(x,s)

— . —»
‘_—
V-(x,s) +
ZC s U V(x,s) [j ZR(S)
k — m
x=0 x=l

Fig. 2.3 Single-phase two-wire lossless line with terminations

Fig. 2.3 shows a TL, which length is /. terminated by an impedance Z; at the terminal m.
The boundary condition at the terminal m is V,(s)=Z(s)Iz(s). Using (2.8), (2.9), and boundary

condition, the relationship between V' and V" at terminal m is shown in (2.16)
V- (s)exp(%) =F,(s)V* (s)exp(—%)

where  Fy(s)= [Z z(s) )/(Z_Rzi_S)HJ (2.16)
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By observing (2.16) and (2.8), we can find the left side of (2.16) is the negative x direction
traveling voltage wave at terminal m, right side except Fx(s) is the positive x direction traveling
voltage wave at terminal m. So the function Fg(s) has a physical meaning, the reflection

coefficient.
V-(s)=F(s)V",s)

When the terminal m is short-circuited, the reflection coefficient Fy is —1; when the terminal
m is open-circuited, the reflection coefficient F is 1; when the terminal m is terminated by an

impedance, which value is Z, the reflection coefficient F is 0.

2.2 Basic Models of the TLM Technique

In the last section, we physically discretize the distributed parameter TL and obtain the
discrete-time equivalent circuit. Through the equivalent circuit, the whole system is decoupled
from here. Normally, in order to make the network easier to solve, we try our best to make it
equivalent to simple lumped parameter network., But in TLM technique, we inversely use the
ordinary technique, and models lumped reactive components as distributed TL sections. To do

this, we can model the system by TLM models of the circuit devices.

There are two kinds of models in the TLM technique, stubs and links. Both of them can
represent the inductor and/or capacitor. The only difference is that the stub is a one-port device,
in which the far terminal is ended by impedance with different value according to the
characteristic of the original electrical device, but the link is a two-port device. These models are
used by Hui and Christopoulos ""*"'36! for transient analysis. After modeling a lumped reactive
component to be a section of distributed TL, the modeling error is unavoidably occurred, due to
the capacitance and inductance effects of TL. The details of stub and link models of passive

components will be introduced in the following sections.
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1. TLM Stubs

In the last paragraph of the last section, I give out the reflection coefficients under three
different conditions. Now I will discuss these three cases in details. According to (2.10) , if the
argument (#-x/u) is constant, the v'(x,?) is constant. Similarly to the v'(x,?), if (t+x/u) is constant.
If we assuming ts, time step, is equal to the round trip time, which allows the wave traveling

from one terminal to another terminal and come back, we have the following relationship
v (0,0 =v(l,t +TV) = —l—v'(l,t +TV) = —l—v'(O,t +7)
2 Fy 2 F,

The V-I relationship at the terminal £ in Fig. 2.3, is shown as following

i(0,1)= L(v+ (0.6)-v(0.1)) @2.17)
Zc
i(O,t—rS)=ZL(v+(O,t—rs)—v‘(O,t’—-z's)) (2.18)
c
Vi) ix) Vil o ixd) Vi) i
— — — — - —¥
e s stz
Zo,u Wxp) Zo,u v(x0) Zo,u v(x0)
k — m k — m k — lm
x=0 x=I x=0 x=l x=0 x=l

a) Short-circuit at terminalm  b) Open-circuit at terminalm  ¢) Z_. at terminal m

Fig. 2.4 Three kinds of terminations for single-phase two-wire transmission line

In case one, a section of TL is short-circuited at the terminal m, as shown in Fig. 2.4a. The
reflection coefficient at terminal m is —1. We use (2.17) minus (2.18) and adopt relationship of

v=v"+v ", (2.19) is introduced.

v(0,6)+v(0,t —75) = Z (i(0,1) —i(0,¢ — 7)) (2.19)
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If we think about an inductance L and use trapezoidal rule to get discrete-time V-1
relationship of it, we can obtain a similar characteristic equation shown as (2.20). That means we

can use short-circuited TLM stub model to represent an inductance in the circuit.
v(0,£)+v(0, —75) = (i(0,6) - i(0,t — 7)) 2L/ (2.20)

The characteristic impedance (Z¢s)) of this TL is 2L/ 7g. The modeling error is /4L,

which is treated as the capacitance of this TL.

Similarly in the case two, a section of TL is open-circuited at the terminal m, as shown in
Fig. 2.4b. The reflection coefficient at terminal m is 1. We use (2.17) plus (2.18) and adopt

relationship of v=v*+v ", (2.21) is introduced.
v(0,1)-v(0,t —75) = Z. (i(0,£) +i(0, - 75)) (2.21)

That equation is equivalent to the discrete-time V-I relationship of capacitance by using
trapezoidal rule. So we can use open-circuited TLM stub model to represent a capacitance in the

circuit. In that model, the characteristic impedance of TL is 75/2, the modeling error is 7 Y/4C.,

In the case three, a section of TL is terminated by a resistor whose value is equal to the
characteristic impedance of the TL at the terminal m, as shown in Fig. 2.4c. The reflection
coefficient at terminal m is 0. Eqn. (2.17) becomes the following equation, which is completely

same as the characteristic of a pure resistance.
i(0,1)=v(0,1)/ Z, (2.22)

From these procedures, we can find the pure inductance, capacitance, and resistance can be
modeled as TL with different terminating impedance. Next, I will give out the TLM stub model,

which will be used in the system model.
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During the system modeling, any wave entered the system is call incident wave, denoted as

v/, any wave left the system is call reflected wave, denoted as v". That notation is more clear that

v" and v". The relationships of these two notations are v'=V/, v’=v'. The TLM.stub model of an

inductance is shown in Fig. 2.5 and (2.23), (2.24). i, is the inductor current, which reference
together with the voltage reference across the inductor forms a standard reference.

‘ﬁt,) I_L(? 0 2v, (tf)_/\RL(:b)

-

— s 20
Y, (1) ——& —ww— S

L= 2 R =

v,(0) Zc = Ryy = s n B R
v (t) + 4_1’(s—l’) —
L v,(0)
a) Short-circuit at terminal b) Thevenin equivalent c) Norton equivalent

Fig. 2.5 TLM stub model of inductor

Eqn. (2.23) determines the V-I relationship. The (2.24) determines the next time step

incident voltage wave.!"

V() =V () + VL () =V () + (i (1) =i, (1)) Rugy = 2V (£) +i, () Ry (2.23)

Vilt+zs)==Y ()= V. (t)- V. (t) (2.29)

vi(t) it
—> —>

ic(t) 2vé' (t)/RC(:b)

- ,
e (0) = O O

i R
VD) Ze = Reg =27_S — w(r) By —>

C - R..
+ o L
ve(®
a) Open-circuit at terminal b) Thevenin equivalent ¢) Norton equivalent

Fig. 2.6 TLM stub model of capacitor

The TLM stub model of a capacitance is shown in Fig. 2.6 and (2.25), (2.26). Like the
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inductance model, ic is the capacitance current, which reference together with the voltage

reference across the inductor forms a standard reference.
Ve (0) =V (0)+ V2 () =2 )+ (i () =1 () Ry = 272 1) 1) Ry 2.25)
Vi(t+ts)= Yo ()= Yo (1)- V(1) (2.26)

From (2.22), it shows the TLM stub model of a resistance is just a resistance connected in

the system without equivalent voltage/current source.

Vi (’) i)
—> —>

-
~ 2

V()

a) Short-circuit at terminal b) Equivalent circuit

Fig. 2.7 TLM stub model of resistance

The equivalent circuits obtained from (2.23)-(2.26) are shown in Fig. 2.5, Fig. 2.6, and Fig.
2.7. The direction of v is the direction of the potential, not the voltage. Using these three
equivalent circuits, any electrical network, which contains these three kinds of components, can

be represented as a network of transmission sections.
2. TLM Links

Like TLM stubs, the link models of reactive components are also obtained by
approximating the lumped reactive components to be distributed TLs. But there are two main
different properties. First, the link model is a two-port model, no matter it is a capacitor or an
inductor. Second, whether a link model represents an inductor or a capacitor is determined by the

relationship between the terminal variable and component variable not by the termination type.
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Fig. 2.8 shows the link model of reactive component. Let’s assume time 7;is equal to the
single-trip time of that TL. For an inductor L, the characteristic impedance (Z,y)is L /7, the
modeling error is 7,*/2L . For an capacitor C, the characteristic impedance (Zcuwy) is 7,/C , the

modeling error is 2C/ 7,°1™

. The difference between the characteristic impedances of the link
and stub is due to the different single-trip time'*). Similar to the procedure described in the last
section, the link model is shown in Fig. 2.8. L and R mean the left ending and right ending of the

reactive components. We can arbitrarily choose one end of link model as left ending and leave

another ending as right ending. Its variables have the following relationship.

i vi() () i 0 v; (t) v t) G
—% —» «— —
-« — «—
vi()  ve(2) v, (£) 3% v (0)
v, (9) Zyy V@) v, () 2y (t) t) ve(®)
a) Transmission line b) Link model

Fig. 2.8 TLM link model of reactive components

V()= 1(8)Zgy +2,V(0) @27
V() = i (t)Zyy + 2,2V (1) (2.28)
v(t-1,)= Li(t—rL)Z(,k)+2Lv’ (t—rL) (2.29)
(-7)= Ri(t—rL)Z(,k)+2 Vi(t-1,) (2.30)
M) =v(t-7,)- V' (t-7,) (2.31)
V()= v(t-7)- vV (t-7,) (2.32)

Let the summation of (2.27) and (2.30) subtract the summation of (2.28) and (2.29), and use

(2.31) and (2.32) in the result. We have the equation
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(Lv(t)— Rv(t))+(Lv(t—rL)— Rv(t—rL))

=((Li(t)— (1) = (Li(t-7,)- Ri(t—'rL)))Z(,k)

(Li(t)_ #1(1) _ (et~ Ri(t—TL)j_2_L_
2

2 T,

(2.33)

If we let Zyx =L/ 7, and assume the current (i ) flow through the TL is equal to the average
value of the current ( ;i and -/ ) flow from the left terminal to the right terminal. The (2.33) will

have the same form as an inductor model discretized by trapezoidal rule.

Using (2.31) and (2.32) in the sum of (2.27)-(2.30), we have the following equation

() + ()= (vt -1)+ (e -7.))

() () (=7, * pi(1=7,) 2y 239)
Lv(t)+ Rv(t)_ Lv(t—‘rL)+ Rv(t—‘rL)

2 2
=((2i(0)+ wi(@)+ (1i(=72) + wile-2.)) )

If we let Z;=1./C, and assume the voltage ( v) over the TL is equal to the average value
of the voltage (v and v ) over the left terminal and the right terminal. The (2.34) will have the

same form as a capacitor model discretised by trapezoidal rule.

The relationship between ,v, zv, v, ,, i, and i determine which element is represented by

TLM link model.

2.3 TLM Stub Models of Electric Branches

From last section, we can find that the TLM stub models of one-port reactive components
are also one-port models. So any electrical circuit can be represented as a network of

transmission sections without topology changes by simply replacing the reactive components
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with the corresponding TLM stubs. If we can define some first order branches as basic branches
to form arbitrary circuit, the number of the circuit node will be reduced and computation will be
accelerated. Because I will use modified nodal analysis method to set up the system equations,
the Norton equivalent circuits are preferred. The following section will discuss some basic

braches. The time step for discrete time modeling since then will be noted as 4+,
Here some assumptions used in this thesis are listed:

(1) All electrical components are lumped components, because the traveling waves are not

issues in my research.

(2) The magnetic branch of transformer is omitted. There are two main reasons to do this
assumption. First, to avoid the possibility of ill-condition system matrices; second, under
the regular operating condition, the magnetic current is very small comparing with the

load current.

(3) The line stray inductance and capacitance are ignored. In this thesis, high frequency

property of the circuit is not an issue.

(4) The stray capacitance of high frequency transformer are also ignored. In the tesed
circuit, the input and output coils of the only high frequency transformer are always

parallel connected with clamp capacitor.

2.3.1 Equivalent Branch Reduction

Adopting the TLM models of the inductor and capacitor, which is mention in the previous
section, we can obtain the equivalent TLM model of any RLC circuit. The size of the circuit
keeps invariant after modeling. If we make the basic branch contain more than one series

element, the branch will be reduced into an equivalent resistance and current source, effectively
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removing unnecessary nodes, which will decrease the size of the circuit conductance matrix, and
improve the simulation speed. The following part of this section will discuss two type of
equivalent branch: type one is that a resistor connects in series with parallel-connected resistor
and capacitor, the type two is that a resistor connects in series with parallel-connected resistor
and inductor. The TLM stub models for these two equivalent branches are given out in the next

part of this section. The detail calculation procedure is shown in Appendix C.

1. Type One

0 R 0 R, i(t)=

R.
W RICR el RE 2R 0 RE (D)
1.0 L
a) Type-I branch b) Intermediate model ¢) Discrete-time model

Fig. 2.9 TLM model of type one branch

Recently, some simulation methods that use the companion models have been
proposed®?*, In these modeling methods, every reactive element is connected with a resistor
in series. This resistor can be a physical element in the circuit, or parasitic resistance with the
reactive element. In order to generalize them further, I add another resistor in the companion

models, which are shown in Fig. 2.9 and Fig. 2.10.

Ve (t) =Reic (t)+2"é (t)
i(t)=ve (1)/R, +ic (2)
v(t)=ve(£)+ Ri. (t)

V() =ve (1= 40) i 1 - 4)

Rearranging these equations, we can get the branch expression as follow.
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O v(t) _ v(t) _ay R,
O, O P R R @39
where V. (1) = ——2Re (s pr)+ 2B BB “RR ()
R.R.+RR.+RR, R.R.+RR: +RR,
g . RE _a
R"’—R‘+R2+RC Re=2¢

By using the Kirchhoff law and TLM stub model of inductors, the original branch is
transformed into a resistance R., in parallel with a current source I,(#). This model is similar to the

standard lumped capacitance model, but with some modification on the formula.
2. Type Two

Similar to type one branch, type two also contains two resistor, one is connected in series
and the other is connected in parallel. Type two equivalent branch can also be modeled as a

purely resistance R,, parallel connected with a current source Z,(t- 4¢)

i@ R o R 0
V(t) R2§ L V(t) R2§ V(t) Req§ QD

7,0 7,0
a) Type-II branch b) Intermediate model c) Discrete-time model

Fig. 2.10 TLM mode! of type two branch
v, (1) =Ri, (1) +2v, (¢)
i(r)=v, (t)/R, +i,(t)
v(t)=v, (1) +i()R,

v (£)=-v, (1 - 4)+v, (t - A)
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Rearranging these equations, we can get the equivalent resistance and voltage source

expression as follow,

(2.36)

i(0) =21, ()= 2,0

eq eq

R,R, +RR +RR,

where v, (£) = BB -a) s BERRRR, 4y
RR +RR, +RR, RR, +RR, +R,R2
R, =R+ KR g2
R +R, Vi's

Eqns. (2.35) and (2.36) are the discrete time equations for two basic branches. The detailed

derivation process are shown in Appendix C.

2.3.2 TLM Model of Mutual Coupled Inductance

In the SMPS system, there are a lot of mutual coupled inductances, such as the EMI circuits,
high frequency transformers, and some unexpected coupled inductances. No matter what is the
function of the mutual coupled inductance, from the view of the physics, they are the same thing,
The only difference is the values of mutual inductances. By using TLM technique, we can obtain

the TLM models of mutual inductance.

As we know, the voltage change over the capacitor in a certain time period is proportional
to the integration of the current flowing through the capacitor in the same time period; the
voltage over the inductor at certain time point is proportional to the current derivative at that time
point. From the section 2.2, generalizing the capacitor and inductor TLM stub model, we have

the following transform formula for any integral term and derivative terms!'>'®,

a() _ yO=5x 020

T 0=y -m)

(2.37)
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o)=L [ o Y0370+ 0

(2.38)
y () =y(t-at)-y (t-Ar)

For the two-winding mutual coupled inductance, the system equations are shown

di, di, .
w(t)=L ldEt)+M ’df’)ﬂl (1)R

n() =m0 B0 ),

After using the TLM technique and rearrange the equations, we have

v, (r)} {R“ +R R, }{i, (t)}z[(v};] (1) + Vo (t))}

2 (l) R, R,+R, || i (t) viz (t) + vlivnl (t)

t } ~2z,” [V'L‘ () vina (')] (2.39)

V2 (1) + v (F)

Rt
[N
N e’
| IN—
Il
-3
L
—
=
—
han
N S

where z,:i[l" M]+[R. 0] Z;'=[Y' le}
T\ M L, 0 R : LA £
ll(t) —> y 4 4—-—12(t) ll(t)——> 4———12(t)

ic Oy, | LE) in®

V) §1 = v [0

r

4_

L L
Y (t) 1 2 vz(t ) Vi (t)

a) Two-winding transformer b) TLM model

Fig. 2.11 TLM model of two winding mutual coupled inductance

The TLM model of mutual inductance obtained from (2.39) is shown in Fig. 2.11. ; and I,
represent independent current sources, which are determined by the history value. ic; and ic;

represent dependent current sources, which exist due to the mutual inductances.
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icy (’) =Y,v, (t) ica (’) =hv (t)

[1, (t):l 2z [vz. (1) +Viera (t)}

L(r) Viz (1) + Vi (1)

For a three-winding mutual coupled inductance, its model has the similar form as

two-winding ones. The TLM model and system equation are shown in Fig. 2.12 and (2.40).

[, (¢) v (1) v (£)+ v, (1) +vi, (1) w(t)] 115(r)
(1) [=Z;' | v, (6) |- 227 | Ve () + v () + Vi (1) | = Z7' | v (1) |+ 1, (F) (2.40)

|55(7) v (1) Vi, () + i, (1) + Vi (1) v ()| | L(9)

(ia()] [Fava(0)+ Eam ()
i (t) =| L (t) +¥svs (t)
Lics (1) ] B (£)+ Yo, (2)
ol _ » ]
V1.2 (t) 0 Rlz 0 vl.2 (t—At)
vy (1) 0 0 R, v, (- 4r)
V;l (t) R]2 0 0 v1 (t — Af) v;‘ (t _At)
Vi()) [=| 0 Ry 0 |Z7 | w(t-dr) |- vi(r-a)
Vi (1) 0 0 R, vi(r—de) | | v (r—ar)
V;l (t) R13 0 0 v;l (t_At)
i 0 R, O '_
V32 (t) 0 0 v32 (t —At)
A i R, | ,-
_V; (t) ] _v3 (f _ At)
‘R 0 0]
0 R]Z 0
O 0 Rl3
Ry 00| [ a)n(e-2) (e~ )
=2 0 R, 0 |Z'| vy (t=Ar)+vy(t—Ar)+ vy, (1—4r)
0 0 R, Vi, (1= )+, (£ = A) +vi (e - Ar)
R13 0 0
O R23 0
L0 0 R
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(B L L] [R 0 0 Y, %, %

ZT‘—'E L, L L,|+|0 R 0 ZT_‘= v, n, Yy

Ly Ly L 0 0 R Y, Iy 4
iO— i) LB —> )

AGEE()
Y. 2 C2
ELZ Tv?,(t) ol % € @TW(»

v | L «—i () v Q' § «i()
. N TTO 1050
L Tv3(r) Yé @D @Tw(»

a) Three-winding transformer b) TLM Model

Fig. 2.12 TLM model of three-winding mutual coupled inductance

The relationship between the self-inductance and mutual inductance is

M=kJLL, <\JLL,

k is called the coupling coefficient, which does never exceed 1. When the inductances are
perfect coupled to each other, the £ will be equal to 1. Let’s see the Z; for a two-winding
transformer, it becomes a singular matrix, so the inverse of Z; does not exist. But there is no
perfect transformer in the world, because of the power losses of the transformer. Therefore, we

always can obtain the model in theory, which is shown in Fig. 2.11 and Fig. 2.12

2.3.3 TLM Model of Transformer

When the coefficient of coupling & approaches unity, which means the coils are coupled
tightly, the determinant of Zr is near zero, and the elements of the inverse inductance matrix
become large and approach infinity. This makes it impossible to solve the transformer state by
using (2.35) and (2.36) in computer due to the ill conditioned device characteristic equations. In

the EMTP theory book, it gives out an advice that only leakage reactance and no magnetizing

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



34
branches (set its value to infinity) are modeled. Let us thinking about a two-winding transformer
first, which is shown in Fig. 2.13. By observing the simplified equivalent circuit in Fig. 2.13, the

V-I relationship of the transformer is shown in (2.41),

i](t)—> vo(t) <+—

7 =50

” R, L,
eal
V() Trans| |Vo(?)/a vy(f)
a:l

a) Equivalent circuit

i) —» V() «— p— ()]
LR, i/a R L

Ideal
v,(®) Trans| |Vo(9)/a v,(0)

a:l

b) Simplified circuit
i 1(t)—> «— iz(t)

ia(t) Il(t) Yl ) lC).(t)

I
R ROEEROR Y

Y,

¢) TLM model of simplified circuit

Fig. 2.13 TLM model of two-winding transformer

v (6)-v, (1) =L, di‘dgt) +i, (1) R, (a)
v, (1) =2 0 _ L di;ft) +i,(1)R, (b) (241)
a

i, ()=i()+i,(t)/a=0 (©)
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Adopting TLM technique, the equation transform into the equation

vi(1)=vo ()= (R, + R)i () +2vy, (1) = Z,i, (1) +2vy, (¢) (a)
(2.42)
v, (1) =vo (£)/a=(Ry, + R,)i, () +2v,, (1) = Z,i, (1) + 2v], (1) (b
Using (2.42) into (2.41) the following equation can be deducted.
I:v, =2, () v, (1)-2v, (¢ :| (a)
-il (’) A Y (’) 2";1 (t) A Vi (t) + 1) (t)
g (ﬁ L) { o Lol o o

o)
R
] Z

Yle (2, 1)"1

:I I:YTIZ(I s2)v, t)

<.

<r)] ©

v, (1+7)

where Y7, = I:azZ az /(azzz+ 1)

Fig. 2.14 is a model of three-winding transformer, which omits the magnetic branch.
Observing the simplified circuit of the three-winding transformer, we can have the following
system equations. ay; is the turn ratio of the first winding and the second winding; a,; is the turn

ratio of the first winding and the third winding.

dillgt)ﬂ, (1) (a) (2.44)
t di, (¢ :
vz(t)-v"a—()= '2() +, (1) R, )
12
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Vs (t)" % (t) =L, di;,gt) +iy (t)Rs ©

a) Equivalent circuit b) Simplified circuit

i](t)—b 1—1'2(1‘)

L)
Yz% 5 Cda @Tvz(t)

ic,% I(t)

()| (| ‘D Sy «—if0)
1 L LG i)

ORI

¢) TLM model

Fig. 2.14 TLM model of three-winding transformer

By using the TLM technique to (2.44), we have the following characteristic equations.

v (£) =17, [v, (1)-2vi, (1); v (1)-2v,,(1); vs(r)-2vi, (t):| (a) (2.45)
i (1) % (7) 2v, (1) w(@ | [50)
B (1) | =Yg va (1) |- Yra| 2022 (1) | = Fpa | w2 (1) |+ L(t) (b)

i, (1) v (1) 2vy,(?) v(1)] L50)
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v (t+7) vi(t)-2v,(6) | [V (?)
Viz (t + T) = _YT23 ¢} (t) - 2"22 (t) - viz (t) (©)
Vi, (t+T) v (1) =2vi, () | [ vis()

ic, (t) Vi (1,2)v, (£) + Yps (1,3)v, (t)
where |ic,(2) |=] ¥ (2,1, (6) + ¥, (2,3)v, (¢)
ies (1) | [ G0 (6)+ 13,2, (1)

- 2 2 2 2
ayZ, +a,Z, -a,a,,Z, -a,,a,,Z,
2 2 2 2
-a,a,,Z, 0,25 + a2, -a,,a,,Z,
2 2 2 2
7 =L —a1,0,,Z, —01,0,,Z) a,ai,2, + a2,
T3 = 2 2 2 2
@03 2,2, + a,0,,2, 2, + a,a,,Z,7,
R, O 0
2 _ 1
Y,=| 0 R, O |l
0 0 R,

2 2 2 2
3 [alzalszzzz a,0,,2,2, a12a132221:|
3=

alzzalzzzzzs + a12a123ZlZB + a122a13ZZZl
2.4 Conclusion

The TLM stub models of two basic branch, mutual inductors and transformers are all given
out now. According to the different functions and physical properties, we can choose different
models respectively. When the reactive components used to decouple the network, link models
may be needed. Otherwise the stub models are the only models we need!"*'*'®, When the mutual
inductors are tightly coupled, we should treat them as transformers. If a transformer is not
coupled tightly, we can treat it as a mutual coupled inductors. Eqns. (2.19-21) shows that the
TLM stub models equal to the discrete time model associated with trapezoidal rule. They give
out the physical means of the modeling error. The TLM link models of capacitor and inductors
are also given out in this chapter. From their characteristic equations, we know that the network
can be decoupled into subnetworks by using TLM link model. But the choice of the simulation
time step is still limited by the traveling time. The solution of this limitation will be given out in

chapter 5. In the next chapter, the generalized TLM transform technique will be given out.
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Chapter 3 The Generalized TLM Method

In TLM transform technique, the integral or derivative terms is transferred into two discrete
equations, which are described by four coefficients. In this chapter, a new TLM transform
formula will be described. In section 3.1, the new TLM transform technique is introduced. In
section 3.2, the new TLM models of devices which were given out in the last chapter are given

out by adopting the new TLM transform formula.

3.1 Generalized TLM Transform Technique

From the section 2.2, we know that TLM models are equivalent to ADC models associated
with trapezoidal rule. As the paper'® said that the trapezoidal rule has a numerical oscillation
problem when current value flowing through an inductor has a high derivative value or the
voltage over a capacitor has a high derivative value. In the SMPS, that is always the case because
that is the fundamental theory behind the operation of SMPS. Therefore, this drawback of TLM
method is really a pain when the SMPS is simulated by this method. As mentioned in this paper,
the back Euler rule can depress the numerical oscillation. If TLM models of reactive components
can be equivalent to the ADC model associated with back Euler rule, the numerical oscillation

can also be depressed.

3.1.1 Integral Term

i) R i(t)
wo) Z. u w9 R, QD
140
k m

a) Open-circuit at terminalm  b) Discrete-time model

Fig. 3.1 Open-circuit at terminal m
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If we connect an open-circuit TL with a resistor (R) in series, the oscillation of the terminal
voltage or current over the TL, due to the high derivative voltage value, can be depressed. Let

discuss the circuit shown in Fig. 3.1, we can have the following equations.

i(t)=%’)-zeq (r):ﬁk(:’l-zvg (r)é 3.1

where V. (1) = 2 v(1 —25) + Z2ZC L (1 - 7,)
eq €q

R,=R+Z.

Combining the (3.1) at time ¢ and ¢ - 75, we have the following equation

R+Z. . Z--R,
chz(t)+ CZC i(t-7g) (3.2)

;‘;(v(r)—v(r—rs>)=

As the description in section 2.2, a section of an open-circuit TL is the stub model of the
capacitor (C), with characteristic impedance ( Zo = 75/2C ). The use of weight-averaged

integration rule to discretize the V-I characteristic equation of a capacitor, we have

xi(t)+(2—2x)i(t—rs)rs=C(v(t)_v(t_rs)) (3.3)

700 --5)) =xi()+ 2-i(e ) G4

Table 3.1 The choice of R corresponding to the integration rule

R Weight Coefficient (x) Integration rule
R=0 1 Trapezoidal rule
R=-Z- | 0 Forward Euler rule
R=2Z, 2 Backward Euler rule

Comparing (3.2) - (3.4), with the changing of R, the weights of the history value and present

value are changed accordingly. The value of R is located in the range [-Zc, Zc] Three typical

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



40

cases are listed in Table 3.1.

So a capacitor’s TLM model corresponding to the Backward Euler rule is shown as:

i(t)=%+]eq (r):%m@ (t)RL (3.5)

where v, (f) =—;—v(t —7g)

T
Ze=t  R,=2Zc=%

Similar as the description in the section 2.3.2, the characteristic equation of a capacitor can
be generalized into an integral term. Therefore, we have the following transform formula

associated with Backward Euler rule for any integral term.

Integral term Generalized TLM transform
a a ;
Hy=—y(t)-2—y'(¢
x(r)=—2r(1)=2—2-y'(1)

Y (f)=%y(f—ﬁf)

y(0)== fx(t)ar

3.1.2 Derivative Term
6] i(?)
I
w| SR Z ()| R, QD
: 1,0
k m

a) Short-circuit at terminalm  b) Discrete-time model

Fig. 3.2 Short-circuit at terminal m

Observing the type two branch, the resistor R, can limit the voltage over the inductor and
then depress the numerical oscillation. Similarly as the discussion of integral term, by proper

choosing the parallel connected resistor, the simulation accuracy and oscillation depression can
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be both achieved. Let discuss the type two branch with zero serial connected resistor.

1

(220 (1)
)=—A2-I _(t)=—4-2v,(t)—
()=, ~tal)=g -2, (3.6)
where v; (1) =—v(t—75)+v,(t-75)
R = Rz
“ R+2Z,
Combining the (3.6) at time ¢ and ¢ - 75, we have the following equation
R+2Z R-Z
Z(i(f)-i(t-75)) = Rcv(t)+ Rcv(t—z's) (3.7)

As the description in section 2.2, a section of an short-circuit TL is the stub model of the
inductor (L), with characteristic impedance (Z =2L/ 7g). The use of weight-averaged integration
rule to discretize the V-1 characteristic equation of a capacitor, we have

xv(t)+(2—2x)v(t—7s)At=L(i(t)_i(t_rs)) (3.8)

Z: (i(t)—i(t-—rs))=xv(t)+(2—x)v(t-—1's) (3.9)

Table 3.2 The choice of R corresponding to the integration rule

R Weight Coefficient (x) Integration rule
R=inf | 1 Trapezoidal rule
R=-Z- | 0 , Forward Euler rule
R=2Z. 2 Backward Euler rule

Comparing (3.7) - (3.9), with the changing of R, the weights of the history value and present

value are changed accordingly. The value of R falls in the range (-, -Z¢] U [Z, ).

So an inductor’s TLM model corresponding to the Backward Euler rule is shown as:
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f(t)=$+1a, (f)=%’l—v2 (t);,;l— (3.10)

where v, (1) =—v(t—75)+V, (t—75)
2L Z.- L
ZC - — Req = =c =-—
Tg 2 1
Similar as the description in the section 2.3.2, the characteristic equation of an inductor can

be generalized into an derivative term. Therefore, we have the following transform formula

associated with Backward Euler rule for any derivative term.

Derivative term Generalized TLM transform

ax(t)  YO)=px()+Y ()
at Y (1)=~(y(t-20)-y' (e~ &)

y(t)=a

In this section, the generalized TLM transforms of integral and derivative terms are given
out. Like the conventional TLM transforms of integral and derivative terms, this new transforms

can also used to model the two basic branch, mutual inductors, transformer, and so on.

3.2 Generalized TLM Models of Electric Components

In section 2.3, the old TLM models of some electric components are given out. In this

section, the new TLM models of these components will be given out.

i(f) R,_ i)
W, RsC Tl oy O] Ra3 €

L0

i(tz

a) Type-I branch b) Discrete-time model

Fig. 3.3 The generalized TLM model of type one branch
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3.2.1 Equivalent Branch Reduction

Applying (3.5) into the type one branch, which is shown in Fig. 3.3a, we have

vi (1) =i ()R, +2vc (1) (@
v (1) =v, (- ar)/2 (®)
(3.11)
v(t)=i()R +v () (©)
i(£) =1, (1) + (t)/R, €)
Rearranging (3.11), we have (3.12).
(2 ) R,
i(f)= R,y +15, ()= R, 2, (t)RzR.,,, TRR.*RE, (3.12)
where v, (t) == Ry v(t-ar)+ RR, v (1 - 4A)
2RR,+RR, +RR, RR,+RR,+RR,
_4a _ _R 4R
RC_ZC Req_ZRC REQ_R]+R2+Req
i(9) R} G i)
W RS L3 v ORe3 QD
Igo()
a) Type-II branch b) Discrete-time model

Fig. 3.4 New TLM model of type two branch

Applying (3.10) into the type two branch, which is shown in Fig. 3.4a, we have (3.13).

vi(£)=5i ()R, +v, () (a) (3.13)
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Vi (t)=—v (1 - ar)+v, (- &) (b)
v(t)=i(£)R +v,(¢) (©
i(1)=i,(1)+v,(1)/R, (d)

Rearranging (3.13), we have (3.14).

(vt v _ R,
i(r)= Ry +1,(1)= Ry v (1) RR.“RR.RE, (3.14)
R‘ZReq RI Req + RZReq

where v, (t)=

“RR TRR TR v(t—4)+ v, (1 - ar)
R2 eq+ 1 eq+ IR2 R2Req+RlReq+RlR2

R =2L/At  R,=R,/2 Rgp=R+RR,[(R,+R,)

Eqns. (3.12) and (3.14) are the new TLM models of two basic branches. The detailed

derivation process are shown in Appendix D.

3.2.2 Generalized TLM Model of Mutual Coupled Inductors

Using the generalized TLM transform formula, we can obtain the generalized TLM models

of mutual inductance. For the two-winding mutual coupled inductance, the system equations are

shown as (3.15).

n()=580 %) g
(3.15)

n( =m0 B0 g,

After using the generalized TLM technique and rearrange the equations, we have

v (?) =[RL,+R, R, } i(f) X (vil(t)+vjm(t))

V2 (f) RM RLz +R2 i2 (t) v22 (t) +V;121 (t)
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-z, (3.16)

1
KR
—~
~ BN
S e’
| —
I |
\,
I_'_——l
N< =
—
N
I__l

le (t +VM12 :l

sz +VM21

}[ +R R, } Z_l_[Y, lejl
0& R, Ru+R| T 7ln o1
0

R,

v,':‘m(t) _ |0 R, Z_,[v,(t—At)—vi,(t—At)—v,"‘m(t—At)}
R T
0

| —

Vi (2) 0 v, (1= Ar)—vi, (1 - Ar)—v},, (1 - 4r)
Viz (t ) R,
WO > e O O i)
e i@ LO |y, | LE o0
vl K0 e e G RIYG)
]
a) Two-winding transformer b) TLM model

Fig. 3.5 TLM model of two winding mutual coupled inductance

The TLM model of mutual inductance that is obtained from (3.16) is shown in Fig. 3.5
which is the same as Fig. 2.11. I, I, represent independent current sources, which are determined
by the history value. ic), ic; represent dependent current sources, which exist due to the mutual

inductances. The expressions of these variables are shown as follow.
|:II (t)} g {v; (r)+ v}"%,12 (t)}
L(t) T v, () + Vi (1)
ey (t)=Y]2v2 (t) iy (t):YZIvI (t)

3.2.3 Generalized TLM Model of A Three Winding Transformer

Fig. 3.6 is a model of three-winding transformer. Its characteristic equations are shown as

(3.17). a3 is the turn ratio of the first winding and the second winding; a,; is the turn ratio of the
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first winding and the third winding.

a) Equivalent circuit b) Simplified circuit

(0 —» «—if0)

L)~
v,>7? by T fa
oo T
\

)

KGIRQ! ‘ F' X0)
?Y ' [T is0)
s (0O Do
¢) TLM model

Fig. 3.6 TLM model of three-winding transformer

W () -v()=1, d’;ﬁ’) +i,(1)R,

(-2 B0 oy,

a),

v;(1)- v(;f:) dl3 (t) +i, () R,

i, () =4 (1) +4, (1) /@, +1, (1) /a1 = 0
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Adopting the generalized TLM technique to (3.17),

v, (£) =1, [vl (= (0)s () =Vvia (1) vy ()i (t):| (a)
i () v (1) vy, (1) v [ 0

B (6) |=Yra | v2 (1) | = Yo | via (1) | = Y| 2 (8) |+ 12 (6)

0] 0] o] o) 150

:' 1 1 (b)

()| [ 12, (1) + (13w, (¢) (3.18)
ic2 (1) [=| Yrs (2,1, (1) + Y3 2.3), (1)

Lics (f) 77,3y, (t) +17,(3,2), (’)

Vi (1+T) vi(@©)-vi, ()| [ vi(r)
. 5 . .
Vi (t + T) ==1r| v, (t) ~Vi2 (t) - Vi (t) (c)
Vi (1+T) vi () =i (1) | | Via ()
2 2
3 [a12a123ZZZ3 @,032,Z, a122a13ZZZl]
where 1, ==—— 5 >
032,25 + a,a,,Z, 25 + 4,032, 2,
B 2 2
ayZ, +anZ, ~,a3Z, —01,03Z,
—a,anZ,  ananZ, +ayZ, —a,,0,3Z,
2 2 2 2
vyl =L —a,013Z, —0,0,Z, alzalszz +a,,Z,
T3 z 2 p 2
L Y A AR W VAV AR e RV AV A
[R, 0 0
2 1
Y= 0 R, 0 |V
1 0 0 R,
Z] [R,+R
Z,|=| R, +R,
Zy| |Rs+R

3.3 Conclusion

The generalized TLM stub models of two basic branch, mutual inductors and transformers
are all given out in this chapter. According to simulation condition, we can choose the models
that were given out in chapter 2 or the model that are given out in this chapter. When there is a

high voltage/current derivative in the circuit, the new models give out more satisfied simulation
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results. Otherwise, the models that were given out in chapter 2 are preferred. In the next chapter,

the switch model will be given out.
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Chapter 4 Switch Modeling and Its Problem

A challenging problem of the SMPS system simulation is the change of the circuit
topologies, which is caused by high frequency switching, Various kinds of switch models can be
chosen to model the switching circuits. In some general-purpose circuit analysis software
packages, such as some SPICE-based software, they adopt detailed micromodeling of
semiconductor devices to model the power electronic circuit. It is unnecessary to do that for
studying SMPS circuits at system level, in which the semiconductor device always operates in
the switch modes. The inclusion of detailed models for semiconductor devises together with
other devices in the circuit just increase the complexity of the system, and computation time.
Recently some different kinds of switch models are developed for the simulation of SMPS. Some
models can keep the system matrix constant to reduce the computation time!>'" %22 gome
models try to minimize the effects of the switch changes™”\. Those efforts really can improve the
simulation efficiency. Except the modeling problem, there are still two main problem related to
the switch circuit simulation, one is the switching time detection, the other is the system

reinitialization technique. I will discuss these problems one by one in this chapter..

4.1 New Switch Models

The TLM switch model proposed by Hui and Christopoulos is a TLM stub model. When the
switch is on, the switch is modeled as an inductor ( L ); when the switch is off, the switch is
modeled as a capacitor (C). In order to have a constant system matrix, the L and C satisfied the
equation 2L/Af = At/2C. This models looks beautiful, and solve the difficulty of the SMPS
circuit simulation. When we investigate the model deeply, we can find this model cannot give out
the satisfied results when there is one or more state variables with high derivative values®'!, even
cannot give out satisfied off-state current value of the switch. In order to overcome this limitation,

the paper [21] just uses it to model the switch with snubber branch to avoid the high derivative
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values.

In paper [27], semiconductor switches are modeled as binary inductors, as a very low value
of inductance (determined by the rating of the semiconductor) during on state, and infinite value
of inductance otherwise. Then the system is partitioned into two parts, one is the switch part,
which includes all switches, and the other is the circuit left. So the changes in topology are taken
into consideration by the least amount of computation. If the backward Euler method of
integration is used for the solution of system equations, the limitation of high derivative value of
switch current at switching time can be overcome. If the switch is just modeled as a resistance
with different values under different states, the derivative value of switch current will not show
up in system equations. Combined with aforementioned switch models, the two-branch model of

the semiconductor switch is shown as follow:

-V, 1 switch on
Branch one: i= Sw ={ ]
N 0 swirch off
Branch two: i= 4
FF
where R}, = RoxRore_ Voy = _Rorr__ Von
ROFF - RON rr T RON
i
v R, ; ;
‘ -
Rore| R
(7 2 - OFH
gV g LS5 Row ;
Vou Von 5 RO.N S , Rorr
1I/R OFF g Von | A Von
& I
a) Linearized characteristics b) Switch model ¢) On state d) Off state

Fig. 4.1 New switch model

In the Fig. 4.1, Rorr represents the off-state resistance of the switch; the combination of Roy

and Rorr represents the on-state resistance of the switch; the DC voltage source represent the

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



51
voltage source V(;N in the Fig, 4.1a). From the Fig. 4.1 c) and d), we can find no matter what the

switch state is, there is always an off-state resistance connected in the circuit. So the structure of
the circuit will not change due to switch state changing, and the system matrix will not be ill

conditioned due to the floating subcircuit.

4.2 Switch Problems

Basically the new switch model is an idealized switch model, which equals to a two-valued
resistor together with a two-valued current source. The transition between these two modes of
operation is assumed instantaneous and is triggered by appropriate switching control signals,
which can be an internal control or external control signals. Thus, the idealized switch model is
discontinuous by nature. Its effect on the simulation has three very distinct aspects, if fixed

time-step simulation is adopted P'!.
1). Switching Delay

Switching event rarely coincides with the simulation time points. Thus, the discontinuous
behaviour of the switch is asynchronous with regards to the simulation time step. When the
switch is allowed to change state only at the fixed calculation time step, it introduces a lag
between the actual switching time and the simulated switching time, and a false forced
commutation in the simulation results. Furthermore, if the circuit variables are not renewed with
updated switched states as soon as the switching conditions have been detected, the time delay

may be as large as two time steps.
2). Initial Condition

If there is a true forced commutation in the system, at least one current or voltage

discontinuity is involved since the operating point slides form one branch to the other branch of
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the V-I characteristic passing through the break point P,. A voltage and/or current value is
discontinuous, which means the value at time ¢+ is not equal to the value at time ¢~ at switching
time. If the initial condition after the switching action cannot be calculated correctly, the error
will show up in the simulation. It cannot just cause a long lasting error, but also can causes an

error system state.

A
IRy,
%forced
c utation
free 1
commutation QT >V
Von Von
/R

Fig. 4.2 Resistive model for switches

3) Simultaneous Switching

Because the transition between two modes of switch is assumed instantaneous, the opening
or closing of a switch may cause a series of other switches to open or close, in a chain reaction,
especially a forced commutation happened. During the procedure of determining new switch
state, the system passes through a series of “mythical modes” until, hopefully, it arrives at a new
mode that permits “divergence of time,” meaning that the simulation can continue and does not

get stuck.”!!

The aforementioned three aspects are all related to the switches” commutation. In the case of
free commutation, we must guarantee zer; current while the switching event happens. In the case
of forced commutation, we must find the correct system state before and after one or more
switches have been commanded to change state while non-zero current are sustained. The
efficiency of simulation of SMPS networks seriously depends on the capability of solving these

three problems. In the following section of this chapter, I will discuss some solutions.
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[38,39,50]

4.3 Switching Time Detection

One way to reduce switching delay and obtain more accurate switching time is to reduce the
time step. However, this will also increase the computation time proportionately, and still may
not give good enough results. The more precise switching time detection can be achieved by
using a variable time step solution, where if a switching event is detected, the program will
sub-divide the time step into smaller intervals, but it will increase the computation burden.
However, this does not circumvent the problem of spurious voltage and current spikes, due to

current and voltage differentials when switching inductive and capacitive circuits.”

Table 4.1 Operating conditions for various switching elements

Switching Element Conditions for ‘ON’ state

Diode v, >Von

Transistor (BJITMOSFETIGBT) [ v >V, and v_, >0

W gate

Thyristor (SCR) v,, 20, if previously 'ON'; v, 20, and v, >0

gate

We all know that the computation speed of fixed time-step simulation is very fast. If we can
obtain the acceptably accurate switching time by using fixed time-step algorithm, the usage of
variable time-step for switching time detection will become unnecessary. When we choose the
simulation time-step, we have a criterion that the chosen time-step should be far smaller than the
system dynamic time constant that we are concerning. That means the system variable trajectory
can be fitted by a certain type of curve between two adjacent time points. So the
interpolation/extrapolation techniques can be used to determine the switching time. When we use
interpolation/extrapolation technique to estimate the switching time, we must remember one
thing. No matter what kind of commutation happens, the signal that is interpolated/extrapolated
is always a control signal. For internal control switch, the control signal is its own current or

voltage signal; for external control switch, the control signal is the input data of its control logic.
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The operating conditions for different semiconductors are listed in Table 4.1.

()

iW It(n-l) tow it(n) t +TV g
L T 2

x(f) ® Calculation results ™ Interpolation results

Fig. 4.3 Switching time detection

The Fig. 4.3 shows the algorithm of switching time detection, which is called double
interpolation technique that has been used by PSCAD/EMTDC™. Assume x( t(k)),k=1,2,3,4,5
represent control signal of the switch at time point k; Vg represents the threshold value of the
control signal. With the assumption in mind, when the switching occurs at time ¢, between #(n-1)
and #(n), the switching time can be obtained by (4.1), and the state value at point 3 can be
accurately obtained by using linear interpolation by (4.2). By using the estimated state variables
and system equations for time-step ( Af), we can obtain state variables at point 4. Through
another linear interpolation, we obtain the state variables at point 5. Then the system state can be

updated at the regular simulation time point, and resume the simulation after discontinuity.
Vo = x(t(n - 1))
t, =4 4.1
x(t(n))-x(t(n-1))
- -1
X(tm)=X(t(n—1))+X(t(n)) x(t(n ))

tSW
At

4.2)

Eqns. (4.1) and (4.2) are the formula for linear interpolation. The equations of extrapolation

are (4.3) and (4.4)
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Ve —x(t(n-1))
For = x(t(n-1))-x(¢(n-2)) o (43

x(¢ )=x(t(n_l))+x(t(n—l))—x(t(n—Z)) (4.4)

If multiple switching actions happen in one time step, the only thing we need to do is to
repeat those step that adopts interpolation technique until reach the normal simulation time
point™!. Because the extrapolation technique requires two history values, it cannot be used to
solve the multiple-switching case. Under free commutation condition, there are no peak
variations of voltage/current or Dirac impulse in the circuit. Therefore, we do not need try to get
the initial conditions after the switching, and the value that is obtained by (4.2) or (4.4) can be
used to restart the simulation procedure!*?!, In the case of forced commutation, the switching time
still can be obtained by this method. But we cannot use the interpolated system variable
generated by (4.2) or (4.4) to do the simulation continuously due to the existence of the
voltage/current discontinuities™®. In the next section, I will deal with the case, in which forced

commutation happened.

4.4 Initial Condition After Forced Commutation

Through a forced switching, one or more system variables are discontinuous. In order to
restart trapezoidal integration, two different kind of technique can be adopted. First kind of
technique tries to keep the structure of the circuit constant and use different discrete-time
integration technique to restart the simulation. This kind of technique has a common step that is
to use backward Euler technique to start the first step of calculation, because the backward Euler
technique does not need history values of discontinuous state variables. It is assumed from
theoretical considerations that the inductor currents and capacitor voltages cannot jump between
" and t". After that some methods continue to simulate forward and go back to the normal time

mesh; some methods use negative time-step to return to the last switching time ¢ and then restart
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the simulation™"). Second kind of technique is to transfer the system into a DC networks, and use
Compensation Theorem to find the correct switch state after any forced commutation ¢, This
method is also base on the same theoretical considerations as the first kind of technique. The

following section will introduce the second technique.

4.4.1 The Compensation Theorem'”!

The compensation Theorem is direct consequence of superposition and permits easier
determination of some voltage or current variable. In this theorem, a subnetwork is replaced by
an ideal voltage source whose generated emf at any instant is equal to the instantaneous potential
difference across the terminal of this subnetwork or an ideal current source whose generated
current at any instant is equal to the instantaneous current flow through the terminal of this
subnetwork. A general situation is depicted in Fig. 4.4, where a two-terminal subnetwork B is
shown separated from the rest of the network. Assuming that we have already known the current
i and the voltage v of subnetwork B, it would be possible to place a voltage source v, = v in
parallel with subnetwork B without affecting any other system variable, since the voltage across
this terminal is not changed. But now subnetwork B can be removed entirely, since subnetwork A
is not affected by this remove. The result, shown in Fig. 4.4b, is to replace a two-terminal
subnetwork by a voltage source whose voltage is equal to the already calculated voltage of the

subnetwork.

A similar discussion applies that involves the already determined current in subnetwork B.
The only difference is that the current source i, = i is in series with the subnetwork B. So the
subnetwork A just can see the current source, and cannot see the subnetwork B. So the
subnetwork B can be removed. The result, shown in Fig. 4.4c, is to replace a one-terminal
subnetwork by a current source whose current is the previously calculated value of the current in
the subnetwork. From the above description, we can notice that, in order to apply the theorem, it

is first necessary to know the voltage or current of a one-terminal subnetwork.
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>
Sub Sub Sub Sub
network network network network C{)
A B A A i=i

a) Original network b) V-source substitution c) I-source substitution

Fig. 4.4 The compensation theorem

4.4.2 Modification of Femia’s Technique

To Use superposition and compensation theorem, we can easily evaluate the effects of a
branch resistance change upon all system variable of any LTI network. Considering the
simplified V-I characteristic of a switch, the state change means resistance change. By using this
technique, the initial condition after switching can be easily obtained. Thinking about the new
switch mode! I proposed, the resistance goes to infinite, when the switch is off. That means the
technique used by N.Femia®® failed when dealing with new model. But if we use another type of

compensation source (current source), the compensation theorem becomes useful again.

Network| T R Network Network +
s ON N . .
with | v, — | with with v,
source source Vew

source | VOE,]‘

Y 1R %
Network| T/ Network| T Network| T Von
with v, ==| with |, ())(A)=| with v §
source | __ source | _ source | >|
_1 k

b) Off-state equivalent circuit

Fig. 4.5 Equivalent circuit
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The basic assumption for compensation source technique is that the inductor currents and
capacitor voltages cannot jump between ¢* and £ '*¢l, At the time of switching, the inductor can
be treated as a DC current source and the capacitor can be treated as a DC voltage source®',
Then the whole system turns into a DC circuit at the switching time. That brings an added
advantage — the switching time decoupling, to the system simulation, which will be shown in
chapter 6. According to compensation theorem, the equivalent networks when the switch is on or

off is shown in Fig. 4.5.

Let us discuss on-off forced commutation of the switch at time ¢ first. The changing
procedure is depicted in Fig. 4.6. The network comprises LTI resistors and ideal independent
current and voltage dc sources. As shown in Fig. 4.6a, the current output of network is zero,
when the switch is off. A zero current output could be represented as two identical current
sources with opposite directions. Using superposition, the Fig. 4.6a become the sum of Fig. 4.6b
and Fig. 4.6¢. If we let i;, equal to the switch current at time ¢, Fig. 4.6b is equal to the system
when switch is on at time ¢”. All system variables (x(¢ ")) have already known. The only thing we
need to do is to solve the auxiliary circuit, which is excited only by one current source. When the

auxiliary circuit is solved (x,), the initial condition at time ¢ is

x()=x(r")+x(a) (4.5)
——
Network| T i=0 Network Network
with | v, = with + | without ;
source | source i source sw
a) Off-state b) On-state ¢) Auxiliary circuit

Fig. 4.6 Switch state transition from on to off

Now let us discuss state transition from off to on. The changing procedure is depicted in

Fig. 4.7. First look at Fig. 4.7b, the voltage over two voltage source is equal to the terminal
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voltage, so the terminal current is zero. It represents off state of switch. Fig. 4.7a represents the
system when the switch turns on. According to superposition, the circuit in Fig. 4.7a equals to the
sum of Fig. 4.7b and Fig. 4.7c. If we let V, equal to the switch voltage at time ¢~ ( switching
happens at time ¢ ), Fig. 4.7b is equal to the system when switch is off at time ¢. All system
variables have already known. The only thing we need to do is to solve the auxiliary circuit,
which is excited only by one voltage source. If we use nodal analysis method to solve the
auxiliary circuit, we need to change the Norton equivalent branch into Thevenin equivalent

branch. If we use mesh analysis method, we just leave Norton equivalent branch alone.

+1 -
Network| =~ Network| V§n Network R
with vswV == | with |V, —+ | without
source ON [ source |__ source | p _p
— sw = ON
va‘VON
a) On-state b) Off-state ¢) Auxiliary circuit

Fig. 4.7 Switch state transition from off to on

There is an advantage of transferring the system into a DC network. Due to the forced
commutation, normally simultaneous switching will happen in the system. During the procedure
of finding the correct system switch state, the problem for simultaneous multiple switching is

also solved.

4.5 The Search of the Consistent Switches State

From the last section, we know if we obtain the system state of auxiliary circuit, we can
easily obtain the initial condition after forced commutation, and get the consistent switch
state(CSS) at the same time. For solving auxiliary circuit, I choose modified nodal analysis

method. The system equation express as (4.6).
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V,=Y,I, (4.6)

a

I, is vector of currents flowing into the switch caused by compensation source, which is

determined by the transition direction of individual switches;
V, is vector of the voltages of auxiliary circuit;

Y, is DC net system admittance matrix changing with the state of switching devices.

Store the initial state of switches
before the forced commutation

(i(r):u(1),88)

A J
Define the new state of switches
according to the control signal
(88Y)

Y
Setup the DC net system matrixYini
and Ja according to SS™ and SS* and

calculate new switch voltage
v,=Yini'* v =)y,

§S*<=88"*

A

Determine the SS** according to the
bias conditions

if SS* equal to SS**

Fig. 4.8 Flow chart of CSS search algorithm

Fig. 4.8 is the CSS search algorithm. At each step the Y,,; is just determined by the trial
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switch state. The value of [, is determined by both switch state at time ¢~ and the trial switch state.
For example, when a switch transits from on to off, the compensation current is the switch
current at time ¢ ~; when a switch transits from off to on, the compensation current is decided by
the switch voltage at time ¢~ and switch thresh hold voltage. All discontinuities of voltages and
currents caused by the synchronous change of switch state should be involved in this current
source vector. According to (4.6), the updated bias conditions can be check again. If all bias
conditions are fulfilled. The CSS has been found. Otherwise, this step should repeat again
according to the new trial switch state. The main advantage of this algorithm is that no prior

knowledge of the circuit is required.

4.6 Conclusion

This chapter gives out the switch model and shows that problems of free commutations and
forced commutations of switching can be solved by the same type of switch model. The only
difference between forced commutations and free commutations is whether we need to get the
initial condition after switching. In the next chapter, 1 will discuss how to use TLM stub model to

decouple the system.
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Chapter S System Decoupling Technique

In the last chapter, the switch model being used in this thesis has been given out.
Accompany with the CT technique, the initial condition after the forced commutation can be
easily obtained by solving a series of DC networks. In this chapter, the system decoupling

technique is proposed based on TLM stub model.

5.1 TLM Link Model Decoupling Technique

Thinking about a network, which consists of two subnetworks — L and R, which are
connected by a capacitor. By using the capacitor’s TLM link model, the whole network is

decoupled into two subnetworks, which is shown as Fig. 5.1.

Li(t) Ri(t

mAACBA

—»
L Lvlrk(t) va,k(t) R L

a) TL Linked network b) Decoupled network c¢) Decoupled network

Fig. 5.1 Link-stub model decoupled network

In the procedure of proving (2.27) and (2.28), we use (2.31) and (2.32), which are rewritten
in(5.1)

V(1) = qv(t=4t) - oV (1 - Ar)

W (£)= pv(t—ar)- v (e - Ar) (5.1)

Combining equivalent circuits of link models and these equations, we find that the

equivalent circuit of left ending can be determined independently from the L-subnetwork; the

equivalent circuit of right ending can be determined independently from the R-subnetwork. Till
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now, the whole network has decoupled as two subnetworks and can be simulated at the same
time, which increases the simulation efficiency. As we know, the switching frequency of diode
rectifier part of the SMPS is very low and the voltage across the DC link capacitors will not
change much within a few microseconds, so the time step for simulating that part of networks
does not need to be nanoseconds; the switching frequency of DC-DC converter is very high, in
order to let simulation results show the switching waveforms correctly, the time step for
simulating that part of networks need to be hundreds nanoseconds. During the simulation
procedure, two subnetworks need exchange energy every time step"®. So the final simulation
time step is the smaller time step, which is unnecessary for the low frequency subnetworks. In
order to improve efficiency of the simulation, we need to make some change to allow us choose

time step separately.

The advantage of link model over the stub model is that the link model is a two-port device,
which makes the network decoupling possible. But it becomes a disadvantage of it when we try
to improve efficiency further, due to the need of energy exchange. The disadvantage of stub
model is a single-port device, which cannot decouple the networks. But after decoupling, this
disadvantage becomes its advantage over link model, because it does not need energy exchange
and makes the subnetworks independent networks. By combining these two models, we can
choose the time step separately according to the different dynamic property of different
subnetworks. 4 #; and A4 ¢, represent the time step for L-subnetwork and R-subnetwork

respectively. Ay, is integer times of 4. The basic simulation procedure is shown as follow:

1) Determine the incident pulse value for link models w.rt. A, according to the
calculation results of the last step, and calculate the terminal voltages and currents of both

endings.

2) Determine the reflected pulse of link models w.r.t. 4¢;. The reflected pulse is equal to the

difference between terminal voltage and the incident pulse. According to (5.1), the reflected
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pulse take one time step ( 41, ) to reach another terminal to become the incident pulse, so the
simulation can do continuously. But there are two shortcomings in this stub-link decoupling
technique. First, it introduces an error into the simulation procedure -- the voltage over the
reactive component has two different values at two terminals when we use link models. This
generates fluctuations at the two terminals of the TLM link model ", In order to depressing this
side effect, an improved TLM link model was proposed in [18]. It uses the average voltage value
of the two ending instead of the individual voltage value in (5.1). The adjusted equations are
shown in (5.2). Second, The voltages over the decoupling capacitors are assumed to be constant
between two simulation time points. It will limit the choice of the decoupling components. I will
introduce voltage evaluation algorithm, which allows us to adjust the voltages over the

decoupling capacitor according to the system simulation results.

v(t-T)=(v(t-T)+ ,v(r-T))/2
M(E)=v(t-T)- v (t-T) (5.2)
() =1-1)= Y (¢-T)

3) Determine the reflected pulse of stub models w.r.t. Afz. This step needs the conversion
between link model and stub model. We can choose different time step for link model and stub
model to increase the simulation efficiency. Providing two models are all equal to a same device,

its terminal variables (v and i) should be equal. So the conversion equations are,

Vi =i Zgy = Z) )/ 24V Yy =1(Z) ~Zy )/ 2+Vly,) (5.3)

From the incident pulse for link model, we can obtain the reflected pulse for stub model,

which is the incident pulse for the next time step. The detail description is in [11].

4) Use the incident pulse of stub models w.rt. At to solve the subnetworks. After

obtaining terminal voltage, we can find difference between terminal voltages and incident pulse,
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which is the reflected pulse. According to (2.26), this reflected pulse is the incident pulse for the

next time step. Continue to solve the network till the time for the next energy exchange. Go to 1)

By doing step 1 to 4, the high frequency part and low frequency part of the network can be
decoupled and simulate parallel. Only at the predetermined simulation time point, the adjacent

subnetworks need to do the voltage adjustment.

3.2 New Proposed TLM Stub Decoupling Technique

Eqns (5.2) indicate that we need to know ;v and v before v. Let’s assume that ,v(¢), zv(¢),
(0, i), V(t), and i(f) represent the state value of the decoupling capacitor where a TLM stub
model is chosen. If we choose different time step for two subnetworks, for any time which is
exactly coincident with the L-subnetwork time grid, the average capacitor voltage can be obtain
by the exact simulation results; for any other time, not all system states of L-subnetwork and
R-subnetwork can be obtained simultaneously, so the estimation values are need for those time

points,

5.2.1 Voltage Changes of the Decoupling Capacitor

The V-I relationship at time 7, and ¢+ At at L-terminal satisfy the following equations.

Li(tO)Z(sb)+2Lvi (%)= v(%) (a)
(5.4)
it + A Z g +2,V (8 + A) = v(t, + A1) (b)

Using (2.26) into (5.4), we can find the sum of these two equations is the voltage change of

capacitor at the L-terminal between time ¢ and 7+ A+,

Apv(ty+ar)= v(t,+4t)— v(t,)=(,i(t, + )+ Li(16)) Z (5.5)
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Similarly, for the R-terminal we have the following equation.

Apv(ty+ A1) = gv(ty + A) = (1) = (aits + A) + £i (1)) Z) (5.6)

From the basic V-I relationship of the capacitor and adopting trapezoidal rule, we have (5.7).
It means the voltage change of the capacitor is the sum of the voltage change at the both

terminals of the stub model.

Av(t, + a) = (i (4 +At2)gi(t0))At
= (110 + 40)+ (1) + it + 2+ 4i(1)) 2 G
=A,v(t, + At)+ Apv(t, + &)

v(ty + At)=A,v(t, + A+ Agv(t, + At) + v (8, + At) 58

=A,v(t, + At)+ gv(ty + &)= Apv(ty + At )+, v(t, + At)

From (5.7) we know the voltage adjustment at each energy exchanging time can be done by
just using TLM stub models, and the new voltage can be obtained according to (5.8). Therefore,
the TLM sub-link conversion becomes unnecessary and only the TLM stub model is needed to

do the system decoupling.

5.2.2 Voltage Evaluation Method

Like it was said before, when the time steps, 47, and At;, are different, the evaluation of
the decoupling capacitor voltages in the time interval {#, f,+ 41¢,] should be done. All evaluation
method are based on an assumption that the capacitor is large enough and the time step is small
enough that the voltage curve can be fitted in one time interval by low order polynomial *2,

There are three algorithms can be used to do the capacitor voltage estimation.

Algorithm I: Zero-order holder
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This algorithm looks like connecting a zero-order holder at the stub terminal. In the time
interval [y, tp+ At;), the capacitor voltage will keep constant that is equal to v(¢,). Therefore, we

have the following equations to get the incident wave for the system simulation.

oV (o + kAt )=v(t,)— oV (8, +(k=1)4t) (5.9

At

47 a7 R

WV ﬁdqmmqmd
Algorithm 1

14 - p{ -«— Constant Voltage

Algorithm I &V
r. o AT e R AT LU N e L .o"{ - Extrapolated Voltage

/
L d
YO O O 9) O O (O <«— Interpolated Voltage
Algorithm ITI L
A d
iy ﬂ) ONO) <«— Interpolated Current
4
VX X
t
t,— At t 1, + At,
---»  Extrapolation X Voltage adjustment

O Interpolation a System Calculation

Fig. 5.2 Evaluation algorithm for obtaining capacitor’s link model voltage

In the time period [#, fy+ 41¢;], the voltage increment of R-subnetwork can be obtained by
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Av(t, + At)
=(Ri(to+k4tk)+Ri(to+(k-1)ArR))‘2”—C'j+ARv(tO+AtL) k=1 (5.10)

Av(t,+4,)=0 k=0

After the simulation of time point 7+ 41, the voltages over decoupling capacitors should

be updated by (5.11)

. . At
Av(ty + 4t ) = v(t,+ 48, )—v(t,) = (i (1, + 41, )+ Lz(to))z—CL

Aev(t, +kAty) = pv(ty + kAt ) = v(t, +(k=1)4t,)
=(ai(to +kdty) + 2 (16 +(k—1)AtR))£2"CA (5.11)

v(t, + 41, ) =v(t,) + 4y (t, + 4,) + D A (1, + k)
=, v(t, + A, )+ Av(t, + At,)

Algorithm II: Voltage Extrapolation -

Because we know all history values, so we can perform extrapolation to obtain the capacitor
voltage of any time point ( #;, ) in time interval [t,, f,+ 41, ). According to the actual voltage
curve shape, we can choose different orders polynomial to perform curve fitting. Normally the
linear polynomial can give out a satisfied result. With the increasing of the order, more history
data are required to perform extrapolation. The linear extrapolation and second order

extrapolation are shown as:

N v(to)—v(l‘0 _AtL)tA

V(to +tf") = v(tO) AtL in (512)
a 0 o 17'|v(%)

bl=| Aa? A, 1| |v(t -

. ’ : (t, - a1,) (5.13)

441> 24, 1 v(t, —241,)

v(t,+t,)=at,’ +bt, +c
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Eqn. (5.12) is for linear extrapolation, and (5.13) is for second order extrapolation.
Anyway, for any kind of extrapolation at the start point, a zero order polynomial is used, which
keep the capacitor voltage constant in the following time interval. In fact, the algorithm I is that

kind of extrapolation.
Algorithm III: Voltage or Current Interpolation

The advantage of algorithm II is its flexibility. We can choose different type of extrapolation
curve. The disadvantage of it is its stability. If we can use interpolation to do the estimation, the
stability of the simulation will be improved. There I will introduce the method using

interpolation technique.

Eqn. (5.7) means the voltage change of the capacitor is the sum of the voltage changes at
the both terminals of the stub model. So we can interpolate the voltage change from 0 to ;v(f,+ 4
1) - W(to) or current from ;i(ty) to ,i(fo+ 41,) to obtain the voltage change contributed by the
L-subnetwork during any time interval. The capacitor voltage of R-subnetwork is already
includes the voltage change caused by its own subnetwork. Therefore, the capacitor voltage at
time #y+£;, is
_ ot +4) - v(t)

vt +1,) At b (5.14)
L or

)+ Lty +a)—, i(to)tm
4,

Av(ty +1,)= (i) +,i(5+1,)) 2,

Lty +1,)=Li(%
(5.15)
sb)A_tL

v(t0+tin)=ALv(tO+tin)+Rv(t0+tin) (516)

The above algorithms are indeed capable of doing good estimation. The algorithm I is the

simplest algorithm, which does not adjust the capacitor voltage between two adjacent
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L-subnetwork time points. Both algorithm II and III adjust the capacitor voltage according to the
simulation results, but they also héve difference. Algorithm II uses history value to do the
adjustment by using extrapolation; algorithm III uses current value to do the adjustment by using

interpolation. From theory, the interpolation is more reliable than the extrapolation.

5.3 Conclusion

In this chapter, a new system decoupling technique by using TLM stub models is introduced.
The old decoupling technique introduced by Hui and Christopoulos needs the TLM link model at
each energy exchanging time point, and then convert the incident wave of link model to incident
wave of stub model to do the system simulation between two adjacent energy exchanging time
points. This requires two different system matrices according to the usage of the different TLM
models. In the new decoupling technique, there is no usage of the TLM link model. Therefore,
the conversion between the link and stub model is avoided and the system matrix that is adopted

to do the energy exchanging is the same as the system matrix that is adopted to do the system

simulation.
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Chapter 6 System Modeling

In the chapter 2, 3, 4 and 5, the TLM device models are all given out. In order to do the
system simulation, not only the device models but also a suitable and high efficient simulation
algorithm are needed. It determines whether the device models are practical and reasonable.
Nowadays, there are two main popular approaches: one is the state variable technique; the other
is the modified nodal analysis method. By using the state variables technique, we can get the
minimized system integro-differential equations and easily track the dynamic behavior and test
the stability of the circuit. But the setup procedure of this technique is much more complicated

than nodal analysis method. Some researches

#91 have been done to simplify the setup
procedure of this technique. The modified nodal analysis method is based on KCL and device’s
V-I relationship. It has a set of direct procedure for us to set up the system algebra equations,
even though the size of the system equations is not minimized. Due to the adoption of the
discrete device models, all electrical devices are transferred into resistors, controlled or

uncontrolled sources and their combinations. These changes make the system easier to deal with

by modified nodal analysis method.

6.1 System Setting-up Procedure

As mention in chapter 4, the new switch model is a nonlinear device, which contains a
two-valued resistor and a two-valued current source. If we do not separate that model from other
devices, all entries in the system matrix Y that are related to the nodes connected with this switch
will change with the switch state changing. In order to limit that side effect of the switch state
changing, we had better isolated switch models from other circuit. By the way, during the circuit
designing stage, monitoring the voltage/current information of the switches is always a key issue.
So if we add the switch current as the system variables, it will not add extra burden to the

simulation computation.
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6.1.1 Device Models for Modified Nodal Analysis Method

Modified nodal analysis method is based on the node voltage and uses the admittance
description of the device where available, such as resistors, capacitors, inductors, and
voltage-controlled current sources. For the circuit consisted by those devices, the node voltages
are chosen to be the unknown variables. For the device whose admittance description is not
available, such as pure voltage sources, and voltage-controlled voltage sources, the current of it
is chosen to be the unknown variables. Due to the adoption of discrete—time model, the capacitor
and inductor are transferred to be a parallel-connected branch that consists of a resistor and
current source; the transformer is transferred to a combination of resistors, controlled sources,

and pure sources. Table 6.1 gives out the modified nodal formulations of resistor and sources.

In the table6.1, the formulations of two kinds of current-controlled sources are not given out,
because these two devices can be transfer as the pure sources or voltage-controlled sources. Such
as a current-controlled source, if the control signal is generated by a pure current source, that
source is transferred into a pure source; if the control signal is generated by a resistor, that source
is transferred into a voltage-controlled source; if the control signal is generated by a combination
of resistor and current source; that source is transferred into a combination of voltage-controlled
source and a pure source. Other devices such as mutual inductors, operational amplifiers, ideal
transformers etc. are easily to be modeled by combining these basic devices. Therefore, the
unknown variables for modified nodal analysis method not only include the node voltages but

also include the currents of voltage sources.

The switch model is a combination of two resistors and a two-valued voltage source. The
treatment of this model is a little different from normal resistor. Unlike the normal resistor, the
current flowing through branch one that has an ideal switch in it is also set as an unknown
variable. So an extra equation corresponding to the switch is shown in the set of simultaneous

equations.
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Table 6.1 Modified nodal formulation of some components

73

Device Symbol Device equations
i(H) For node it i(¢)=(v,(¢)-v, t R

Resistor O—wW—D 0= ( ) )/
R For node j: l(t) -v,(1) )/R

Voltage source

i,(t) is unknown,
For current i, (¢): v, ()= v, (t) = v, (r)

Current source

P

Fornode iz I (t) is negative;
For node j: I (r) is positive.

Locate at right side

Voltage-controlled

voltage source

i (t)
kv (1)

i, (¢) is unknown,
For node i: i,(¢) is positive;

v, () =v,(6) = k(v (r) - v, (1)) =0

Voltage-controlled

current source

® ia(t)@
VC(t)E] c(t)
Q)

Fornode i: i,(f) = g(vk (6)-va (1))
Fornodej: i,(t)=-g (vk (D)-v, (t))

current source

Ei_j (t)
C]

® i {t) is unknown,
Current-controlled i l(’) ( ) L . .
ki(z) |For node i: i, (t) is positive;
voltage source .
@ v (1)-v; (1) -k, (£)=0
@ i (t) :
Current-controlled i, (¢) is unknown,
ki(o

For node i: i,(r) is positive;

Switch

Ky Branch one
_>o/c, M=
@z Royy (@

(]
orr " Vo

A Branch two

Branch one: i(t) is unknown:

vj(t)—V(;N S 1 switch on
Ry "0 switch off

i(t)=S*vi(t)_

6.1.2 System Matrix Setting-up Procedure

[33,34,35]

Till now, the model descriptions of devices used in the SMPS are all listed out. The next

step is to give out the system equations building procedure. Suppose the network has » nodes, m
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voltage sources, and p switches. Select a reference node (usually ground) and name the
remaining n-1 nodes, name the currents flowing through the m voltage sources and branch one
currents of p switches. Also label currents through each current source. So the system has

n-1+m+p unknown variables. The equations of the system are denoted as
AX =7 6.1

A is the system matrix, which is a (n-/+m+p)x(n-1+m+p) matrix; X represents the
unknown vector and includes all node voltage, currents in the voltage sources, branch one of all
switches and controlled voltage sources, which is a (n-/+m+p)x1 vector; Z represents the system

input, which is also a (n-1+m+p)x1 vector.

Omit the branch one of all switches. Due to the existence of the Rgsr, the system topology
keeps unchanged. Write an equation for each node and each voltage sources according to the
KCL, KVL and device characteristics for Ng;c. Only current term of the current source and
voltage term of the voltage source are left at the right side of the equation. Other terms are all

located at the left side of the equation. For network Ni; ¢, the system equations are

¥X, =2,

Y B vn Isource (6'2)
] X, = "* Z =

BY 0 l:oun‘e Vsnurce

Yis a (n-1+m)x (n-1+m) matrix, which is the system connection matrix and contains the
information about the structure of system Nz, and device admittance; Y, is a (n-1)x (#-1) matrix,
which is the node conductivity matrix; By is a (n-1)x m matrix, which is the voltage source
connection matrix; B} is the transpose matrix of By; Vue is a (n-1)x1 vector, which contains
the unknown node voltages; i, is @ mx1 vector, which contains the unknown currents in the
idea voltage source; Lyour. is a (1-1)x1 vector, in which each entry is the current flowing into the

corresponding node from current source; Vur. is a mx1vector, in which each entry is the voltage
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of the corresponding voltage source.

And then write voltage equations for branch one of all switches. So system matrix ¥ will

extend to be 4. More sub matrixes will be shown in the system matrix 4.

2-\7 ] zelsra] ©3)

All matrixes ever shown in the last step are kept constant. The new matrixes are added due
to the existence of the switches. B is a (n-1+m)x p matrix, which is the switch connection matrix;
B'is the transpose matrix of B; D is a pxp diagonal matrix, which diagonal entries are the
equivalent resistances of the branch one of switch model changed with the switch state changing;
i is a px1vector, which contains the unknown currents in the branch one of switch model; Sis a
pxp matrix, which diagonal element represent the state of the corresponding switch; ¥, is a px1

vector, in which each entry means the threshold voltage of the corresponding switch.

The main advantage of modified nodal analysis method is that it is very suitable for
computer analysis. Just according to some very simple rules, the system equations can be easily
obtained. These rules are classified into six categories. The subscript O represents the original
system; the subscript N represents the new system where an extra device is connected into the

original system.
1. Resistor R

Assume a resistor R is connected between node i and ;.

A, (i) =4, )+ YR 4, (j,7)= 4 (G, /) +/R

4y )= 400 ))-YR Ay (jri)= 4o (joi) YR €
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2. Voltage Source V'

Assume voltage source V' is connected between node i and j. Because the voltage and
current of a voltage source are independent to each other, the current in the voltage source should
become an extra unknown variable of the new system in order to get the KCL equation for node i
andj. This current is denoted as i, that is the k-th variable of the new system and flow from node

i toj. At the same time, an extra constraint equations for voltages at node i and j are introduced.
v, —v, =V constraint equation
A (Lk)=1  A4,(jk)=-1 4y (ki)=1  A4,(kj)=-1 (6.5)
Zy(k)=V

3. Current Source 7

Assume current source [ is connected between node i and j whose current flows from i to j:
Zy()=2o()-1  Zy(j)=2Z,(j)+1 (6.6)
4. Voltage-controlled Voltage Source

Assume a voltage-controlled voltage source is connected between node i and j whose
control signal come from the voltage signal between node & and m. As the Table 6.1 listed, a new
variable should be added. It is the current of this voltage source, which is the p-th variable, flows

from i to j and denoted as i.. And a new constraint equation is given out.
v,-v,=K(v,—v,) constraint equation
Ay (p.k)=-K Ay (p,m)=K Ay (p,i)=1 Ay (p,j)=-1 (6.7)

AN(i’p)=l A~(j,p)=—1 ZN(P)=O

These equations show that the existence of that device makes the system matrix
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unsymmetrical.
5. Voltage-controlled Current Source

Assume a voltage-controlled current source is connected between node i and j whose
control signal comes from the voltage signal between node k& and m. Because the constraint
equation of this device is a linear equation and has gain with conductance unit, this equation can
be inserted the original system matrix without extending the system matrix. According to the
table 6.1, we can have the following equation. From them we find the existence of that device

makes the system matrix unsymmetrical.

i =g(v,-v,) constraint equation
A, (ik)=4,(i,k)+g  A,(im)=4,(i,m)-g (6.8)
Ay (k)= 4,(j.k)-g Ay (Jym)=4,(j.m)+g

6. Switch

Assume switch is connected between node i and j. Because extra unknown current variable
iswis added, which is the k-th variable, the extra constraint equation is

v, =V, —Voy —igg R=0 or ig, =G(v,=v,) -GV,

J

(6.9)
where G=1/R

When the switch is on, the R is equal to R,; when the switch is off the R goes to infinite.
Therefore in the practical computation, the term of G is more prefer than the term of R for switch

model. The changes of the system matrix are

A6k =1 4, k)=-1 4,(ki)=1  4,(kj)=-1

. 6.10
AN(i,k)=—R ZN(k)=VON ( )
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By following the aforementioned four steps of setup procedure and system matrix formation
rules, the matrix form of system equations is easily formed. In the next section, the practical

computation used in computer will be discussed.

. . . 27

6.2 Practical Computation Technique [27]
From the last section, the matrix form of system equations has the following form. All
matrixes are partitioned into some sub matrixes according to classification of the system

unknown variables. X; and Z, corresponding to the switches’ variables in the system.

AX=Z
AZ[Y B} X=[X,} z:[z'] (6.11)
B D X, z,

During the simulation procedure, if we can easily obtain the inverse matrix of 4 after the
switch state changes, the simulation speed will not be affected very much. By using the formula

of partitioned matrix inversion, the inverse matrix of 4 has the following form.

o [E F_[r BT
|G H| |B D
-1 -1

(r+BD"B") -Y"'B(D+B"Y"'B) (6.12)

| ppT (v+BD'B")" (D+B7Y"'B)

where B' =-B

-1

Further manipulating the equations as shown in appendix E, two different results can be

obtained. In certain cases, one result will be more efficient than the other result.

6.2.1 Calculation of the Inverse Matrix

Comparing with the matrix multiplication, to invert a matrix is much more time consuming.
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Decreasing the order of the matrix that needs to be inverted always can improve the computation
efficiency. According to the relationship between the number of the switches and the number of
other system variables except the switch current, the computation procedure can be divided into

two categories.

1. Case One: p <n-1+m

X,=EZ+FzZ,=(Y" -R(I+R)'B)Z -R(I+R)" D"z, (@)
(6.13)
X2=GZI+H22=(P2_Pa(1+P3)_]Pz)Zl+(I+P3)_ID—122 (b)

where PR =Y"'B, B,=D"'B'Y", B,=D"'B'Y"'B

Here P, is constant at all times, and P, and P; are constant matrices between semiconductor
switching and changed with the switching actions. / is the unit matrix of appropriate dimensions.
When switch is on, the corresponding entry in matrix D is equal to Ry, , so the corresponding
entry in matrix D' is equal to 1/R,, ; when switch is off, the corresponding entry in matrix D is
infinite, so the corresponding line in matrix D is equal to 0. So whenever switching occurs P,
and P; can be determined algebraically without resorting to matrix multiplication because of the
fact that the P,y and Psoy that correspond to the system state that all switches are on have been
stored at the beginning of the computation for any circuit. The premultiplication of D™ under
certain switch states will correspond to setting the corresponding rows of P, and P; to zeros. Also
A", and P, need to be found only once at the beginning of the computation for any circuit. The
efficiency of the method lies in the fact that any time a switching occurs, the changes in P, and
P; are affected algebraically by setting some rows to zero, and the maximum dimension of the
matrix inverted at any switching instant as seen from (6.13) is only equal to the number of

semiconductors in the circuit.

2. Case Two: p > n-1+m
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Like in case one P, is constant at all times, and P, and P; are constant matrices between
semiconductor switching and changed with the switching actions, I is the unit matrix of
appropriate dimensions. P, is obtained through the same algorithm in case one. Also ¥ ', and P,
need to be found only once at the beginning of the computation. Unlike in case one, P; is only
able to obtain through matrix multiplication. That decreases the computation efficiency. However,
if p > n-1+m, the size of P; in case two is smaller than the P; in case one. This change will

improve the efficiency of inverse matrix computation, and then improve the simulation

efficiency.
X,=EZ +FZ,=Y"(I+R)" Z - RHZ, (a)
(6.14)
X,=GZ,+HZ, =F,(I1+B)" Z,+(I-B(1+R)" B)D"Z2 (b)

P=Y"'B, B,=D'B'Y", B,=BD'B'Y"

Now two computation algorithms are given out. Each algorithm is suitable for certain type
of circuit. For normal circuit, p should be smaller than n-1+m, so there is more chance for using
algorithm one. If a SMPS has lots of switches and p is larger than »n-1+m, the algorithm two

should be more suitable.

6.2.2 Further Improvement to Enhance the Computation Efficiency

Branch one
) Branch one iy ¥
OB —l—(—>o/°—\/\/\/\—_
R R ONVI \‘/ '
OFF ON ROFF ! ON
A Branch two ABranch two

a) Original switch model b) Modified switch model

Fig. 6.1 Modified switch model

The switch model in Fig. 6.1a) is a Thevenin equivalent circuit. The auxiliary equation for
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branch one is shown in Table 6.1. The model in Fig. 6.1b) is a Norton equivalent circuit. The

auxiliary equation for branch one is

Branch one: i(t)= S(v, (1)-v, (t))/RON (a)

Branch two:
For node i: (b)

i(e) = (% (#) =¥, (0)/ Rorr +SVou [ Row = (v, (1) =, (1)) Rore + Loy (6.15)

For node

i(t) = (Vj (t) -V (t))/ROFF - SV(')N/R;)N = (vj (t) —Vi (t))/ROFF - IDpre ©
1 switch ON
"~ |0 switch OFF

The difference between two models is which branch the effect of the threshold voltage is
classified into. The model in Fig. 6.1a) classify the threshold voltage into branch one; The model

in Fig. 6.1b) classify the threshold voltage: into branch two.

Table 6.2 The different affects of two models

Original Switch model Modified switch model
i(t)=8(v,(1)-v,()- V(',N)/R;,N i(t)=8(v()-v, (t))/R;,N

Z vector +SVin 0

Auxiliary equation

By adopting modified switch model in Fig. 6.1b), the Z, vector is always zero vector. The
calculation of the F and H matrix becomes unnecessary. At the same time, the current source
vector L,u.. need to be modified. For the i-th node, 7 ,,..(7) has an extra positive current input;

for the j-th node, /,...(j) has an extra negative current input.

The new approach to the formulation and solution of switch circuit equations have been

described. The major advantages of the new approach are list as the following;:
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The well-known and highly efficient modified nodal formulation of circuit equations by

inspection forms the basis of the approach.

The switch equations are partly separated from other equations in such a manner that

switch monitoring becomes very simple.
The topology structure of the circuit keeps connected, even all switches are off.
The number of matrices is reduced with adoption of modified switch model.

The coefficient matrix of the circuit equations that needs to be inverted remains highly

sparse. Application of sparse matrix techniques is thus adoptable.

In the next section, the system equations of the studied SMPS circuit will be presented by

using this new proposed method, and the simulation algorithm will be discussed further.

6.3 System Matrix and System’s Initial Condition

y=qy

/7] AC/DC rectifier DC/DC converter

Fig. 6.2 Simplified computer power supply circuit

Fig. 6.2 is a simplified computer power supply system. The capacitors Cs, Cs, Co, C1o, C1

are the bulky DC link capacitors. The voltages of them can almost keep constant in a few
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microseconds and separate the network into two total independent subnetworks, so all of them

can be chosen to decouple the system. But in practice the Cy, Cy, and C,; are rejected due to the

small size of the subnetwork behind them. And then the system is decoupled into subnetworks.

AC/DC rectifier DC/DC converter
a) TLM model of simplified circuit

1] ‘ B, 1l 17

BrL3 ﬁ;?BrLS ’D7 D @2
0 0 i xg "
ﬂa:é T @

ohio)& B i

S &
5!
G o %?%‘%
ESRISmIE» L

i6 18 181 )

0]

y VAV
m ! :W%,R,;’ SRR

¢) TLM model of DC/DC converter

Fig. 6.3 TLM model of SMPS
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The discrete models of the two subnetworks are shown in Fig. 6.3. The low frequency
subnetwork contains 9 nodes and 4 switches; the high frequency subnetwork contains 13 nodes
and 8 switches. So (6.13) is chosen. In the two subnetworks, the node numbers and branch

numbers should be reordered starting from 1.

Due to the existence of the transformer in the DC/DC converter, we should ground the
primary side of the circuit to avoid the ill-conditioned system matrix. There we connect node 10

to the ground.

6.3.1 Setting Up the System Matrices and Vectors

To simulate the system, one matrix and one vector need to be set up. One is the system
matrix A and the other is the system input Z. In order to easily describe 4 and Z, the general
forms of V-1 characteristic equations, which are used in this circuit simulation, are listed next.
For Br(i, j), i means the i-th branches; j means the j-th coefficient of i-th branches. Let express

the V-1 characteristic of any branch in general form:

i(n)=Gv(n)+1,(n)=Br(1,1))v(n)+ Br(1,2)V"(n)
V'(n+1)=Br(1,3)v(n)+ Br(1,4)V" (n)

The general form of V-I characteristics of two-coupled inductance is:

el el S B b

[V, (n) . | | fil (n-1)
ol el e
RAC Vi, (n-1
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Table 6.3 Coefficients of branch V-1 characteristic equations (TLM)

Branch Type Equations
VR L < ¢ g RtR 2R RR RR-RR -RR]
”(’)T =T RR; +R,R +RR.

Ry=inf Br=[l -2 R. R-R]/(R+R.)

Ri= Br=[(R,+R.)/(RR:) -2/R. 1 -1]

R=0 R,=inf Br=[l/R. -2/R. 1 -I]
——A\AN
WyR, g [RtR 2R, —RR, RR +RR -RR]
”(”T : " RR, +RR +RR,

Ry=inf B}=[1 -2 -R, R -R]/(R+R))

R= Br=[(R,+R,)/(R,R)) -2/R, -1 1]

R=0 Ry=inf Br=[IR, -2/R, -1 1]

RL] RM RI 0 B
Br(1:2,1:2)=(|:R R }+[0 RzD

RO }Br(l:2,l:2)

M

. . _ RLI
Br(1:2,3:4)=| "

R
Br(1:2,5:6)=[8’

RO ]Br(1:2,1:2)

L2

i)—»

. i)

Rl R2
L
wO| L3 < i

R
L, T 0]

Br(1:3,1:3)=YT1
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Table 6.4 Coefficients of branch V-I characteristic equations (Generalized TLM)

Branch Type

Equations

[R,+R, -2R, RR,/2 RR]
R2 eq+R'lRl+R1 eq

Br =

Ry=inf Br=[1 -2 R,/2 R]/(R+R,)
[(®+R)/(RR,) R, 12 0]
R=0 Ry=inf =[/R, -2/R, 12 0]

_[R+R, -R, -RR, RR,+RR,]
) RR,+RR +RR,

Ry=inf Br=[1 -1 -R, R,]/(R+R,)
R=0 =[(r,+R,)/(RR,) -YR, -1 1]
R=0 Ry=inf =[yR, -YR, -1 1]

(% 2[5 O]

V4
Br(1:2,3:4)= [é‘ }Br (1:2,1:2)

Z
Br(1:2,5:6)= [8‘ 2 ]Brl 2,1:2)
L2

i (t)——> «—i (t)
vz(t)
v] (t) Ll 1—13(0

R
%1,3 ’ T vy(0)

Br(1:3,1:3)=1;

The general form of V-I characteristics of three-winding transformer is:
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E (n) vi(n)| [£(n) vi(n) v (n)
i,(n) =G| v,(n) |+| I,(n) | = Br(1:3,1:3)| | v,(n) |-2| v}, (n)
i5(n) vi(n)] | L(n) vs (n) va(n)
vi(n+1) w(r)| Vi) |] [v(n)
Vo (n+1) |= Br(1:3,4:6)| | v, (n) |- 2| vi, (n) | || vis (n)

Vi (n+1) v (n) v (7) v (n)

Table 6.3 lists the tranditional TLM stub model of some selected adopted electrical

components, Table 6.4 lists the generalized TLM stub model of those components.

Observing the branch one and two in the low frequency part of the circuit, they have extra
voltage sources comparing with the normal branch. The only modification is to substitute w(n)

with v(n)-Vs(n). The others keep unchanged.

In order to avoid the effects of the control algorithm when we do the simulation results
comparison, the control logic is ignored in this thesis and set the duty cycle of two

semiconductors as a constant.

6.3.2 Initial Condition After Forced Commutation

As mentioned before, the transition time of the switching action is assumed to be zero. So
the system states can change in no time [, '], and the values of some system variables are
discontinuous at the switching time. But the capacitor voltage and inductor current keep constant
during that time period, that means a capacitor can be treated as a voltage source and an inductor
can be treated as a current source. Due to the existence of linkage inductances of the
three-winding transformer (Tg,;), the current flowing into the primary winding of the Tg; keep
constant when the forced commutation happens. The high frequency part of circuit is decoupled
further for CSS identification after the forced commutation. The Fig. 6.4 shows the circuit to do

this job.
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a) Circuit for getting initial condition b) Auxiliary circuit

Fig. 6.4 Circuits for solving CSS after forced commutation

The technique used to identify the CSS is described in section 4 of chapter 4. The focus
work is to solve the circuit in Fig. 6.4b). In this circuit, node 1,2,3, and 5 are one node in effect,
which is denoted as node a, and all resistors and equivalent sources are parallel connected
between node a and the ground. When the final voltage v, is determined, the node voltages of
R-subnetwork after forced commutation are determined. If v, is not equal to zero, the voltage
across the primary side of the T%,; is discontinuous. So the equivalent incident waves of Tx,’s

leakage inductance need to be updated.

According to the system state at time ¢~ and updated system state at time *, the terminal
voltages, currents of three winding are known values. So the value of v, can be obtain by the

following equations according to the Fig. 2.14. The detail procedure is shown in Appendix F.

vo (n) =Yy, I:vl (n)=i(m)R; vy (n)—ip ()R vy(n)—1, (n)Ra:I
[ahaliLL, auaiLL, ahasLL, ] (6.16)
apan L, Ly +anLL, + ay Ly L,

where Y =

And the new incident waves after forced commutation can be obtained from the equations.

vy, (n) v (n) - v, (n) Z, 0 0]i(n)
Vi, (M) =] | v, (n)-w(n)/a, |-| 0 Z, 0 |i(n)]|| /2 (6.17)
vis(n) v, (n)-v,(n)/ay, 0 0 Z|i(n)
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Till now, the CSS and the initial conditions after forced commutations, which are needed to

restart the simulation, are all figured out.

6.4 Conclusion

This Chapter gives out the procedure to set up the system equations and simulate the circuit.
It includes three parts. One is how to solve the system equation. According to the relationship
between p and n-1+m, circuits are divided into two categories, which adopt different formula to
calculate the system equations. The second part describes how to set up the system equations.
The last part describes how to obtain initial conditions after the forced commutations by
modified N.Femia technique. According to these procedures, the simulation program can be
made. In the next chapter, the simulation results will be given out. The results will be compared

with the simulation results of Multisim and PSCAD.
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Chapter 7 The Results Comparison and Analysis

In this chapter, two works will be done, one is the simulation results comparison between
the proposed algorithm, PSCAD and Multisim, and the other is the EMI filter performance
analysis. Before doing these two works, the introduction of two simulation softwares,

PSCAD/EMTDC and Multisim, will be given out first.

7.1 Introduction of PSCAD

PSCAD is a general-purpose system-level time domain simulation tool for studying
transient behavior of electrical networks. Its solution engine is Electromagnetic Transients
including DC (EMTDC), which is based on the principles outlined in the classic 1969 paper by
Hermann Dommel P\, The codes of PSCAD were begun to write by Dennis Woodford at
Manitoba Hydro in 1975. It is used extensively for many types of AC and DC power simulation
studies, including: Power electronics (FACTS), contingency of the power system, fault analysis,

filter system design, control system design, and equipment testing.

7.1.1 The Setting-up Procedure of the Project

PSCAD V4 has a graphical user interface. We can easily set up a graphically constructed
circuit by using imbedded component. The following Fig. 7.1 is the graphical user interface of
the PSCAD. In the work space, all loaded project are shown in there. The library projects contain
the component models; the case projects are where most work is performed in PSCAD. In
addition to performing the functions of a library project, cases may be compiled, built and
run. Simulated results can be viewed directly within the project through on-line meters and/or
plots. Case projects are saved with the file extension "*.psc'. Only the active project can be run

in PSCAD, and only one project can be set as active at one time.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



91
To do a simulation, one should add a group of specified components and connected them

together in one project. There are four methods to add a desired component to a project!®!l.

Circuit Window /

Main

ar ’ g ; i ===t Control

o = ﬁJﬂQ|Q 150% L Palette

im jC:_;‘,fb
cili==u_ Ry ~
[Electrical

Tlines Cables Machines Relay Palette
Lo m:@y

1 CJ

&- ,‘ master 'Master lerary ‘
L Ay noname *

Fig. 7.1 The user interface of PSCAD

Manual Copy/Paste: Open the Master library, navigate to the area containing the desired
component, and copy that component. Open the project page where you wish to add the

component, and past the component.

Right-Click Menu: Right-click over a blank area of the page and select Add
Component. A sub-menu will appear containing the most commonly used components from

the Master Library. Select a component and it will be automatically added.

Library Pop-Up Menu: Press Ctrl'+ right mouse button over a blank area of the page to

invoke the library pop-up menu system. Select a component and it will be automatically added.

Control and Electrical Palettes: Left-click on any of the palette buttons and then drag
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your mouse pointer over the Circuit window - you should see the object attached to your

pointer. Continue to move the object to where you want it placed, and then left-click again.

After drawing the circuit, we should edit project setting. In the project setting dialog,
duration of run, simulation time step, and plot time step can be adjusted. If we want to save
output data, we also can save them in an output file by choosing “Yes” for question “Saving

channels to disk?”. The project setting dialog is shown in Fig. 7.2 When the project setting has

done, we can begin to run the project.

FlmhmeSettrﬁ -

Dusboncinmiee) 05
‘| EMTDCtme stepfuS)
PSCAD plot tep (uS]

’ L;E‘;ndard:

chanfels to disk?

] ﬁonﬁme. 6uf k

__vJ lnmarhe.sr;p . |D‘3 ]
] [ B L
Hoo |

Fig. 7.2 Project setting dialog

7.1.2 Editing Component Properties in PSCAD

The SMPS circuit to be simulated includes resistors, inductors, capacitors, power electronic

switches, transformers, mutual inductors, and voltage sources. When the circuit has been
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connected, the properties of those components should be edited as follow. The resistor, inductor,
and capacitor only have one input parameter; the unit of the input parameter is ohm for resistor,
uF for capacitance, and H for inductance. The property editing dialog is shown in Fig. 7.3. The

dialogs of resistor, capacitor, and inductor are similar to each other.

‘{i'c;‘mﬁﬁgaraﬁaﬁ" : T ﬁi_:.l _

Resistanée [10 Tohm) k |

Fig. 7.3 Property editing dialog of resistor.

The Fig. 7.4 is the property editing dialog of mutual inductors. The figure a) is used to
determined the graphic mode of the mutual inductors, and the figure b) is the parameters

adjustment dialog. The parasitic resistance of the mutual inductors also can be adjusted.

| Configuration _'] o i— "j )
Oraphit Display : [Fonaseview ] || 8etindoctance Ph 1y o1
i T i | Mutuslinductancs. 0.009 [H]
oo ] Resistancs PR ) : {001 Tonm)
" Resistsnes Ph ) : 0.01
oo | we |

a) b)

Fig. 7.4 Property editing dialog of mutual inductor.

All semiconductor switch models in PSCAD are simplified models, which are dual value

resistors that satisfied the linearized characteristic shown in Fig. 4.1a), and similar to the switch
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model I am using in this thesis. The difference between different electronic switches is the

control signal, such as for a diode, the control signal is the voltage over the diode, for a BJT, the

voltage is the voltage over the base and emitter.

o ——

B B T WI‘ONRO_:MR'.
i o 1087 ' -[ mpffrﬁoﬁqhm, :

T Votta o
;Wﬂwﬂsmr ; m

J,‘llﬁ‘ i m 6TO f‘;:'

o [ieeswa

Iu.l]lusac]
" [5000.0 fonmi

[o.01 1ohmi )
i |1 JOEE [ohm)
foomm

;o roes

T
: I Halp I

Fig. 7.5 Property editing dialog of electronic switch.

In PSCAD all power electronic switch share the same property window. From the Device

Type in Fig. 7.5a), the type of the component can be determined. The second dialog, Main data,

is used to determine the characteristics of the switch. The last dialog is used to monitor the state

of the switch. From the first dialog, we also know that the snubber circuit is combined in the

switch model.

The transformer model in PSCAD includes the nonlinear property of the magnetic core, but

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



95
in this thesis the nonlinear property of the transformer is not dealt. The equivalent circuit of a
three winding transformer is same as the circuit in Figure 2.14. The Fig. 7.6 is property editing
dialogs of 3 winding transformer in PSCAD. There are four different dialogs for 3 winding
transformer property editing window, which are configuration, winding voltage rating, saturation,
and monitoring of current and flux. The first dialog is used to obtain parameters of passive
components in the equivalent circuit; second is used to obtain parameters of control source in the
equivalent circuit; the third one is used to set up the nonlinear property of the transformer, which

is no treated in this thesis; the last one is used to monitor the transformer status.

ICOnnguration

——
0.2 (p.0]
E X
016

. “Cancel | oo el

<) 4

Fig. 7.6 Property editing dialog of 3 winding transforemr.
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In PSCAD, a voltage source can be set as a DC/AC, grounded/ungrounded, ideal/non-ideal,
internal/external control source from the configuration dialog, which is shown in Fig. 7.7a). the
signal parameters dialog is used to set up the magnitude, frequency, and initial condition of the
voltage source. If the voltage source is not an ideal source, the corresponding internal impedance

editing dialog will be active for editing, such as the impedance R/R-L dialog shown in Fig. 7.7d).

",|00n1|guraﬂun .I " T DN
L e oo w o |- Tsignal Parameters )
| Sourcel Resistance ho
N RIR-L
P R-L-C v[,
-1 I~ |inductance
4 I: {Capacitance 'I_
-{Monitorin il
i U Source Type=———-=<—
| € tmomal ol
o |

’|132.79 Y] ‘ - ]1.0 {ohm]

{6001 _[rothm .
. foo]

,‘:’ r__0.1[|'ﬂ s

) d)

Fig. 7.7 Property editing dialog of voltage source.

In this section, the usage of the PSCAD is briefly described. In the next section, another

software, Multisim, will be introduced

7.2 Introduction of Multisim

Multism is a general-purpose board-level time domain simulation tool for studying
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electronic networks. It is based on SPICE program, which stands for Simulation Program
Integrated Circuits Especially. Multisim 2001 is a complete system design tool that offers a large
component database, schematic entry, full analog/digital SPICE simulation, VHDL/Verilog HDL
design entry/simulation, FPGA/CPLD synthesis, RF capabilities, Postprocessing features and
seamless transfer to PCB layout packages such as Ultiboard, also from Electronics Workbench.
Here only the analog SPICE simulation is used to verify the new proposed simulation algorithm.

Fig. 7.8 is the user interface of Multisim 2001.

Zoom toolbar  Multisim design toolbar Simulate switch

Instrumens
toolbar

Component 1.
toolbar eI by

Circuit
Windo

Fig. 7.8 The user interface of Multisim 2001.

7.2.1 The Setting-up Procedure of the Circuit Schematic

Like all simulation softwares that have graphical user interface, we can obtain the
component models from the library, place them on the circuit window in the desired position and
orientation, wire them together, modify component properties and then to do the circuit

simulation, There are two ways to choose and place a component in Multisim.

On the desired Component toolbar, place the cursor on the desired Parts Bin button and
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click. The associated Parts Bin appears. From the Parts Bin, click the button for the desired
component family. If the selected component is a virtual component, you can simply place the
component. For other components, a simplified Browser screen appears by default. To view the

full Browser screen click Advanced

You can display the full Browser screen by choosing Place/Place Component. From the
Browser screen, select the desired component from the Component List. Information about that

component appears.

If you selected the wrong component family from the toolbar, choose the correct component
family from the Component family field of the Browser screen. The information in the Select

Component area will change accordingly.

Fig. 7.9 Transient analysis dialog

After the setting up the schematic, we can do the multisim simulation by clicking the
analysis button on the design bar, and then choose transient analysis button. A transient analysis
window will be pop up. Form this window, we can adjust time step, start/end time, output

variables and simulation/calculation options. The window is shown in Fig. 7.9.
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The Multisim can also set up circuit through forming netlist file (.cir file), which is a free
style text file. It describe the circuit to be analyzed by a set of element cards, which define the
circuit topology and element values, and a set of control cards, which define the model
parameters and the run controls. The first card in the input deck must be a title card, and the last
card must be a .END card. The order of the .remaining cards is arbitrary. Each element in the
circuit is described by one element card that contains the element name, the circuit nodes to
which the element is connected, and the values of the parameters that determine the electrical
characteristics of the element. The first letter of the element name specifies the element type. For
example, a resistor name must begin with the letter R and can contain from one to eight
characters; the inductor name must begin with L; the capacitor name must begin with R. Data
fields that are enclosed in signs '< >' are optional. All other are required. With respect to branch
voltages and currents, Multisim uniformly uses the associated reference convention (current

flows in the direction of voltage drop).

7.2.2 Editing Component Properties in Multisim

Like in the PSCAD, the component properties can also be edited in a graphical dialog
window in Multisim. For virtual resistor, inductor, and capacitor, the property windows are
similar to each other that contain four label tabs, which is shown in the following figure. Only
label tab and value tab are useful to do the system transient simulation. Reference ID likes the
name of the component that can be name by your will. The value of the component is filled in

according to the component in the real circuit.

The element cards of the resistor, inductor, and capacitor have the following general form.

RXXXXXXX N1 N2 VALUE <TC=TC1<,TC2>>
CXXXXXXX N+ N- VALUE <IC=INCOND>
LYYYYYYY N+ N- VALUE <IC=INCOND>
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N1 and N2 are the two element nodes. VALUE is the resistance (in ohms), the capacitance
in Farads, or the inductance in Henries. TC1 and TC2 are the temperature coefficients, which are
optional; if not specified, zero is assumed for both. IC is the initial capacitor voltage in Volts or
the initial inductor current in Amps that flows from N+, through the inductor, to N-. The value of

the resistor as a function of temperature is given by:

value(TEMP) = value(TNOM)x(1+TC1x(TEMP-TNOM)+TC2x(TEMP-TNOM)x2))

Fig. 7.10 Property screens of virtual inductor

For a diode, the property screen is similar with the resistor, inductor, and capacitor. Because
the characteristics of the diode is determined by a bunch of parameter, Multisim will open a new
screen to change the diode parameter by click button “Edit Model”. In the new screen, the

editable parameters of the diode are shown, which are listed in the Table 7.1.

The element card of diode has the following general form
DXXXXXXX N+ N- MNAME <AREA> <OFF> <IC=VD>

N+ and N- are the positive and negative nodes, respectively. MNAME is the model name,
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AREA is the area factor, and off indicates a (optional) starting condition on the device for dc

analysis. The characteristic of the specified diode model is determined by its .Model card.

Table 7.1 Diode parameters and typical value

Symbol Parameter Name Typical Unit
Value
IS Saturation current (IS) le-9 - 1e-18 A
RS Ohmic resistance(rS) 10 \'Y
CJO Zero-bias junction capacitance (Cj(0)) 0.01-10e-12 F
\"2l Junction potential (¢ 0) 0.05-0.7 \Y%
TT Transit time ( T D) 1.0e-10 s
M Grading coefficient (m) 0.33-0.5 -
BV Reverse bias breakdown voltage - \Y%
N Emission coefficient (n) 1 -
EG Activation energy ' 1.11 eV
XTI Temperature exponent for effect on IS 3.0 -
KF Flicker noise coefficient 0 -
AF Flicker noise exponent 1 -
FC Coefficient for forward-bias depletion capacitance | 0.5 -
formula
IBV Current at reverse breakdown voltage 1.0e-03 A
TNOM Parameter measurement temperature 27-50 °C

MODEL MNAME TYPE(PNAME1=PVAL1 PNAME2=PVAL2 ...

MNAME is the model name, and type is one of the following seven types: NPN ( NPN BJT

model ), PNP ( PNP BJT model ), D ( Diode model ), NJF ( N-channel JFET model ), PJF

( P-channel JFET model ), NMOS ( N-channel MOSFET model ), and PMOS ( P-channel

MOSFET model ).
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Fig. 7.11 Property screens of virtual diode

Parameter values are defined by appending the parameter name, as given in Table 7.1 for
each diode type, followed by an equal sign and the parameter value. Model parameters that are

not given a value are assigned the default values given below for each model type.

Fig. 7.12 Diode model used in multisim

This model defines the operation of the diode, taking into account its charge-storage effects
of capacitance. There are two types of capacitances: diffusion or storage capacitance, and
depletion or junction capacitance. The mathematic description of this model is shown as the

following equaitons
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I ("2 ~1)+7,G,,,

for V, 2-5nV,
I +V,G, for —BV <V, <-5n¥,
I, =<-IBV for V,=-BV

_IS (e'(BV»fVD)/Vr _1+%) for VD <-BV
T

7, aly +C, (0)(1—%) Jor V,<FCx¢,

av, o
Cp =1
C.(0
Tp al, + i )(F;—mVD] for V,2FCx¢,
L dry, K )
F,z =(1-—-FC)]+M
where

F,=1-FC(1+m)

The property screen of BJT is complete same as the diode one. In the screen for edit model,

all editable parameters are shown up, which are listed in Table 7.2

e [
4+ 15= 1.0e-16
‘§+BF= 100
i J*NF= 1.0

[+ VAF= 1.0e30 |

1+ IKF=1.0e30 ;
. {+ISE=D
.iJ*NE= 15

l. }+BR= 1.0

+ NR= 1.0

1§+ VAR=1.0e30

Fig. 7.13 Property screens of virtual BJT

Fig. 7.14 shows the Gummel-Poon model of an npn BJT. This model is represented by two
groups of diodes connected end to end and a dependent non-linear current source, in parallel with
these diodes. The resistances(rc, s, ) in the figure represent the transistor's ohmic resistance

from its active region to its collector, base and emitter terminals, respectively. These three ohmic
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resistances improve the dc characterization of the model. Charge storage effects in a BJT can be
modeled with the help of three types of capacitors: two nonlinear junction capacitors (Cz, Cyo),
two nonlinear diffusion capacitors(Crg, Crc) and a constant substrate capacitor(Ccs). The diode
D1 and D2 are used to represent the base-collector and base-emitter junctions, which are
satisfied the ideal diode equations.the diode D3 and D4 are used to represent the beta variation

with current, which are not satisfied the ideal diode equations[“].

i CCS
L

|

Ir

Fig. 7.14 Gummel-Poon model of BIT

The element card of the BJT is similar to that of the diode, and the characteristics of the BJT
also defined by a specified .Model card. The parameter names that are used in Model. Card are

listed in Table 7.2.

NC, NB, and NE are the collector, base, and emitter nodes, respectively. NS is the (optional)

substrate node. If unspecified, ground is used.

General form:

QXXXXXXX NC NB NE <NS> MNAME <AREA> <OFF> <IC=VBE,VCE>
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Symbol Parameter Name Example | Unit
IS Saturation current le-15 A
bF Forward current gain coefficient 100 -
bR Reverse current gain coefficient 1 -
rb Base ohmic resistance 100 W
re Emitter ohmic resistance 10 w
rc Collector ohmic resistance 1 W
Cs Substrate capacitance 1 F
Ce, Cc Zero-bias junction capacitances 2e-09 F
fe,fc Junction potentials 0.75 Vv
tF Forward transit time le-13 s
tR Reverse transit time 10e-09 s
me, mc Junction grading coefficients 0.5 -
VA Early voltage 200 v
Ise Base emitter leakage saturation current le-13 A
Ikf Forward beta high-current knee-point 0.01 A
Ne Base-emitter leakage emission coefficient 2 -
NF Forward current emission coefficient 1 -
NR Reverse current emission coefficient 1 -
VAR Reverse early voltage 200 A"
IKR Reverse beta roll-off corner current 0.01 A
ISC B-C leakage saturation current 0.01 A
NC B-C leakage emission coefficient 1.5 -
IRB Current for base resistance equal to (rb+RBM)/2 0.1
RBM Minimum base resistance at high currents 10
XTF Coefficient for bias dependence of tF 0 -
VTF Voltage describing VBC dependence of tF - \Y%
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Continued Table 7.2

Symbol Parameter Name Example | Unit
ITF High current dependence of tF - A
PTF Excess phase at frequency equal to 1/(tFx2PI) Hz - Deg
XCIC Fraction of B-C depletion capacitance connected to internal | - -

node
VIS Substrate junction build-in bpotential - A"/
MIS Substrate junction exponential factor 0.5 -
XTB Forward and reverse beta temperature exponent - -
EG Energy gap for temperature effect on IS - eV
XTI Temperature exponent for effect on IS - -
KF Flicker noise coefficient - -
AF Flicker noise exponent - -
FC Coefficient for forward-bias depletion capacitance formula - -
TNOM Parameter measurement temperature 50 °C

In the Multisim 2001 personal edition, there is no separate mutual inductor component in

the master library. In order to represent the two mutual coupled inductors, the user-defined

component should be created, which is a subcircuit block. The .SUBCKT card of mutual coupled

inductors is shown as follow

.SUBCKT subname 12 3 4

* *1
’

2-- primary winding, *3,4-- secondary terminal

Rs1 111 1e-003

RI2 31

3 1e-003

L1 112 3e-003

L2 314 3e-003

K12 L1 L2 9.99e-001

.ENDS
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A subcircuit definition is begun witﬁ a .SUBCKT card. subname is the subcircuit name, and
1,2,3,4 ... are the external nodes, which cannot be zero. Second line is an explain line. The
following group of element cards define the subcircuit. The last card in a subcircuit definition is

the .ENDS card, which means the definition of the subcircuit is ended here.

In the Multisim 2001 personal edition, there are two types of central tapped transformer
models. One model treats the central tapped transformer as three mutual coupled inductors, such
as the transformer model TS_PQ4 10; the other includes an ideal transformer model in it, such
as TS_VIRTUAL. Fig. 7.15 a) is the equivalent circuit of TS_VIRTUAL. When the load of the
pin 5 is ground and pin 3 and 4 have different load, the current flowing into the pin 1 is not
correct. In order to get the correct value, the equivalent should be changed as Fig. 7.15 b). The

description of this circuit is

.SUBCKT TRbase8§ 12345
* EWB Version 4 - TRbase8ransformer Model
* n= 10 Le= 3-006 Ls1=3e-9 Ls1=3e-9 Lm= 6e5 Rp= 10e-007 Rs= 5e-007
Rp 1 610e-0070hm
Rsl 12 3 5e-007ohm
Rs2 13 4 5e-007ohm
Le 6 73e-006H
Lm 7 26e5H
Lsl 10 12 3e-009H
Ls2 11 13 3e-009H
El 9 5 7 20.05
E2 5 8 7 20.05
V1l 910DCOV
V2 118DCOV
F1 7 2V10.05
F2 7 2V20.05
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Fig. 7.15 The model of center taped transformer
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Now, The components that will be used for SMPS circuit simulation have been given out. In

the next section, the simulation results will be compared.

7.3 Simulation Results Comparison

In this section, the efficiency of the proposed simulation algorithm is verified by comparing

its results with the simulation results of two commercial softwares, PSCAD and Multisim. All

device models in PSCAD used for results comparison are linear models; all semiconductor

devices in Multisim used for results comparison are nonlinear models and other device models

are linear models. In the PSCAD, the trapezoidal rule are used, and in the Multisim, the gear rule

are used. The following table gives out the component .

Table 7.3 The components used in the circuit

Resistor
Name Resistance (ohm) Name Resistance(ohm)
Rint> Rin2 0.01 R, 510k
Ry, R3 330k Rz 47
Rv22, Rvas, Ryag, Ryas 4.7 Rys 0.3
Rins 1
Capacitor
Name Capacitance (F) Name Capacitance (F)
C, C; 220p G, Cy 2p
Cs, Cs 680u C, 2
Cs 2p Cs, Cio 3.3m
Cn 470 p Ci2, C13,Ci4, Cis 10p
Inductor
Name Inductance (H) Name Inductance (H)
Lint, Lin2, L4, Ls 1p Ly, Ly, Ls 10
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Continued Table 7.3
Mutual Inductor
Name Self Inductance (H) Coupled coefficient Resistance(ohm)
My, 3m, 3m 0.999 Im,1m
Tr2 6p6p 0.983 Iplp
Three-winding transformer
Name (Ratio) Leakage(ll;n;iuctance Magnetic Inductance (H)| Resistance(ohm)
Tri (1:20) 3, 3p, 3p (1,2,3) 30m 1y, 0.5p, 0.5n(1,2,3)
Diode/BJT
Name Model Name Model
D,-D, In5406 Ds-Dg Diode-Virtual
D7-Dyo MBRB2545 Q1,Q: 28C4242

Before starting the simulation, the linearized characteristics of the power electronic switch

should be obtained first for the PSCAD and new proposed simulation algorithm.

18
16
14
12

Current(A)

J0) S A

110] SS— S

............................................

0.6
Voltage(V)

Fig. 7.16 The characteristics curve of diode and its linearized curve
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The blue curve in the Fig, 7.16 is the V-I curve obtained from Multisim DC swipe. If the

current flows through this device is in the range of [2A, 20A] at the most of the on time period,

the Ryy and Vyy are obtained from the curve between 2A and 20A. The V-I characteristics for

switches used are shown in Fig. 7.17. According to the linearization method described before, the

equivalent Roy, and Vyy for each semiconductor switch is listed in Table 7.4.
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Table 7.4 Linearized switch parameters
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In order to make comparison more completely, the simulation results between time interval
Tsim=[0, 50ms], which include both transient and steady state responses, are compared. In the
first part of time interval T, the circuit is in transient state; but in the end part of Ty, the
circuit is in steady state. There the steady state does not mean the system states do not change, it
means the system response is a periodic response. The duty cycle the switches (Q1 and Q2) is set
to be 0.45. So the combined effect of these two switches has the duty cycle of 0.9. The PWM

frequency is 25kHz. The simulation parameters used to do the SMPS circuit are listed.

Table 7.5 Simulation parameter

Program Time step Discrete time rule
L-sub R-sub
PSCAD 0.2us Trapzoidal
Multisim flexible . Gear
New Method | 2us 0.2ps Generalized TLM model

When there is a forced commutation in the system, generalized TLM stub model associated
with Back Euler rule is used for one time step to depress the numerical oscillation, and then
return to regular TLM stub model. The new method also adopts voltage evaluation algorithm III

to evaluate the decoupling capacitor voltage.

Vv I
00 Ve _ 80 r ' L1
of
-200
152
150 2
I 10} ]
148 | , 0
221 212 2214 2216 2218 22.2 364 366 368 37 37.2
a) b)
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Fig. 7.18 Verification of proposed method.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

113



114

From now on, if no speciasified, the units in figures are V' for voltage curve, 4 for current
curve, and ms for time. In Fig. 7.18 a) and b), there are waveforms of input voltage and current.
The waveforms are covered with each other, even the high frequency components are very
similar to each other. The PWM frequency is 25kHz, so the period of each voltage and current
pulse is 40 pus, which is clearly shown in the Fig. 7.18c), d), g), and h). Due to the effect of the
generalized TLM stub model, the spike in the simulation results of the New algorithm is not so
high as the results of MULTISIM, but similar to the simulation results of the PSCAD/EMTDC,
which adopts the ADC models associated with Back Euler rule under some circumstances. Due
to the linearized method I used, in the working region, the voltage drop of the real switch always
larger or equal to the voltage drop of the linearized switch model. So the output voltage
generated by new proposed method and PSCAD/EMTDC are a little bit higher than that of
MULTISIM. The comparison shows that the new algorithm gives out accurate results, no matter

at input part, high frequency transformer part, and DC output part.

All figures show the three simulation results are perfectly matched to each other, and the
validity of the proposed simulation algorithms, which include TLM device model, new switch

model, and decoupling algorithm III, is proved.

7.4 The Comparison Between Two Decoupling Algorithms.

In this section, the decoupling algorithm I and III are compared. As mentioned in chapter 3,
the voltages over the decoupling capacitors keep constant during simulation time interval of
L-subnetwork in algorithm I; the voltages over the decoupling capacitors keep changing
according to the current flowing into capacitors from the both subnetwork or the voltage changes
at both sides of the capacitors during simulation time interval of L-subnetwork in algorithm IIL.
In order to increase voltage changes over decoupling capacitors, the capacitance of C5 and C6 is

decreased to 100pF, and all other parameters in the circuit keep unchanged.
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Table 7.6 The simulation conditions of three comparing simulation results

Time Step
Program Decoupling Algorithm
L-sub R-sub
Multisi Flexible N
0
uwHisim (Trapzodial)
Case 1 50ps 0.2ps Algorithm III
Case 2 50us 0.2us Algorithm I

The Table 7.6 gives out the simulation conditions of four comparing simulation results.
Egns. (7.1) are used to adjust the voltage value; (7.2) are used to get the incident wave for the

adjusted voltage value; and (7.3) are used to obtain the incident wave for the next time step.

View (1) =V (1) + A0 (1) = V0 (1) + A (1,) + Apv(2,) (7.1
&V e (t) = (Vnew (’o) — i (to )R Z(:b) )/2
Ve (£)= (Vnew (to) - (% )R Z(w) )/2

V't +T) =V, (65) = Ve (1)

RVi (tO + T) = Vnew (tO) - RVr:ew (tO)

(7.2)

(7.3)

-120%

. -140
35 36 37 38 4384 43.86 43.88 439
a) b)

MULTISIM

Casel ----- - Case2

Fig. 7.19 Comparison of two decoupling algorithm

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



116

From the Fig. 7.19, we can easily find that both decoupling algorithm introduce current
phase error in L-sub, and the decoupling algorithm I introduces a voltage jump at the node 5 of
R-sub at the time of the energy exchanging. When the system is in steady state due to the stable

voltage over the decoupling capacitors, there is no significant difference between two algorithm,

7.5 The Comparison Between Two TLM Model

In this section, two types of TLM models are compared. As mentioned before, the
conventional TLM models of electrical components are equivalent to the ADC models associated
with trapezoidal rule; the new TL models are equivalent to the ADC models associated with
weight-averaged integration rule. The efficiency of the new TL models are proved by the

comparisons between 4 cases.

Table 7.7 The simulation conditions of four comparing simulation results

Time Step
Program Modeling algorithm
L-sub R-sub
Case 1 2us 0.2us Generalized TLM model
Case 2 20us 0.4us Generalized TLM model
Case 3 2us 0.2us Conventional TL model
Case 4 20ps 0.4us Conventional TL model

From Fig. 7.20, we can easily find that the for the variable with a smooth trajectory, no
matter which modeling algorithm is adopted, the simulation results are all satisfied. Fig. 7.20 a)
and b) are the input voltage and current waveforms. In the AC/DC part where there is no forced
commutation, . The oscillation in the zoomed figure is really existed high frequency components.
When the time step is too large, the simulation results just cannot accurately show the real high
frequency component of the waveform. So no matter what time step is used, there is no

numerical oscillation in the waveform.
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Fig. 7.20 Comparison of two TL models

Fig. 7.20 d) and f) are the output voltage and current waveforms of high frequency
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transformer. They are affected by the forced commutation of the O, and Q. There are numerical
oscillation in the waveform of case 3 and 4, which are corresponding to the tranditional TLM
model. The oscillation time increases with the increasing of the time step. But in the case 1 and 2,
which are corresponding to the generalized TLM model, there is no numerical oscillation. That

proves that the generalized TLM stub models can really depress the numerical oscillation.

7.6 EMI Filter Performance

The simplified SMPS circuit contains three parts, EMI filter, AC-DC rectifier, and DC-DC
converter. The electromagnetic interference (EMI) filter locates between the main power supply
and AC-DC rectifier. It contains series inductive (load-bearing) and parallel capacitive
(nonload-bearing) components, which provides a low impedance path around the protected
circuit for high frequency noise. The main purpose of the EMI filter is to limit the interference,
which is conducted or radiated from the power circuit. Filters also attenuate impulses since a
Fourier's Analysis of a spike will reveal it is composed of high frequency waveforms. Excessive
conducted or radiated interference can cause erratic behavior in other systems which are in close
proximity, or which share an input source with the power circuit. If this interference affects the
power circuit, it can cause erratic operation, excessive ripple, or degraded regulation, which can
lead to system level problems. Input EMI filters may also be used to limit inrush current, reduce
conducted susceptibility, and suppress spikes. The main source of the CM noise is the
capacitance of the switch O, and @, in Figure 6.2. The main source of the DM noise current
comes from the high frequency transformer Tr1, which produces many switching harmonics
currents. Since the noise sources are more like current sources, the reference impedance used to
measure their action takes on importance. International standards have defined reference
impedance on which the measurements will be made. This impedance is guaranteed by a Line
Impedance Stabilization Network (LISN) and precisely defined by CISPR16 document. Fig. 7.21

portrays how this device is made. It offers a 50 Q impedance over the frequency of interest (e.g.
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150 kHz-30 MHz for CISPR22) and shields the measurement against unwanted incoming

noises.

25 OuH 5 OuH  Equipment
4L _’_ | 0.25uF
1.2uF T~
Measuring
P
Receiver
10ohm 00k
Sohm |

i
Fig. 7.21 LISN circuit.

In the simulated SMPS circuit, the pair inductors L,, L,, the mutual coupled inductance M,
capacitor C;, C,, C; and C,, and resistor R, form the EMI filter. It is shown in Fig. 6.2. L, and L,
is a differential-mode choke and M, is a common-mode choke, C, and C, are DM capacitors
(called “X” capacitors), C; and C, is a common-mode capacitor (called a “Y” capacitor).
Different types of conducted noise should be dealt with by different parts of a conducted EMI
filter as indicated by Fig. 7.22 b and ¢, which take into account the effect of the 50 ohms input

impedance of the LISN.

Due to the small leakage current limit on the grounded capacitor, the Y capacitor is
supposed to be very small compared with the X capacitor. Therefore, the inductance of
common-mode choke L, and L, should be much larger than the differential-mode choke M;;. It is
found that the leakage inductance due to the coupling imperfection of a practical CM choke also
has a filtering effect on the DM noise by observing the equivalent filter circuit in Fig. 6.7. In
practice, the magnitude of leakage inductance in a CM choke is usually about 0.1% to 1% of the
CM inductance. In Fig. 7.22 b, the CM noise is mainly affected by the parallel effects of both
“Y” capacitors and the self-inductances of two CM inductors, though the leakage inductance of
CM inductors and DM inductors also take negligible effects. In Fig. 7.22 ¢, both the inductance

Laof the DM choke and the leakage mductance L, of the CM choke can attenuate the DM noise.
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(b)CM noise equivalent circuit of EMI filter
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(c) DM noise equivalent circuit of EMI filter

Fig. 7.22 Conducted EMI filter adopted in SMPS here

Although the two “Y” capacitors also affect the DM noise, their effect on DM noise
attenuation is negligible in comparison with that of the two Y capacitors with large capacitance.
In some cases, if the leakage inductance L, of CM choke (M, ,) is large enough to be DM chokes,

the L, shown in Fig. 7.22 ¢ can be omitted.

S

SION WD

/| ®)
astoN Wd

(b)
Fig. 7.23 Simplified EMI filter

Over the frequencies of interest, the impedance of Cx is much smaller than the impedance

of LISN, the impedances of two chokes are much larger than the resistance of the two chokes. So
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the two filters can be simplified as two circuits in Fig. 7.23.

Fig. 7.24 gives out the Bode plots of the two filters. Two tests have been done to each type

of filters. One is to apply noise source at node 2 of each equivalent filter circuit, then the

capability of EMI filter to attenuate the noise from SMPS is given out. The other is to apply

then the capability of EMI filter to

noise source at node 1 of each equivalent filter circuit,

attenuate the noise from the power source is given out.
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Bode Diagram of DM filter (V1/V2)
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-19.72 db to —112.6 db. When the DM noise
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Fig. 7.24 Bode diagram of EMI filter

Frequency(herntz/sec)
from

1S

74.42 db, which is very large due to the lack of the damping factor. The

mn 1s

When the CM noise applied at SMPS side, it means the CM noise applied at node 2 of CM
about 1.32 kHz. The attenuation for the interested frequencies (150 kHz-30 MHz) is from —41 db
applied at node 1 of CM noise filter. The corner frequency of this second order filter is 45.89
applied at SMPS side, it means the DM noise applied at node 2 of DM noise filter. The corner
frequency is about 66.5 kHz, and the gain is 19.28 db. The attenuation for the interested

noise filter. From the circuits we know the filter is just a first order filter, the corner frequency is
to —87 db. When the CM noise applied at the main power supply side, it means the CM noise

attenuation for the interested frequencies

kHz, and the ga
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frequencies is from —12.23 db to —106 db. When the DM noise applied at main power supply side,
it means the DM noise applied at node 2 of DM noise filter. Due to the symmetric characteristics,
the corner frequency is also about 66.5 kHz, and the gain is 98.16 db, which is very high due to
the lack of the damping resistor. The attenuation for the interested frequencies is from —12.26 db

to —106 db. Those results show that the filter has effects for noise come from both sides.

7.7 Conclusion

The comparisons that have been done in this chapter show the efficiency the new proposed
simulation algorithm. The TLM stub model really can decouple the total network and give out
the satisfied results; The combing TL modeling algorithm can really improve the simulation
efficiency and accuracy; and the CT technique can give out the correct system initial condition
after forced commutation. The EMI filter analysis gives out the performance of the filter used in
this SMPS. According to the ICES-003, the maxim limits of DM and CM noise generated by this

SMPS will be easily obtained.
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Chapter 8 Conclusion and Future Work

This chapter summarizes the fundamental theories adopted and improvement made in this

research.

8.1 Main Fundamental Theories and Contribution

The fundamental theories used in this thesis are generalized TLM method, MNA method,
matrix computation formula (Sherman-Morrison-Woodbury matrix identity), Compensation

Theorem (Superposition).

In generalized TLM method, there are two types of models—stub model and link model.
The stub models of two-pin devices, inductor and capacitor, are one-port device models, which
have same structure as the physical device and do not change the topology of the electrical
network; and the link models of them are two-port device models, which have one extra port
than physical device and change the topology of the electrical network. By this extra port and the
traveling time of the TL link models, it is possible to decouple the electrical network. The
conventional link model can decouple network, but all subnetworks should adopt the same
simulation time step, which is determined by the smallest time step, and the voltages over the
decoupling capacitors have fluctuations. By adopting the TLM stub and link conversion
technique and improved TLM link algorithms in [14], the simulation time step of each sub
network can be selected independently, and the fluctuation is minimized. The stub and link
conversion technique introduces two extra steps, one is the stub and link conversion every bigger
simulation time step; the other is that the double computation efforts to get system matrices are
needed due to the usage of both link and stub model of decoupling devices. According to the
new introduced (5.7), the voltage modification of decoupling capacitors can be obtained just by

using stub models. The two extra steps introduced by stub and link conversion technique are
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wiped off, and the advantages of this technique are kept. By using the decoupling technique, One
big system matrix is divided into two smaller system matrix, which decrease the calculation
burden. The simulation time of two cases are compared under the same conditions ( AMD Athlon
Processor 1.25GHz, 1G Ram, Matlab code, 4¢,=2us, 4£=0.2us). The computation time for
50ms’ circuit simulation time is 525 seconds for undecoupled system, and 198 seconds for

decoupled system.

The conventional TLM models of electrical components are equivalent to the ADC models
associated with trapezoidal rule; the new TL models are equivalent to the ADC models
associated with weight-averaged integration rule. By using generalized TLM stub model, the

numerical oscillation due to the forced commutations can be depressed.

As mentioned in chapter 6, the system variables include all node voltages and currents flow
through branch one of each switch models. It means the system matrix is a (n-1+p)x(n-1+p)
matrix. By using partitioned matrix inversion formula, the maximum dimension of matrix need
to be inverted is dropped from (n-1+p)x(n-1+p) to (n-1)x(n-1); the number of matrix need to be

inverted is decreased to one by using the Sherman-Morrison-Woodbury matrix identity.

By using the new proposed switch model introduced in chapter 4, the off-state losses and
on-state losses both can be modeled at the same time. By the way, due to the existence of the
off-state resistor, there is no island sub network in the network no matter what are the states of
the switches. It guarantees that the singular matrix does not occur, even though all switches are
off. After adopting the little modification described in chapter 4, the computation burden of

obtaining system matrices is decreased further.

The switch model used by N.FemiaP® is a two-valued resistor. According to the switch
voltage before the forced commutation, he uses compensation theorem to obtain the initial

condition after forced commutation. It can accurately obtain the effects of resistance changed
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upon all node voltage and branch current in linear network. In the proposed switch model, the
resistance of branch one can reach an infinite value. That makes the N.Femia technique unusable.
But the algorithm used in this research to reinitialize the network is still based on Compensation
theorem (Superposition). When the switch state is transferred form off to on, the switch voltage
before forced commutation is used to obtain the initial condition after forced commutation; when
the switch state is transferred form on to off, the switch current before forced commutation is

used to obtain the initial condition after forced commutation.

8.2 Topics for Future Research

From section 3.1, we know the equivalent resistances of reactive components are changed
with two variables, one is the resistance R, the other is the time step. For a capacitor, the
maximum resistance equivalents to characteristic impedance of the TL, the minimum resistance
equivalents to zero. For an inductor, the minimum resistance equivalents to the characteristic
impedance of the TL, the maximum resistance is infinity. If the time step changed in the range of
[At, 24¢], the equivalent resistance can keep constant if the proper value of resistance (R) is
chosen. That means the generalized TLM models can be used in variable time step simulation
with constant system matrices. It is possible to resynchronize the simulation after switching
without recalculation of present time step. In the future, I will find a way to use generalized TLM

method into real time simulation area.

In this research, the semiconductor switch is modeled as a two-valued resistor. It accurately
represents the characteristics of the semiconductor switch on system level, but the switching
transition process is neglected. In the future, the switching transition process will be considered,

which will introduce more complicated characteristics of the semiconductor switch.

In this thesis, the transformer models are simplified model that the magnetic branch of the

transformer is neglected. Doing this omission will introduce a huge current error when the
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transformer input current is small. In the future, TL models of the more complicated physical

transformer model will be introduced into the system simulation.

At the last part of the chapter 7, the pérformance of the EMI input filter is roughly discussed.
As we know, the parasitic parameters of components, such as the parasitic inductance of the
capacitor, the parasitic capacitance of the inductor, and the PCB trace parasitic parameters, the
real high frequency characteristic of the EMI input filter will be much different form the

expected characteristic. The detailed discussion will be done in the future.
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Appendix A Transmission Line Modeling

The following equations are the KCL and KVL equations of the single-phase two-wire line

section of length of A x.

v(x+Ax,t)—v(x,t)=—LAx—ai—(aJ;’—t)-—i(x,t)RAx (A.1)
i(xt)-i(x—4xt)= —CAx—a—-V(:—’t) ~GAaxV (x,1) (A.2)

We use partial derivatives here because v(x,f) and i(x,?) are differentiated with respect to both
position x and time ¢. Dividing (A.1) and (A.2) by Ax and taking the limit as A x—0 and taking

the Laplace transform, we obtain

M = —sLI(x,s) - I(x,s)R (A.3)
%= -sCV (x,5)-V(x,5)G (A.4)

Differentiating (A.3) w.r.t. x and using (A.4) to eliminating V{(x,s), we get,

2
i{%ﬂ = 5*LCV (x,5)+S(RC + GL)V (x,5) + GRV (x,5) (A.5)
X

Similarly, we can show that
2
if’s)=szLCI(x,s)+s(RC+GL)I(x,s)+GRI(x,s) (A.6)

The solution of (A.5) and (A.6) are shown as follow:

V(x,5)=V*(s)exp(-r(s)x)+V (s)exp(r(s)x) (A7)
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I(x,s)=1"(s)exp(-7(s)x)+I (s)exp(y(s)x) (A.8)

where y(s)= \/szLC +s(RC+GL)+GR

In general, the inverse Laplace transforms of (A.7) and (A.8) are not closed form
expressions. However, for the special cases of a distortionless line, which has the property
R/L=G/C, or lossless line, which has the property R=G=0, the inverse Laplace transforms have a
closed form. Assuming R/L=G/C=M , if M=0, the expression becomes the solution for lossless

case; if M0, the expression becomes the solution for distortionless case.

V(x,s)= V*(s)exp(—(s + %)x/u) + V'(s)exp((s + %)x/u) (A.9)
I(x,s)= I*(s)exp(—(s + %)x/u) + I'(s)exp((s + %)x/u) (A.10)

where u = 1/ JLC and a=+RG The inverse Laplace transform of these equations is
v(x,t)=exp(-ax)v* (t - %) +exp(—ax)v” (t + %) (A.11)
i(x,t)=exp(-ax)i’ (t - %) +exp(-ax)i (t + %) (A.12)

The a is the attenuation term, due to the power losses consumed by the R and G . Then I will

prove the relationship betweenv', v, i", i . Using (A.10) in (A.4)

WD (Yenpl—(s + (RID) )+ 1 ()erol(s+(RID)xf)

=~(sC+ G)(V+ (s)exp(—(s + (R/L))x/u) +V (s)exp((s +(R/L))x/u))

(A.13)

Equating the coefficients of exponential functions on both sides of (A.13),

V*(s)=(s+M)\/E=\/[/7C V_(s)=_(S+M)‘/E=_\/_L_/—(; (A.14)

I"(s) sC+CM I (s) sC+CM
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Appendix B TLM Stub and Link Model

There are lumped capacitance C and lumped inductance L; I will give out the impedance
calculation procedure in this section. C; and L, indicate the capacitance and inductance per unit

length. /xC, and /xL, indicate the total capacitance and inductance of each reactive component.

For TLM stub model, we assume the time step 75 is the round trip time , which is the time

for travelling wave move from one end of the element to another end and back.

Propagation velocity: u = 1/ JC.L,
Travelling time: 7 = 2//u =21,/C,L,
Equivalent inductance for capacitance C: IL, =7, / 4C=1L

Equivalent inductance for capacitance L: IC, =7, /4L=C
So Z.=\L/C=1,/2C and Z, =\L/C=2L/7

For TLM stub model, we assume the time step 7 is the single trip time , which is the time

for travelling wave move from one end of the element to another end.

Propagation velocity: v= 1/ JC.L,
Travelling time: 7, =I/v=1,|/CL,
Equivalent inductance for capacitance C: IL, =7,>/C =L

Equivalent inductance for capacitance L: IC, =7,° / L=C
So Z.=\L/C=7,/Cand Z, =,/]L/C =Lz,

Appendix C TLM Stub Model of Electrical Branches
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I. TLM Model for Type One Equivalent Branch

According to the TLM model for individual passive element, we can have the following

equations
ve (£) = Reic (£) +2v () (a)
i(1)=ve (1)/R, +ic (1) (b (C.1)
v(t) =ve (1) +Ric (1) ©

Using (a) and () into (c¢) and rearrange it,

v(£) =R (i(t) - (v(6)-i(£)R ) /R, )+ 2v; (1) +i () R,

v(1)(R, +R.)/R, =i(t)(R,R. + RR. + R R,))/R, +2v,(¢)

T0) PR kN 7 U . S—Y 1)

- RZRC + RZR] + R]RC RZRC + RZR] + RIRC (C.Z)

v (4 ) =ve (1) =% (1)
e o

Let’s name a vector Br.

g [RtR 2R RR.RR-RR -RR]
R, +RR +RER;

So (C.2), (C.3) can be express as

i(1)=Br(1)v(e)+ Br(2)v. (1) (C.4)

ve (t+ At) = Br(3)v(r) + Br(4) v (t) (C.5)
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II. TLM Model for Type Two Equivalent Branch

Similar to type one equivalent branches, we can have the following equations

v (1) =Ryi () +2v (r) (a)
i(1)=v,(1)/R, +i,(?) (b  (C6)
v(t)=v, (1) +i(£)R, (c)

Using (a) and (b) into (¢) and rearrange it,

v(t)=R, (i(t)—(v(t) ~i(t)R, )/R2)+ 2v; (£) +i(t)R,
v(t)(R, +R,)/R, =i(t)(R,R, + RR, +RR,)/R, +2v,(¢)

T0) Pt ) W S—— )
R,R, +R.R +RR, R,R, +R,R +RR,
v, (t + At) =-v, (t) +v (t)

RR RR-RR,-RR, , (C.8)
=" RR TRR AR V() + R TRR RIRLVL(t)
R,R, + R,R +RR, R,R, + R,R +RR,

(C.7)

Let’s name a vector Br.

Br o [R,+R, -2R, R,R, R,R-RR, -RR,]
R.R, +R,R +RR,

So (C.7), (C.8) can be expressed as

() = Br(1)v(r) + Br(2)v. (¢) (C9)

vt (£ +4r)= Br(3)v(t) + Br(4)v. (1) (C.10)
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I11. TLM Model for Two Winding Transformer

For the simplified transformer model in Figure 2.15, the time domain characteristic

equations can be written as

v(6)-v (1) =1L, ” +i, ()R, (a)
-2 B0 0 @ ©

i,(1)=i(r)+i,(¢)/a=0 (d)

Adopting TLM technique, the equation transform into the equation

vi(1)=vo (£) = (R + R )i, (£) +2vy, (1) = Z,ji (1) + 2v}, (1) (a)
(C.12)
v, (1) - v (t)/a =(R,, + R,)i, (1) +2v, ()= Z,i, (1) + 2v], (1) (b)

Multiplying (C.12) by Z2 and (C.12) by Z,/a, then applying then into (C.11), the formula for

calculating v, can be obtained.

Vo (n) = mid2Tx (., 1)[v, (n)-2v,,(n); v,(n)-2v, (n)]

C.13
where mz’d2Tx(1,:)=[azZ2 aZ,:|/(azZ2 +Zl) €13
Using (C.13) into (C.12), we have
i (n) _ Y (n) _ .. v}, (n)
L (n)} = Y2Tx(.,.,1)[v2 (n)} 1’2Tx(.,.,1)[2v22 ) o
where Y2Tx(:,:,1)= b (aZZ +Z)
A —-a a2 2 1

As we know the voltage of any node is equal to the sum of the incident wave and the reflect
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wave, thus the incident waves for the next time step are

i) b ic il s B Y

S MiE LY

IV. TLM Model for Three-winding Transformer

The time domain characteristic equations for three-winding transformer, which is shown in

Figure 2.16, is listed following.

di (¢
v (t)-v, (t)=Ll—;(t—l+il ()R, (a)
t di, (t

v, (t)—v°( ) =1, l;f )+i2 ()R, (b)

a, (C.15)

Vo (t) dis (t) .
- =L R
Vv, (t) . I +1i, (t) 5 (©)
i, () =i () +i,(t)/ay, +i,(t)/a; =0 (d)
Adopting TLM technique, the equation transform into the equation

vi(1)=vo (t) = (R, + R )i (£) + 2v, (1) = Z,i, (£) + 2v;, (1) (a)
v, (£)—vo (£)/a, =(Ryy + Ry) iy (1) + 2V, (1) = Z,5, (1) + 2}, (¢) (b) (C.16)
vy (£) = vy (1) @y = (Ryy + R (1) + 2, (£) = Z,5, (£) + 2vi, (¢) (c)

Multiplying (C.16) by Z,Z; , (C.16) by Z,Zy/a,; and (C.16) by Z,Z,/a,3, then applying then

into (C.15), the formula for calculating v, can be obtained.
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v (¢) = mid3Tx(l,:)|:v, (1)-2vi,(1); w(0)-2vi,(t); vs(r)-2v, (t)]
ayanZ,Z, a,a5Z,Z, a122a13ZIZZ] (C.17)
aya 2,2, + anZ\Z, + a2, 27,

where mid3Tx(1,:) = I:

Using (C.17) into (C.16), we have

i (r) V(1) 2vy, (t)
i, (£) | = Y3Tx (1) v, (¢) |- Y3Tx(:,,1)| 2v], (¢)

i, (t) v (1) 2v;, ()

2 2 2 2
apZ, + a2, —a,,a1,Z, —a,,8,,Z, (C.18)
2 2 2 2
—a,0,,Z, A,01,Z + a2, —a),0,Z,
2 2 2 2
—a,,8,,Z, -a,,a,,Z, a,0,,Z, + a2,

where Y3Tx(:,:1)=

2 2 2 2
A,032,2, + a,,0,,2,Z, + a,,01,2,Z,

As we know the voltage of any node is equal to the sum of the incident wave and the reflect

wave, thus the incident waves for the next time step are

vy, (1 + 4¢t) vi (1) =ve (£) =1, (£) R — vy, ()
viz(”‘At) =- vz(t)_vo(t)/alz_iz(t)Rz_VZ:’(t)
v23(t+At) _v3(t)—v0(t)/a,3—i3(t)R3—v23 t)
R, 0 07 a(0)] {vi()
=0 R, O |i()]|-|{v() (C.19)
L0 0 R, 5(0)] [vis(r)
vi(f)=2vi, (1) | | via(®)
=-Y3Tx(:,52)| v, (t) - 2v,, (¢) || v}, (7)

u () =2 (1) ] [vis ()

R, 0 0
where Y37x(;,;,2)=| 0 R, 0 |V3Tx(::1)
0 0 R,

Appendix D The Generalized TLM stub models

I. New TLM Model for Type One Equivalent Branch
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According to the new TLM model for individual passive element, we can have the following

equations

n ()= ()R, +25% (1)
(1) =u (- 1) 2
() =i() R+, ()
i(0)=4(0)+w ()R

Using (D.1) (b), (¢), and (d) into (a), we have s (D.2).

W(0)=i(1)R, = (i(t) -1(’)‘1;2&] R, + 20 (1)

RR,+RR, +R'R2i R, +R

()= "5 -24()

R,
oy V() _v() R,
i(t) —E;”EQ (v) _R—EQ 2v; (t) RR,+RE. *RE,
A R,
where RC=E R,=2R. REQ=R1+R2R2+R

Using (D.1) (a), (c), and (d) into (b), we have (D.3)

ve (t+At)=(v(t)-i(t)R)/2
=v<r)_1£vl O-240)  » (’>le

220 &, R,
)[Ry RJve(r+a)-Rve (1))
T2 R,R, 1
ve (£ +4t)= - Rk, 0) RR, ;

v
2 R,R,+RR, +RR,
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I1. New TLM Model for Type Two Equivalent Branch

According to the new TLM model for individual passive element, we can have the following

equations

Y (t) = il (t)Req + VZ (t) (a)
v (0)=-v(t-4r)+v, (1 - 4r) (b)

(D.4)
v(t)=i(*)R +v,(t) ©

i(1)=4,(t)+v (t)/R, (d)

Using (D.4) (a), (b), aﬁd (d) into (c), we have (D.5).

v(r)=i(r)R, +(i(t) —%WJRW +v, (1)

B ) = AR IR ) 4, ()

0= 31y ()= 3 O e ©5)

R

where RL:ZA_f R =ﬁ REQ:Rl'*"}ZRi%
+

eq

Using (D.4) (a), (c), and (d) into (b), we have (D.6)

vy (r+4t)=—v, (1) +i(1)R +V,(¢)

=_v(t)+[‘v2 (IZ“’) il (”Z)”; (t)]Rl (1)

R’lReq RI Req + R2 Req

L(t+a)=- t AG
vi(r+ar) R.R,+RR, +RR, " )+R2Req+R,Req+R1R2 v () (D.6)
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The inverse of block matrix A can be expressed as (E.1), by adopting block matrix inversion

formula.

-1 -1

B

G H| B D] DB (v+BD'B’)" (D+B'Y"B)

where  B" =-B'
By using matrix inversion lemma, which is shown in (E.2)
(I+MN)' =I-M(I+NM)'N

I. Case one: p < n-1+m

If we let M=Y"'B and N=D"'B’, the matrix E, F, G, H can be expressed as

-1

E=(r+BD"B") =[Y(1+Y"BD"B )]' =(1+Y'BD"B") 1"
= [1 ~y'B(1+D"'B'Y"'B)’ D“'BT}Y“
=y -y'B(I+D"B'Y"'B) D"BY"
=Y"'-R(I+R)"'A

F=-v"B(D+B'Y"B) =-Y"B[D(I+ D“BTY"B)]"

=-Y"B(I+D"'B'Y"'B) D' =-R(I+P3)" D"

-1

G=D"B'(Y+BD'B") =D'B'E=P,-PB(I+R) P,

H=(D+5Y"'B)' =[D(1+D"B'Y"B)] =(1+B)" D
II. Case two: p > n-1+m

If we let M= D'B 7 Y'and N= B, the matrix E, F, G, H can be expressed as
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E=(r+BD'B") = [(7+3D7B'Y" )Y]"

B (E.7)
=Y (/+BD"'B'Y") =y (1+B)’
F=-Y"B(D+ BTY"B)_I = —Y"B[D(I + D"B’Y"B)]'1
E.8
=-1"'B(1+D"B'Y"B) D" =-R(I- B (I+R)" B)D" &
G=D"B"(v+BD"'B") =D'B'Y"(I1+BD"'B'Y") =B, (I+B)’ (E.9)
H=(D+Bv"B) =[D(I +D-'B’r‘3)]"
=[1 -D'BY"! (1+ BD'B'Y"! )'l B]D‘l (E.10)

(1-(1+R)"B)D"

where B, =Y"'B, B,=D"'B"Y"', B =BD'B'Y"
Appendix F Initial Conditions of Transformer

Due to the existence of the leakage inductance, the current flow through any winding of
transformer is continuous at any time. Therefore, at the switching time period [¢°, ¢'], the current
keep constant. According to the transformer current at the time ¢~ and the voltage at the time ¢,

(C.15) can be written as

v ()=, (F) R vy (1) = le"(’) @
vo(t) di2 (t)
v, (¢)-5,(¢)R, -
(1)-2() " ®
w1 (R -2 o B0 ©
i (1) =i, (1) +1, (1) +7, (1), =0 @

According to the similar procedure in the section IV of Appendix C, the v, can be obtained.
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vo(n)= mid3Tx(2,:)[vl (m)-i(n)R; v,(n)-i,(n)R;; vy(n)—1i (n)R3:| (F.2)

2 2 2 2
I:a12al3L2L3 aa;,L L, a12al3L1L2]

where mid3Tx(2,:)=
( ) a122a123L2L3 + a123L1L3 + a122L2L1

Then the new incident wave after the switching can be obtain

vy, (n) vi(n)-v,(n) Z, 0 01i(n)
Vi, (n) = | va(n)-v(n)/a, |-] 0 Z, O |i(n)]]| /2 (F.3)
v, (n) v, (n)=v,(n)/a, 0 0 Z|i(n)

Appendix G Model Data of Used Semiconductor Switches

The following content is the semicondutor models used in Multisim for the system

simulation.
Model Model Data
IN5406 [S=2.68¢e-12 RS=0.00731 N=1.17 TT=1.44¢e-5 CJO=124e-12 VIJ=0.6 M=0.5
EG=1.11 XTI=3.0 KF=0 AF=1 FC=0.5 BV=900 IBV=10e-6 TNOM=27
. . IS=1.0e-14 RS=0.01 N=1 TT=0 CJO=0 VJ=0.1 M=0.5 EG=1.11 XTI=3.0
Diode Virtual
KF=0 AF=1 FC=0.5 BV=1.0e30 IBV=1.0e-3 TNOM=27
IS=2e-05 RS= 0.00133491 N= 1.18777 TT= 1e-09 CJO= 1le-011 VJ= 0.7
MBRB2545

M=0.5 EG= 0.6 XTI= 4.547 FC= 0.5 BV=45 IBV=4e-5 KF=0 AF=1

1S=1.925¢-014 NF=1.000e+000 ISE=4.331e-016 NE=1.053e+000
BF=1.687¢+002 BR=1.000e+000 IKF=2.000e+000 VAF=3.000e+001
28C2655 VAR=2.000e+001 EG=1.110e+000 XTI=3.000e+000 XTB=0.000e+000
RC=3.500e-001 RB=2.000e+000 RE=0.000e+000 CJE=7.5e-11, MJE=0.33
VIE=0.75 CJC=5.5¢e-11, MJC=0.33 VIC=0.75
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Appendix H Netlist File of SMPS

**Circuit200ms2 +r(

* Electronics Workbench ) +

* This file was created by: + )

*  multiSIM to SPICE netlist routine ILin1 26 1 1e-006

* Generated by: cyxmn rRin2 1036 0.01 resRin2
* 1/8/2006 2:37:29 PM .model resRin2

xTR114 9713 0 TRBASEI0__ TRANSFORMER__ 98 +1(

cC7 804 16 2.0E-6 +

xML2 804 2 15 34 TL2_ TRANSFORMER__ 5 + )

vV21213907dc 0 ILin2 36 31 1¢-006

+ 1L3 6 910 1e-005

+ ¢C9910 0 0.0033

xTR2 910 6 18 20 TRMUL__ TRANSFORMER__ 68 IL1 910 912 1e-006
eV190502891 ¢C10912 0 0.0033

qQ1 948 806 25C2655__BJT_NPN__ 681 rRL59120 0.3 resRLS
qQ2 807 47 9 2SC2655__BJT_NPN__ 681 .model resRL5S

rR1 801 31 510k +r(

rR49050 1000 resR4 +

.model resR4 + )

+r( cC11 0904 0.00047

+ rRLN5 0904 1 resRLNS
+ ) .model resRLNS

xT5 19 906 17 907 MBRB2545__ TRANSFORMER__ 73 +r(

dD4 15 807 INS406__TRANSFORMER__ 72 +

dD2 804 807 IN5406__ TRANSFORMER__ 72 + )

dD1 806 804 IDEALD_DIODE_ 1_ 20 rRv212825 47 resRv2l
dD3 806 15 IDEALD_ DIODE_ 1_ 20 .model resRv21

¢C5 807 804 0.00068 +1(

cC6 804 806 0.00068 +

rR2 807 804 330000 resR2 + )

.model resR2 cC825 9 2e-009

+r( dDS 9 807 IDEALD__DIODE _1_ 8
+ dD6 806 9 IDEALD_ DIODE__1_9
+ ) vV5479dc0

rR3 804 806 330000 resR3 +

.model resR3 +

+r( + pulse(0 50 1¢-009

+ TC2=0 + 1e-009 1.8¢-005

+ ) + 4e-005)
vV101260dc0 acl0 vV6 48 806 dc 0

+ distofl 10 +

+ distof2 10 +

+ sin(0 169.71 60 0 0 0) + pulse(0 5 2e-005 1e-009
vV102100dc0 aci0 + 1e-009 1.8e-005

+ distofl 10 + 4e-005)

+ distof2 10 cC12 193 1e-008
+5in(02.828 60 00 0) rRv223 906 4.7 resRv22
rRinl 1 801 0.01 resRinl .model resRv22

.model resRinl +r(
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+
+)

¢C14 906 4 1e-008

rRv24 417 4.7 resRv24
.model resRv24

+r(

+

+ )

cC15907 5 1e-008
rRv25517 4.7 resRv2S
.model resRv25

+(

+

+ )

cC13 198 1e-008

rRv23 8 907 4.7 resRv23
.model resRv23

+r(

+

*)

cC3 804 0 2¢-009

cC4 0 15 2e-009

cC1 801 31 2.2e-007
¢C2 804 15 2.2¢-007
IMLI1fir 801 2 1e-005
IML1sec 31 34 1e-005
112 20 904 1e-006
vV206 1628 dc 0

+

+

vV230196dc0

+

+

vV2311718dc0

+

+

vV211 7906 dc 0

+

+

vV21028 14dc O

+

+

SUBCKT TRBASE10__TRANSFORMER_ 9812345

* EWB Version 4
TRBASE10__ TRANSFORMER __98ransformer

Model
* n=20 Le= 3.6-006 Lm= 6e5 Rp= 1¢-006 Rs= 5e-007
Rp 1 6 1e-006ohm
Rs1 12 3 5e-007ohm
Rs2 13 4 Se-007ohm
Le 6 73e-006H
Lm 7 26eSH
Lsl 10 12 3e-009H

142

Ls2 11 13 3e-009H
El 9 5 7 2005
E2 5 8 7 2005
V1l 910DCOV
V2 118DCOV
F1 7 2V10.05
F2 7 2V20.05
.ENDS
.SUBCKT TL2__TRANSFORMER__ 51234
* *1,2-- primary winding, *3,4-- secondary terminal
Rs1 111 1e-003
Ri2 331 1e-003
L1 1123e-003
L2 314 3e-003
K12 L1 L29.99-001
.ENDS
.SUBCKT TRMUL__TRANSFORMER__ 681234
* *},2-- primary winding, *3,4-- secondary terminal
Rsl 111 1e-003
RI2 31 3 1e-003
L1 112 6e-006
L2 3146e-006
K12 L1L29.833e-001
.ENDS
.subckt MBRB2545__ TRANSFORMER 731234
d1 4 1 DMBRB2545__TRANSFORMER__ 73
d2 2 1 DMBRB2545_ TRANSFORMER__ 73
d3 3 4 DMBRB2545__ TRANSFORMER__73
d4 32 DMBRB2545__ TRANSFORMER__ 73
.MODEL DMBRB2545_ TRANSFORMER__73 D

+ is=2e-05
+rs=0.00133491
+n=1.18777

+tt= le-09

+ cjo=le-011
+vj=0.7

+m=0.5

+eg=0.6

+ xti= 4.547

+fc=0.5

+bv=45

+ ibv=4e-5

+kf=0

+af=1

.ends MBRB2545 __TRANSFORMER__ 73
.MODEL IN5406__TRANSFORMER__72 D
+ IS= 2.68e-12
+ RS= 0.00731
+ N= 117

+ TT= l44e-5

+ ClO= 124e-12
+ Vl= 06

+ M= 05
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+ EG= L1l + EG= L1l

+ XTI= 30 + XTI= 30

+ KF= 0 + KF= 0

+ AF= 1 + AF= 1

+ FC= 05 + FC= 05

+ BV= 900 + BV= 10e30

+ IBV= 10e6 + IBV= 10e3

+ TNOM= 27 + TNOM= 27

MODEL IDEALD__DIODE__1_20 D +)

+ MODEL IDEALD_ DIODE_1_9 D

+ IS= 2.68e-12 +

+ RS= 000731 + IS= 1.0e-14

+ N= 117 + RS= 00l

+ TT= 1l44e-5 + N= 1

+ ClO= 124e-12 + TT= 0

+ Vi= 06 + Clo= 0

+ M= 05 + VI= 0l

+ EG= L1l + M= 05

+ XTI= 30 + EG= 1l

+ KF= 0 + XTI= 30

+ AF= 1 + KF= 0

+ FC= 05 + AF= 1

+ BV= 900 + FC= 05

+ IBV= 10e6 + BV= 10e30

+ TNOM= 27 + IBV= 10e3

+) + TNOM= 27

MODEL IDEALD__DIODE_1_8 D +)
( MODEL  25C2655__BJT_NPN_ 681 NPN
IS= 1.0e14 +18=1.925¢-014 NF=1.000e+000 ISE=4.331¢-016
RS= 00! +NE=1.053e+000 BF=1.687¢+002 BR=1.000¢+000

= 1 + IKF=2.000e+000 VAF=3.000e+001 VAR=2.000¢+001
= + EG=1.110e+000 XT1=3.000e+000 XTB=0.000e+000

ClJo= 0 + RC=3.500e-001 RB=2.000e+000 RE=0.000e+000

vi= 01 + CJE=7.5¢-11, MJE=0.33 VJE=0.75

M= 05 + CJC=5.5e-11,MJC=0.33 VIC=0.75

+ 4+ + + o+
I
(=]
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Appendix I SMPS Circuit in PSCAD
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Appendix J SMPS Circuit in Multisim

11

1t
CoaumeneN  S0e Reviion 1.8
Oine Mur F. 2004 | S36 Cemtomn
Seet ¢ ¢ 1

10
10

Owickd by
Approved by
|

1
viot

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



146

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



147
Appendix K Matlab Codes

I. Algorithm I

clear; cic; disp('1Start’); tic

global Rvector] Cvector] Lvector]l TL1 TL2 Rvector2 Cvector2 Lvector2 TR1 TR2 YLLM YRLM YRLME
global ZLD ZRD ZRQ ZRC BrL BrR MidYRtranx MIdYRtranxE ZRCE BrE

global SDL SDR SQRcom lonL IonR Vlink deltaT

global TLstep TRstep TRE TswRtemp TswLtemp NumofPoints2

global VLinc VRinc VLMinc VRMinc ILpre IRpre deltaV XL XR IL IR VonL VonR

global freq T4saw T4Q1th T4Q2th Dmax Mag Phy w TLstep TRstep

% Basic time step. time step TLstep/TRstep=integer TRstep/TRmin=integer

TLstep=2e-6; TRstep=2e-7, TRE=TRstep/2; Time=50¢-3; deltaT=Se-15; deltaV=le-12;
Tstart2rec=Time-0.05; Trec4L=1*TLstep; Trec4R=1*TRstep;
NumofStart2Rec=round(Tstart2rec/TLstep)+1; NumofPoints1=round(Time/TLstep)+1,
NumofPoints2=round(TLstep/TRstep), %sNumofPoints3=round(TRstep/TRmin),
Step4RecL=round(Trec4L/TLstep); StepARecR=round(Trec4R/TRstep),

%PWM control part

Dmax=0.9; freq=25e3; TAPWM=floor(1/freq/TRstep/2)* TRstep*2; T4saw=T4PWM/TRstep/2,;
T4Q1 th=floor(T4saw*Dmax); T4Q2th=T4Q1th+T4saw;

VLinc=zeros(14,2), VRinc=zeros(19,2); VLMinc=zeros(4,2), VRMinc=zeros(2,2),
w=2*pi*60; Phy=[0,0], Mag=[120*sqrt(2); 2*sqrt(2)];

% Rectifier part

Rs=2e-2; R1=510¢e3; R2=330e3; R3=330e3; Rvector1=[Rs/2, R1, R2, R3]; Ls=2e-6;
Lvector1=[Ls/2]; C1=220e-9; C2=220e-9; C3=2¢-9; C4=2¢-9; C5=680¢-6; C6=680¢-6;
Cvector1=[Cl, C2, C3, C4, C5, C6]; TL1=[10e-6, 10e-6, Oe-6, Oe-6, Oe-7, 0];

TL2=[3.0e-3, 3.0e-3, 2.997¢-3, le-3, 1e-3, 0]; Rdon=0.0119; Rdoff=5e11; ZLD=[Rdon, Rdoff];
% DC-DC converter

C7=2e-6; C8=2¢-9; C9=3300e-6, C10=3300e-6;, C11=470e-6, C=10e-9;

Cvector2=[C5, C6, C7,C8,C9,C10,C11,C,C,C,C];

R4=47, RL5=0.3; RLN5=1; R=4.7, Rvector2=[R4, R, R, R, R, RL5, RLN5, 0.01};
L1=1e-6;L2=1e-6; L3=10e-6; Lvector2=[L1, L2, L3];

La=3e-6; Lb=3e-9; Lc=3e-9; al2=20; a13=20; TR1=[La, Lb, Lc, al2, al 3, le-6, Se-7, 5e-7},
TR2=[6e-6,6¢-6,5.9¢-6, 1e-6, 1e-6, 0],

Rd10n=0.002043; Rdloff=5ell; Rd20on=0.0253; Rd2off=5e1l; Qlon=0.3601; Qloff=100e6;
DI1=[Rdlon, Rdloff},; D2={Rd2on, Rd2off]; ZRD=[D1; D2}, ZRQ=[Qlon, Qloff];
VonL=0.8217; VonR=[0.3883, 0.8131, 0.0349]; lonL=VonL/ZLD(1); lonR=VonR./[ZRD(1,1),ZRD(2,1),ZRQ(1)];

VLfid=fopen('VLdatal xIs',w'); ILfid=fopen('ILdatal xIs',w’);

VRfid=fopen('"VRdatal xls',w'); IRfid=fopen('IRdatal xIs',w’),
XL=zeros(12,3);IL=zeros(16,3);ZL=zeros(8,1), XR=zeros(20,3);IR=zeros(27,3);ZR=zeros(12,1);
Vlink=[(X1(7,3)-XL(4,3}+XR(1,3)-XR(2,3))/2; (XL(4,3)-XL(6,3+XR(2,3)-XR(3,3))/2];
D=impedance(l), ZLC=D{1}; ZLL=D{2}; YTL1=D{3}; YTL2=D{4}; BrL=D{5},

D=impedance(2); ZRC=D{1}; ZRL=D{2}; YRLM=D{3}; BrR=D{4}; YTR2=D{5};, MidYRtranx=D{6};
D=impedance(3); ZRCE=D{1}; ZRLE=D{2}; YRLME=D({3}; BrE=D{4}; YTR2E=D{5}; MidYRtranxE=D{6};
SDL=zeros(4,4); SDR=zeros(8,4); SQRcom=zeros(2,2),

SDLstack=ones(size(SDL(:,3))); SDRstack=ones(size(SDR(:,3)"));

% Generate Y matrix for rectifier

D=sysmatrix(1); YL=D{1}; BL=D{2}; BLT=-BL', DL=D{3}; invYL=inv(YL), invDL(:,;,1)=inv(DL),
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PL3(:,;,})=invDL(:,;, 1 }**BLT*invYL*BL; PL2(:,;,1 )=invDL(;,;,1)*BLT, PL1=invYL*BL;
IPL3=eye(size(PL3(:,:,1))); PLA(:,:,1)=inv(IPL3+PL3(:,:,1));
EL(:,,1)=invYL-PL1*PLA4(:,;,1)*PL2(;,;,1)*invYL, GL(;,,,1 )=PLA4(:;,,1)*PL2(;,;,1 )*invYL;
D=sysmatrix(2); YR=D{1}; BR=D{2}; BRT=-BR'; DR=D{3}; invYR=inv(YR); invDR(;,:,1)=inv(DR),
PR3(;,;,1)=invDR(,:,1)*BRT*invYR*BR; PR2(;,;,1)=invDR(;,;,1)*BRT; PRI=invYR*BR;
[PR3=eye(size(PR3(:,;,1))); PR4(.,;,1)=inv(IPR3+PR3(;,,1));
ER(:,,1)=invYR-PR1*PR4(:,;,1)*PR2(:,,,1)*invYR; GR(:;,,,1)=PR4(:,;,1)*PR2(:;,,,1)*invYR;

%main program

n=1; k=1, signL=switchstate(n); signR=switchstate(n-1,k);

SDL(;,[1,2])=SDL(;,[3.4]); SDR(.,[1,2])=SDR(.,[3,4]); SQRcom(1)=SQRcom(2);

VLinc(:,1)=VLinc(:,2); VLMinc(:,1)=VLMinc(:,2); VRinc(:,1)=VRinc(;,2); VRMinc(;,1 ) =VRMinc(:,2),

if NumofStart2Rec=1
fprintf{ VLfid, %4 .6f %4.6f %4.6f %4.6f %4.6f %d.6f %64.6f %4.6f\n', XL(1:8,3)"),
fprintf{ILfid,'%4.6f %4.6f %4.6f %4.6f %4.6f %4.6f %4.6f %4 .6f Yo4.6f %4.61 ', 1L(1:10,3));
fprintf{ILfid,'%4.6f %4 .6f %4 .6f %4.6f %o4.6f %4 .6f\n',1L(11:16,3) );
fprintf{ VRfid,'%4 .6f %4 .6f Yod.6f %4 .6 %od.6f %4 6 %4.6f %od .6f %4 .6 %4.6f ' XR(1:10,3));
fprintf{ VRfid,"%4.6f %4.6f %4.6f\n’, XR(11:13,3)");
fprintf{IRfid,"%4.6f %4.61 %04.6f %4 .61 %4.6f %4 .6f %04.6f %4.6f %ed 6 %04 .61 ', IR(1:10,3));
fprintf{IRfid,%4.6f %4.6f %4 .6f %4 .61 %4 .6 %4.6f %4 .6f Yod.6f %4 .6f %04 6 IR(11:20,3)');
fprintf{IRfid, %4 6f %4 .6f %4 .6 %d 61 %4 .6f %4 .6f %64 6f\n', IR(21:27,3)),

end,

cond=0;

if SDL(:,1Y==SDLstack(1,:)
Lstate=1;

else cond=1; Lstate=2,

end;

if cond==1
SDLstack(Lstate,:)=SDL(:,1),;
PL3(:,:,Lstate)=diag(SDL(:,2))*PL3(:,;,1); PL2(;,:,Lstate)=diag(SDL(:,2))*PL2(:,.,1);
PLA(:,. Lstate)=inv(IPL3+PL3(:,’,Lstate)); invDL(:,:,Lstate)=diag(SDL(:,2)}*invDL(:,’,1);
EL(:, ,Lstate)=invYL-PL1*PLA(:,: Lstate)*PL2(,: Lstate)*invYL,
GL(:,: Lstate)=PLA(:,: Lstate)*PL2(:," Lstate)*invYL;

end,;

cond=0,

if SDR(:,1)==SDRstack(1,:)
Rstate=1;

else cond=1; Rstate=2;

end;

if cond=1
SDRstack(Rstate, )=SDR(.,1);
PR3(:,,Rstate)=diag(SDR(:,2))*PR3(,:,1); PR2(:,:,Rstate)=diag(SDR(:,2))*PR2(;,.,1};
PR4(:,;,Rstate)=inv(IPR3+PR3(:,: Rstate)); invDR(:,;,Rstate)=diag(SDR(:,2))*invDR(,;,1);
ER(:,;,Rstate)=invYR-PR1*PR4(;,;,Rstate)*PR2(;, Rstate)*invYR;
GR(.,:,Rstate)=PR4(:,,Rstate) *PR2(:,: Rstate)*invYR,

end;

getini=0; %if getini=1, TLM models associated Backward Euler rule are used to start the simulation

%Simulation Procedure

for m=2:NumofPoints1 %Loop control according to the L-subnetwork time step.
dv={0,0];
% Do the L-subnetwork calculation
XL(,[1,21=XL(L[2,30); ILG,[1,2])=10L[2,3D); VLine(:,1)=VLine(:,2),
VLMinc(:,1)=VLMinc(:,2); VLinc(11:12,2)=Vlink-VLinc(11:12,1);
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ZL=histsre(0,n),  XL(:,3)=[EL(:,;,Lstate);GL(:,,,Lstate)]*ZL; IL(:,3)=current(1); signL=switchstate(n),
if SDL(:,1)==SDL(;,3)
TswL=[TLstep TLstep TLstep TLstep);
else TswL=switchtime(1);
end;
TswLstd=[TLstep TLstep TLstep TLstep]; TswLtemp=TswL,
% Sort the switching time
if abs(TswL-TswLstd)<=deltaT %state unchanged or changed at the calculation point
IL11=linspace(IL(11,2),IL(11,3),NumofPoints2+1); %linear interpolation
IL12=linspace(IL(12,2),IL(12,3),NumofPoints2+1);
if signL=1
cond=1; SDL(;,[1,2])=SDL(:,[3,4]),
for iloop=1:length(SDLstack(:,1))
if SDL(:,1)==SDLstack(iloop,:)
Lstate=iloop; cond=0; break;
end,
end;
if cond==1
Lstate=iloop+1; SDLstack(Lstate, }=SDL(:,1)’; PL3(;,;,Lstate}=diag(SDL(:,2))*PL3(:,:,1);
PL2(:,: Lstate)y=diag(SDL(:,2))*PL2(:,;,1); PLA(;,;,Lstate)=inv(IPL3+PL3(:,:,Lstate));
EL(:,:,Lstate)=invYL-PL1*PLA4(.,;,Lstate)*PL2(:,: Lstate)*invYL;
GL(;,;,Lstate}=PLA(:,;,Lstate)*PL2(:,;,Lstate)*invYL,
end;
end,
for k=2:NumofPoints2+1
if getini<0.5
XR(:,[1,2])=XR(:,[2,3]); IR(;,[1,2D=IR(,[2,3]); VRine(:,1)=VRinc(:,2); VRMinc(:,1)=VRMinc(:,2),
VRinc(4:5,2)=Vlink-VRinc(4:5,1); ZR=histsrc(0,n-1k); XR(:,3)=[ER(:,:,Rstate);GR(:,;,Rstate)]*ZR;
IR(:,3)=current(2); signR=switchstate(n- 1 k);
if SDR(;,1y==SDR(;,3)
TswR=[TRstep, TRstep, TRstep, TRstep, TRstep, TRstep, TRstep, TRstep];
else TswR=switchtime(2);
end;
TswRstd=[TRstep,TRstep, TRstep, TRstep, TRstep, TRstep, TRstep, TRstep]; TswRtemp=TswR,
if abs(TswR-TswRstd)<deltaT Y%state unchanged or changed at the calculation point
dV=dV+[(IR(4,3)+IR(4,2)+IL11(k)+IL11(k-1))*ZRC(1); (IR(5,3)+IR(5,2)+IL12(k)+HL12(k-1))*ZRC(2)],
if signR=1
SDR(1:6,[1,2])=SDR(1:6,[3.4]);
if (XR(1,3)>VonR(3)+deltaV & SQRcom(1,2)~=SQRcom(1,1))...
| (-XR(3,3)>VonR(3)+deltaV & SQRcom(2,2)~=SQRcom(2,1))
getini=initial(nk); % getini=0; %if getini=0, then only tranditional TLM models are used
end:; ’ o
SDR(;,[1,2])=SDR(,[3,4]); SQRcom(:,1)=SQRcom(:,2), cond=1,
for iloop=1:length(SDRstack(:,1))
if SDR(:,1y==SDRstack(iloop,:)
Rstate=iloop; cond=0, break;
end,
end;
if cond==1
Rstate=iloop+1; SDRstack(Rstate, )=SDR(;,1;
PR3(:,:,Rstate)=diag(SDR(:,2))*PR3(:,;,,1); PR2(:,;,Rstate)=diag(SDR(:,2))*PR2(;,.,1);
PRA4(.,:,Rstate)=inv(IPR3+PR3(;,; Rstate)); invDR(:,;,Rstate)=diag(SDR(:,2))*invDR(:,;,1);
ER(:,:;,Rstate)=invYR-PR1*PR4(:, Rstate)*PR2(:,:,Rstate)*invYR,
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GR(;,:,Rstate)=PR4(;,: Rstate)*PR2(;,:,Rstate)*invYR;
end,
end;
SQRcom(:,1)=SQRcom(:,2),
else %Switching action happens in  R-sub. for (if abs(TswR-TswRstd)<deltaT)
TswRtemp={0,TswR]; TswRseq=[1,2,3,4,5,6,7,8];
for p=2:9
TswRcomp=TswRtemp(p);
for g=p+1.9
if TswRcomp > TswRtemp(q)
TswRcomp=TswRtemp(q); TswRtemp(q)=TswRtemp(p); TswRtemp(p)=TswRcomp,
seq=TswRseq(q-1); TswRseq(q-1)=TswRseq(p-1); TswRseq(p-1)=seq;
end;
end;
if abs(TswRcomp-TRstep)<deltaT
break;
end;
end, %for p=2:8
if abs(TswRtemp(9)-TRstep)>deltaT
TswRtemp(10)=TRstep;
end;
[Rtemp=IR(:,2); XRtemp=XR(:,2); m=0; TRini=0;
while (~isequal(SDR(:,1),SDR(:,3)) | abs(TRini-TRstep)>deltaT)
m=m+1; swRnum=0;
%find the number of times that the switching happens at the same time
for na=m+1:length(TswRtemp)
if (abs(TswRtemp(na)-TswRtemp(m+1)) < deltaT)
swRnum=swRnum-+1;
else break;
end;
end;
%Obtain the state values at switching time t-
TswRstep=TswRtemp(m+1)-TswRtemp(m),
%using interpolation to get the state value at switching time t-
XR(:,3)=XR(,2HXR(:,3)-XR(:,2))/ TRstep* TswRstep;
IR(:,3)=IR(:,2)HIR(;,3)IR(:,2))/ TRstep* TswRstep;
VRine(:,2)=VRinc(:;,1 ) HVRinc(:,2)-VRinc(:,1))/TRstep* TswRstep;
VRMinc(:,2)=VRMinc(:,1 ) +HVRMinc(:,2)-VRMinc(:,1))/TRstep*TswRstep;
dV=dV+[(IR(4,3)+IR(4,2)HIL11(k-1)HIL11(k)-IL11(k-1))...
*(TswRtemp(m+1)+TswRtemp(m))/TRstep))* TswRstep/Cvector2(1)/2;
(IR(5,3)+IR(5,2yHIL12(k-1)+H(IL12(k)-IL12(k-1))...
*(TswRtemp(m+1)+TswRtemp(m))/TRstep))* TswRstep/Cvector2(2)/2],
TRini=TswRtemp(m+1),
%renew switch states
for na=m:m+swRnum-1
%O0btain the state values at switching time t+
if (TswRseq(na)==7 | TswRseq(na)==8) & abs(TRini-TRstep)<deltaT
if (XR(1,3)>VonR(3)}+deltaV & SQRcom(1,2)~=SQRcom(l1,1))...
| (-XR(3,3)>VonR(3)+deltaV & SQRcom(2,2)~=SQRcom(2,1))
getini=initial(n,k); % getini=0;  %if getini=0, then only tranditional TLM models are used
end; "
SQRcom(:,1)=SQRcom(:,2),
end;
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SDR(TswRseq(na),[1,2])=SDR(TswRseq(na),[3,4]);
end;
if abs(TRini-TRstep) > deltaT
m=m+swRnum-1; XR(;,2)=XR(:,3); IR(:,2)=IR(:,3); VRinc(:,1)=VRinc(;,2),
VRMinc(;,1)=VRMinc(:,2); VRinc(4:5,2)=Vlink-VRinc(4:5,1); cond=1,
for iloop=1:length(SDRstack(:;,1))
if SDR(:,1)==SDRstack(iloop,’)
Rstate=iloop; cond=0; break;
end;
end;
if cond=1
Rstate=iloop+1; SDRstack(Rstate, }=SDR(:,1)";
PR3(:,:,Rstate}=diag(SDR(:,2))*PR3(;,;,1); PR2(;,;,Rstate)=diag(SDR(:,2))*PR2(:,:,1);
PRA4(:,: Rstate}=inv(IPR3+PR3(;,:,Rstate)); invDR(:,: Rstate)=diag(SDR(:,2))*invDR(:,;,1);
ER(.,:,Rstate)=invYR-PR1*PR4(;,. Rstate}*PR2(;,;,Rstate)*invYR;
GR(;,.,Rstate)=PR4(:,: Rstate)*PR2(;,;,Rstate)*invYR;
end;
ZR=histsrc(m+1,n-1 k), XR(:,3)=[ER(;,:,Rstate);GR(:,;,Rstate)]*ZR;
IR(:,3)=current(2), signR=switchstate(n-1,k);
if SDR(;,1)==SDR(:,3)
TswRtemp(m+2:m+9)=TRstep; TswRseq(m+1:m+8)=[1:8];
else
TswRini=switchtime(2); TswRiniseq=[1,2,3,4,5.6,7,8];
for p=1:8
TswRcomp=TswRini(p); seq=TswRiniseq(p);
for g=p+1:8
if TswRcomp>TswRini(q)
TswRcomp=TswRini(q); TswRini(q)=TswRini(p); TswRini(p)=TswRcomp,
seq=TswRiniseq(q); TswRiniseq(q)=TswRiniseq(p); TswRiniseq(p)=seq;
end,
end;
if TswRcomp<=TRstep-TswRtemp(m+1)
TswRtemp(m+p+1)=TswRcomp+TswRtemp(m+1); TswRseq(m+p)=TswRiniseq(p);
else
TswRtemp(m+p+1)=TRstep; TswRseq(m+p)=TswRiniseq(p);
SDR(TswRiniseq(p),[3,4])=SDR(TswRiniseq(p),[1,2]);

end;
end, %for (for p=1:8)
end; %for if isequal(SDR(:,1),SDR(:,3))
end;
end; %for while (SDR(:,1)~=SDR(:,3) | abs(TRini-TRstep)<deltaT)

IR(:,2)=IRtemp; XR(:,2)=XRtemp; cond=1;
for iloop=1:length(SDRstack(:,1))
if SDR(:,1y==SDRstack(iloop,:)
Rstate=iloop; cond=0; break;
end;
end,
if cond==1
Rstate=iloop+1; SDRstack(Rstate, )=SDR(;,1)’;
PR3(:,: Rstate)=diag(SDR(:;,2))*PR3(:,;,1);  PR2(:,:,Rstate)}=diag(SDR(:;,2))*PR2(:,.,1);
PR4(:,:,Rstate)=inv(IPR3+PR3(;,.,Rstate));  invDR(;,,Rstate)=diag(SDR(:,2))*invDR(;,:,1);
ER(.,.,Rstate)=invYR-PR1*PR4(:,: Rstate)*PR2(;, ,Rstate)*invYR,
GR(:,.,Rstate}=PR4(;,:,Rstate)*PR2(:,.,Rstate)*invYR,
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end,
end;
else
VRMinc(1:2,2)=2*VRMinc(1:2,2); VRinc(1:3,2)=2*VRinc(1:3,2),
VRinc(4:9,2)=VRinc(4:9,2); VRinc(10:12,2)=2*VRinc(10:12,2);
VRinc(13,2)=VRinc(13,2); VRinc(14:15,2)=2*VRin¢(14:15,2); VRinc(16:19,2)=VRinc(16:19,2);
for kl=1:2
XR(:,[1,2])FXR(,[2,3]); IR(,[1,2])=IR(,[2,3]); VRinc(:,1)=VRinc(;,2);
VRMinc(:,1)=VRMinc(:,2);, VRinc(4:5,2)=Vlink/2;
ZR=histsre(-1,n-1,k), XR(:,3)=[ER(;,;,Rstate);GR(:,:,Rstate)]*ZR;
IR(:,3)=current(3);, signR=switchstate(n-1,k);
if SDR(;,1 ==SDR(:,3)
TswR=[TRE,TRE,TRE,TRE,TRE,TRE,TRE, TRE],
else TswR=switchtime(3);
end;
TswRstd=[TRE,TRE,TRE,TRE,TRE,TRE,TRE,TRE}; TswRtemp=TswR,;
if abs(TswR-TswRstd)<deltaT %state unchanged or changed at the calculation point
dV=dV+[(IR(4,3}+IL11(k))*ZRC(1); (IR(5,3)}+IL12(k))*ZRC(2)]; VRinc(4:5,2)=Vlink/2,
if signR=1
SDR(1:6,[1,2])=SDR(1:6,[3,4]);
if (XR(1,3)>VonR(3 ) +deltaV & SQRcom(1,2)~=SQRcom(1,1))...
| (-XR(3,3)>VonR(3)+deltaV & SQRcom(2,2)~=SQRcom(2,1))
getini=initial(n,k); %  getini=0; %if getini=0, then only tranditional TLM models are used
end;
SDR(:,[1,2])=SDR(;,[3.4]); SQRcom(:,1)=SQRcom(:,2); cond=1;
for iloop=1:length(SDRstack(:,1))
if SDR(:,1Y==SDRstack(iloop,:)
Rstate=iloop; cond=0; break;
end;
end;
if cond==1
Rstate=iloop+1; SDRstack(Rstate,:}=SDR(:,1);
PR3(.,: Rstate)=diag(SDR(:,2))*PR3(.,;,1); PR2(.,:,Rstate}=diag(SDR(:,2))*PR2(:,;,1);
PR4(:,,Rstate)=inv(IPR3+PR3(;, Rstate)), invDR(:,:,Rstate}=diag(SDR(:,2))*invDR(:,:,1),
ER(:,,Rstate}=invYR-PR1*PR4(:,: Rstate)*PR2(;,;,Rstate)*invYR;
GR(:,:,Rstate)=PR4(:,:,Rstate)"'PRZ(:,:;Rstate)‘ianR;
end;
end;
SQRcom(:,1)=SQRcom(:,2);
else %Switching action happens in  R-sub. for (if abs(TswR-TswRstd)<deltaT)
TswRtemp=[0,TswR]; TswRseq=[1,2,3,4,5,6,7,8];
for p=2:9
TswRcomp=TswRtemp(p);
for g=p+1:9
if TswRcomp > TswRtemp(q)
TswRcomp=TswRtemp(q); TswRtemp{(q)=TswRtemp(p); TswRtemp(p)=TswRcomp,
seq=TswRseq(q-1); TswRseq(q-1)=TswRseq(p-1); TswRseq(p-1)=seq;
end,
end,
if abs(TswRcomp-TRE)<deltaT
break;
end;
end; %for p=2:8
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if abs(TswRtemp(9)-TRE)>deltaT
TswRtemp(10)=TRE;
end;
IRtemp=IR(:,2); XRtemp=XR(:,2); m=0; TRini=0,
while (~isequal(SDR(;,1),SDR(:,3)) | abs(TRini-TRE)>deltaT)
m=m+1; swRnum=0;
%find the number of times that the switching happens at the same time
for na=m+1:length(TswRtemp)
if (abs(TswRtemp(na)-TswRtemp(m+1)) < deltaT)
swRnum=swRnum+1,
else break;
end;
end;
%Obtain the state values at switching time t-
TswRstep=TswRtemp(m+1)-TswRtemp(m);
%using interpolation to get the state value at switching time t-
XR(L3IPFEXRC2HXR(:,3)»-XR(:,2))/TRE*TswRstep;
IR(:,3)=IR(:,2)YHIR(:,3)-IR(;,2))/ TRE*TswRstep;
VRine(:,2)=VRinc(:,1 ) H(VRinc(:,2)-VRinc(:,1 )Y TRE*TswRstep;
VRMinc(;,2)=VRMinc(;,1 )+ VRMinc(:,2)-VRMinc(:,1))/TRE*TswRstep;
dV=dV+[(IR(4,3)HIL11(k-1)+(IL11(k)-IL11(k-1)) *TswRtemp(m+1)/TRE))* TswRstep/Cvector2(1),
(IR(5,3)H(IL12(k-1)HIL12(k)-IL12(k-1))* TswRtemp(m+1 )/TRE))* TswRstep/Cvector2(2)],
VRinc(4:5,2)=Vlink/2; TRini=TswRtemp(m+1),
Y%renew switch states
for na=m:m+swRnum-1
%Obtain the state values at switching time t+
if (TswRseq(na)==7 | TswRseq(na)==8) & abs(TRini-TRE)<deltaT
if (XR(1,3)>VonR(3)+deltaV & SQRcom(1,2)~=SQRcom(1,1))...
| (-XR(3,3)>VonR(3)t+deltaV & SQRcom(2,2)~=SQRcom(2,1))
getini=initial(n,k); % getini=0; %if getini=0, then only tranditional TLM models are used
end;
SQRcom(:,1)=SQRcom(;,2);
end;
SDR(TswRseq(na),[1,2])=SDR(TswRseq(na),[3.4]);
end;
if abs(TRini-TRE) > deltaT
m=m+swRnum-1; XR(:,2)=XR(:,3); IR(:,2)=IR(:,3); VRinc(:,1 )=VRinc(:,2);
VRMinc(:,1)=VRMinc(;,2); VRinc(4:5,2)=Vlink/2; cond=1;
for iloop=1:length(SDRstack(:,1))
if SDR(:,1)==SDRstack(iloop,:)
Rstate=iloop; cond=0; break;
end,
end;
if cond=—1
Rstate=iloop+1; SDRstack(Rstate,:}=SDR(:,1)’;
PR3(:,:Rstate)=diag(SDR(:,2))*PR3(;,;,1); PR2(:,;,Rstate)=diag(SDR(:,2))*PR2(;,.1);
PRA4(:,:,Rstate)=inv(IPR3+PR3(;,; Rstate)); invDR(:,: Rstate)=diag(SDR(:,2))*invDR(.,;,1),
ER(;,,Rstate)=invYR-PR1*PR4(:,: Rstate)*PR2(;,;,Rstate)*invYR;
GR(:,:,Rstate}=PR4(:,;,Rstate)*PR2(;,.,Rstate)*invYR,
end,
ZR=histsrc(-1,n-1,k); XR(;,3)=[ER(:,:,Rstate),GR(:,,Rstate)]*ZR,
IR(;,3 y=current(3); signR=switchstate(n-1,k);
if SDR(;,1)==SDR(;,3)
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TswRtemp(m+2:m+9)=TRE; TswRseq(m+1:m+8)=[1:8];

else

TswRini=switchtime(3); TswRiniseq=[1,2,3,4,5,6,7,8];

for p=1:8

TswRcomp=TswRini(p); seq=TswRiniseq(p);

for g=p+1:8
if TswRcomp>TswRini(q)

TswRcomp=TswRini(q); TswRini(q)=TswRini(p); TswRini(p)=TswRcomp;
seq=TswRiniseq(q); TswRiniseq(q)=TswRiniseq(p); TswRiniseq(p)=seq;

end,
end,
if TswRcomp<=TRE-TswRtemp(m+1)

TswRtemp(m+p+1)=TswRcomp+TswRtemp(m+1), TswRseq(m+p)=TswRiniseq(p);

else

TswRtemp(m+p+1)=TRE; TswRseq(m+p)=TswRiniseq(p);
SDR(TswRiniseq(p),[3,4])=SDR(TswRiniseq(p),[1,2]);

end;
end; %for (for p=1:8)
end, %ifor if isequal(SDR(;,1),SDR(:,3))
end;
end; %for while (SDR(:,1)~=SDR(:,3) | abs(TRini-TRE)<deltaT)

IR(:,2)=IRtemp; XR(:,2)=XRtemp; cond=1;
for iloop=1:length(SDRstack(:,1))

if SDR(:,1)y==SDRstack(iloop,:)

Rstate=iloop; cond=0; break;

end;
end;
if cond=1

Rstate=iloop+1; SDRstack(Rstate,:)=SDR(.,1)’;

PR3(:,:,Rstate)=diag(SDR(:,2))*PR3(;,,,1);  PR2(:,:,Rstate)=diag(SDR(:,2))*PR2(:,,,1);
PRA(;,:,Rstate}=inv(IPR3+PR3(;,,,Rstate));  invDR(:,;,Rstate)=diag(SDR(:,2))*invDR(:,;,1);
ER(;,,Rstate)=invYR-PR1*PRA4(.,; Rstate)*PR2(:,: Rstate)*invYR,

GR(:,:,Rstate)=PR4(:,, Rstate)*PR2(:,:,Rstate)*invYR,

end;
end;
end;

VRMing(1:2,2)=VRMinc(1:2,2)/2; VRinc(1:3,2)=VRinc(1:3,2)/2;
VRinc(10:12,2)=VRinc(10:12,2)/2; VRinc(14:15,2)=VRinc(14:15,2)/2;
getini=0; %if getini=1, then only TLM models associated with Backward Euler are used

end;
if n>NumofStart2Rec & rem(k-1,Step4RecR)y—0

fprintf{ VRfid,%4.6f %4.6f %4.6f %4.6f %4.6f %64.6f %4.6f %04.6f %4.6f . XR(1:9,3));

fprintf{ VRfid,%4.6f %4.6f %4.6f %4.6f\n’, XR(10:13,3));

fprintf{IRfid, %4 .6f %4.6f %4 .6f %o4.6f %4.6f %64.6f %4.6f %4.6f %4.6f IR(1:9,3));
fprintf(IRfid, %4 .6f %4.6f %4.6f %4.6f %4.6f %64 .6f %4 .6f %4 .6f %4 .6f %4.6f ' IR(10:19,3));
fprintf(IRfid, %4 .6f %4.6f %4.6f %4.6f %4 .6f %4 .6f %4 .6f %4 .6f\n', IR(20:27,3)),

end,
end;
else
TswLseq=[1,2,3,4]; TswLtemp=[0,TswL];
Y%sorting the switching time
for j=2:5
TswLcomp=TswLtemp(j);
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for k=j+1:5
if TswLcomp > TswLtemp(k)
TswLcomp=TswLtemp(k); TswLtemp(k)=TswLtemp(j); TswLtemp(j)=TswLcomp;
seq=TswLseq(k-1); TswLseq(k-1)=TswLseq(j-1); TswLseq(j-1)=seq;
end,
end;
if abs(TswLcomp-TLstep)<deltaT
break;
end;
end,
770; TLini=0; ILtemp=IL(:,2); XLtemp=XL(:,2),
while (~isequal(SDL(;,1),SDL(:;,3)) | abs(TLini-TLstep)>deltaT)
=i+, swLnum=0;
%Finding how mnay times the switching actions happen at the same time
for na=j+1:length(TswLtemp)
if (abs(TswLtemp(na)-TswLtemp(j+1)) < deltaT)
swLnum=swLnum+1;
else break;
end,
end,
TswLstep=TswLtemp(j+1)-TswLtemp(j);
XL(,3=XL(,2)HXL(:,3)-XL(:,2))/ TLstep* TswLstep;
IL(:,3)=IL(,2)+H(IL(:,3)-IL(:,2) )/ TLstep* TswLstep;
VLinc(:,2)=VLinc(:,1)H(VLinc(:,2)-VLinc(:,1))/TLstep* TswLstep;
VLMinc(:;,2)=VLMinc(:,1 Y VLMinc(:,2)-VLMinc(:,1))/TLstep* TswLstep;
if abs(TswLtemp(j+1)-TswLtemp(j))>TRstep/2
IL11(round(TswLtemp(j)/TRstep)+ 1 :round(TswLtemp(j+1)/TRstep)+1)...
=linspace(IL(11,2),IL(11,3),round(TswLstep/TRstep+1)),
IL12(round(TswLtemp(j)/TRstep)+1 :round(TswLtemp(j+1)/TRstep)+1)...
=linspace(IL(12,2),IL(12,3),round(TswLstep/TRstep+1)),
%R-subnetwork calculation
for k=round(TswLtemp(j)/TRstep)+2:round(TswLtemp(j+1)/TRstep)+1
if getini<0.5
XR(,[1,.21)FXR(,[2,3]); IR(,[1,21FIR(,[2,3]); VRine(:,1)=VRine(:,2); VRMinc(:,1)=VRMinc(:,2),
VRinc(4:5,2)=Vlink-VRinc(4:5,1); ZR=histsrc(0,n-1,k); XR(;,3)=[ER(:,;,Rstate);GR(:,:,Rstate)]*ZR;
IR(:,3)=current(2); signR=switchstate(n-1,k);
if SDR(:,1)=SDR(:,3)
TswR=[TRstep,TRstep,TRstep, TRstep, TRstep, TRstep, TRstep, TRstep];
else TswR=switchtime(2);
end;
TswRstd=[TRstep, TRstep,TRstep, TRstep, TRstep, TRstep, TRstep, TRstep]; TswRtemp=TswR,
if abs(TswR-TswRstd)<deltaT %state unchanged or changed at the calculation point
dV=dVH(IR(4,3)+IR(4,2)+IL1 1(k)+IL11(k-1))*ZRC(1); (IR(5,3)+IR(5,2)+IL12(k)+IL12(k-1))*ZRC(2)];
if signR=1
if (XR(1,3)>VonR(3)+deltaV & SQRcom(1,2)~=SQRcom(1,1))...
| (-XR(3,3)>VonR(3)+deltaV & SQRcom(2,2)~=SQRcom(2,1))
getini=initial(n,k); % getini=0; %if getini=0, then only tranditional TLM models are used
end;
SDR(.,[1,2])=SDR(;,[3,4]); SQRcom(;,1)=SQRcom(:,2); cond=1,
for iloop=1:length(SDRstack(:,1))
if SDR(:,1)Y==SDRstack(iloop,:)
Rstate=iloop; cond=0; break;
end;
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end,
if cond=—=1
Rstate=iloop+1; SDRstack(Rstate,:)=SDR(,1)’;
PR3(:,,Rstate)=diag(SDR(:;,2))*PR3(:,;,1); PR2(,:,Rstate)=diag(SDR(:,2))*PR2(:,;,1);
PR4(:,:,Rstate)=inv(IPR3+PR3(;,;,Rstate)); invDR(:, Rstate)=diag(SDR(:,2))*invDR(;,,1);
ER(:,;,Rstate)=invYR-PR1*PR4(:,,Rstate)*PR2(:,: Rstate)*invYR,
GR(:,,Rstate)=PR4(:,. Rstate)*PR2(:,:,Rstate)*invYR,
end;
end,
SQRcom(:,1)=SQRcom(;,2);
else %Switching action happens in  R-sub. for (if abs(TswR-TswRstd)<deltaT)
TswRtemp=[0,TswR]; TswRseq=[1,2,3,4,5,6,7,8];
for p=2:9
TswRcomp=TswRtemp(p),
for g=p+1:9
if TswRcomp > TswRtemp(q)
TswRcomp=TswRtemp(q); TswRtemp(q)=TswRtemp(p), TswRtemp(p)=TswRcomp;
seq=TswRseq(q-1); TswRseq(q-1)=TswRseq(p-1); TswRseq(p-1)=seq;
end;
end;
if abs(TswRcomp-TRstep)<deltaT
break;
end;
end; %for p=2:8
if abs(TswRtemp(9)-TRstep)>deltaT
TswRtemp(10)=TRstep;
end;
IRtemp=IR(:,2); XRtemp=XR(:,2), m=0; TRini=0;
while (~isequal(SDR(:,1),SDR(:,3)) | abs(TRini-TRstep)>deltaT)
m=m-+1;, swRnum=0,
%find the number of times that the switching happens at the same time
for na=m-+1:length(TswRtemp)
if (abs(TswRtemp(na)-TswRtemp(m+1)) < deltaT)
swRnum=swRnum-+I;
else break;
end,
end,
%Obtain the state values at switching time t-
TswRstep=TswRtemp(m+1)-TswRtemp(m);
%using interpolation to get the state value at switching time t-
XR(:,3)=XR(:,2)HXR(;,3)-XR(:.2))/ TRstep* TswRstep;
IR(:,3)=IR(;,2)YHIR(:,3)-IR(:,2))/TRstep* TswRstep;
VRinc(:,2)=VRinc(;,1 ) VRinc(:,2)-VRinc(:,1))/TRstep* TswRstep;
VRMinc(:,2)=VRMinc(:,1 Y H{VRMinc(;,2)-VRMinc(:,1))/TRstep* TswRstep;
dV=dV+[(IR(4,3)+IR(4 2)+(IL1 1(k-1)+HIL11(k)-IL11(k-1))...
*(TswRtemp(m+1)+TswRtemp(m))/TRstep))* TswRstep/Cvector2(1)/2;
(IR(5,3)*+IR(5,2)HIL12(k-1)HIL12(k)-IL12(k-1))...
*(TswRtemp(m+1)+TswRtemp(m))/TRstep))* TswRstep/Cvector2(2)/2];
TRini=TswRtemp(m-+1),
%renew switch states
for na=m:m+swRnum-1
%Obtain the state values at switching time t+
if (TswRseq(nay==7 | TswRseq(na)==8) & abs(TRini-TRstep)<deltaT
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if (XR(1,3)>VonR(3)+deltaV & SQRcom(1,2)~=SQRcom(1,1))...
| (-XR(3,3)>VonR(3)+deltaV & SQRcom(2,2)~=SQRcom(2,1))
getini=initial(n,k); %  getini=0; %if getini=0, then only tranditional TLM models are used
end;
SQRcom(:,1)=SQRcom(:,2);
end;
SDR(TswRseq(na),[1,2])=SDR(TswRseq(na),[3.,4]);
end,
if abs(TswRtemp(m+1)-TRstep) > deltaT
m=m+swRnum-1; XR(:,2)=XR(:,3); IR(:,2)=IR(:,3); VRinc(:,1)=VRinc(:,2);
VRMinc(:,1)=VRMinc(;,2); VRinc(4:5,2)=Vlink-VRinc(4:5,1), cond=1;
for iloop=1:length(SDRstack(:,1))
if SDR(:,1)==SDRstack(iloop,’)
Rstate=iloop, cond=0, break;
end;
end;
if cond==1
Rstate=iloop+1; SDRstack(Rstate,:}=SDR(:,1)’;
PR3(.,: Rstate)=diag(SDR(;,2))*PR3(;,;,1);  PR2(:,;,Rstate)=diag(SDR(:,2))*PR2(;,’,1),
PRA4(;,;,Rstate)=inv(IPR3+PR3(;,;,Rstate});  invDR(;,Rstate)=diag(SDR(:,2))*invDR(:,;,1);
ER(:,,Rstate)}=invYR-PR1*PR4(;,: Rstate)*PR2(:,;,Rstate)*invYR;
GR(:,;,Rstate}=PR4(:,: Rstate)*PR2(;,.,Rstate)*invYR;
end;
ZR=histsrc(m+1,n-1,k); XR(:;,3)=[ER(;, ,Rstate);GR(:,:,Rstate)]*ZR;
IR(;,3)=current(2), signR=switchstate(n-1,k);
if SDR(;,1)==SDR(;,3)
TswRtemp(m+2:m+9)=TRstep; TswRseq(m+1:m+8)=[1:8];
else
TswRini=switchtime(2); TswRiniseq=[1,2,3,4,5,6,7,8];
for p=1:8
TswRcomp=TswRini(p); seq=TswRiniseq(p);
for g=p+1:8
if TswRcomp>TswRini(q)
TswRcomp=TswRini(q); TswRini(q)=TswRini(p); TswRini(p)=TswRcomp;,
seq=TswRiniseq(q); TswRiniseq(q)=TswRiniseq(p); TswRiniseq(p)=seq;
end,
end,
if TswRcomp<=TRstep-TswRtemp(m-+1)
TswRtemp(m+p+1)=TswRcomp+TswRtemp(m+1);TswRseq(m+p)=TswRiniseq(p);
else
TswRtemp(m+p+1)=TRstep; TswRseq(m+p)=TswRiniseq(p),
SDR(Tsziniseq(p),[3,4])=SDR(Tsziniscq(p),[ 1,2},

end,
end; %for (for p=1:8)
end; Y%for if isequal(SDR(:,1),SDR(:,3))
end;
end; %for while (SDR(:,1)~=SDR(:,3) | abs(TRini-TRstep)<deltaT)

IR(:,2)=IRtemp; XR(:,2)=XRtemp; cond=1;
for iloop=1:length(SDRstack(:,1))
if SDR(:,1Y==SDRstack(iloop,:)
Rstate=iloop; cond=0; break;
end,
end;
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if cond=1
Rstate=iloop+1; SDRstack(Rstate, )=SDR(;,1)’;
PR3(:,:,Rstate)=diag(SDR(:,2))*PR3(:,;,1); PR2(:,:,Rstate)}=diag(SDR(:,2))*PR2(:,.,1);
PR4(:,: Rstate)=inv(IPR3+PR3(;,; Rstate)); invDR(:,:,Rstate)=diag(SDR(:,2))*invDR(;,:,1);
ER(;,;,Rstate)=invYR-PR1*PR4(;,: Rstate)*PR2(:,: Rstate)*invYR,
GR(:,:,Rstate)=PR4(:,: Rstate)*PR2(:,: Rstate)*invYR,
end,
end;
else
VRMinc(1:2,2)=2*VRMinc(1:2,2); VRinc(1:3,2)=2*VRinc(1:3,2); VRinc(4:9,2)=VRinc(4.9,2),
VRinc(10:12,2)=2*VRinc(10:12,2); VRinc(13,2)=VRinc(13,2); VRinc(14:15,2)=2*VRinc(14:15,2),
VRing(16:19,2)=VRinc(16:19,2);
forkl=1:2
XR(,[1,21FXR(:,[2,3)); IR(,[1,2))=IR(:,[2,3]);, VRine(:,1)=VRinc(:,2);
VRMinc(;,1)=VRMinc(:,2); VRinc(4:5,2)=Vlink/2;
ZR=histsre(-1,n-1,k); XR(;,3)=[ER(;,;,Rstate);GR(:,;,Rstate)]*ZR,
IR(:,3)=current(3); signR=switchstate(n-1,k);
if SDR(:,1)==SDR(:,3)
TswR=[TRE,TRE,TRE,TRE,TRE,TRE,TRE,TRE};
else TswR=switchtime(3);
end,
TswRstd=[TRE,TRE,TRE,TRE,TRE, TRE, TRE,TRE]; TswRtemp=TswR;
if abs(TswR-TswRstd)<deltaT %state unchanged or changed at the calculation point
dV=dVH(IR(4,3)+IL11(k))*ZRC(1); (IR(5,3)+IL12(k))*ZRC(2)}, VRinc(4:5,2)=Vlink/2;
if signR==1
SDR(1:6,[1,2])=SDR(1:6,[3,4)),
if (XR(1,3)>VonR(3)+deltaV & SQRcom(1,2)~=SQRcom(1,1))...
| (-XR(3,3)>VonR(3)+deltaV & SQRcom(2,2)~=SQRcom(2,1))
getini=initial(n,k); % getini=0; %if getini=0, then only tranditional TLM models are used
end;
SDR(;,[1,2])=SDR(;,[3,4]); SQRcom(:,1)=SQRcom(:,2); cond=1;
for iloop=1:length(SDRstack(:,1))
if SDR(:,1Y=SDRstack(iloop,:)
Rstate=iloop, cond=0; break;
end;
end,
if cond=1
Rstate=iloop+1; SDRstack(Rstate,.)=SDR(:,1),
PR3(:,:,Rstate)=diag(SDR(;,2))*PR3(:,;,1); PR2(;,;Rstate)=diag(SDR(;,2))*PR2(;,:,1);
PRA(:,:Rstate)=inv(IPR3+PR3(:,;,Rstate)); invDR(:,:,Rstate)=diag(SDR(:,2))*invDR(:,.,1);
ER(.,:,Rstate)=invYR-PR1*PR4(;,. Rstate)*PR2(;,.,Rstate)*invYR,
GR(:,:,Rstate)=PR4(;,;,Rstate)*PR2(:,: Rstate)*invYR;
end,
end;
SQRcom(:,1)=SQRcom(:,2);
else %Switching action happensin R-sub. for (if abs(TswR-TswRstd)<deltaT)
TswRtemp=[0,TswR]; TswRseq=[1,2,3,4,5,6,7,8];
for p=2:9
TswRcomp=TswRtemp(p),
for g=p+1:9
if TswRcomp > TswRtemp(q)
TswRcomp=TswRtemp(q); TswRtemp(q)=TswRtemp(p); TswRtemp(p)=TswRcomp;
seq=TswRseq(q-1); TswRseq(q-1)=TswRseq(p-1); TswRseq(p-1)=seq;
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end,
end;
if abs(TswRcomp-TRE)<deltaT
break;
end,
end, %for p=2:8
if abs(TswRtemp(9)-TRE)>deltaT
TswRtemp(10)=TRE,
end,
IRtemp=IR(:,2); XRtemp=XR(:,2); m=0; TRini=0;
while (~isequal(SDR(:,1),SDR(;,3)) | abs(TRini-TRE)>deltaT)
m=m+1; swRnum=0;
%find the number of times that the switching happens at the same time
for na=m-+1:length(TswRtemp)
if (abs(TswRtemp(na)-TswRtemp(m+1)) < deltaT)
swRnum=swRnum-+1,
else break;
end;
end,
%Obtain the state values at switching time t-
TswRstep=TswRtemp(m+1)-TswRtemp(m);
%using interpolation to get the state value at switching time t-
XR(:,3=XR(,2)HXR(:;,3)-XR(:,2))TRE*TswRstep;
IR(:,3)=IR(:,2)YHIR(:,3)-IR(:,2))/ TRE*TswRstep;
VRinc(:,2)=VRinc(:,1 ) HVRinc(:,2)-VRinc(:,1))/TRE*TswRstep,
VRMinc(;,2)=VRMinc(;,1 ' VRMinc(:,2)- VRMinc(:,1))/ TRE*TswRstep;
dV=dV+[(IR(4,3)HIL11(k-1)YHIL11(k)-IL11(k-1))*TswRtemp(m+1)/TRE))* TswRstep/Cvector2(1);
(IR(5,3)HIL12(k-1)HIL12(k)-IL12(k-1))*TswRtemp(m+1)/TRE))* TswRstep/Cvector2(2)];
VRinc(4:5,2)=Vlink/2; TRini=TswRtemp(m+1);
%renew switch states
for na=m:m+swRnum-1
%Obtain the state values at switching time t+
if (TswRseq(na)=7 | TswRseq(na)==8) & abs(TRini-TRE)<deltaT
if (XR(1,3)>VonR(3)+deltaV & SQRcom(1,2)~=SQRcom(1,1))...
| (-XR(3,3)>VonR(3 )+deltaV & SQRcom(2,2)~=SQRcom(2,1))
getini=initial(n,k); % getini=0; %if getini=0, then only tranditional TLM models are used
end;
SQRcom(:,1)=SQRcom(:,2);
end,
SDR(TswRseq(na),[1,2])=SDR(TswRseq(na),[3,4]);
end;
if abs(TRini-TRE) > deltaT
m=m+swRnum-1; XR(;,2)=XR(;,3); IR(;,2)=IR(:,3); VRinc(;,1)=VRinc(:;,2),
VRMinc(:,1)=VRMinc(:,2); VRinc(4:5,2)=Vlink/2; cond=1,
for iloop=1:length(SDRstack(:,1))
if SDR(:,1y==SDRstack(iloop,:)
Rstate=iloop; cond=0; break;
end;
end;
if cond=1
Rstate=iloop+1; SDRstack(Rstate,:}=SDR(;,1)';
PR3(:,:,Rstate)=diag(SDR(:,2))*PR3(:,;,1); PR2(:,:,Rstate)=diag(SDR(:,2))*PR2(:,.,1);
PRA4(:,,Rstate)=inv(IPR3+PR3(:,;,Rstate)); invDR(:,,Rstate)=diag(SDR(:,2))*invDR(:,,1);
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ER(:,:,Rstate)=invYR-PR1*PR4(;,,Rstate)*PR2(:,:,Rstate)*invYR,
GR(.,:,Rstate)=PRA(:,., Rstate)*PR2(;,;,Rstate)*invYR;
end;
ZR=histsrc(-1,n-1,k); XR(:,3)=[ER(.,:,Rstate);GR(:,: Rstate)]*ZR,
IR(:,3)=current(3); signR=switchstate(n-1,k);
if SDR(:;,1y==SDR(;,3)
TswRtemp(m+2:m+9)=TRE; TswRseq(m+1:m+8)=[1:8];
else
TswRini=switchtime(3); TswRiniseq=[1,2,3,4,5,6,7,8];
for p=1:8
TswRcomp=TswRini(p); seq=TswRiniseq(p);
for g=p+1:8
if TswRcomp>TswRini(q)
TswRcomp=TswRini(q); TswRini(q)=TswRini(p); TswRini(p)=TswRcomp,
seq=TswRiniseq(q); TswRiniseq(q)=TswRiniseq(p); TswRiniseq(p)=seq;
end;
end;
if TswRcomp<=TRE-TswRtemp(m+1)
TswRtemp(m+p+1)=TswRcomp+TswRtemp(m+1); TswRseq(m+p)=TswRiniseq(p);
else
TswRtemp(m+p+1)=TRE; TswRseq(m+p)=TswRiniseq(p);
SDR(TswRiniseq(p),[3,4])=SDR(TswRiniseq(p),[1,2]);

end;
end; Y%for (for p=1:8)
end; Y%for if isequal(SDR(:,1),SDR(:,3))
end,
end, %for while (SDR(;,1~=SDR(:,3) | abs(TRini-TRE)<deltaT)

IR(;,2)=IRtemp; XR(:;,2)=XRtemp; cond=1;
for iloop=1:length(SDRstack(:,1))
if SDR(:,1)Y==SDRstack(iloop,)
Rstate=iloop; cond=0; break;
end,
end;
if cond==1
Rstate=iloop+1; SDRstack(Rstate,:)=SDR(:,1)’;
PR3(:,.,Rstate)=diag(SDR(:,2))*PR3(;,;,1);  PR2(;,;Rstate)y=diag(SDR(;,2))*PR2(;,.,1);
PRA(:,,Rstate)=inv(IPR3+PR3(;,.,Rstate));  invDR(:,:,Rstate)=diag(SDR(:,2))*invDR(:,;,1);
ER(:,;,Rstate)=invYR-PR1*PR4(;,: Rstate)*PR2(;,:,Rstate)*invYR,
GR(;,;,Rstate)=PRA(:,:,Rstate)*PR2(:,: Rstate)*invYR,
end,
end,
end;
VRMinc(1:2,2)=VRMinc(1:2,2)/2;
VRinc(1:3,2)=VRinc(1:3,2)/2;
VRinc(10:12,2)=VRinc(10:12,2)/2;
VRinc(14:15,2)=VRinc(14:15,2)/2;
getini=0; %if getini=1, then only TLM models associated with Backward Euler are used
end;
if n>NumofStart2Rec & rem(k-1,Step4RecR)=—0
fprintf(VR{id,'%4.6f %4 .6f %ed 6f Yo4.6f %4 .6 %4 .61 %4 6f %4 6f %4.6f' XR(1:9,3)),
fprintf(VRfid,'%4.6f %4 .6f %4 .6f %4.6\n', XR(10:13,3)");
fprintf(IRfid,'%4 .6f %4.6f %4 .6f %4 .6f Yod 6f %4 .61 Y%ob .6f %4 .6f Yod .61 ' IR(1:9,3)),;
fprintf(IRfid, %4 .6f %4.6f %4.6f %4.61 %od.6f %4 .6f %4 61 %4.6f Yod 6f %4.61 ', IR(10:19,3)),
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fprintf(IRfid, %4 .6f %4 .6f %4 .6f %4.6f %od.6f %ed 6f %4.6f %4 61\, IR(20:27,3));
end,
end;
end,
IL11(round(TswLtemp(j+1)/TRstep)+1)=IL(11,3);
IL12(round(TswLtemp(j+1)/TRstep)+1)=IL(12,3);
for na=j:;j+swLnum-1
SDL(TswLseq(na),[1,2])=SDL(TswLseq(na),[3,4]);
TswLtemp(na+1)=round(TswLtemp(na+1)/TRstep)*TRstep,
end;
TLini=TswLtemp(j+1);
if abs(TLini-TLstep)>deltaT
XL(:,2=X1(:,3); IL(:,2)=IL(:,3); VLine(;,1)=VLinc(:,2); VLMinc(:,1)=VLMinc(;,2);
VLinc(11:12,2)=Vlink-VLinc(11:12,1); cond=1,
for iloop=1:length(SDLstack(:,1))
if SDL(:,1)'==SDLstack(iloop,:)
Lstate=iloop; cond=0; break;
end;
end;
if cond==1
Lstate=iloop+1; SDLstack(Lstate, )=SDL(:,1)’;
PL3(:,:,Lstate)=diag(SDL(:,2))*PL3(:,:,1); PL2(:,:,Lstate)=diag(SDL(:,2))*PL2(:,;,1);
PLA(:,. Lstate)=inv(IPL3+PL3(:,:,Lstate)); invDL(:,:,Lstate}=diag(SDL(:,2))*invDL(;,:,1);
EL(:,,Lstate)=invYL-PL1*PLA(;,; Lstate)*PL2(:,,Lstate)*invYL,
GL(:,.,Lstate}=PLA(:,; Lstate)*PL2(;,:,Lstate)*invYL,
end;
ZL~=histsre(j,n); XL(:,3)=(EL(:,:,Lstate);GL(:,:,Lstate)]*ZL; IL(:,3)=current(1), signL=switchstate(n),
j=ijtswLnum-1;
if SDL(:,1)==SDL(,3)
TswLtemp(j+2:j+5)=TLstep; TswLseq(j+1:)+4)=[1,2,3,4];
else
TswLini=switchtime(1);
TswLiniseq=[1,2,3,4];
for p=1:4
TswLcomp=TswLini(p); seq=TswLiniseq(p);
for g=p+1:4
if TswLcomp>TswLini(q)
TswLcomp=TswLini(q); TswLini(q)=TswLini(p); TswLini(p)=TswLcomp;
seq=TswLiniseq(q); TswLiniseq(q)=TswLiniseq(p); TswLiniseq(p)=seq;
end;
end;
if TswLcomp<=TLstep-TswLtemp(j+1)
TswLtemp(j+p+1)=TswLcomp+TswLtemp(j+1); TswLseq(j+p)=seq;
else
TswLtemp(j+p+1)=TLstep; TswLseq(j+p)=seq; SDL(seq,[3,4])=SDL(seq,[1,2]);
end;
end;
end;
end,
end;
IL(:,2)=ILtemp; XL(:,2)=XLtemp; cond=1; SDL(.,[1,2])=SDL(.,[3.4]);
for iloop=1:length(SDLstack(:,1))
if SDL(:,1)'==SDLstack(iloop,:)
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Lstate=iloop; cond=0, break;
end,
end;
if cond==1
Lstate=iloop+1; SDLstack(Lstate,)=SDL(;,1)’;
PL3(:,:,Lstatey=diag(SDL(:,2))*PL3(:,:,1);PL2(:,:,Lstate)=diag(SDL(:,2))*PL2(:,.,1);
PLA(:,: Lstate)=inv(IPL3+PL3(:,; Lstate)),
invDLY(:,:,Lstate)=diag(SDL(:,2))*invDL(;,’,1);
EL(:,;,Lstate)=invYL-PL1*PLA4(.,; Lstate)*PL2(;,;,Lstate)*invYL;
GL(:,:,Lstate)=PLA(:,:,Lstate)*PL2(;,; Lstate)*invYL;
end;
end;
Vlink=Vlink+dV,
VRinc(4:5,2)=(Vlink-[IR(4,3)*ZRC(1);IR(5,3)*ZRC(2)))12;
VLinc(11:12,2)=(Vlink-[IL(11,3)*ZLC(5);IL(12,3)*ZLC(6)])/2;
if n>NumofStart2Rec & rem(n-1,Step4RecLy=—=0
fprintf(VLfid,'%4 6f %4.6f %04 .6 %4.6f %d.61 %4.6f %4 6f %4 6f\n', XL(1:8,3)),
fprintf(ILfid,'%4.6f %4.6f %4 .6f %4.6 %4 .6 %4 .6f %64.6f %4 .6f %e4.6f %4.61 ', 1L(1:10,3)");
fprintf(ILfid,'%4.6f %4 .6f %4 .6f %4.6f %4 .6f %ed4.6f\n' IL(11:16,3)');
end;
end;
T1=toc; fclose(VLfid); fclose(ILfid), fclose(VRfid); fclose(IRfid);
T1fid=fopen('T1datal xIs','w'); fprintRT1fid,"%12.3f,T1), fclose(T1fid),
disp('1Program End');

II. TrapwithBE3

clear; clc; disp(‘'TrapWithBE Start'); tic

global Rvector] Cvectorl Lvector] TL1 TL2 Rvector2 Cvector2 Lvector2 TR TR2 YLLM YRLM
global YRLME ZLD ZRD ZRQ ZRC BrL BrR MidYRtranx MIdYRtranxE ZRCE BrE

global SDL SDR SQRcom lonL IonR Vlink deltaT

global TLstep TRstep TRE TswRtemp TswLtemp NumofPoints2

global VLinc VRinc VLMinc VRMinc ILpre IRpre deltaV XL XR IL IR VonL VonR

global freq T4saw T4Q1th T4Q2th Dmax Mag Phy w TLstep TRstep

% Basic time step. time step TLstep/TRstep=integer TRstep/TRmin=integer

TLstep=20e-6; TRstep=4e-7, TRE=TRstep/2; Time=50e-3'; deltaT=5¢-15; deltaV=1e-12,
Tstart2rec=Time-0.05; Trec4L=1*TLstep; Trec4R=1*TRstep;,
NumofStart2Rec=round(Tstart2rec/TLstep)+1; NumofPoints1=round(Time/T Lstep)+1;
NumofPoints2=round(TLstep/TRstep),

Step4RecL=round(Trec4L/TLstep); Step4RecR=round(Trec4R/TRstep);

%PWM control part

Dmax=0.9; freq=25e3; TAPWM=floor(1/freq/TRstep/2)*TRstep*2; T4saw=T4PWM/TRstep/2;
T4QI th=floor(T4saw*Dmax); T4Q2th=T4Q1th+T4saw; VLinc=zeros(14,2), VRinc=zeros(19,2),
VLMinc=zeros(4,2); VRMinc=zeros(2,2),

w=2*pi*60; Phy=[0;0]; Mag=[120*sqrt(2); 2*sqrt(2)]; wpwm=2*pi*720;

% Rectifier part

Rs=2e-2; R1=510e3; R2=330e3; R3=330e3; Rvector1=[Rs/2, R1, R2, R3]; Ls=2e-6;
Lvector1=[Ls/2], C1=220e-9; C2=220e-9; C3=2e-9; C4=2¢-9; C5=680e¢-6; C6=680¢-6;
Cvector1=[C1, C2, C3, C4, C5, C6]; TL1=[10e-6, 10e-6, Oe-6, 0e-6, Oe-7, 0];

TL2=[3.0e-3, 3.0e-3, 2.997¢-3, le-3, le-3, 0]; Rdon=0.0119; Rdoff=5¢11; ZLD=[Rdon, Rdoff];
% DC-DC converter
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C7=2e-6, C8=2e-9;, C9=3300e-6, C10=3300e-6; C11=470e-6; C=10e-9;
Cvector2=[C5, C6, C7, C8, C9, C10,C11,C,C,C,C];
R4=47, RL5=0.3; RLN5=1; R=4.7, Rvector2=[R4, R, R, R, R, RL5, RLNS, 0.01];
L1=1e-6;L2=1e-6; L3=10e-6, Lvector2={L1, L2, L3];
La=3e¢-6; Lb=3e-9; Lc=3e-9; a12=20; a13=20;, TR1=[La, Lb, Lc, al2, al3, 1e-6, Se-7, Se-7];
TR2=[6e-6,6¢-6,5.9¢-6, 1e-6, le-6, 0]; ]
Rd10n=0.002043; Rdloff=Sell; Rd20on=0.0253; Rd2off=5ell; Q1on=0.3601; Qloff=100e6;
D1=[Rdlon, Rd1off]; D2=[Rd2on, Rd2off]; ZRD={D1; D2]; ZRQ=[Qlon, Qloff];
VonL=0.8217, VonR={0.3883, 0.8131, 0.0349]; IonL=VonL/ZLD(1), IonR=VonR /[ZRD(1,1),ZRD(2,1),ZRQ(1)];

VLfid=fopen('VLdata3 xIs',w'); [Lfid=fopen('ILdata3 xIs','w’);

VRfid=fopen("VRdata3 xls',w'); IRfid=fopen('[Rdata3 xis',w’);

XL=zeros(12,3);IL=zeros(16,3),ZL=zeros(8,1); XR=zeros(20,3);IR=zeros(27,3),ZR=zeros(12,1);
Viink=[(XL(7,3)-XL(4,3)+XR(1,3)-XR(2,3))/2; (XL(4,3)-XL(6,3)+XR(2,3)-XR(3,3))/2],

D=impedance(1); ZLC=D{1}; ZLL=D{2}, YTL1=D{3}; YTL2=D{4}; BrL=D{5};

D=impedance(2), ZRC=D{1}; ZRL=D{2}; YRLM=D{3}; BrR=D{4}; YTR2=D{5}; Mid YRtranx=D{6},
D=impedance(3); ZRCE=D{1}; ZRLE=D{2}; YRLME=D{3}; BrE=D{4}; YTR2E=D{5}; MidYRtranxE=D{6};

SDL~zeros(4,4),; SDR=zeros(8,4); SQRcom=zeros(2,2);

SDLstack=ones(size(SDL(:,3))); SDRstack=ones(size(SDR(:,3)));

D=sysmatrix(1); YL=D{1}; BL=D{2}; BLT=-BL"; DL=D{3}; invYL=inv(YL), invDL(:,,1)=inv(DL);
PL3(;,;,1)=invDL(;,;,1)*BLT*invYL*BL; PL2(;,;,1)=invDL(.,;,1)*BLT, PL1=invYL*BL;
IPL3=eye(size(PL3(.,;,1))); PL4(:,;,1)=inv(IPL3+PL3(:,;,1));
EL(;,;,1)=invYL-PL1*PLA(:,;,1)*PL2(;,;,1)*invYL; GL(:,;,1)=PLA(:,;,1)*PL2(:,;,1)*invYL,
D=sysmatrix(2); YR=D{1}; BR=D{2}; BRT=-BR'; DR=D{3}; invYR=inv(YR); invDR(,,;,1)=inv(DR),
PR3(:,;,1)=invDR(:,;,1)*BRT*invYR*BR, PR2(:,;,1)=invDR(,:,1)*BRT; PR1=invYR*BR;
IPR3=eye(size(PR3(;,;,1))); PR4(:,;,1)=inv(IPR3+PR3(:,;,1));
ER(;,,1)=invYR-PR1*PR4(:,;,1)*PR2(:,;,1)*invYR; GR(:;;,1)=PR4(;,;,1)*PR2(;,;,1)*invYR;

%main program

n=1; k=1, signL=switchstate(n); signR=switchstate(n-1,k);

SDL(.,[1,2])=SDLY;,[3,4]); SDR(:,[1,2])=SDR(;,[3.4]); SQRcom(1)=SQRcom(2);

VLinc(:,1)=VLinc(:,2); VLMinc(;,1)=VLMinc(:;,2); VRinc(:,1)=VRinc(;,2); VRMinc(:,1)=VRMinc(:,2),

if NumofStart2Rec==1
fprintf{ VLAid,'%4.6f %4.6f %4.6f %04 .6 %4 .6f %4.6f %4.6f %4.6f\n', XL(1:8,3));
fprintf{ILfid,'%4.6f %4.6f Y4 .6f %4 .6f %4 .61 %od.6f Yo4.6f %4 .6f %4.6f %4 .61 ', IL(1:10,3));
fprintf{ILfid,'%4.6f %4.6f %4 .6f %4 .6f %4 .6f %4.6f\n',JL(11:16,3) ),
fprintf{ VRfid,"%4.6f %4.6f %ed.6f %64.6f %64.6f %64 .6f %64 .6f %4 .6 %64 .6f %4.61 ' XR(1:10,3)),
fprintf{ VRfid,"%4.6f %4.6f %4.6f\n', XR(11:13,3)");
fprintf{IRfid,%4.6f %4.6f %4 .61 %4 .61 Yod .6f %04 .6 Yod.6f %od .6f Yoh.6f %64 .61 ' IR(1:10,3)'),
fprintf{IRfid,%4.6f %4.6f %4.6f %4.6f %4.6f %64.6f %4.6f %4 .6f Yo4.6f %04 .61 ' IR(11:20,3)"),;
fprintf{IRfid,%4.6f %4.6f %64 .61 %4 .61 %d.6f %4 .6f %4 .6f\n', IR(21:27,3)),

end;

cond=0,

if SDL(:,1Y=SDLstack(1,:)
Lstate=1;

else cond=1; Lstate=2,

end;

if cond=1
SDLstack(Lstate,:)=SDL(;,1)’;
PL3(:,;,Lstate)=diag(SDL(:,2)}*PL3(;,;,1); PL2(:,:,Lstate)=diag(SDL(:,2))*PL2(:,;,1);
PLA(:,.,Lstate)=inv(IPL3+PL3(:,;,Lstate)), invDL(:,:,Lstate)=diag(SDL(:,2))*invDL(:,.,1);
EL(;,;,Lstate)=invYL-PL1*PLA(:,: Lstate)*PL2(:,. Lstate)*invYL,
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GL(:,.,Lstate)}=PLA4(:,: Lstate)*PL2(;,;,Lstate)*invYL;
end;
cond=0;
if SDR(:,1)==SDRstack(1,)
Rstate=1;
else cond=1; Rstate=2;
end;
if cond=1
SDRstack(Rstate,:}=SDR(:,1);
PR3(:,,Rstate)=diag(SDR(:,2))*PR3(,:,1); PR2(:,:,Rstate)=diag(SDR(:,2))*PR2(;,.,1);
PRA4(:,: Rstate)=inv(IPR3+PR3(:,:,Rstate)); invDR(:,:,Rstate)=diag(SDR(:,2))*invDR(:,;,1);
ER(:,:,Rstate)=invYR-PR1*PR4(:,: Rstate)*PR2(:,: Rstate)*invYR;
GR(:,;,Rstate)=PR4(:,:,Rstate)*PR2(;,: Rstate)*invYR;
end;
getini=0; %if getini=1, TLM models associated Backward Euler rule are used to start the simulation
%Simulation Procedure
for n=2:NumofPoints1 %.Loop control according to the L-subnetwork time step.
% Do the L-subnetwork calculation
XL, [1,2])=XLG,[2,30); ILGL[1L,2)FIL,[2,3]); VLine(:,1)=VLinc(:,2),
VLMuinc(:,1)=VLMinc(:,2); VLin¢(11:12,2)=Vlink-VLinc(11:12,1);
ZL=histsrc(0,n); XL(:,3)=[EL(:,,Lstate),GL(:,: Lstate)]*ZL; IL(:,3)=current(1); signL=switchstate(n);,
if SDL(;,1)=SDL(:,3)
TswL=[TLstep TLstep TLstep TLstep];
else TswL=switchtime(1);
end;
TswLstd=[TLstep TLstep TLstep TLstep]; TswLtemp=TswL,
% Sort the switching time
if abs(TswL-TswLstd)<=deltaT Y%state unchanged or changed at the calculation point
IL11=linspace(IL(11,2),IL(11,3),NumofPoints2+1), %linear interpolation
IL12=linspace(IL(12,2),IL(12,3),NumofPoints2+1),
if signL==1
cond=1; SDL(;,[1,2])=SDL(.,[3,4]),
for iloop=1:length(SDLstack(:,1))
if SDL(:,1Y==SDLstack(iloop,:)
Lstate=iloop; cond=0; break;
end;
end;
if cond&==1
Lstate=iloop+1; SDLstack(Lstate,.}=SDL(:,1); PL3(:,:,Lstate)=diag(SDL(:,2))*PL3(:,:,1);
PL2(:,: Lstate)=diag(SDL(:,2))*PL2(:,;,1); PL4(.,:,Lstate)=inv(IPL3+PL3(;,, Lstate)),
EL(:,:,Lstate)}=invYL-PL 1 *PLA(.,: Lstate)*PL2(:,:,Lstate)*invYL;
GL(:,;,Lstate)=PLA4(.,: Lstate)*PL2(:,;,Lstate)*invYL,
end;
end;
for k=2:NumofPoints2+1
if getini<0.5
XR(:,[1,2])=XR(.,[2,3]); IR(.,[1.2])=IR(:,[2,3]); VRinc(:,1)=VRine(:,2), VRMinc(;,1 )=VRMinc(;,2);
VRinc(4:5,2)=Vlink-VRinc(4:5,1); ZR=histsrc(0,n-1,k); XR(:,3)=[ER(:,:,Rstate),GR(:,:,Rstate)]*ZR;
IR(:,3 y=current(2); signR=switchstate(n-1,k);
if SDR(;,1)==SDR(:,3)
TswR=[TRstep,TRstep,TRstep, TRstep, TRstep,TRstep, TRstep, TRstep];
else TswR=switchtime(2);
end;
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TswRstd=[TRstep, TRstep, TRstep, TRstep, TRstep, TRstep, TRstep, TRstep]; TswRtemp=TswR;
if abs(TswR-TswRstd)<deltaT Y%state unchanged or changed at the calculation point
Vlink=[(IR(4,3)+IR(4,2)+IL11(k)+IL11(k-1)y*ZRC(1); (IR(5,3+IR(5 2)+IL12(k)+IL12(k-1))*ZRC(2)]+Vlink,
VRinc(4:5,2)=(Vlink-[IR(4,3*ZRC(1);IR(5,3)*ZRC(2)])/2;
if signR==1
SDR(1:6,[1,2])=SDR(1:6,[3,4]);
if (XR(1,3)>VonR(3)+deltaV & SQRcom(1,2)~=SQRcom(1,1))...
| (-XR(3,3)>VonR(3)+deltaV & SQRcom(2,2)~=SQRcom(2,1))
getini=initial(nk);
end;
SDR(.,[1,2])=SDR(:,{3,4]); SQRcom(:,1)=SQRcom(:,2); cond=1;
for iloop=1:length(SDRstack(:,1))
if SDR(:,1)==SDRstack(iloop,:)
Rstate=iloop; cond=0; break;
end;
end;
if cond=1
Rstate=iloop+1; SDRstack(Rstate, }=SDR(;,1);
PR3(:,:,Rstate)=diag(SDR(:,2))*PR3(:,;,,1); PR2(:,;,Rstate)=diag(SDR(:,2))*PR2(;,.,1);
PR4(:,:,Rstate)=inv(IPR3+PR3(;,,,Rstate)); invDR(;,:,Rstatey=diag(SDR(:,2))*invDR(;,:,1);
ER(:,;,Rstate)=invYR-PR1*PR4(:,: Rstate)*PR2(:,:,Rstate)*invYR,
GR(:,;,Rstate)=PR4(.,: Rstate)*PR2(;,:,Rstate)*invYR;
end,
end;
SQRcom(;,1)=SQRcom(:,2), "
else %Switching action happens in R-sub. for (if abs(TswR-TswRstd)<deltaT)
TswRtemp=[0,TswR]; TswRseq=[1,2,3,4,5,6,7,8];
for p=2:9
TswRcomp=TswRtemp(p);
for g=p+1:9
if TswRcomp > TswRtemp(q)
TswRcomp=TswRtemp{(q); TswRtemp(q)=TswRtemp(p); TswRtemp(p)=TswRcomp;
seq=TswRseq(q-1); TswRseq(q-1)=TswRseq(p-1); TswRseq(p-1)=seq;
end;
end;
if abs(TswRcomp-TRstep)<deltaT
break;
end,
end; Yofor p=2:8
if abs(TswRtemp(9)-TRstep)>deltaT
TswRtemp(10)=TRstep;
end,
[Rtemp=IR(:,2); XRtemp=XR(:,2); m=0; TRini=0;
while (~isequal(SDR(;,1),SDR(:,3)) | abs(TRini-TRstep)>deltaT)
m=m+1; swRnum=0,
%find the number of times that the switching happens at the same time
for na=m-+1:length(TswRtemp) ’
if (abs(TswRtemp(na)-TswRtemp(m+1)) < deltaT)
swRnum=swRnum+1;
else break;
end,
end;
%QObtain the state values at switching time t-
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TswRstep=TswRtemp(m+1)-TswRtemp(m),
%using interpolation to get the state value at switching time t-
XR(:,3)=XR(;,2)HXR(:,3)-XR(:,2))/TRstep* TswRstep,
IR(:,3=IR(:,2)HIR(:,3)-IR(:,2))/TRstep* TswRstep;
VRinc(:,2)=VRinc(:,1)HVRinc(:,2)-VRinc(:,1))/TRstep* TswRstep;
VRMine(:,2)=VRMinc(:,1)}+H(VRMinc(:,2)-VRMinc(:,1))/TRstep*TswRstep;
Vlink=[(IR(4,3)+IR(4,2)HIL11(k-1H(IL11(k)-IL11(k-1))...
*(TswRtemp(m+1 )+TswRtemp(m))/TRstep))* TswRstep/Cvector2(1)/2;
(IR(5,3)+IR(5,2)yH(IL12(k-1)HIL12(k)-IL12(k-1))...
*(TswRtemp(m+1)+TswRtemp(m))/TRstep))* TswRstep/Cvector2(2)/2]+Vlink;
VRinc(4:5,2)=(Vlink-[IR(4,3)*ZRC(1),IR(5,3)*ZRC(2)])/2,
TRini=TswRtemp(m+1),
Y%renew switch states
for na=m:m+swRnum-1
%Obtain the state values at switching time t+
if (TswRseq(nay=7 | TswRseq(na)==8) & abs(TRini-TRstep)<deltaT
if (XR(1,3)>VonR(3)+deltaV & SQRcom(1,2)~=SQRcom(1,1))...
| (-XR(3,3)>VonR(3)+deltaV & SQRcom(2,2)~=SQRcom(2,1))
getini=initial(n k),
end;
SQRcom(:,1)=SQRcom(:,2),
end;
SDR(TswRseq(na),[1,2])=SDR(TswRseq(na),[3.4]);
end;
if abs(TRini-TRstep) > deltaT
m=m+swRnum-1; XR(;,2)=XR(:,3); IR(;,2)=IR(:,3); VRinc(;,1)=VRinc(:,2);
VRMinc(:,1)=VRMinc(:;,2); VRinc(4:5,2)=Vlink-VRinc(4:5,1); cond=1;
for iloop=1:length(SDRstack(:,1))
if SDR(:,1)==SDRstack(iloop,:)
Rstate=iloop; cond=0; break;
end,
end;
if cond==1
Rstate=iloop+1; SDRstack(Rstate, )=SDR(;,1)}
PR3(:,: Rstate)=diag(SDR(;,2))*PR3(;,;,,1);  PR2(;,,,Rstate)=diag(SDR(:,2))*PR2(;,;,1);
PRA4(:,: Rstate)=inv(IPR3+PR3(;,;,Rstate));  invDR(:,:,Rstate)=diag(SDR(:,2))*invDR(:,.,1),
ER(;,.,Rstate)=invYR-PR1*PR4(;,; Rstate)*PR2(:,,,Rstate)*invYR;
GR(:,:,Rstate)=PR4(:,:,Rstate}*PR2(;,:,Rstate)*invYR;
end;
ZR=histsrc(m+1,n-1 k), XR(:;,3)=[ERC(;,:,Rstate);GR(:,;,Rstate)]*ZR;
IR(:,3)=current(2), signR=switchstate(n-1,k);
if SDR(;,1==SDR(:,3)
TswRtemp(m+2:m+9)=TRstep; TswRseq(m+1:m+8)=[1:8];
else
TswRini=switchtime(2); TswRiniseq=[1,2,3,4,5,6,7,8];
for p=1:8
TswRcomp=TswRini(p); seq=TswRiniseq(p);
for g=p+1:8
if TswRcomp>TswRini(q)
TswRcomp=TswRini(q); TswRini(q)=TswRini(p); TswRini(p)=TswRcomp,
seq=TswRiniseq(q); TswRiniseq(q)=TswRiniseq(p); TswRiniseq(p)=seq;
end;
end,
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if TswRcomp<=TRstep-TswRtemp(m+1)
TswRtemp(m+p+1)=TswRcomp+TswRtemp(m+1); TswRseq(m+p)=TswRiniseq(p),
else
TswRtemp(m+p+1)=TRstep; TswRseq(m+p)=TswRiniseq(p);
SDR(TswRiniseq(p),[3,4])=SDR(TswRiniseq(p),[ 1,2]);

end,
end; Yeofor (for p=1:8)
end, %for if isequal(SDR(;,1),SDR(:,3))
end;
end; %for while (SDR(:,1)~=SDR(;,3) | abs(TRini-TRstep)<deltaT)

IR(:,2)=IRtemp; XR(:,2)=XRtemp; cond=1;
for iloop=1:length(SDRstack(;,1))
if SDR(:,1yY=SDRstack(iloop,:)
Rstate=iloop; cond=0, break;
end;
end;
if cond=1
Rstate=iloop+1; SDRstack(Rstate,:)}=SDR(;,1);
PR3(;,;,Rstate)=diag(SDR(;,2))*PR3(;,;,1); PR2(., Rstate)=diag(SDR(:,2))*PR2(;,:,1);
PR4(:,. Rstate)=inv(IPR3+PR3(;,;,Rstate));  invDR(.,;,Rstate)=diag(SDR(:,2))*invDR(:,;,1);
ER(:,:,Rstate}=invYR-PR1*PR4(.,: Rstate)*PR2(;,.,Rstate)*invYR;
GR(;,:,Rstate)=PR4(;,,Rstate)*PR2(:,.,Rstate)*invYR;
end;
end,
else
VRMinc¢(1:2,2)=2*VRMinc(1:2,2); VRine(1:3,2)=2*VRinc(1:3,2); VRinc(4:9,2)=VRinc(4:9,2),
VRinc(10:12,2)=2*VRinc(10:12,2); VRinc(13,2)=VRinc(13,2); VRinc(14:15,2)=2*VRinc(14:15,2),
VRinc(16:19,2)=VRinc(16:19,2),
for k1=1:2
XR(,[1,2])=XR(:,[2,3]); IR(,[1,2D=IR(.,[2,3]); VRinc(:,1)=VRinc(:,2),
VRMine(:,1 =VRMinc(:,2); VRinc(4:5,2)=Vlink/2;
ZR=histsrc(-1,n-1 k); XR(:,3)=[ER(.,:,Rstate);GR(;,: Rstate)]*ZR;
IR(:,3)=current(3), signR=switchstate(n-1,k);
if SDR(;,1 )==SDR(:,3)
TswR=[TRE,TRE,TRE, TRE,TRE, TRE,TRE,TRE];
else TswR=switchtime(3);
end;
TswRstd=[TRE,TRE,TRE, TRE,TRE, TRE, TRE,TRE]; TswRtemp=TswR;
if abs(TswR-TswRstd)<deltaT %state unchanged or changed at the calculation point
Vlink=[(IR(4,3)+IL11(k))*ZRC(1); (IR(5,3)}+HL12(k))*ZRC(2)}+Vlink;
VRinc(4:5,2)=Vlink/2;
if signR=1
SDR(1:6,[1,2])=SDR(1:6,[3.4]);
if (XR(1,3)>VonR(3)+deltaV & SQRcom(1,2)~=SQRcom(1,1))...
] (-XR(3,3)>VonR(3)+deltaV & SQRcom(2,2)~=SQRcom(2,1))
getini=initial(n k),
end;
SDR(:,[1,2])=SDR(;,[3,4]); SQRcom(:,1)=SQRcom(:,2); cond=1;
for iloop=1:length(SDRstack(:,1))
if SDR(:,1)==SDRstack(iloop,’)
Rstate=iloop; cond=0; break;
end;
end;
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if cond=1
Rstate=iloop+1; SDRstack(Rstate,:=SDR(;,1)’;
PR3(:,:,Rstate)y=diag(SDR(:,2))*PR3(:,;,1); PR2(:,:,Rstate}=diag(SDR(:,2))*PR2(.,.,1);
PR4(:,: Rstate)=inv(IPR3+PR3(;,;,Rstate)); invDR(:, Rstate)=diag(SDR(:,2))*invDR(;,:,1);
ER(:,:,Rstate)=invYR-PR1*PR4(:,:,Rstate}*PR2(;,;,Rstate)*invYR;
GR(:,;,Rstate)=PR4(:,;, Rstate)*PR2(:,.,Rstate)*invYR;
end;
end;
SQRcom(:,1)=SQRcom(:,2),
else %Switching action happens in  R-sub.  for (if abs(TswR-TswRstd)<deltaT)
TswRtemp=[0,TswR]; TswRseq=[1,2,3,4,5,6,7,8];
for p=2:9
TswRcomp=TswRtemp(p);
for g=p+1:9
if TswRcomp > TswRtemp(q)
TswRcomp=TswRtemp(q); TswRtemp(q)=TswRtemp(p); TswRtemp(p)=TswRcomp;
seq=TswRseq(q-1); TswRseq(q-1)=TswRseq(p-1); TswRseq(p-1)=seq;
end;
end;
if abs(TswRcomp-TRE)<deltaT
break;
end,
end; %for p=2:8
if abs(TswRtemp(9)-TRE)>deltaT
TswRtemp(10)=TRE;
end;
IRtemp=IR(;,2); XRtemp=XR(:,2); m=0; TRini=0;
while (~isequal(SDR(:,1),SDR(:,3)) | abs(TRini-TRE)>deltaT)
m=m+1;, swRnum=0,
%find the number of times that the switching happens at the same time
for na=m+1:length(TswRtemp)
if (abs(TswRtemp(na)-TswRtemp(m+1)) < deltaT)
swRnum=swRnum-+1,
else break;
end;
end;
%Obtain the state values at switching time t-
TswRstep=TswRtemp(m-+1)-TswRtemp(m),
%using interpolation to get the state value at switching time t-
XR(:,3)=XR(:,2HXR(:,3)-XR(:,2))/TRE*TswRstep;
IR(;,3)=IR(;,2)HIR(:,3)-IR(:,2))/ TRE*TswRstep;
VRinc(:,2)=VRinc(:;,1YHVRinc(:,2)-VRinc(:,1))/TRE* TswRstep;
VRMinc(:,2y=VRMinc(:,1 )+(VRMinc(:,2)-VRMinc(;,1))/TRE*TswRstep;
Vlink=[(IR(4,3HIL11(k-1)HIL11(k)-IL11(k-1))...
*TswRtemp(m+1)/TRE))*TswRstep/Cvector2(1);
(IR(5,3)HIL12(k-1)H(IL12(k)-IL12(k-1))...
*TswRtemp(m+1)/TRE))*TswRstep/Cvector2(2)]+Vlink;
VRinc(4:5,2)=Vlink/2;
TRini=TswRtemp(m+1);
Y%renew switch states
for na=m:m+swRnum-1
%Obtain the state values at switching time t+
if (TswRseq(na)==7 | TswRseq(na)==8) & abs(TRini-TRE)<deltaT
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if (XR(1,3)>VonR(3)+deltaV & SQRcom(1,2)~=SQRcom(1,1))...
{ (-XR(3,3)>VonR(3)+deltaV & SQRcom(2,2}~=SQRcom(2,1))
getini=initial(n,k);
end,
SQRcom(;,1)=SQRcom(;,2);
end,
SDR(TswRseq(na),[1,2])=SDR(TswRseq(na),[3,4]);
end;
if abs(TRini-TRE) > deltaT
m=m+swRnum-1; XR(;,2)=XR(;,3); IR(:,2)=IR(:;,3); VRinc(:,1)=VRinc(:,2);
VRMinc(:,1)=VRMinc(:,2), VRinc(4:5,2)=Vlink/2; cond=1,
for iloop=1:length(SDRstack(:,1))
if SDR(:,1)==SDRstack(iloop,:)
Rstate=iloop; cond=0; break;
end; -
end;
if cond==1
Rstate=iloop+1; SDRstack(Rstate, }=SDR(,,1)’;
PR3(.,:,Rstate)=diag(SDR(:,2))*PR3(:,;,1); PR2(;,;,Rstate)y=diag(SDR(:,2))*PR2(;,,1);
PR4(:,: Rstate)=inv(IPR3+PR3(:,:,Rstate)); invDR(:,:,Rstate)=diag(SDR(:,2))*invDR(;,;,1);
ER(:;,,Rstate)=invYR-PR1*PR4(:,: Rstate)*PR2(:,: Rstate)*invYR,
GR(:,,Rstate)=PR4(:,: Rstate)*PR2(:,: Rstate)*invYR;
end,
ZR=histsrc(-1,n-1k); XR(:,3)=[ER(:,;,Rstate);GR(:,:,Rstate)]*ZR;
IR(:,3)=current(3), signR=switchstate(n-1,k);

if SDR(;,1)==SDR(;,3)
TswRtemp(m+2:m+9)=TRE; TswRseq(m+1:m+8)=[1:8];
else
TswRini=switchtime(3), TswRiniseq={1,2,3,4,5,6,7.8];
for p=1:8

TswRcomp=TswRini(p); seq=TswRiniseq(p);
for q=p+1:8
if TswRcomp>TswRini(q)
TswRcomp=TswRini(q); TswRini(q)=TswRini(p); TswRini(p)=TswRcomp,
seq=TswRiniseq(q); TswRiniseq(q)=TswRiniseq(p); TswRiniseq(p)=seq;
end,
end;
if TswRcomp<=TRE-TswRtemp(m+1)
TswRtemp(m+p+1)=TswRcomp+TswRtemp(m+1); TswRseq(m+p)=TswRiniseq(p),
else
TswRtemp(m+p+1)=TRE; TswRseq(m+p)=TswRiniseq(p);
SDR(TswRiniseq(p),[3,4])=SDR(TswRiniseq(p),[1,2]);

end,
end, %for (for p=1:8)
end, %for if isequal(SDR(:,1),SDR(:,3))
end,
end; %for while (SDR(:,1)~=SDR(:,3) | abs(TRini-TRE)<deltaT)

IR(:,2)=IRtemp; XR(:,2)=XRtemp; cond=1;
for iloop=1:length(SDRstack(:,1))
if SDR(:,1Y==SDRstack(iloop,:)
Rstate=iloop; cond=0; break;
end;
end;

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



170
if cond=1
Rstate=iloop+1; SDRstack(Rstate,:}=SDR(;,1)’;
PR3(;,:,Rstate)=diag(SDR(;,2))*PR3(;,;,1);  PR2(,,Rstate)=diag(SDR(:,2))*PR2(;,.,1);
PR4(:,:,Rstate)=inv(IPR3+PR3(:,;Rstate)); invDR(;,:,Rstate)=diag(SDR(:,2))*invDR(;,;,1);
ER(:,:,Rstate)=invYR-PR1*PR4(;,; Rstate}*PR2(;,.,Rstate)*invYR;
GR(:,:,Rstate)=PR4(;,: Rstate)*PR2(;,:,Rstate)*invYR,
end;
end,
end;
VRMinc(1:2,2)=VRMinc(1:2,2)/2; VRinc(1:3,2)=VRinc(1:3,2)/2; VRinc(10:12,2)=VRinc(10:12,2)/2;
VRinc(14:15,2)=VRinc(14:15,2)/2,
getini=0; %if getini=1, then only TLM models associated with Backward Euler rule are used
end;
if n>NumofStart2Rec & rem(k-1,Step4RecR)=—0
fprintf{ VR{id,%4.6f %4.6f %4.6f %4.6f %4 .6f %od.6f %4.6f %64.6f %4.6f ' XR(1:9,3));
fprintf{ VRfid,%4.6f %4.6f %4.6f %4.6f\n', XR(10:13,3));
fprintf{IRfid,'%4.6f %4.6f %4 .6f %4.6f %4.6f %4.6f %4.6f %4.6f %4 .61 IR(1:9,3));
fprintf{IRfid,%4.6f %4.6f %4.6f %4.6f %4.6f %4 .6f %o4.6f %4 .6f Yo4.6f Yo4.6f ' IR(10:19,3)");
fprintf{IRfid,'%4.6f %4.6f %4.6f %4.6f %4 .6f %4 .6f %04 .6f %4 .61\, IR(20:27,3)),
end;
end;
else
TswLseq=[1,2,3,4]; TswLtemp=[0,TswL];
%sorting the switching time
for j=2:5
TswLcomp=TswLtemp(j);
for k=j+1:5
if TswLcomp > TswLtemp(k)
TswLcomp=TswLtemp(k);, TswLtemp(k)=TswLtemp(j); TswLtemp(j)=TswLcomp;
seq=TswLseq(k-1); TswLseq(k-1)=TswLseq(j-1); TswLseq(j-1)=seq;
end;
end;
if abs(TswLcomp-TLstep)<deltaT
break;
end,
end;
j=0; TLini=0; ILtemp=IL(:,2);, XLtemp=XL(:,2),
while (~isequal(SDL(;,1),SDL(:,3)) | abs(TLini-TLstep)>deltaT)
J=i+1; swLnum=0;
%PFinding how mnay times the switching actions happen at the same time
for na=j+1:length(TswLtemp)
if (abs(TswLtemp(na)-TswLtemp(j+1)) < deltaT)
swLnum=swLnum+1;
else break;
end,
end;
TswLstep=TswLtemp(j+1)-TswLtemp(j);
XL(:,3)=XL(,2)HXLA:,3)-XL(:,2))/ TLstep* TswLstep;
IL(:,3)=IL(:,2YH(IL(:,3)-IL(:,2))/TLstep* TswLstep;
VLinc(:,2)=VLinc(:,1)+(VLinc(:,2)-VLinc(:,1))/TLstep* TswLstep,
VLMinc(:,2)=VLMinc(:,1)*+HVLMinc(:,2)-VLMinc(:,1))/TLstep* TswLstep;
if abs(TswLtemp(j+1)-TswLtemp(j))>TRstep/2
IL11(round(TswLtemp(j)/TRstep)+1:round(TswLtemp(j+1)/TRstep)+1)...
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=linspace(IL(11,2),IL(11,3),round(TswLstep/TRstep+1));
IL12(round(TswLtemp(j)/TRstep)+1 :round(TswLtemp(j+1)/TRstep)+1)...
=linspace(IL(12,2),IL(12,3),round(TswLstep/TRstep+1)),
%R-subnetwork calculation
for k=round(TswLtemp(j)/TRstep)+2:round(TswLtemp(j+1)/TRstep)+1
if getini<0.5
XR(:,[1,2])=XR(;,[2,3]); IR(:,[1,2])=IR(.,[2,3]); VRinc(:,1)=VRinc(:,2); VRMinc(:,1)=VRMinc(:,2),
VRinc(4:5,2)=Vlink-VRinc(4:5,1); ZR=histsrc(0,n-1,k); XR(:,3)=[ER(:,:,Rstate);GR(:,:,Rstate)]*ZR,
IR(:,3)=current(2), signR=switchstate(n-1,k);
if SDR(:,1)==SDR(;,3)
TswR=[TRstep, TRstep, TRstep, TRstep,TRstep, TRstep, TRstep, TRstep];
else TswR=switchtime(2);
end;
TswRstd=[TRstep,TRstep, TRstep, TRstep, TRstep, TRstep, TRstep, TRstep]; TswRtemp=TswR;
if abs(TswR-TswRstd)<deltaT %state unchanged or changed at the calculation point
Vlink=[(IR(4,3)+IR(4,2)+HIL11(k)}+IL11(k-1))*ZRC(1),
(IR(5,3)+R(5,2)+IL12(k)+IL12(k-1))*ZRC(2)]+Vlink;
V(Rinc(4:5,2)=(VIink-[IR(4,3 PZRC(1);IR(5,3)*ZRC(2)])/2;
if signR==1
if (XR(1,3)>VonR(3)+deltaV & SQRcom(1,2)~=SQRcom(1,1))...
| (-XR(3,3)>VonR(3)+deltaV & SQRcom(2,2)~=SQRcom(2,1))
getini=initial(n,k);
end;
SDR(;,[1,2])=SDR(.,[3.4]); SQRcom(:,1)=SQRcom(:,2),
cond=1;
for iloop=1:length(SDRstack(,1))
if SDR(:,1Y==SDRstack(iloop,:)
Rstate=iloop; cond=0; break;
end,
end;
if cond=1
Rstate=iloop+1; SDRstack(Rstate,:}=SDR(;,1)’;
PR3(:,:,Rstate)=diag(SDR(:,2))*PR3(.,,1); PR2(:,:,Rstate}=diag(SDR(:,2))*PR2(:,.,1);
PR4(;,;,Rstate)=inv(IPR3+PR3(:,: Rstate)); invDR(;,;,Rstate)=diag(SDR(:,2))*invDR(;,.,1);
ER(:,:,Rstate)=invYR-PR1*PR4(:,; Rstate)*PR2(:, Rstate)*invYR;
GR(.,:,Rstate)=PR4(:,,Rstate)*PR2(;,.,Rstate)*invYR;
end;
end,
SQRcom(:,1)=SQRcom(;,2);
else %Switching action happens in  R-sub.  for (if abs(TswR-TswRstd)<deltaT)
TswRtemp=[0,TswR]; TswRseq=[1,2,3,4,5,6,7,8];
for p=2:9
TswRcomp=TswRtemp(p);
for g=p+1:9
if TswRcomp > TswRtemp(q)
TswRcomp=TswRtemp(q); TswRtemp(q)=TswRtemp(p); TswRtemp(p)=TswRcomp;
seq=TswRseq(g-1); TswRseq(q-1)=TswRseq(p-1); TswRseq(p-1)=seq;
end;
end;
if abs(TswRcomp-TRstep)<deltaT
break;
end;
end; %for p=2:8
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if abs(TswRtemp(9)-TRstep)>deltaT
TswRtemp(10)=TRstep;
end;
IRtemp=IR(:,2); XRtemp=XR(:,2), m=0; TRini=0;
while (~isequal(SDR(:,1),SDR(;,3)) | abs(TRini-TRstep)>deltaT)
m=m+1; swRnum=0,
%find the number of times that the switching happens at the same time
for na=m+1:length(TswRtemp)
if (abs(TswRtemp(na)-TswRtemp(m+1)) < deltaT)
swRnum=swRnum+1;
else break;
end,
end;
%Obtain the state values at switching time t-
TswRstep=TswRtemp(m+1)-TswRtemp(m),
%using interpolation to get the state value at switching time t-
XR(:,3=XR(:;,2)HXR(:,3)-XR(:,2) ¥ TRstep* TswRstep;
IR(:,3)-IR(;,2)HIR(:,3)-IR(;,2))/TRstep* TswRstep;
VRinc(;,2)=VRinc(;,1)H VRinc(;,2)-VRinc(:,1))/TRstep*TswRstep;
VRMinc(;,2)=VRMinc(;,1)*H(VRMinc(:,2)- VRMinc(:,1))/TRstep* TswRstep;
Viink={(IR(4,3)+IR(4,2)H(IL11(k-1 ) HIL11(k)-IL11(k-1))...
*(TswRtemp(m+1)+TswRtemp(m))/TRstep))* TswRstep/Cvector2(1)/2;
(IR(5,3)+IR(5,2)HIL12(k-1)HIL12(k)-IL12(k-1))...
*(TswRtemp(m+1)+TswRtemp(m))/TRstep))* TswRstep/Cvector2(2)/2]+Vlink;
VRinc(4:5,2)=(V1ink-[IR(4,3)*ZRC(1);IR(5,3)*ZRC(2)})/2;
TRini=TswRtemp(m+1);
%renew switch states
for na=m:m+swRnum-1
%O0btain the state values at switching time t+
if (TswRseq(na)=7 | TswRseq(na)==8) & abs(TRini-TRstep)<deltaT
if (XR(1,3)>VonR(3)+deltaV & SQRcom(1,2)~=SQRcom(1,1))...
| (-XR(3,3)>VonR(3)+deltaV & SQRcom(2,2)~=SQRcom(2,1))
getini=initial(n ,k);
end,
SQRcom(:,1)=SQRcom(:,2);
end,
SDR(TswRseq(na),[1,2])=SDR(TswRseq(na),[3,4]);
end,
if abs(TswRtemp(m+1)-TRstep) > deltaT
m=m+swRnum-1; XR(;,2=XR(;,3); IR(:,2)=IR(:,3), VRinc(:,1)=VRinc(:,2);
VRMinc(:,1)=VRMinc(;,2); VRinc(4:5,2)=Vlink-VRinc(4:5,1), cond=1;
for iloop=1:length(SDRstack(:,1))
if SDR(:,1Y=SDRstack(iloop,:)
Rstate=iloop; cond=0, break;
end;
end;
if cond=1
Rstate=iloop+1; SDRstack(Rstate,:)=SDR(:,1)';
PR3(:,:,Rstate)=diag(SDR(;,2))*PR3(:,;,1); PR2(:,;,Rstate)=diag(SDR(:,2))*PR2(:,;,1);
PRA4(:,:,Rstate)=inv(IPR3+PR3(;,;,Rstate)); invDR(:,:,Rstate)=diag(SDR(:,2))*invDR(;,.,1);
ER(;,:,Rstate)=invYR-PR1*PRA4(:,; Rstate)*PR2(:,: Rstate)*invYR,
GR(;,,Rstate)=PR4(;,;,Rstate)*PR2(:,:,Rstate)*invYR,
end; ’
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ZR=histsrc(m+1,n-1 k), XR(:,3)=[ER(:,;,Rstate),GR(:,;,Rstate)]*ZR;
IR(:,3)=current(2), signR=switchstate(n-1,k);
if SDR(:,1)=SDR(;,3)
TswRtemp(m+2:m+9)=TRstep; TswRseq(m+1:m+8)=[1:8];
else
TswRini=switchtime(2); TswRiniseq={1,2,3,4,5,6,7,8];
for p=1:8
TswRcomp=TswRini(p);, seq=TswRiniseq(p);
for g=p+1:8
if TswRcomp>TswRini(q)
TswRcomp=TswRini(q); TswRini(q)=TswRini(p), TswRini(p)=TswRcomp;
seq=TswRiniseq(q); TswRiniseq(q)=TswRiniseq(p); TswRiniseq(p)=seq;
end,
end;
if TswRcomp<=TRstep-TswRtemp(m+1)
TswRtemp(m+p+1)=TswRcomp+TswRtemp(m+1); TswRseq(m+p)=TswRiniseq(p);
else
TswRtemp(m-+p+1)=TRstep; TswRseq(m+p)=TswRiniseq(p);
SDR(TswRiniseq(p).[3,4])=SDR(TswRiniseq(p),[1,2]):

end;
end; %for (for p=1:8)
end; %for if isequal(SDR(:,1),SDR(:,3))
end;
end; %for while (SDR(;,1)~=SDR(:,3) | abs(TRini-TRstep)<deltaT)

IR(:,2)=IRtemp;, XR(:,2)=XRtemp; cond=1;
for iloop=1:length(SDRstack(;,1))
if SDR(:,1)==SDRstack(iloop,:)
Rstate=iloop; cond=0; break;
end;
end;
if cond=—1
Rstate=iloop+1; SDRstack(Rstate,:}=SDR(;,1)’;
PR3(:,. Rstate)=diag(SDR(:,2)*PR3(:,,1); PR2(:, Rstate)=diag(SDR(:.2))*PR2(:,.,1),
PRA(:,. Rstate)=inv(IPR3+PR3(,. Rstate)), invDR(:,:,Rstate)=diag(SDR(:,2))*invDR(:,;,1);
ERC(;,: Rstate)=invYR-PR1 *PR4(:,; Rstate)*PR2(;,;,Rstate)*invYR;
GR(.,.,Rstate)=PR4(:,; Rstate)*PR2(:,. Rstate)}*invYR;
end, i
end;
else
VRMinc(1:2,2)=2*VRMinc(1:2,2); VRinc(1:3,2)=2*VRinc(1:3,2); VRinc(4:9,2)=VRinc(4:9,2),
VRinc(10:12,2)=2*VRinc(10:12,2); VRinc(13,2)=VRinc(13,2); VRinc(14:15,2)=2*VRinc(14:15,2),
VRinc(16:19,2)=VRinc(16:19,2);
for k1=12
XR(,[1,2])=XR(;,[2,3D); IR(;,[1,2])=IR(;,[2,3]); VRinc(;,1)=VRinc(:,2),
VRMinc(:,1)=VRMinc(:,2); VRinc(4:5,2)=Vlink/2;
ZR=histsrc(-1,n-1,k); XR(:,3)=[ERC(,:,Rstate);GR(:,,Rstate)]*ZR;
IR(:,3)=current(3), signR=switchstate(n-1,k);
if SDR(:;,1)=SDR(;,3)
TswR=[TRE,TRE,TRE, TRE,TRE,TRE,TRE, TRE];
else TswR=switchtime(3),
end;
TswRstd=[TRE,TRE,TRE,TRE,TRE, TRE, TRE, TRE]; TswRtemp=TswR,
if abs(TswR-TswRstd)<deltaT %state unchanged or changed at the calculation point

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

173



174
Vlink={(IR(4,3)+IL11(k))*ZRC(1), (IR(5,3+IL12(k))*ZRC(2)]+Vlink;
VRinc(4:5,2)=Vlink/2;
if signR==1
SDR(1:6,[1,2])=SDR(1:6,[3,4]);
if (XR(1,3)>VonR(3)+deltaV & SQRcom(1,2)~=SQRcom(1,1))...
| (-XR(3,3)>VonR(3)+deltaV & SQRcom(2,2)~=SQRcom(2,1))
getini=initial(n,k);
end,
SDR(.,[1,2])=SDR(:,[3,4]); SQRcom(;,1)=SQRcom(:,2); cond=1,
for iloop=1:length(SDRstack(:,1))
if SDR(:,1)==SDRstack(iloop,:)
Rstate=iloop; cond=0, break;
end;
end;
if cond=1
Rstate=iloop+1; SDRstack(Rstate,:}=SDR(.,1)’;
PR3(:,,Rstate)y=diag(SDR(:,2))*PR3(:,;,1); PR2(:,,Rstate)=diag(SDR(:,2))*PR2(:,;,1),
PR4(:,:,Rstate)=inv(IPR3+PR3(:,,Rstate)); invDR(:,,Rstatey=diag(SDR(:,2))*invDR(;,:,1});
ER(:,:,Rstate}=invYR-PR1*PR4(;,; Rstate}*PR2(:,:,Rstate)*invYR,
GR(.,:,Rstate}=PR4(;,;,Rstate)*PR2(:,:,Rstate)*invYR;
end,
end;
SQRcom(:,1)=SQRcom(;,2);
else %Switching action happens in  R-sub. for (if abs(TswR-TswRstd)<deltaT)
TswRtemp=[0,TswR]; TswRseq=(1,2,3,4,5,6,7,8];
for p=2:9
TswRcomp=TswRtemp(p);
for g=p+1:9
if TswRcomp > TswRtemp(q)
TswRcomp=TswRtemp(q), TswRtemp(q)=TswRtemp(p); TswRtemp(p)=TswRcomp;
seq=TswRseq(q-1); TswRseq(q-1)=TswRseq(p-1); TswRseq(p-1)=seq;
end;
end;
if abs(TswRcomp-TRE)<deltaT
break;
end;
end; Y%for p=2:8
if abs(TswRtemp(9)-TRE)>deltaT
TswRtemp(10)=TRE;
end;
IRtemp=IR(:,2); XRtemp=XR(:,2); m=0; TRini=0,
while (~isequal(SDR(:,1),SDR(:,3)) | abs(TRini-TRE)>deltaT)
m=m+1; swRnum=0,
%find the number of times that the switching happens at the same time
for na=m+1:length(TswRtemp)
if (abs(TswRtemp(na)-TswRtemp(m+1)) < deltaT)
swRnum=swRnum-+1,
else break;
end;
end;
%Obtain the state values at switching time t-
TswRstep=TswRtemp(m+1)-TswRtemp(m});
%using interpolation to get the state value at switching time t-
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XR(:,3)=XR(:,2YHXR(:,3)-XR(:,2)) TRE*TswRstep,
IR(:,3)=IR(;,2)YHIR(:,3)-IR(:,2)) TRE* TswRstep;
VRinc(:;,2)=VRinc(;,1)HVRinc(:,2)-VRinc(;,1)TRE*TswRstep;
VRMinc(:,2)=VRMinc(;,1)*+(VRMinc(:,2)-VRMinc(;,1))/ TRE*TswRstep;
Viink=[(IR(4,3)+(IL11(k-1HIL11(k)-IL11(k-1))...
*TswRtemp(m+1)/TRE))*TswRstep/Cvector2(1);
(IR(5,3)H(IL12(k-1)+HIL12(k)-IL12(k-1))...
*TswRtemp(m+1)/TRE))*TswRstep/Cvector2(2)]+Vlink;
VRinc(4:5,2)=Vlink/2;
TRini=TswRtemp(m+1);
Y%renew switch states
for na=m:m+swRnum-1
%Obtain the state values at switching time t+
if (TswRseq(nay==7 | TswRseq(na)==8) & abs(TRini-TRE)<deltaT
if (XR(1,3)>VonR(3)+deltaV & SQRcom(1,2}~=SQRcom(1,1))...
] (-XR(3,3)>VonR(3)+deltaV & SQRcom(2,2)~=SQRcom(2,1))
getini=initial(n,k),
end;
SQRcom(:,1)=SQRcom(:,2);
end;
SDR(TswRseq(na),[1,2])=SDR(TswRseq(na),[3,4]);
end,
if abs(TRini-TRE) > deltaT
m=m+swRnum-1; XR(:,2)=XR(:,3); IR(;,2)=IR(:,3); VRinc(:,1 }=VRinc(;,2);
VRMinc(:,1)=VRMinc(:,2); VRinc(4:5,2)=Vlink/2; cond=1,
for iloop=1:length(SDRstack(:,1))
if SDR(:,1)Y==SDRstack(iloop,’)
Rstate=iloop; cond=0; break;
end;
end;
if cond=1
Rstate=iloop+1; SDRstack(Rstate,:)=SDR(:,1)
PR3(:,;,Rstate)=diag(SDR(:,2))*PR3(;,;,1); PR2(;,;,Rstate)=diag(SDR(:,2))*PR2(,.,1);
PRA(:,. Rstate)=inv(IPR3+PR3(;,;,Rstate)), invDR(:, Rstate)=diag(SDR(:,2))*invDR(:,.,1),
ER(:,.,Rstate)=invYR-PR1*PR4(;,;,Rstate)*PR2(:,,Rstate)*invYR,
GR(:,;,Rstate)=PR4( ., Rstate}*PR2(:,:,Rstate)*invYR;
end;
ZR=histsre(-1,n-1k); XR(;,3)=[ER(.,:,Rstate),GR(:,;,Rstate)]*ZR,;
IR(:,3)=current(3), signR=switchstate(n-1,k),

if SDR(:,1==SDR(:,3)
TswRtemp(m+2:m+9)=TRE; TswRseq(m+1:m+8)=[1:8];
else
TswRini=switchtime(3); TswRiniseq=[1,2,3,4,5,6,7.8];
for p=1:8
TswRcomp=TswRini(p); seq=TswRiniseq(p);
for g=p+1:8

if TswRcomp>TswRini(q)
TswRcomp=TswRini(q); TswRini(q)=TswRini(p); TswRini(p)=TswRcomp,
seq=TswRiniseq(q); TswRiniseq(q)=TswRiniseq(p); TswRiniseq(p)=seq;
end,
end;
if TswRcomp<=TRE-TswRtemp(m+1)
TswRtemp(m+p+1)=TswRcomp+TswRtemp(m+1); TswRseq(m+p)=TswRiniseq(p),
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else
TswRtemp(m+p+1)=TRE; TswRseq(m+p)=TswRiniseq(p);
SDR(TswRiniseq(p).[3,4])=SDR(TswRiniseq(p),[1,2]);

end;
end; Y%for (for p=1:8)
end; %for if isequal(SDR(;,1),SDR(:,3))
end;
end; %for while (SDR(:;,1)»=SDR(:,3) | abs(TRini-TRE)<deltaT)

IR(:,2)=IRtemp; XR(:,2)=XRtemp; cond=1;
for iloop=1:length(SDRstack(:,1))
if SDR(:,1)=SDRstack(iloop,:)
Rstate=iloop; cond=0, break;
end,
end;
if cond==1
Rstate=iloop+1; SDRstack(Rstate,:)}=SDR(:,1)’;
PR3(:,:,Rstate)=diag(SDR(:,2))*PR3(;,;,1); PR2(:,;,Rstate)=diag(SDR(:;,2))*PR2(,,1);
PRA(:,: Rstate)=inv(IPR3+PR3(;,;,Rstate)); invDR(,: Rstate)=diag(SDR(:,2))*invDR(:,;,1);
ER(:,.,Rstate)=invYR-PR1*PR4(;,; Rstate)*PR2(:, Rstate)*invYR,
GR(;,:,Rstate)=PRA4(:,; Rstate)*PR2(:,; Rstate)*invYR;
end;
end;
end,
VRMinc(1:2,2)=VRMinc(1:2,2)/2; VRinc(1:3,2)=VRinc(1:3,2)/2;
VRinc(10:12,2)=VRinc(10:12,2)/2; VRinc(14:15,2)=VRinc(14:15,2)/2,
getini=0; %if getini=1, then only TLM models associated with Backward Euler rule are used
end;
if n>NumofStart2Rec & rem(k-1,Step4RecR)==0
fprintf(VRfid,'%4.6f %4 .6f %4 61 Y4.6f %04 .6 %od.61 %d.6f %4 .61 %4.6f' XR(1:9,3)");
fprintf(VRfid, %4 .6f %4.6f %4.6f %4.6f\n’, XR(10:13,3)');
fprintf(IRfid,"%4.6f %64.6f %4.6f %4.6f Yol .6f %4 .6f %4.6f %4 .6f %4.6f IR(1:9,3));
fprintf(IRfid,'%4.6f %4 .6f %64 .6f %64.6f %ol .6f %4 .6f %od.6f %4 .6f %04 .6f %4.6 ', IR(10:19,3)");,
fprintf(IRfid,'%4.6f %4.6f %4 .6f %4.6f %04 .6f %4 .6f %04.6f %4 .6f\n', [R(20:27,3)'),
end;
end;
end,
IL11(round(TswLtemp(j+1)/TRstep)+1)=IL(11,3);
IL12(round(TswLtemp(j+1)/TRstep)+1)=IL(12,3),
for na=j;j+swLnum-1
SDL(TswLseq(na),[1,2])=SDL(TswLseq(na),[3,4]);
TswLtemp(na+1)=round(TswLtemp(na+1)/TRstep)* TRstep;
end;
VLine(11:12,2)=(Vlink-[IL(11,3)*ZLC(5);IL(12,3)*ZLC(6)])/2; TLini=TswLtemp(j+1);
if abs(TLini-TLstep)>deltaT
XL(,2EXLAL,3); IL(,2)=1L(;,3); VLine(:,1)=VLinc(:,2); VLMinc(:,1 =VLMinc(:,2),
VLinc(11:12,2)=Vlink-VLinc(11:12,1); cond=1;
for iloop=1:length(SDLstack(:,1))
if SDL(:,1)==SDLstack(iloop,:)
Lstate=iloop;, cond=0; break;
end,
end,
if cond==1
Lstate=iloop+1; SDLstack(Lstate, )=SDL(;,1)’,
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PL3(:,:,Lstate)=diag(SDL(:,2))*PL3(:,:,1); PL2(:,:,Lstate}=diag(SDL(:,2))*PL2(:,;,1);
PLA(:,;Lstate)=inv(IPL3+PL3(,:,Lstate)); invDL(:,:,Lstate)=diag(SDL(:,2))*invDL(;,.,1);
EL(:,,Lstate)=invYL-PL1*PLA(:,: Lstate}*PL2(;,; Lstate)*invYL,
GL(:,;,Lstate)=PLA(.,:;,Lstate)*PL2(:,, Lstate)*invYL,
end;
ZL=histsre(j,n); XL(:,3)=[EL(:,:,Lstate);GL(:,:,Lstate)]*ZL; IL(:,3)=current(1); signL=switchstate(n);
JFitswLlnum-1;
if SDL(:,1)==SDL(:,3)
TswLtemp(j+2:j+5)=TLstep; TswLseq(j+1:)+4)={1,2,3.4];
else
TswLini=switchtime(1);
TswLiniseq=[1,2,3,4};
for p=1:4
TswLcomp=TswLini(p); seq=TswLiniseq(p);
for qg=p+1:4
if TswLcomp>TswLini(q)
TswLcomp=TswLini(q); TswLini(q)=TswLini(p); TswLini(p)=TswLcomp;
seq=TswLiniseq(q); TswLiniseq(q)=TswLiniseq(p); TswLiniseq(p)=seq;
end,
end;
if TswLcomp<=TLstep-TswLtemp(j+1)
TswLtemp(j+p+1)=TswLcomp+TswLtemp(j+1); TswLseq(j+p)=seq;
else
TswLtemp(j+p+1)=TLstep; TswLseq(j+p)=seq; SDL(seq,[3.4])=SDL(seq,[1,2]);
end;
end;
end;
end;
end;
IL(:,2)=ILtemp; XL(:,2)=XLtemp; cond=1; SDL(:,[1,2])=SDL(:,[3,4]);
for iloop=1:length(SDLstack(:,1))
if SDL(:;,1)==SDLstack(iloop,:)
Lstate=iloop; cond=0; break;
end;
end,
if cond=—1
Lstate=iloop+1; SDLstack(Lstate,:}=SDL(.,1)’;
PL3(:,:,Lstate)=diag(SDL(:,2))*PL3(:,,1);PL2(;,;,Lstate)y=diag(SDL(:,2))*PL2(:,;,1);
PLA(:,; Lstate)=inv(IPL3+PL3(:,;,Lstate));
invDL(:,:,Lstate)=diag(SDL(:,2))*invDL(:,.,1);
EL(:,:,Lstate}=invYL-PL1*PLA(:,;,Lstate}*PL2(:,:,Lstate)*invYL;
GL(;,;,Lstate)=PLA(:,: Lstate)*PL2(:, Lstate)*invYL;
end,
end,
VLinc(11:12,2)=(Vlink-[IL(11,3)*ZLC(5);IL(12,3)*ZLC(6)1)/2;
if n>NumofStart2Rec & rem(n-1,Step4RecL)==0
fprintf(VL{id,'%4.61 %4.6f %4.6f %4 .6f %4 .6f %4.6f %o4.6f %04 .6f\n', XL(1:8,3));
fprintf(TLfid,%4.6f %4.6f %4.6f %4.6f %4 .6f %4.6f %4.6f %64.6f %4 .6f %4.61 ' IL(1:10,3));
fprintf(ILfid,"%4.6f %4.6f %4 .6 %04 .6f %4 .61 %4 6\’ IL(11:16,3) ),
end;
end;
T1=toc, fclose(VLfid), fclose(ILfid); fclose( VRfid); fclose(IRfid);
T1fid=fopen('T1data3.xls',w'); fprintf{T1fid,%12.3f,T1); fclose(T1fid);
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disp(‘TrapWithBE End);

III. Impedance

function D=impedance(subnetwork)

%subnetwork = | give out the impedance of L-subnetwork

%subnetwork = 2 give out the impedance of R-subnetwork

%subnetwork == 3 give out the impedance of R-subnetwork (TRmin)

global Rvectorl Cvectort Lvectorl TL1 TL2 Rvector2 Cvector2 Lvector2 TR1 TR2 YLLM YRLM
global TLstep TRstep TRE

switch subnetwork,

case |
ZLC=TLstep./(2*Cvectorl); ZLL=2*Lvector1/TLstep;
ZLM1=2*TL1(1:3)/TLstep; ZTL1=[ZLM1(1)+TL1(4), ZLM1(3)+TL1(6), ZLM1(3)+TL1(6), ZLM1(2+TL1(5)];
YTLI(:,:;,1)=inv(ZTL1); YTLI1(:,;,2)=[ZLM1(1),0;,0,ZLM1(3)]*YTLI(,.1);
YTLI(:,;,3)=[ZLM1(3),0,0,ZLM1(2)]*YTLI1(;,;1);
ZLM2=2*TL2(1:3)/TLstep; ZTL2=[ZLM2(1)+TL2(4), ZLM2(3)+TL2(6), ZLM2(3)+TL2(6), ZLM2(2)+TL2(5)];
YTL2(:,;,1)=inv(ZTL2), YTL2(:,:,2)=-[ZLM2(1),0,0,ZLM2(3)]*YTL2(:,.,1);
YTL2(:,;,3)=[ZLM2(3),0,0,ZLM2(2)]*YTL2(:,;,1);
BrL(1,1:6)=[1, -2, -ZL1(1), ZLL(1)-Rvectorl1(1), -1, ZLL(1)]ARvector 1(1)+ZLL(1));
BrL(2,1:6)=[1, -2, -ZLL(1), ZLL(1)-Rvector1(1), -1, ZLL{1)]ARvector 1(1}+ZLL(1)),
BrL(3:4,1:6)=[YTLI1(,:,1), YTL1(:,;,2), YTL1(;:,3)];
BrL(5:6,1:6)=[YTL2(:,;,1), YTL2(;,;,2), YTL2(:,:,3)];
BrL(7,1:4)=[(Rvector1(2)+ZLC(1))/(Rvector1(2)*ZLC(1)), -2/ZLC(1), 1, -1];
BrL(8,1:4)=[1/ZLC(2), -2/ZLC(2), 1,-1];
BrL(9,1:4)=[1/ZLC(3), -2/ZLC(3), 1, -1];
BrL(10,1:4)=[1/ZLC(4), -2/ZLC(4), 1, -1];
BrL(11,1:4)=[1/ZLC(5), -2/ZLC(5), 1, -1];
BrL(12,1:4)={1/ZLC(6), -2/ZLC(6), 1, -1];
D={ZLC,ZLL,YTL1,YTL2,BrL};

case 2
ZRC=TRstep./(2*Cvector2), ZRL=2*Lvector2/TRstep;
T1=TRI, T1(1:3)=2*T1(1:3)/TRstep; T=T1; T(1:3)=T1(1:3)+T1(6:8);
De(1)=[T@Y2*T(5Y2*TR)*TGHT(SY'2*T(3)*T(1)+T(4)"2*T(2)*T(D)];
De(2)=[T1(4)"2*T1(5)"2*T1(2)*T1(3)+T1(5)"2*T1(3)*T1(1)+T1(4)"2*T1(2)*T1(1)};
YRtranx(:,;, 1 )=[T(SY'2*T(3)*+T(4)"2*T(2), -T(4)*T(5)*2*T(3),-T(5)*T(4)"2* T(2),

-T(4)*T(5)"2*T(3), T(4)Y2*T(5)2*T(3+T(4)"2*T(1), -T(4)*T(5)*T(1);

“TAY2*T(5)*T(2), -T(4Y*T(S)*T(1), T(4Y2*T(SY"2* TR} T(5)"2*T(1))/De(1),
YRtranx(:,:,2)=[T1(1),0,0;0,T1(2),0;0,0,T1(3)]*YRtranx(:,;1);
YRtranx(:,:,3)=[T(1),0,0;0,T(2),0;0,0,T(3)];

MidYRtranx(1, )=[T(4Y2*T(5)"2*T2)*T(3),T(4)*T(5)"2*T(3)*T(1),T(S)*T(4)"2*T(2)*T(1))/De(1);
MidYRtranx(Z,:)=[Tl(4)"2*Tl(S)AZ*TI(Z)‘T1(3),TI(4)"TI(5)"2"‘TI(3)”Tl(1),TI(5)*T1(4)’\2"‘TI(2)”TI(I)]/De(2);
ZRM2=2*TR2(1:3)/TRstep, ZTR2=[ZRM2(1)+TR2(4), ZRM2(3)+TR2(6); ZRM2(3)+TR2(6), ZRM2(2)+TR2(5)];
YTR2(:,;,1)=inv(ZTR2), YTR2(:,;,2)=-[ZRM2(1),0;,0,ZRM2(3)]*YTR2(:,;,1);
YTR2(:,;,3)=-[ZRM2(3),0,0,ZRM2(2)]* YTR2(;,;,1);

BrR(1,1:4)=[1/ZRL(1), -2/ZRL(1),-1, 1];

BrR(2,1:4)=[1/ZRL(2), -2/ZRL(2), -1, 1];

BrR(3,1:4)=[1/ZRL(3), -2/ZRL(3), -1, 1};

BrR(4,1:4)=[1/ZRC(1), -2/ZRC(1), 1, -1];

BrR(5,1:4)=[1/ZRC(2), -2/ZRC(2), 1, -1];

BrR(6,1:4)=[1/ZRC(3), -2/ZRC(3), 1, -1],
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BrR(7,1:4)=[1, -2, ZRC(4), Rvector2(1)-ZRC(4)]/(Rvector2(1+ZRC(4)),
BrR(8,1:4)=[1/ZRC(5), -2/ZRC(5), 1, -1];
BrR(9,1:4)=[1/ZRC(6), -2/ZRC(6), 1, -1];
BrR(10:12,1:3)=YRtranx(:,,1);
BrR(13,1:4)=[1/ZRC(7), -2/ZRC(T), 1, -1];
BrR(14:15,1:6)=[YTR2(;,,1), YTR2(:,1,2), YTR2(;,.,3)];
BrR(16,1:4)=[1, -2, ZRC(8), Rvector2(2)-ZRC(8)])/(Rvector2(2)+ZRC(8));
BrR(17,1:4)=[1, -2, ZRC(9), Rvector2(3)-ZRC(9))/(Rvector2(3)+ZRC(9)),
BrR(18,1:4)=[1, -2, ZRC(10), Rvector2(4)-ZRC(10)])/(Rvector2(4+ZRC(10));
BrR(19,1:4)=[1, -2, ZRC(11), Rvector2(5)-ZRC(11)}/(Rvector2(5}+ZRC(11)),
D={ZRC,ZRL,YRtranx,BrR,YTR2,MidYRtranx},

case 3
ZRCE=TRstep./(4*Cvector2), ZRC=ZRCE*2; ZRLE=4*Lvector2/TRstep; ZRL=ZRLE/2,
T1=TR1; T1(1:3)=2*T1(1:3)/TRstep; T=T1; T(1:3)=T1(1:3)+T1(6:8),
De(1)=[T(4Y"2*T(5Y"2*TQ)*T(3)H+T(5)"2*T(3)*T(1 +T(4)"2*T(2)*T(1)];
De(2y=[T1(4Y"2*T1(5)"2*T1(2Y*T1(3)+T1(5)"2*T1(3)*T1(1)+T1(4)"2*T1(2)*T1(1)];
YRtranxE(:,:;, )=[T(SY'2*T(3)+T(4)"2*T(2), -T(4)*T(5)"2*T(3),-T(5)* T(4)"2*T(2),

-T(4Y*T(5)"2*T(3), T(4Y2*T(5)"2*T(3)H+T(4Y"2*T(1), -T(4)*T(5)*T(1),

-T(4)"2*T(5)*T(2), -T(4Y*T(5)*T(1),T(4)"2*T(S)"2*T(2}+T(5)"2*T(1))/De(1);
YRtranxE(:,:,2)=[T1(1),0,0;0,T1(2),0;0,0,T1(3)]* YRtranxE(:,,1);
YRtranxE(:,:,3)=[T(1),0,0;0,T(2),0;0,0,T(3)];

MidYRtranxE(1,.)=[T(4)2*T(5Y2*T(2)*T(3), T(4)*T(5)"2*T(3)*T(1), T(5)*T(4)"2*T(2)*T(1)})/De(1),
MidYRtranxE(2, )=[T1(4)"2*T1(5)"2*T1(2)*T1(3), TI(4*TI(S)Y"2*T1(3)*T1(1),T1(5)*T1(4)"2*T1(2)*T1(1)}/De(2),

ZRM2E=4*TR2(1:3)/TRstep; ZTR2E=[ZRM2E(1)/2+TR2(4), ZRM2E(3)/2+TR2(6); ZRM2E(3)2+TR2(6),
ZRM2E(Q2)2+TR2(S)];

YTR2E(,.,1)=inv(ZTR2E); YTR2E(:,:,2)=[ZRM2E(1)/2,0,0,ZRM2E(3)2]* YTR2E(:,.,1);

YTR2E(,.,3)=-[ZRM2E(3)/2,0:0,ZRM2E(2)/2]*YTR2E(:.., 1),

BrE(1,1:4)=[1/ZRL(1), -1/ZRI(1), -1, 1];
BrE(2,1:4)=[1/ZRL(2), -1/ZR1(2), -1, 1],
BrE(3,1:4)=[1/ZRL(3), -1/ZR1(3), -1, 1];
BrE(4,1:4)=[1/ZRC(1), -2/ZRC(1), 1/2, 0];
BrE(5,1:4)=[1/ZRC(2), -2/ZRC(2), 1/2, 0],
BrE(6,1:4)=[1/ZRC(3), -2/ZRC(3), 1/2, 0],
BrE(7,1:4)=[1, -2, ZRC(4)/2, Rvector2(1)}/(Rvector2(1)+ZRC(4)),
BrE(8,1:4)=[1/ZRC(S), -2/ZRC(S), 112, 0;
BrE(9,1:4)=[1/ZRC(6), -2/ZRC(6), 1/2, 0];
BrE(10:12,1:3)=YRtranxE(:,;, 1),
BrE(13,1:4)=[1/ZRC(7), -2/ZRC(7), 12, 0;
BrE(14:15,1:6)=[YTR2E(.,.,1), YTR2E(,:,2), YTR2E(:,:,3)];
BrE(16,1:4)=[1, -2, ZRC(8)/2, Rvector2(2)}/(Rvector2(2)+ZRC(8));
BrE(17,1:4)=[1, -2, ZRC(9)/2, Rvector2(3)](Rvector2(3)+ZRC(9)),
BrE(18,1:4)=[1, -2, ZRC(10)/2, Rvector2(4))/(Rvector2(4)+ZRC(10)),
BrE(19,1:4)=[1, -2, ZRC(11)/2, Rvector2(5)}/(Rvector2(S+ZRC(11)),
D={ZRCE, ZRLE, YRtranxE,BrE,YTR2E, MidYRtranxE},

end;

IV. Sysmatrix

function D=sysmatrix(subnetwork)
%subnetwork = 1/2 give out the impedance matirx of L-subnetwork/R-subnetwork
global Rvector] Rvector2 ZLD ZRD ZRQ YRLM BrL BrR
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switch subnetwork,
case 1
% Generate Y matrix for rectifier
YL~=zeros(8,8);
YL(1,2)=BrL(3,2)-BrL(7,1),YL(1,3)=-BrL(3,1), YL(1,8)=-BrL(3,2),
YL(1,1)=BrL(1,1)-YL(1,2)-YL(1,3)-YL(1,8),
YL(2,1)=BrL(4,1)-BrL(7,1); YL(2,3)=-BrL(4,1); YL(2,8)=-BrL(4,2),
YL(2,2=BrL(2,1)+BrL(7,1)+BrL(4,2),
YL(3,1)=BrL(3,1); YL(3,2)=BrL(3,2); YL(3,4)=BrL(5,1), YL(3,5)=-BrL(5,2),
YL(3,8)=BrL(3,2)+BrL(5,2); YL(3,3)=BrL(3,1)+BrL(5,1);
YL(4,3)=BrL(5,1); YL(4,5)=BrL(5,2)-BrL(8,1); YL(4,6)=-1/ZLD(2)-1/Rvector1(4)-BrL(12,1),
YL(4,7)=1/ZLD(2)-1/Rvector1(3)-BrL(11,1); YL(4,8)=-BrL(5,2),
YL(4,4)=YL(4,3)+BrL(9,1)-YL(4,5)- YL(4,6)- YL(4,7)-YL(4,8);
YL(5,3)=BrL(6,1); YL(5,4)=BrL(6,1)-BrL(8,1); YL(5,6)=-1/ZLD{(2),YL(5,7)=-1/ZLD(2),
YL(5,8)=BrL(6,2); YL(5,5)=BrL(10,1)-YL(5,6)- YL(5,7)- YL(S,8)+BrL(8,1);
YL(6,4=YL(4,6),YL(6,5)=YL(5,6);, YL(6,6)=-YL(6,4)- YL(6,5);
YL(7,4)=YL(4,7);YL(7,5)=YL(5,7).YL(7,7)=YL(7,4)-YL(7.5);
YL(8,1)=BrL(4,1); YL(8,2)=BrlL(4,2), YL(8,3=BrL(4,1 +BrL(6,1);
YL(8,4)=-Brl(6,1), YL(8,5)=BrL(6,2); YL(8,8)=BrL(4,2)+BrL(6,2),
Btemp=zeros(8,4); Btemp(4:7,:)=([-1,1,0,0; 0,0,-1,1; 1,0,1,0; 0,-1,0,-1];
Dtemp=diag([-ZLD(1), -ZLD(1) -ZLD(1), -ZLD(1)]);
D={YL,Btemp,Dtemp};
case 2

YR=zeros(12,12),
YR(1,2)=-BrR(4,1); YR(1,1)=-YR(1 ,2}+1/ZRQ(2)+1/ZRDX2 2);
YR(2,1)=YR(1,2); YR(2,3)=-BrR(5,1); YR(2,5)=-BrR(6,1); YR(2,2)=-YR(2,1)-YR(2,3)-YR(2,5);
YR(3,2)=YR(2,3); YR(3,3)=-YR(3,2+1/ZRQ(2)+1/ZRD(2,2),
YR(4,11)=-BrR(2,1); YR(4,4)=YR(4,11)+BrR(13,1)+1/Rvector2(7),
YR(5,2)=YR(2,5); YR(5,6)=YRLM(1,2,1); YR(S,7)=-YRLM(1,3,1);
YR(5,5)=YR(5,2)+YRLM(1,1,1)+BrR(7,1),
YR(6,5)=YR(5,6); YR(6,7)=-YRLM(2,3,1); YR(6,8)=1/ZRD(1,2)-BrR(16,1);
YR(6,9)=1/ZRDX1,2)-BrR(18,1); YR(6,6)=YRLM(2,2,1)-YR(6,8)-YR(6.,9);
YR(7,5)=YR(5,7); YR(7,6)=YR(6,7); YR(7.8)=-1/ZRD(1,2)-BrR(17,1),
YR(7.9)=1/ZRD(1,2)-BrR(19,1); YR(7,7)=YR(7,8)-YR(7,91+YRLM(3,3,1);
YR(8,6)=YR(6,8); YR(8,7)=YR(7,8); YR(8,9)=-BrR(14,2); YR(8,11)=BrR(14,2),
YR(8,10=BrR(14,1)-BrR(3,1); YR(8,8)=-YR(8,6)-YR(8,7)-YR(8,10);
YR(9,6)=YR(6,9); YR(9,7)=YR(7.,9); YR(9,8)=-BrR(15,1); YR(9,10)=BrR(15,1),
YR(9,11)=BrR(15,2); YR(9,9)=-YR(9,6)-YR(9,7)-YR(9,11);
YR(10,8)=YR(8,10),YR(10,9=BrR(14,2);YR(10,11)=-BrR(14,2); YR(10,12)=-BrR(1,1);
YR(10,10=YR(10,8)-YR(10,12)+BrR(8,1);
YR(11,8)=BrR(15,1);YR(11,9)=YR(9,11); YR(11,10)=BrR(15,1);
YR(11,4)=-BrR(2,1); YR(11,11)=YR(11,9)-YR(11,4);
YR(12,10)=YR(10,12); YR(12,12)=-YR(12,10)+BrR(9,1)+1/Rvector2(6),
Btemp=zeros(12,8); Btemp(1:3,5:8)={-1,0,1,0; 0,0,0,0; 0,1,0,-13;
Btemp(6:9,1:4)=(1,0,-1,0; 0,1,0,-1; -1,-1,0,0, 0,0,1,1];
Dtemp=diag([-ZRD(1),-ZRD(1),-ZRD(1),-ZRD(1),-ZRD(2),-ZRD(2),-ZRQ(1),-ZRQ1)));
D={YR,Btemp,Dtemp};

end;

V. Histsrc

function [Zsource]=histsrc(swseq,varargin)
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%ecalculate the current of two subnetworks

%nargin=—1, Current source of L-subnetwork nargin =2, Current source of R-subnetwork
%nargin=—2, swseq<0: Current source of R-subnetwork (TRE)

global TR1 ZLD ZRD ZRQ YLLM YRLM SDL SDR BrL BrR IR TswLtemp BrE YRLME
global lonL IonR Mag Phy w TLstep VLinc VRinc VLMinc VRMinc XL XR ILpre IRpre

switch nargin,
case 2,
%giving out the equivalent current source of L-subnetwork.
k=varargin{1};
if swseq=—=0
Vs(:,1)=Mag.*sin(w*(k-2)*TLstep+Phy); Vs(:,2)=Mag.*sin(w*(k-1)*TLstep+Phy);
else
Vs(:,1)=Mag.*sin(w*(k-2)*TLstep+Phy+w*TswLtemp(swseq));
Vs(:;,2)=Mag. *sin(w*(k-1)*TLstep+Phy+w*TswLtemp(swseq+1));
end;
VLing(1,2)=BrL(1,3)*(-XL(1,2)y+BrL(1,4)*VLinc(1,1)+BrL(1,6)*(-Vs(1,1));
ILpre(1,1)=BrL(1,2)*VLinc(1,2)+BrL(1,5)*(-Vs(1,2));
VLinc(2,2)=BrL(2,3)*(-XL(2,2))+BrL(2,4)*VLinc(2,1 +BrL(2,6)*(-Vs(2,1)),
ILpre(2,1)=BrL(2,2)*VLinc(2,2)+BrL(2,5)*(-Vs(2,2)),
temp=[BrL(3:4,3:4);BrL(3:4,5:6)]*(IXL(1,2)-XL(3,2);X1(2,2)-XL(8,2)]-2*VLinc(3:4,1)...
-2*VLMinc(1:2,1))-{VLinc(3,1); VLMinc(1,1);VLMinc(2,1);VLinc(4,1)];
VLinc(3:4,2)=temp([1,4],1), VLMinc(1:2,2)=temp([2,3],1);
ILpre(3:4,1)=-2*BrL(3:4,1:2)*(VLinc(3:4,2)+VLMinc(1:2,2));
temp=[BrL(5:6,3:4);BrL(5:6,5:6)]*(IXL(3,2)-XL(4,2),XL(8,2)-X1(5,2)]-2*VLinc(5:6,1)...
-2*VLMinc(3:4,1))-[VLinc(5,1); VLMinc(3,1); VLMinc(4,1); VLinc(6,1)];
VLinc(5:6,2)=temp([1,4],1); VLMinc(3:4,2)=temp({2,3],1);
ILpre(5:6,1)=-2*BrL(5:6,1:2)*(VLinc(5:6,2)+VLMinc(3:4,2));
VLinc(7:10,2)=BrL(7:10,3).*[XL(1,2)-XL(2,2), XL(4,2)-X1(5,2);X1.(4,2); XL(5,2)] +BrL(7:10,4).*VLinc(7:10,1),
ILpre(7:12,1)=BrL(7:12,2).*VLinc(7:12,2),
IDLpre(1:4,1)=[SDL(1,2)*IonL; SDL(2,2)*IonL; SDL(3,2)*IonL; SDL(4,2)*lonL],
Zsource=[ILpre(1 )-ILpre(3)-ILprc(7){ ILpre(2)-ILpre(4)+ILpre(7);
ILpre(3)-ILpre(S); ILpre(5)-ILpre(8)-ILpre(9)+ILpre(11)-ILpre(12)-IDLpre(1,1)*+DLpre(2,1);
ILpre(6)-ILpre(10)-IDLpre(3,1)+IDLpre(4,1)+ILpre(8); ILpre(12)+IDLpre(1,1)+IDLpre(3,1);
-ILpre(11)-IDLpre(2,1)-IDLpre(4,1); ILpre(4)-ILpre(6)];
case 3,
if swseq>-0.5
n=varargin{1}; k=varargin{2}-1;
%giving out the equivalent current source of R-subnetwork.
VRinc(1:3,2)=BrR(1:3,3).*[XR(10,2)-XR(12,2); XR(11,2)-XR(4,2);, XR(8,2)-XR(10,2) +BrR(1:3,4).*VRinc(1:3,1),
IRpre(1:3,1)=BrR(1:3,2).*VRinc(1:3,2);
VRinc(6:9,2)=BrR(6:9,3).*[XR(5,2)-XR(2,2); XR(5,2); XR(10,2); XR(12,2)}+BrR(6:9,4).*VRinc(6:9,1),
IRpre(4:9,1)=BrR(4:9,2).*VRinc(4:9,2);
VRinc(10:12,2)=-YRLMC(;,:,2)*([XR(5,2);XR(6,2);-XR(7,2)]-2*VRinc(10:12,1))...
-VRinc(10:12,1);
IRpre(10:12,1)=-2*YRLM(;,;,1)*VRinc(10:12,2),
VRinc(13,2)=-BrR(13,3)*XR(4,2)+BrR(13,4)*VRinc(13,1);
IRpre(13,1)=BrR(13,2).*VRinc¢(13,2),
temp=[BrR(14:15,3:4);BrR(14:15,5:6)]*([XR(8,2)-XR(10,2);XR(11,2)-XR(9,2)}...
-2*VRinc(14:15,1)-2*VRMinc(1:2,1))-[VRinc(14,1); VRMinc(1,1);VRMinc(2,1); VRinc(15,1)];
VRinc(14:152)=temp([1,4],1); VRMinc(1:2,2)=temp([2,3],1),
IRpre(14:15,1)=-2*BrR(14:15,1:2)*(VRinc(14:15,2)+VRMinc(1:2,2)),
VRinc(16:19,2)=BrR(16:19,3).*[XR(6,2)-XR(8,2), XR(7,2)-XR(8,2); XR(9,2)-XR(6,2),
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XR(9,2)-XR(7,2)]+BrR(16:19,4).*VRinc(16:19,1),
IRpre(16:19,1)=BrR(16:19,2).*VRinc(16:19,2),
IDRpre(1:8,1)=[SDR(1,2)*IonR(1), SDR(2,2)*IonR(1), SDR(3,2)*IonR(1), SDR(4,2)*IonR(1),
SDR(5,2)*IonR(2), SDR(6,2)*IonR(2), SDR(7,2)*IonR(3); SDR(8,2)*IonR(3)];
Zsource=[-IRpre(4)+IDRpre(7,1)-IDRpre(S,1); IRpre(4)-IRpre(5)+IRpre(6);
IRpre(5)+IDRpre(6,1)-IDRpre(8,1); IRpre(2)+IRpre(13);
-IRpre(6)-IRpre(7)-IRpre(10); -IRpre(11)-IRpre(16)+IRpre(18)+IDRpre(1,1)-IDRpre(3,1);
IRpre(12)-IRpre(17)+IRpre(19)+IDRpre(2,1)-IDRpre(4,1);
-IRpre(14)+IRpre(16)+IRpre(17)-IDRpre(1,1)-IDRpre(2,1)-IRpre(3,1),
IRpre(15)-IRpre(18)-IRpre(19)+IDRpre(3,1)+IDRpre(4,1),
-IRpre(1)-IRpre(8)+IRpre(14)+Rpre(3,1); -IRpre(2)-IRpre(15); IRpre(1)-IRpre(9)];
else
n=varargin{1}; k=varargin{2}-1;
%giving out the equivalent current source of R-subnetwork.
VRinc(1:3,2)=BrE(1:3,3).*[XR(10,2)-XR(12,2); XR(11,2)-XR(4,2); XR(8,2)-XR(10,2)]+BrE(1:3,4).*VRinc(1:3,1);
IRpre(1:3,1)=BrE(1:3,2).*VRinc(1:3,2);
VRin¢(6:9,2)=BrE(6:9,3).*[XR(5,2)-XR(2,2); XR(5,2); XR(10,2); XR(12,2)] +BrE(6:9,4).*VRinc(6:9,1);
IRpre(4:9,1)=BrE(4:9,2).* VRinc(4:9,2),
VRinc(10:12,2)=-YRLMEC(:,:,2)*([XR(5,2);XR(6,2);-XR(7,2)]-VRinc(10:12,1));
IRpre(10:12,1)=YRLMEC(;,:,1)*VRinc(10:12,2);
VRine(13,2)=-BrE(13,3)*XR(4,2)+BrE(13,4)*VRinc(13,1);
IRpre(13,1)=BrE(13,2).*VRinc(13,2);
temp=[BrE(14:15,3:4); BrE(14:15,5:6)}*([XR(8,2)-XR(10,2);XR(11,2)-XR(9,2)]-VRinc(14:15,1)-VRMinc(1:2,1));
VRinc(14:15,2)=temp([1,4],1); VRMinc(1:2,2)=temp([2,3],1);
IRpre(14:15,1)=-BrE(14:15,1:2)*(VRinc(14:15,2)+VRMinc(1:2,2));
VRinc(16:19,2)=BrE(16:19,3).*[XR(6,2)-XR(8,2); XR(7,2)-XR(8,2); XR(9,2)-XR(6,2);
XR(9,2)-XR(7,2)]+BrE(16:19,4).*VRinc(16:19,1);
IRpre(16:19,1)=BrE(16:19,2).*VRinc(16:19,2);
IDRpre(1:8,1)=[SDR(1,2)*IonR(1); SDR(2,2)*IonR(1); SDR(3,2)*IonR(1); SDR(4,2)*IonR(1);
SDR(5,2)*IonR(2), SDR(6,2)*IonR(2), SDR(7,2)*IonR(3); SDR(8,2)*IonR(3)];
Zsource=[-IRpre(4)+IDRpre(7,1)-IDRpre(5,1); IRpre(4)-IRpre(5)+IRpre(6),
IRpre(5)+IDRpre(6,1)-IDRpre(8,1); IRpre(2)+IRpre(13);
-IRpre(6)-IRpre(7)-IRpre(10); -IRpre(11)-IRpre(16)+IRpre(18)+IDRpre(1,1)-IDRpre(3,1);
IRpre(12)-IRpre(17)+IRpre(19)+IDRpre(2,1)-IDRpre(4,1);
-IRpre(14)+IRpre(16)+IRpre(17)-IDRpre(1,1)-IDRpre(2,1)-IRpre(3,1);
IRpre(15)-IRpre(18)-IRpre(19)+IDRpre(3,1)+IDRpre(4,1);
-IRpre(1)-IRpre(8)+IRpre(14)+IRpre(3,1); -IRpre(2)-IRpre(15); IRpre(1)-IRpre(9));
end;
end,

VI. Current

function [Amper]=current(subnetwork)

Y%calculate the current of two subnetworks

%subnetwork==1, Current of L-subnetwork %subnetwork==2, Current of R-subnetwork %subnetwork==3, Current of R-subnetwork
global ZLD ZRD ZRQ YRLM XL XR ILpre IRpre BrL BrR lonL IonR SDL SDR BrE YRLME

% varargin;
switch subnetwork,
case 1
IDLpre(1:4,1)=[SDL(1,2)*IonL; SDL(2,2)*IonL; SDL(3,2)*IonL, SDL(4,2)*lonL];
Amper=[-XL(1,3)*BrL(1,1)+ILpre(1), -XL(2,3)*BrL(2,1)+ILpre(2),

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



183
(XL(1,3)-X1(3,3))*BrL(3,1)HXL(2,3)-XL(8,3))*BrL(3,2)+ILpre(3);
(XL(1,3)-XL(3,3))*BrL(4,1 ) H(XL(2,3)-XL(8,3))*BrL(4,2)+Lpre(4),
(XL(3,3)-XL(4,3))*BrL(5,1 ) HXL(8,3)-X1(5,3))*BrL(5,2)+ILpre(5);
(X1(3,3)-XL(4,3))*BrL(6,1)+(XL(8,3)-XL(5,3))*BrL(6,2 +ILpre(6),
(XL(1,3)-XL(2,3))*BrL(7,1)+ILpre(7), (XL(4,3)-XL(5,3))*BrL(8,1 +ILpre(8),
XL(4,3)*BrL(9,1)+Lpre(9), XL(5,3)*BrL(10,1)+ILpre(10),
(XL(7,3)-XL(4,3))*BrL(11,1 +ILpre(11); (XL(4,3)-XL(6,3))*BrL(12,1)+ILpre(12),
(XL(6,3)-XL(4,3))/ZLD(2)+XL(9,3)-IDLpre(1,1);
(XL(4,3)-X1(7,3))/ZLD(2)+XL(10,3)-[DLpre(2,1),
(XL(6,3)-XL(5,3))/ZLD(2)+XL(11,3)-IDLpre(3,1);
(XL(5,3)-XL(7,3))/ZLD(2+XL(12,3)-IDLpre(4,1)];
case 2

IDRpre(1:8,1)=[SDR(1,2)*IonR(1); SDR(2,2)*IonR(1); SDR(3,2)*lonR(1); SDR(4,2)*IonR(1);
SDR(5,2)*lonR(2); SDR(6,2)*IonR(2); SDR(7,2)*IonR(3), SDR(8,2)*IonR(3)];

Amper=[(XR(10,3)-XR(12,3))*BrR(1,1 +IRpre(1); (XR(11,3)-XR(4,3))*BrR(2,1)+IRpre(2);
(XR(8,3)-XR(10,3))*BrR(3,1)+IRpre(3); (XR(1,3)-XR(2,3))*BrR(4,1)+IRpre(4),
(XR(2,3)-XR(3,3))*BrR(5,1 }+IRpre(5); (XR(5,3)-XR(2,3))*BrR(6,1 }+IRpre(6);
XR(5,3)*BrR(7,1)+IRpre(7); XR(10,3)*BrR(8,1 +IRpre(8); XR(12,3)*BrR(9,1)+IRpre(9);
YRLM(,, 1Y*[XR(5,3);XR(6,3);-XR(7,3)]+Rpre(10:12,1);
-XR(4,3)*BrR(13,1)*+Rpre(13);
(XR(8,3)-XR(10,3))*BrR(14,1)HXR(11,3)-XR(9,3))*BrR(14,2)+IRpre(14);
(XR(8,3)-XR(10,3))*BrR(15,1 Y H(XR(11,3)-XR(9,3))*BrR(15,2)+[Rpre(15),
(XR(6,3)-XR(8,3))*BrR(16,1)+IRpre(16);(XR(7,3)-XR(8,3))*BrR(17,1)+IRpre(17);
(XR(9,3)-XR(6,3))*BrR(18,1)+IRpre(18);(XR(9,3)-XR(7,3))*BrR(19,1)+IRpre(19),
(XR(6,3)-XR(8,3))/ZRD(1,2)+XR(13,3)-IDRpre(1,1);
(XR(7,3)-XR(8,3))/ZRD(1,2Y+XR(14,3)-IDRpre(2,1),
(XR(9,3)-XR(6,3))/ZRD(],2HXR(15,3)—IDRpre(i]);
(XR(9,3)-XR(7,3))/ZRD(1,2)+XR(16,3)-IDRpre(4,1);
-XR(1,3)/ZRD(2,2y+XR(17,3)-IDRpre(5,1); .
XR(3,3)/ZRD(2,2)+XR(18,3)-IDRpre(6,1);
XR(1,3)/ZRQ(2)+XR(19,3)-IDRpre(7,1),
-XR(3,3)/ZRQ(2)+XR(20,3)-IDRpre(8,1)];

case 3

IDRpre(1:8,1)={SDR(1,2)*lonR(1); SDR(2,2)*IonR(1); SDR(3,2)*IonR(1); SDR(4,2)*IonR(1),
SDR(5,2)*IonR(2), SDR(6,2)*IonR(2); SDR(7,2)*IonR(3); SDR(8,2)*IonR(3)];

Amper=[(XR(10,3)-XR(12,3))*BrE(1,1+IRpre(1); (XR(11,3)-XR(4,3))*BrE(2,1)+IRpre(2),
(XR(8,3)-XR(10,3))*BrE(3,1)+IRpre(3); (XR(1,3)-XR(2,3))*BrE(4,1)+IRpre(4),
(XR(2,3)-XR(3,3))*BrE(5,1)+IRpre(5); (XR(5,3)-XR(2,3))*BrE(6,1 )+IRpre(6),
XR(5,3)*BrE(7,1)+IRpre(7); XR(10,3)*BrE(8,1)+IRpre(8);XR(12,3)*BrE(9,1)+IRpre(9);
YRLMEC(,:,1)*[XR(5,3);XR(6,3);-XR(7,3)+1Rpre(10:12,1),
-XR(4,3)*BrE(13,1)+IRpre(13),
(XR(8,3)-XR(10,3))*BrE(14,1)HXR(11,3)-XR(9,3))*BrE(14,2)+IRpre(14);
(XR(8,3)-XR(10,3))*BrE(15,1)H(XR(11,3)-XR(9,3))*BrE(15,2)+IRpre(15),
(XR(6,3)-XR(8,3))*BrE(16,1)+IRpre(16);(XR(7,3)-XR(8,3))*BrE(17,1 y+IRpre(17),
(XR(9,3)-XR(6,3))*BrE(18,1)+[Rpre(18);(XR(9,3)-XR(7,3))*BrE(19,1)+IRpre(19);
(XR(6,3)-XR(8,3))/ZRD(1,2)+XR(13,3)-IDRpre(1,1);
(XR(7,3)-XR(8,3))/ZRD(1,2)+XR(14,3)-IDRpre(2,1);
(XR(9,3)-XR(6,3))/ZRD(1,2)+XR(15,3)-IDRpre(3,1);
(XR(9,3)-XR(7,3))/ZRD(1,2)+XR(16,3)-IDRpre(4,1);
-XR(1,3)/ZRD(2,2)+XR(17,3)-IDRpre(5,1);
XR(3,3)/ZRD(2,2)+XR(18,3)-IDRpre(6,1);
XR(1,3)/ZRQ(21+XR(19,3)-IDRpre(7,1);
-XR(3,3)/ZRQ(2)+XR(20,3)-IDRpre(8,1)];
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end;

VII. Switchstate

function [sign]=switchstate(varargin)
%determine the state of switches %nargin=1,determine the state of L-subnetwork; nargin=2 determine the state of R-subnetwork
global XL XR SDL SDR SQRcom VonL VonR deltaV T4saw T4Q1th T4Q2th NumofPoints2

sign=0;
switch nargin,
case 1, %L-subnetwork
n=varargin{1},
if SDL(1,1)=1
if XL(6,3)-X1.(4,3)>=VonL-deltaV
SDL(1,3:4)=[1,1}; %on-state
else SDL(1,3:4)=[-1,0], %off-state
end;
elseif XL(6,3)-X1(4,3)>=VonL+deltaV
SDL(1,3:4)=[1,1]; %on-state
else SDL(1,3:4)=[-1,0]; %oftf-state
end;
if SDL(1,1)~=SDL(1,3)
sign=sign+1;
end,
if SDL(3,1)==1
if XL(6,3)-X1(5,3)>=VonL-deltaV
SDL(3,3:4)=[1,1]; %on-state
else SDL(3,3:4)=[-1,0]; %off-state
end;
elseif X1(6,3)-X1(5,3)>=VonL+deltaV
SDL(3,3:4)=[1,1]; Y%on-state
else SDL(3,3:4)=[-1,0]; %off-state
end;
if SDL(3,1)~=SDL(3,3)
sign=sign+1;
end;
if SDL(2,1)=1
if XL(4,3)-X1L(7,3)>=VonL-deltaV
SDL(2,3:4)=[1,1]; %on-state
else SDL(2,3:4)=[-1,0]; %off-state
end;
elseif X1(4,3)-X1(7,3)>=VonL+deltaV
SDL(2,3:4)=[1,1]; %on-state
else SDL(2,3:4)=[-1,0]; %off-state
end;
if SDL(2,1)~=SDL(2,3)
sign=sign+1;
end;
if SDL(4,1)==1
if XL(5,3)-X1(7,3)>=VonL-deltaV
SDL(4,3:4)=[1,1]; %on-state
else SDL(4,3:4)=[-1,0]; Y%off-state
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end;
elseif XL(5,3)-X1(7,3)>=VonL+deltaV
SDL(4,3:4)=[1,1}; %on-state
else SDL(4,3:4)=[-1,0], Yooff-state
end;
if SDL(4,1)~=SDL(4,3)
sign=sign+1;
end,
case 2, %R-subnetwork
n=varargin{1 }; k=varargin{2},;
if SDR(1,1)==1
if XR(6,3)-XR(8,3)>=VonR(1)-deltaV
SDR(1,3:4)=[1,1}; Y%on-state
else SDR(1,3:4)=[-1,0]; %off-state
end,
elseif XR(6,3)-XR(8,3)>=VonR(1)+deltaV
SDR(1,3:4)=[1,1]; %on-state
else SDR(1,3:4)=[-1,0]; Yoff-state
end;
if SDR(1,1)~=SDR(1,3)
sign=sign+1,
end;
if SDR(2,1)=1
if XR(7,3)-XR(8,3)>=VonR(1)-deltaV
SDR(2,3:4)=[1,1]; %on-state
else SDR(2,3:4)=[-1,0]; Y%off-state
end;
elseif XR(7,3)-XR(8,3)>=VonR(1 y+deltaV
SDR(2,3:4)=[1,1]; %on-state
else SDR(2,3:4)={-1,0]; Y%off-state
end;
if SDR(2,1)~=SDR(2,3)
sign=sign+1;
end;
if SDR(3,1)=1
if XR(9,3)-XR(6,3)>=VonR(1)-deltaV
SDR(3,3:4)=[1,1]; %on-state
else SDR(3,3:4)=[-1,0]; %off-state
end;
elseif XR(9,3)-XR(6,3)>=VonR(1)+deltaV
SDR(3,3:4)=[1,1]; %on-state
else SDR(3,3:4)=[-1,0]; %off-state
end;
if SDR(3,1)~=SDR(3,3)
sign=sign+1;
end;

if SDR(4,1)=1
if XR(9,3)-XR(7,3)>=VonR(1 -deltaV

SDR(4,3:4)=[1,1]; %on-state
else SDR(4,3:4)=[-1,0]; %off-state
end,

elseif XR(9,3)-XR(7,3)>=VonR(1)t+deltaV
SDR(4,3:4)=[1,1]; %on-state
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else SDR(4,3:4)=[-1,0]; %off-state
end;
if SDR(4,1)~=SDR(4,3)

sign=sign+1;
end,
if SDR(5,1)=1
if -XR(1,3)>=VonR(2)-deltaV
SDR(S,3:4)=[1,1]; %on-state
else SDR(S,3:4)=[-1,0]; %ofT-state
end,
elseif -XR(1,3)>=VonR(2)+deltaV
SDR(5,3:4)=[1,1]; %on-state
else SDR(5,3:4)=[-1,0]; %oft-state
end;
if SDR(5,1)~=SDR(5,3)
sign=sign+1;
end,
if SDR(6,1)=1
if XR(3,3)>=VonR(2)-deltaV
SDR(6,3:4)=[1,1]; Yon-state
else SDR(6,3:4)=[-1,0]; %off-state
end;
elseif XR(3,3)>=VonR(2)+deltaV
SDR(6,3:4)=[1,1]; %on-state
else SDR(6,3:4)=[-1,0]; %off-state
end;
if SDR(6,1)~=SDR(6,3)
sign=sign+1;
end;
if n>=1
t=rem((n-1)*NumofPoints2-+k-1,2*T4saw),
if t<T4Qlth
SQRcom(1:2,2)=(1;-1]; SDR(8,3:4)=[-1,0];
if XR(1,3)>VonR(3)
SDR(7,3:4)=(1,1];
else SDR(7,3:4)=[-1,0];
end;
elseif t>=T4saw & t<T4Q2th
SQRcom(1:2,2)=(-1;1]; SDR(7,3:4)=[-1,0];
if -XR(3,3)>VonR(3)
SDR(8,3:4)=[1,1];
else SDR(8,3:4)=[-1,0];
end;
else SQRcom(;,2)=[-1;-1]; SDR(7:8,3:4)=[-1,0;-1,0];
end;
else SQRcom(:,2)=[-1;-1]; SDR(7:8,3:4)=[-1,0;-1,0];
end;
if SDR(7,1)~=SDR(7,3)
sign=sign+1;
end;
if SDR(8,1)~=SDR(8,3)
sign=sign+1;
end;
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end;
if sign>0
sign=1;
else sign=0,
end;

VIII. Switchtime

function [Tsw]=switchtime(subnetwork)

%determine the state of switches

%nargin=1, determine the state of L-subnetwork /=2, determine the state of R-subnetwork
%nargin=3, determine the state of R-subnetwork (TRE)

global TLstep TRstep TRE XL XR VonL VonR deltaV SDL SDR SQRcom deltaT

switch subnetwork,
case 1, %L-subnetwork

if SDL(1,1)~=SDIL(1,3) & abs(X1(6,3)-X1(4,3)-VonL)>=deltaV
Tsw(1)=(VonL-(XL(6,2)-X1.(4,2)))* TLstep/(XL(6,3)-X1(4,3)-(XL(6,2)-XL(4,2)));

else Tsw(1)=TLstep;

end;

if abs(Tsw(1))<deltaT
Tsw(1)=0,

end;

if SDL(2,1)~=SDL(2,3) & abs(XL(4,3)-XL(7,3)-VonL)>=deltaV
Tsw(2)=(VonL-(XL(4,2)-XL(7,2)))*TLstep/(XL(4,3)-X1L(7,3)-(XL(4,2)-X1(7,2)));

else Tsw(2)=TLstep;

end;

if abs(Tsw(2))<deltaT & abs(X1.(6,3)-XL(4,3)-(XL(6,2)-XL(4,2)))>2*VonR(1)
Tsw(2)=0;

end,

if SDL(3,1)~=SDL(3,3) & abs(XL(6,3)-XL(5,3)-VonL)>=deltaV
Tsw(3)=(VonL-(XL(6,2)-XL(5,2))* TLstep/(XL(6.3)-XL(5,3)-(XL(6,2)-XL(5,2))};

else Tsw(3)=TLstep;

end;

if abs(Tsw(3))<deltaT
Tsw(3)=0,

end;

if SDL(4,1)~=SDL(4,3) & abs(XL(5,3)-XL(7,3)-VonL)>=deltaV
Tsw(4)=(VonL-(XL(5,2)-XL(7,2)))*TLstep/(XL(5,3)-XL(7,3)-(XL(5,2)-X1(7,2)));

else Tsw(4)=TLstep;

end;

if abs(Tsw(4))<deltaT
Tsw(4)=0;

end;

case 2,

if SDR(1,1)~=SDR(1,3) & abs(XR(6,3)-XR(8,3)-VonR(1))>=deltaV
Tsw(1)=(VonR(1)-(XR(6,2)-XR(8,2)))*TRstep/(XR(6,3)-XR(8,3)}-(XR(6,2)-XR(8,2))),

else Tsw(1)=TRstep;

end;

if abs(Tsw(1))<deltaT
Tsw(1)=0;

end;
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if SDR(2,1)~=SDR(2,3) & abs(XR(7,3)-XR(8,3)-VonR(1))>=deltaV
Tsw(2)=(VonR(1)-(XR(7,2)-XR(8,2)))*TRstep/(XR(7,3)-XR(8,3)-(XR(7,2)-XR(8,2)));
else Tsw(2)=TRstep;
end;
if abs(Tsw(2))<deltaT
Tsw(2)=0,
end;
if SDR(3,1~=SDR(3,3) & abs(XR(9,3)-XR(6,3)-VonR(1))>=deltaV
Tsw(3)=(VonR(1)-(XR(9,2)-XR(6,2)))* TRstep/(XR(9,3)-XR(6,3)(XR(9,2)-XR(6,2)}));
else Tsw(3)=TRstep,
end;
if abs(Tsw(3))<deltaT
Tsw(3)=0,
end;
if SDR(4,1)~=SDR(4,3) & abs(XR(9,3)-XR(7,3)-VonR(1))>=deltaV
Tsw(4)=(VonR(1)-(XR(9,2)-XR(7,2)))* TRstep/(XR(9,3)-XR(7,3)(XR(9,2)-XR(7,2)));
else Tsw(4)=TRstep;
end;
if abs(Tsw(4))<deltaT
Tsw(4)=0,
end,
if SDR(5,1)~=SDR(5,3) & abs(-XR(1,3)-VonR(2))>=deltaV
Tsw(5)=(VonR(2)+XR(1,2))*TRstep/(-XR(1,3)+XR(1,2));
else Tsw(5)=TRstep;
end;
if abs(Tsw(5))<deltaT
Tsw(5)=0;
end;
if SDR(6,1)~=SDR(6,3) & abs(XR(3,3)-VonR(2))>=deltaV
Tsw(6)=(VonR(2)-XR(3,2))*TRstep/(XR(3,3)-XR(3,2)),
else Tsw(6)=TRstep;
end;
if abs(Tsw(6))<deltaT
Tsw(6)=0;
end;
ini=0;
if SDR(7,1)==SDR(7,3)
Tsw(7)=TRstep;
elseif SQRcom(1,1)y=-1
Tsw(7)=TRstep;
else
Tsw(7)=(VonR(3)-XR(1,2))*TRstep/(XR(1,3)-XR(1,2));
if abs(Tsw(7))<deltaT
Tsw(7)=0;
end;
if Tsw(7)>TRstep | Tsw(7)<0
Tsw(7)=TRstep,
end;
end,
if SDR(8,1)==SDR(8.3)
Tsw(8)=TRstep;
elseif SQRcom(2,1y—-1
Tsw(8)=TRstep;
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else
Tsw(8)=(VonR(3)+XR(3,2))*TRstep/(-XR(3,3)+XR(3,2));
if abs(Tsw(8))<deltaT
Tsw(8)=0,
end;
if Tsw(8)>TRstep | Tsw(8)<0
Tsw(8)=TRstep;
end;
end;
case 3,
if SDR(1,1)~=SDR(1,3) & abs(XR(6,3)-XR(8,3)-VonR(1))>=deltaV
Tsw(1)=(VonR(1)-(XR(6,2)-XR(8,2)))*TRE/XR(6,3)-XR(8,3)}-(XR(6,2)-XR(8,2)}));
else Tsw(1)=TRE;
end;
if abs(Tsw(1))<deltaT
Tsw(1)=0,
end,
if SDR(2,1)~=SDR(2,3) & abs(XR(7,3)-XR(8,3)-VonR(1))>=deltaV
Tsw(2)=(VonR(1)-(XR(7,2)-XR(8,2)))*TRE/AXR(7,3)-XR(8,3)-(XR(7,2)-XR(8,2)));
else Tsw(2)=TRE;
end;
if abs(Tsw(2))<deltaT
Tsw(2)=0;
end,
if SDR(3,1)~=SDR(3,3) & abs(XR(9,3)-XR(6,3)-VonR(1))>=deltaV
Tsw(3)=(VonR(1)-(XR(9,2)-XR(6,2)))* TRE/(XR(9,3)-XR(6,3}-(XR(9,2)-XR(6,2)));
else Tsw(3)=TRE,
end;
if abs(Tsw(3))<deltaT
Tsw(3)=0;
end,
if SDR(4,1)~=SDR(4,3) & abs(XR(9,3)-XR(7,3)-VonR(1))>=deltaV
Tsw(4)=(VonR(1)-(XR(9,2)-XR(7,2))* TREAXR(9,3)-XR(7,3)-(XR(9,2)-XR(7.2)));
else Tsw(4)=TRE,
end;
if abs(Tsw(4))<deltaT
Tsw(4)=0,
end;
if SDR(5,1)~=SDR(5,3) & abs(-XR(1,3)-VonR(2))>=deltaV
Tsw(S)=(VonR(2)+XR(1,2))*TRE/(-XR(1,3)+XR(1,2));
else Tsw(5)=TRE;
end,
if abs(Tsw(5))<deltaT
Tsw(5)=0;
end;
if SDR(6,1)~=SDR(6,3) & abs(XR(3,3)-VonR(2))>=deltaV
Tsw(6)=(VonR(2)-XR(3,2))*TRE/(XR(3,3)-XR(3,2));
else Tsw(6)=TRE;
end;
if abs(Tsw(6))<deltaT
Tsw(6)=0;
end;
ini=0,
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if SDR(7,1)=SDR(7,3)
Tsw(7)=TRE;,
elseif SQRcom(1,1)=—-1
Tsw(7)=TRE,
else
Tsw(7)=(VonR(3)-XR(1,2))*TRE/(XR(1,3)-XR(1,2)),
if abs(Tsw(7))<deltaT
Tsw(7)=0,
end;
if Tsw(7)>TRE | Tsw(7)<0
Tsw(7)=TRE,
end;
end,
if SDR(8,1)==SDR(8,3)
Tsw(8)=TRE;
elseif SQRcom(2,1)=-1
Tsw(8)=TRE,
else
Tsw(8)=(VonR(3)+XR(3,2)y*TREA-XR(3,3)+XR(3,2)),
if abs(Tsw(8))<deltaT
Tsw(8)=0;
end;
if Tsw(8)>TRE | Tsw(8)<0
Tsw(8)=TRE,
end;
end,
end;

IX. Initial

function [getini]=initial(n,k)
global XR IR SDR SQRcom IRpre ZRD ZRQ VonR IonR Rvector2 MidYRtranx BrR TR1 Viink ZRC VRinc YRLM

SDini=SDR(5:8,:); Vsw={-XR(1,3); XR(3,3); XR(1,3); -XR(3,3)]; SQRini=SQRcom; Icomp=zeros(4,1);
IDRpre(1:4,1)={SDR(5,2)*1onR(2), SDR(6,2)*1onR(2); SDR(7,2)*IonR(3); SDR(8,2)*lonR(3)]; start=1;
while start>0.5 | ~isequal(SDini(:,1),SDini(;,3))
start=0; SDini(;,{1,2])=SDini(;,{3,4]);
if SDini(1,1)==-1
RS5=ZRD(2,2);
else RS=ZRD(2,1)*ZRD{(2,2)/(ZRD(2,1 }+ZRD(2,2)};
end;
if SDini(2,1)y==1
R6=ZRD(2,2),
else R6=ZRD(2,1)*ZRIDY(2,2)/(ZRD(2,1)+ZRD(2,2));
end;
if SDini(3,1)=-1
R7=ZRQ(2),
else R7=ZRQ(1)*ZRQ(2)(ZRQ(1)+ZRQ(2));
end;
if SDini(4,1)==-1
R8=ZRQ(2);
else R8=ZRQ(1)*ZRQ(2)(ZRQ(1)+ZRQ(2));
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end,
if SDR(5,1)==SDini(1,1)
Icomp(1)=0;
elseif SDR(5,1)==-1 & SDini(1,1)=1
Icomp(1)=(Vsw(1)-VonR(2))/ZRD(2,1}; %enter node 1
else Icomp(1)=-XR(17,3)+IDRpre(1,1),
end,
if SDR(6,1)==SDini(2,1)
Icomp(2)=0,
elseif SDR(6,1)=-1 & SDini(2,1)—=1
Icomp(2)=(Vsw(2)-VonR(2))/ZRD(2,1); %enter node 0
else lcomp(2)=-XR(18,3)+IDRpre(2,1),
end,
if SQRini(1,1)=1 & SQRini(1,2)=-1 & SDR(7,1)=1
Icomp(3)=XR(19,3)-IDRpre(3,1);  %enter node !
elseif SQRini(1,1)==-1 & SQRini(1,2)=1 & SDini(3,1)—1
Icomp(3)=-(Vsw(3)-VonR(3))/ZRQ(1);
else Icomp(3)=0;
end;
if SQRini(2,1)=1 & SQRini(2,2)==-1 & SDR(8,1)=1
Icomp(4)=XR(20,3)-1DRpre(4,1);  %enter node 0
elseif SQRini(2,1)==1 & SQRini(2,2)=1 & SDini(4,1)=1
Icomp(4)=-(Vsw(4)-VonR(3))/ZRQ(1);
else Icomp(4)=0;
end,
R=1/(1/R5+1/R6+1/R7+1/R8+1/Rvector2(1})); V=(Icomp(1)-Icomp(2)+Icomp(3)-Icomp(4))*R;
if -V+Vsw(1)>=VonR(2)
SDini(1,[3,4])=(1,1];
else SDini(1,[3,4])=(-1,0];
end,
if V+Vsw(2)>=VonR(2)
SDini(2,[3,4])=(1,1];
else SDini(2,[3,4])=[-1,0];
end;
if V+Vsw(3)>=VonR(3) & SQRini(1,2)=1
SDini(3,[3,4])=(1,1];
else SDini(3,[3,4])=[-1,0];
end,
if -V+Vsw(4)>=VonR(3) & SQRini(2,2)=1
SDini(4,[3,41)={1,1];
else SDini(4,[3,4])=[-1,0];
end;
end,
XR([1:3,5],3)=XR([1:3,5],3)+V; Vsw=[-XR(1,3); XR(3,3); XR(1,3); -XR(3,3)];
if SDini(1,1)=1
XR(17,3=Vsw(1)/ZRD(2,1); Isw(1)=XR(17,3)-lonR(2)+Vsw(1)/ZRD(2,2),
else XR(17,3)=0; Isw(1)=Vsw(1)/ZRD(2,2),
end;
if SDini(2,1)==1
XR(18,3)=Vsw(2)/ZRD(2,1), Isw(2)=XR(18,3)-IonR(2)+Vsw(2)/ZRD(2,2),
else XR(18,3)=0; Isw(2)=Vsw(2)/ZRD(2,2),
end;
if SDini(3,1)=1
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XR(19,3)=Vsw(3)YZRQ(1); Isw(3)=XR(19,3)-IonR(3)+Vsw(3)/ZRQ(2),
else XR(19,3)=0; Isw(3)=Vsw(3)/ZRQ(2);
end;
if SDini(4,1)=1

XR(20,3)=Vsw(4)/ZRQ(1); Isw(4)=XR(20,3)-IonR(3)+Vsw(4)/ZRQ(2),
else XR(20,3)=0; Isw(4)=Vsw(4)/ZRQ(2);
end,;
IR(4,3)=Isw(1)-Isw(3); IR(5,3)=Isw(2)-Isw(4); IR(7,3)=IR(7,3)+V/Rvector2(1), IR(6,3)=IR(6,3)-V/Rvector2(1),
VRinc(4:5,2)=([XR(1,3)-XR(2,3);XR(2,3)-XR(3,3)]-[IR(4,3)*ZRC(1);IR(5,3)*ZRC(2)])/2;
VRinc(6,2)=(XR(5,3)-XR(2,3)-ZRC(3)*IR(6,3))/2; VRinc(7,2)=(IR(7,3)-BrR(7,1)*XR(5,3))/BrR(7,2);
VRN=MidYRtranx(2,)*([XR(5,3);XR(6,3);-XR(7,3)]-TR1(1,6:8)" . *IR(10:12,3));
VRinc(10:12,2)=([XR(5,3);XR(6,3);-XR(7,3)]- VRN *[1,1/TR1(4); 1/TR1(5)]-YRLM(,;,3)*IR(10:12,3))/2;
SDR(5:8,:)=SDini; getini=1; % if getini=0, only tranditional TLM models are used.
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