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Abstract

In our everyday lives we often make decisions based on our prior experiences,

whether it be choosing to park without putting money in the meter or deciding

what to buy as a gift for a loved one. Inevitably, our decisions in the present are

informed by our memories of experiences past. In this dissertation I report the

results from a series of studies examining how reward value influences memory,

and how these reward-memory effects can in turn bias decision making such

that people are generally more risk seeking for relative gains than relative

losses. Specifically, these studies examined how previously learned reward

values can subsequently influence memory for items, how more extreme reward

outcomes influence decisions from experience, and how memory biases can

drive risk preference in decision making. Together these convergent lines of

research represent a theoretical advance in our understanding of memory and

decision making.
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The overarching goal of the present work is to investigate the influence of

reward value on memory and decision making. To introduce this work, several

topics must first be discussed: the purpose of memory, the extant literature

on the influence of rewards on memory, and the relationship between memory

and decision making. Building on this background, my dissertation work aims

to advance our understanding of how rewards bias our memory, and how these

memory biases can subsequently influence decision making processes.

Memory a is vibrant topic of research within the field of psychology. Mem-

ory research revolves around the investigation of the processes underlying the

encoding and retrieval of information, and the factors that can influence these

processes. Common manipulations include the number of to-be-remembered

items, properties of these items (e.g., emotionality, distinctiveness), presen-

tation time and inter-trial interval during study, and the length of the delay

between study and test. Memory retrieval can also be tested through a va-

riety of methods and research questions, such as recognition or recall, and

tests of item-memory or of order-memory. While all of these manipulations

and procedures allow us to further our understanding of the mechanisms that

underly memory, they do not provide insight into the function of memory. In

our current environment, the ability to remember previous experiences is crit-

ical to our daily lives, ranging from personally relevant details such as where

one parked their car to the birthdays of loved ones, as well as to memories

for well-known facts, motor skills, and even one’s lexicon. But, what is the

fundamental function of memory, what is its basic purpose?

1.1 What is memory for?

Although the majority of memory researchers do not discuss the functional

role of memory, a handful of researchers have broached the topic (e.g., Bruce,

1985; Glenberg, 1997; Howe & Otgaar, 2013; Klein, in press; Nairne, 2005,

2010; Schacter et al., 2012; Shettleworth, 2009; Sherry & Schacter, 1987).

The general consensus of those who take a functionalist approach, is that

memory is an evolutionary adaptation to improve biological fitness and ulti-
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mately survival. As an example, if an organism finds the location of a food

source, ‘memory’ of this location would be beneficial such that the organism

can again return directly to the food source without having to search for the

food source anew. An example within an experiment setting is the Morris

water, where rats incrementally take more direct paths to the hidden platform

on each successive trial (Morris, 1984).

In the work presented here, I did not use naturalistic rewards such as

food or erotic stimuli but instead used monetary rewards. This was done not

only for practical reasons, such as to avoid issues of food preference, but also

for theoretical reasons, as monetary rewards are more readily quantified and

controlled. Nonetheless, neuroimaging work has shown that monetary, erotic,

and food rewards share a common brain network (Sescousse, Caldú, Segura,

& Dreher, 2013).

One of the goals of the present work was to investigate the influence of

rewards on memory. Given the biological importance of remembering infor-

mation related to rewards, it is unsurprising that this question has been asked

previously — and before it is possible to ask novel questions in this domain,

it is crucial to first appreciate what has already been done.

1.2 Studying the effects of reward value on

memory

Recently, a number of research groups have investigated the influence of re-

ward value on memory. For example, Adcock, Thangavel, Whitfield-Gabrieli,

Knutson, and Gabrieli (2006) presented participants with images of scenes,

preceded by a monetary cue (“$5.00” or “$0.10”; see Figure 1.1a). Partic-

ipants were instructed that they would later have their memory tested for

these scenes, with successful recognition of the images rewarded with the pre-

sented amount of money. Recognition hit rates were higher for the high-value

scenes than for the low-value scenes. Gruber and Otten (2010) used a similar

procedure, with words instead of scenes. Importantly, this can be viewed as

a manipulation of prioritization – where participants should attend more to

3



certain items relative to others. This approach was explained more directly by

Castel, Benjamin, Craik, and Watkins (2002) and Watkins and Bloom (1999),

where the research question was targeted specifically at participants’ ability to

selectively prioritize the learning of the higher-value items. In these studies,

participants were presented with the monetary cue simultaneously with the

to-be-remembered item (see Figure 1.1b). To explain the mechanism under-

lying this enhancement of memory due to prioritization, Castel et al. (2002)

suggested that the effect may be mediated by working memory, where partici-

pants hold the higher-value items in mind during encoding and then can recall

them more easily. Alternatively, or additionally, Castel et al. suggested that

participants may devote more attention to the higher-value items and rehearse

them more, strategies that have been shown to enhance memory. In later work

this procedure was described as “value-directed remembering” (Castel, 2008).

Importantly, these prioritization strategies could also have been used in the

studies conducted by Adcock et al. (2006) and Gruber and Otten (2010).

While other reward prioritization manipulations have also been used,

these other procedures do not differ substantially from the two described ap-

proaches. For instance, Shigemune et al. (2010) presented the monetary cue

before blocks of to-be-remembered items, as illustrated in Figure 1.1c. Apart

from cueing the monetary rewards for blocks of items rather than before each

individual item, this procedure is quite similar to that used by Adcock et al.

(2006) and Gruber and Otten (2010). In another procedure, Wittmann et

al. (2005) rewarded participants for successful recognition, with reward value

defined by semantic properties of the item – for example correct recognition

of animate objects would net $0.50 in the successive recognition test, while

inanimate objects were unrewarded. Note that this procedure was relatively

similar to the procedure used by Castel et al. (2002), where reward values were

presented simultaneous with the item itself, although in this case reward value

was intrinsic to the item.

Importantly, in all of these procedures, rewards can be used to prioritize

the learning of certain sets of items over others, without the reward value nec-

essarily becoming a property of the item itself — higher value items need not

4
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Figure 1.1: Illustration of the reward value procedures used in previous studies.
(A) Presenting the monetary cue just prior to the to-be-remembered item (e.g.,
Adcock et al., 2006; Gruber & Otten, 2010). (B) Presenting the monetary
cue simultaenously with the to-be-remembered item (e.g., Castel et al., 2002;
Watkins & Bloom, 1999). (C) Presenting the monetary cue before a block
of items (e.g., Shigemune et al., 2010). (D) Rewarding items based on their
semantic properties (e.g., animate vs. inanimate Wittmann et al., 2005). (E)
Having reward values be learned incrementally through trial-and-error (e.g.,
Chapters 2 and 3: Madan, Fujiwara, et al., 2012; Madan & Spetch, 2012a).

be ‘valuable’ per se, they just need to be explicitly and intentionally attended

to or rehearsed to a greater degree.

While many studies have used this prioritization approach to investigat-

ing the effects of reward value on memory, there is another approach: Have

participants incrementally learn to prefer certain items over others based on

the reward outcomes they lead to, as illustrated in Figure 1.1e (e.g., Bayley,

Frascino, & Squire, 2005; Pessiglione, Seymour, Flandin, Dolan, & Frith, 2006;
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Raymond & O’Brien, 2009). This procedure is somewhat analogous to the op-

erant conditioning procedure often used in animal studies. This value-learning

procedure could then be followed by a memory test, to investigate if items as-

sociated with higher reward values became more memorable, while rewards

were learned gradually and incrementally. This is the general approach used

in Chapters 2 and 3.

In Chapter 2, a value-learning task was used to train participants that

certain words are of higher value than others. Memory was then tested in sub-

sequent memory tasks. Experiment 1 tested for effects of reward value on both

implicit and explicit memory (lexical decision and free recall, respectively), de-

spite the memory tasks themselves being unrewarded. Explicit memory was

further tested in Experiment 2, using a study-test free recall task to test for

effects of reward value on contextual discrimination.

In Chapter 3, a procedure similar to Experiment 1 of Chapter 2 was

used. However, instead of using only two levels of reward (high and low), this

procedure was extended to multiple levels of reward to determine if effects of

reward value on memory are better explained by the reward’s value or the

reward’s salience.

1.3 From memories of the past to decisions in

the present

Given the basic result that reward values can influence memory, an open ques-

tion is how this memory bias would then influence decision making. It is well

known that memory effects can translate into decision making biases (e.g.,

Fredrickson, 2000; Hilbert, 2012; March, 1994). The clearest example of this

phenomena is the availability heuristic (Tversky & Kahneman, 1973; also see

Schwarz et al., 1991). In its simplest form this heuristic states that information

that is more available or more easily retrieved from memory will be weighted

more heavily in the decision making process. One typical example of the avail-

ability heuristic is as follows: “Consider the letter R. In the English language,

is R more likely to appear in the first position of a word or the third position?”

6



(Tversky & Kahneman, 1973). Participants are more likely to respond that R

occurs more often in the first position, despite this not being the case for all

of the letters used in the experiment.

As a more general source of evidence for the availability heuristic, North,

Hargreaves, and McKendrick (1997, 1999) conducted a study in a supermarket,

where either French or German music was played in the section of the super-

market where the wines were shelved. In these shelves, an equivalent number

of French and German wines were positioned — with many relevant factors

controlled for (e.g., price, sweetness/dryness, shelf position). The researchers

found that people were more likely to buy the bottles of French wine when

the French music was playing, and much more likely to buy the German wine

when the German music was playing, even though the shoppers were unaware

that the ambient music had any influence on their wine selection.

If we continue to think of the availability heuristic more generally, any

manipulation that makes certain items more memorable than others should

also influence decision making, such that the more memorable items are also

weighted more heavily in the decision-making process. One of the most robust

and well-known results in the memory literature is the serial position curve

(Ebbinghaus, 1885/1913; Hasher, 1973; Murdock, 1962). Briefly, if a list of

items is presented to participants and they are subsequently asked to recall

all of the items from the list that they can, the participants are more likely

to recall the first and and last items in the list, relative to the intermediate

items. These two effects are respectively referred to as the primacy and recency

effects, as illustrated in Figure 1.2.

This generalized view of the availability heuristic, and of memory effects

influencing decision making, is additionally supported by a number of lines

of evidence in applied situations. For example, when hearing a series of ar-

guments and counter-arguments, such as in jury persuasion, many studies

have shown that, given all arguments are of equal strength, the first and last

arguments made will have the greatest influence (Cromwell, 1950; Hovland,

Campbell, & Brock, 1957; Lawson, 1968; Lund, 1925; McGuire, 1957; Miller

& Campbell, 1959; Rosnow, 1966; Stone, 1969; Weld & Roff, 1938). Similarly,
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Primacy Effect

Recency Effect

Figure 1.2: Example serial position curve with primacy and recency effects
marked. Adapted from Murdock (1962, Figure 3).

when meeting someone for the first time, your opinion of them will be more

strongly influenced by your first impressions than subsequent interactions,

i.e., a primacy effect (Asch, 1946; Anderson, 1965; Highhouse & Gallo, 1997;

Luchins, 1957; Shteingart, Neiman, & Loewenstein, 2013; Shaheen, 2010).

The applications of the availability heuristic extend beyond persuasion

and first impressions though — these applications have also appeared in liter-

ature on experience-based decision making, but under different names. Con-

sider a participant who is asked to make repeated decisions between an option

that leads to a guaranteed outcome and a risky option that may lead to two

possible outcomes, one better and one worse than the guaranteed alternative.

If the participant chooses the risky option a few times and it happens to lead

to the worse outcome, the participant may become risk averse, known as the

“hot-stove effect” (Denrell & March, 2001). This effect could be described as

being derived from a combination of the primacy effect and the availability

8



heuristic.

The recency effect can also appear in a decision-making task, as a compo-

nent of the “peak-ends effect”. Briefly, the peak-ends effect (Fredrickson, 2000;

Kahneman, Fredrickson, Schreiber, & Redelmeier, 1993; Mitchell, Thompson,

Peterson, & Cronk, 1997; Redelmeier & Kahneman, 1996; Stone, Schwartz,

Broderick, & Shiffman, 2005) suggests that the most salient experience — the

‘peak,’ and the most recent experience — the ‘end,’ will be weighted most

heavily in the decision making process. Demonstrating this effect, Kahneman

et al. (1993) asked participants to put one hand in painfully cold water for

two trials. In one trial the hand was in cold water for 60 seconds. In the

other trial, the hand was in cold water for 60 seconds (as before), but then

the temperature was gradually increased over an additional 30 seconds. After

experiencing both trials, participants were asked which trial they would rather

repeat; most participants preferred to repeat the longer trial. Even though the

long trial was more painful overall, the end of it was less painful, suggesting

that a recency effect is a critical feature of this pain-preference result. Further

research by Redelmeier and Kahneman (1996) suggests that this memory bias

in decision making also generalizes to more applied situations, such as medical

procedures.

The influence of the peak level of discomfort (or pleasure; see Mitchell et

al., 1997), also suggests that the most salient experiences in memory can also

influence decision making, converging with the findings reported in Chapter

3 (Madan & Spetch, 2012a). Given these many instances whereby memory

biases can influence decision making, I sought to test for reward value effects on

decision making, and how effects of reward value on memory can subsequently

influence decision making.

1.4 Risky decision making

In Chapters 4 and 5, I focused on risky decision-making, where participants

had to make decisions between an option that leads to a guaranteed, fixed out-

come versus a risky option that probabilistically leads to one of two outcomes.

9



This procedure is also referred to as decision making under uncertainty. In

studying risky decision making, it is important to first delineate the two gen-

eral types of decision-making tasks that are of particular relevance: Decisions

from description and decisions from experience. Decisions from description

involve known odds. Within a casino setting, this would include games such

as roulette and dice-based games such as craps. On the other hand, risky de-

cisions can also be made from gradually acquired experience, where the odds

are not readily available, such as in slot-machine games.

Demonstrating the importance of differentiating how information is ac-

quired (i.e., description vs. experience), Ludvig and Spetch (2011) had partic-

ipants make choices between fixed and risky options in a 2×2 design of reward

valence (gains vs. losses) and decision type (description vs. experience). See

Figure 1.3 for stimuli similar to that used in Ludvig and Spetch (2011). As an

example of decisions from description, consider the following scenario: Given

the choice between a guaranteed win of $100 or a 50/50 chance at $200 (or

nothing), which would you prefer? While both options clearly have the same

expected value, most people choose the guaranteed win. When the same ques-

tion is re-framed in terms of losses, a guaranteed loss of $100 or a 50/50 chance

at losing $200, most people take the risky option (see Figure 1.4). These gen-

eral tendencies are indicative of an underweighting of more extreme values,

e.g., a component of prospect theory (note that prospect theory also suggests

an asymmetry in this function, where the function is steeper for losses, lead-

ing to loss aversion; Kahneman & Tversky, 1979), compare Figures 1.5a with

1.5b. In other words, in decisions from description, participants were more risk

averse for gains than losses. In contrast, participants were more risk-seeking

for gains than losses in decisions from experience, as shown in Figure 1.4. This

contrast in risk preferences based on decision type is one example of an effect

known as the description-experience gap (Hertwig & Erev, 2009).
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OR OR

100% 50%  50% 100% 50%  50%

Fixed Gain Risky Gain Fixed Loss Risky Loss

A 

B 
Fixed Gain Risky Gain Fixed Loss Risky LossFixed Loss Risky LossFixed Gain Risky Gain

Figure 1.3: Illustration of the stimuli used in tasks investigating decisions from
(a) experience and (b) description.

Relative to decisions from description, research into decisions from ex-

perience is still in its infancy. To explain the differences between these two

types of decisions, Ludvig and Spetch (2011) suggest that extreme values may

be overweighted in experience-based decisions, e.g., compare Figures 1.5a and

1.5b with 1.5c, possibly due to a memory-based process. This rationale is

further supported by the results presented in Chapter 3 (Madan & Spetch,

2012a). In Chapters 4 and 5 we tested this hypothesis.
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Figure 1.4: Risk preference for gains and losses in decisions from description
and experience. Figure adapted from Ludvig and Spetch (2011, Figure 2c).

In Chapter 4, a series of experiments are used to investigate how reward

values influence risky decision-making. Specifically, it is hypothesized that

extreme values will be overweighted in the decision-making process. A num-

ber of supporting hypotheses are also tested, such as the possibility of ‘zero’

outcomes being underweighted, and the specificity of what determines what

counts as an extreme value (i.e., the absolute value or the range of values

experienced in the task).

In Chapter 5, the hypothesis that memory biases (such as those observed

in Chapter 3) may drive overweighting of extreme values (as observed in Chap-

ter 4) is tested directly. This is done by combining methods from earlier chap-

ters, such that the choice task used in Chapter 4 is now followed by a memory

task, where participants were asked to respond with the first outcome that

came to mind for each of the door images, as well as were asked to make

frequency judgments for all possible door × outcome pairings.
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(c) Overweighted extreme values

Figure 1.5: Illustration of utility functions. (a) Linear. (b) Underweighting of
extreme values. (c) Overweighting of extreme values.
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1.5 Summary

Taken together, the work presented in my dissertation investigates the influ-

ence of previously learned reward values on memory, the link between mem-

ory and decision making, and how risky decision making may be influenced

by these memory biases. Human memory is not a perfect representation of

experiences past. By gaining a better understanding of the systematic biases

present in memory and how these biases can then affect our ability to make

decisions, we can also gain a better understanding of human behaviour as a

whole, including the instances when these processes go awry.
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Chapter 2

High reward makes items easier
to remember, but harder to
bind to a new temporal context

A version of this work was previously published as: Madan, C. R., Fujiwara, E.,
Gerson, B. C., & Caplan, J. B. (2012). High reward makes items easier to remember,
but harder to bind to a new temporal context. Frontiers in Integrative Neuroscience, 6,
61. doi:10.3389/fnint.2012.00061. This work has been reproduced with permission.
c©Madan, Fujiwara, Gerson, & Caplan, 2012.
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2.1 Abstract

Learning through reward is central to adaptive behaviour. Indeed, items are

remembered better if they are experienced while participants expect a reward,

and people can deliberately prioritize memory for high- over low-valued items.

Do memory advantages for high-valued items only emerge after deliberate

prioritization in encoding? Or, do reward-based memory enhancements also

apply to unrewarded memory tests and to implicit memory? First, we tested

for a high-value memory advantage in unrewarded implicit and explicit tests

(Exp 1). Participants first learned high or low reward values of 36 words, fol-

lowed by unrewarded lexical decision and free recall tests. High-value words

were judged faster in lexical decision, and more often recalled in free recall.

These two memory advantages for high-value words were negatively corre-

lated suggesting at least two mechanisms by which reward value can influence

later item-memorability. The ease at which the values were originally acquired

explained the negative correlation: People who learned values earlier showed

reward effects in implicit memory while people who learned values later showed

reward effects in explicit memory. We then asked whether a high-value advan-

tage would persist if trained items were linked to a new context (Exps 2a,b).

Following the same value training as in Exp 1, participants learned lists com-

posed of previously trained words mixed with new words, each followed by free

recall. Thus, participants had to retrieve words only from the most recent list,

irrespective of their values. High- and low-value words were recalled equally,

but low-value words were recalled earlier than high-value words and high-value

words were more often intruded (proactive interference). Thus, the high-value

advantage holds for implicit and explicit memory, but comes with a side ef-

fect: High-value items are more difficult to relearn in a new context. Similar

to emotional arousal, reward value can both enhance and impair memory.
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2.2 Introduction

When faced with items of differing reward values, an individual has the pos-

sibility of prioritizing their efforts to learn as much as possible about the

higher-valued items, likely at the expense of knowledge about the lower-value

items. If people took advantage of this, they could maximize their accumula-

tion of reward. In seeking reward, it may not only be beneficial to remember

the values of items, but also related information such as the precise context

in which the item was found, which we refer to as the reward-maximization

hypothesis. Alternatively, reward value may be emotionally arousing; thus,

effects of reward value on memory may resemble those found with emotional

arousal. Emotionally arousing items are generally remembered better, but

memory for related contextual information is often impaired (Burke, Heuer, &

Reisberg, 1992; Christianson, 1992; Easterbrook, 1959; Madan, Caplan, Lau,

& Fujiwara, 2012; Mather & Sutherland, 2011). Such impairment may be

caused by diverting attention toward the arousing stimulus itself, and away

from its context. If reward value functions like emotional arousal, then higher

reward value should result in enhanced performance on some tests of memory

(e.g., memory for the experienced items alone), but not others (e.g., judging

whether an item was presented in a specific context), which we refer to here

as the value-interference hypothesis. Whether higher reward value universally

results in better item-memory across different types of memory tests (explicit

and implicit), and whether reward value results in better memory for con-

text is unknown. Finding a benefit for high-value items in rewarded memory

tests tells us that participants are capable of prioritizing high-value items, but

leaves open the question of whether participants favor high-value items when

the procedure does not dictate that they should do so. Thus, our first objec-

tive was to test whether a memory advantage for words that were previously

trained to have a high (versus a low) reward value persists in later unrewarded

implicit and explicit memory tests (Experiment 1), to test for the generality

of reward-value enhancements. Our second objective was to test whether an

item-memory advantage for high-value words generalizes if the trained words
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have to be studied and memorized in a new context (Experiments 2a and 2b).

Rewarded memory tests in numerous studies have shown that people are

able to prioritize learning of high-value over low-value items, both words and

images (Adcock et al., 2006; Bjork & Woodward, Jr., 1973; Castel et al., 2002;

Castel, Farb, & Craik, 2007; Castel, Balota, & McCabe, 2009; Eysenck &

Eysenck, 1982; Gruber & Otten, 2010; Harley, 1965; Kuhl, Shah, DuBrow,

& Wagner, 2010; Loftus & Wickens, 1970; Soderstrom & McCabe, 2011;

Shohamy & Adcock, 2010; Tarpy & Glucksberg, 1966; Watkins & Bloom,

1999; Weiner, 1966; Weiner & Walker, 1966; Wolosin, Zeithamova, & Preston,

2012). For example, Castel et al. (2002) showed participants words along with

numerical reward values ranging from 1 to 12. Participants were instructed to

remember the words with the highest values as best as possible, to maximize

the total value of their recalled words. High-value words were recalled more

than low-value words. This suggests people were able to flexibly adjust the al-

location of cognitive resources during learning to favor items with higher value

over those with lower value, and thus maximize earned reward. Assuming a

limited resource model, the authors also suggested that if a particular item is

allocated more resources, it will be remembered better, but at the expense of

the other studied items.

Prioritization effects are not limited to recall; Adcock et al. (2006) demon-

strated an enhancement of memory due to reward value using a different

explicit-memory test: recognition. They presented participants with a high-

or low-value reward cue (“$5.00” or “$0.10”) followed by a scene image. Par-

ticipants were asked to remember the scenes (presented during reward antic-

ipation) and were told that they would earn the respective reward amount if

they successfully recognized the images in a memory task the following day.

In the recognition test, participants earned the respective reward for recogni-

tion hits, and were penalized for false alarms. Hit rates were higher for high-

than low-value items. Again, this result demonstrates people’s ability to ex-

plicitly prioritize items associated with a higher-value reward over those with

a lower-value reward, both during encoding and retrieval.

Such enhancements of memory due to reward value have been found
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with tests of explicit memory. However, reward value could influence im-

plicit memory in equally powerful ways. That is, reward value might modu-

late behaviour even when the participant is not deliberately trying to retrieve

item values. This would extend the prioritization findings beyond a deliberate

encoding/retrieval strategy, and would suggest that in addition, participants

may have a cognitive bias toward high-value items. Although it has never been

tested directly, some findings are consistent with the hypothesis that higher

reward-values lead to better implicit memory: Rewards that are presented

subliminally can influence behaviour (reviewed in Custers & Aarts, 2010). For

example, participants respond more quickly (∼ 20 ms) in simple monetary

incentive tasks when the trial is preceded by a high-value reward cue, than

if it is preceded by a low-value reward cue (e.g., the participant is presented

with the reward cue, and told to press a button once a target appears; Abler,

Walter, & Erk, 2005; Sescousse, Redouté, & Dreher, 2010; Staudinger, Erk, &

Walter, 2011). Furthermore, Pessiglione et al. (2007) presented participants

with coin images of either 1-pound or 1-pence and asked them to squeeze

a handgrip to earn the corresponding monetary reward. Coin images were

presented either subliminally (for 17 or 50 ms) or supraliminally (100 ms).

Participants squeezed the grip harder on the higher-value trials, even when

the coin image was not consciously perceived. Hence, consciously and un-

consciously processed reward cues can have analogous effects. Subliminally

presented higher-value rewards also recruited more attention than lower-value

rewards (pupil dilation: Bijleveld, Custers, & Aarts, 2009) and increased accu-

racy in arithmetic (Bijleveld, Custers, & Aarts, 2010). Though none of these

studies have directly shown that reward value can enhance implicit memory,

they provide at least indirect support for the hypothesis that high-value items

could enhance implicit memory.

We also wanted to clearly separate the value-learning phase, which should

be rewarded by necessity, from the later memory phase, which should be unre-

warded. Our reasoning was as follows: To interpret the prioritization effects,

one must consider that participants were instructed to prioritize. The positive

prioritization results, therefore, tell us that participants are capable of priori-
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tization. We ask here whether participants have a bias toward better memory

for higher-value stimuli in an unrewarded memory test, even when there is no

immediate need to favor the encoding of high-value stimuli. By clearly sepa-

rating the value-learning phase from the memory study phase (Experiments

2a and 2b) and test phase (all experiments here), we can test whether people

possess a learning bias universally favouring high over low-reward value items

or reward-value might interfere with new learning.

Raymond and O’Brien (2009) conducted an experiment along these lines,

testing for the non-deliberate effects of reward value on memory (see also

Wittmann et al., 2005; Wittmann, Dolan, & Düzel, 2011), but it is difficult

to determine whether their results were driven by implicit or explicit memory

retrieval. In their value-learning task, stimulus values were learned with re-

peated experience, and the effects of the learned values on memory were later

tested with an unrewarded, modified attentional blink (AB) task. Partici-

pants were first presented with pairs of faces and asked to choose one. Faces

within-pair differed in their probability of reward (0.20 or 0.80; reward value

across pairs was positive, negative or neutral). Unlike a conventional AB task,

Raymond and O’Brien (2009) asked participants not simply to respond when

they saw the target image, but instead to indicate whether the target image

was an old face from the prior value-learning task, or a new face (i.e., old/new

recognition). If a target image were to overcome the AB, it may also be better

retrieved in explicit recognition-memory. Higher-value faces were indeed more

often recognized as old than lower-value faces, even though, critically, perfor-

mance in this task was unrewarded. Raymond and O’Brien (2009) concluded

that more attentional resources are recruited for stimuli that previously ac-

quired a higher value. Their results also demonstrate a prioritization from a

value-learning task where target items are encoded incidentally. However, we

suggest that the following interpretations are possible: (a) High-value faces

were primed more during value-learning, leading to enhanced implicit memory

for higher-value faces during the AB task. Greater priming for the higher-value

faces may have led to increases in subjective experiences of familiarity in the

recognition memory test in the AB task. (b) Old/new recognition is a test of
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explicit memory. Participants may have recognized the high-value faces in the

AB task due to episodic recollection (i.e., explicit memory). (c) Recognition

in the AB task may have resulted from a combination of implicit and explicit

memory. Thus, while Raymond and O’Brien’s results provide evidence of a

reward-based enhancement of recognition-memory, it is unclear whether this

was an enhancement of implicit or explicit memory or a mixture both.

In the current study, we first asked if previously learned reward values

also enhance item accessibility in an implicit test of memory: lexical deci-

sion (Experiment 1). Participants were first presented with words in a two-

alternative choice value-learning task, in which they learned, by trial-and-error

with feedback, that half of the words led to a high-value reward and half of

the words led to a low-value reward (also used by Madan & Spetch, 2012a).

This value-learning task is notably similar to previous reward-learning proce-

dures used by Estes and others (e.g., Allen & Estes, 1972; Estes, 1962, 1966,

1972; Humphreys, Allen, & Estes, 1968; Medin, 1972a, 1972b; Pubols, 1960)

as well several more recent reward-learning studies (e.g., Bayley et al., 2005;

Frank, Seeberger, & O’Reilly, 2004; Frank, O’Reilly, & Curran, 2006; Gradin

et al., 2011; Johnsrude, Owen, Zhao, & White, 1999; Johnsrude, Owen, White,

Zhao, & Bohbot, 2000; Pessiglione et al., 2006; Valentin & O’Doherty, 2009;

Voon et al., 2010). Participants were then presented with an unrewarded lex-

ical decision task, in which words from the value-learning task were shown

again. Finally, in an unrewarded test, participants were asked to freely re-

call all the words from the session (value-learning phase and lexical decision).

We predicted that explicit memory (free recall) would be enhanced by reward

value. We further predicted that implicit memory would be enhanced due

to reward value, as measured in the lexical decision task, if reward value en-

hances memory retrieval even when participants do not deliberately prioritize

the retrieval of high-value items over low-value items. If memory is enhanced

in both memory tests, we will then ask whether the two effects could have

the same underlying cause or not. This will be done by correlating the high-

value advantage in lexical decision with the high-value advantage in free recall

across participants. If the correlation is large and positive, this would suggest
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that memory, both implicit and explicit, can be enhanced by reward value

through a singular mechanism that globally enhances memory performance.

However, implicit and explicit memory functions are supported by separable

memory systems, both in behavior (e.g., Gopie, Craik, & Hasher, 2011; May,

Hasher, & Foong, 2005) and in the brain (e.g., Rugg et al., 1998; Schott et al.,

2005, 2006). If we instead find that performance in the two memory tasks is

uncorrelated or even produce a negative correlation, this would suggest that

enhancements of memory due to value are driven by separable modulations of

different kinds of memory by reward value.

In a second pair of experiments, we asked if the enhancement of explicit

memory due to reward value would persist if items with previously learned

reward values were re-studied in a new context. Participants in Experiments

2a and 2b were first given the same value-learning task as in Experiment

1. Following this, participants were asked to study several lists composed

of previously learned high- and low-value words, as well as new items, in

an unrewarded free recall task. In this free recall task, participants had to

disregard their memory for items from the value-learning task and instead,

confine their memory retrieval to only the most recently studied list (a specific,

temporally defined context). Experiments 2a and 2b were identical except that

a faster presentation rate was used in Experiment 2b to test whether the results

of Experiment 2a could be due to time-consuming processes applied during

study, such as deliberate encoding of reward value. Because the list length

was short (nine words per list), we expected that total probability of recall

might not be a sensitive enough measure; we therefore additionally examined

output order and intrusion rates to test whether high- or low-value items were

remembered better.

According to the reward-maximization hypothesis, participants devote

more resources to learning higher-value items than lower-value items. This

should generalize to learning in a new context (determining whether an item

was presented within a specific context), which leads to the prediction that

free recall will be enhanced for high-value words in Experiments 2a and 2b.

According to the value-interference hypothesis, cognitive resources may be
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diverted to high-value items, and this is at the expense of attention to other

related information, including the list context. Thus, the value-interference

hypothesis leads to the prediction that free recall will be worse for high-value

items, and that high-value items will be intruded more than low-value items

(due to failures of list discrimination).

2.3 Experiment 1

2.3.1 Methods

Participants

A total of 99 introductory psychology students at the University of Alberta

participated for partial fulfillment of course credit. Five participants were

excluded due to machine error. All participants had learned English before the

age of six and were comfortable typing. Participants gave written informed

consent prior to the study, which was approved by a University of Alberta

Research Ethics Board.

Materials

Words were selected from the MRC Psycholinguistic database (Wilson, 1988).

Imageability and word frequency were all held at mid-levels and all words

had six to seven letters and exactly two syllables. We additionally used the

Affective Norms for English Words (ANEW; Bradley & Lang, 1999) to exclude

words with moderately arousing, positive or negative emotional connotations1

(e.g., ‘assault’, ‘hatred’, ‘heaven’) which could interfere with learning reward

values (e.g., participants may find it difficult to learn that ‘hatred’ is a high-

value word, or that ‘heaven’ is a low-value word). Two words were removed

manually as they were deemed by the authors to be emotional in nature, but

were not included in ANEW (e.g., ‘terror’, ‘regret’). A total of 21 words were

1Our criteria regarding the ANEW were to exclude words with an arousal rating greater
than 5.5 (scored on a scale from 1 [not arousing] to 9 [highly arousing), and a valence rating
(also on a scale from 1-9) of either (a) less than 4 [negative], or (b) greater than 7 [positive].
Note that we chose to keep two words that did meet the exclusion criteria: ‘dancer’ and
‘rescue’.
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Concreteness Imageability Frequency Length Syllables

Mean 439 467 22 6.46 2
SD 99 80 12 0.50 0
Min 243 248 7 6 2
Max 580 578 52 7 2

Table 2.1: Word pool statistics, as obtained from the MRC Psycholinguistic
database (Wilson, 1988).

excluded this way, and the final word pool consisted of 160 words (Table 2.1

reports word pool properties).

For the lexical decision phase, 160 pronounceable non–words were gen-

erated with the LINGUA non–word generator (Westbury, Hollis, & Shaoul,

2007), using a pre-compiled word frequency dictionary (Shaoul & Westbury,

2006). To match the length of the non–words to the words, we generated 87

six-letter and 73 seven-letter non–words.

Procedure

Prior to the experiment, participants were informed that the experiment was a

‘word choice task,’ and that they would receive a payment proportional to the

total points earned in the value-learning task of the experiment, in addition

to their partial course credit.

The experiment consisted of a sequence of four sequential tasks: value-

learning, lexical decision, free recall, and a value judgement task. Participants

were not provided with details of the subsequent task until the current task

was completed.

Value learning. Participants were shown two words on the computer screen

simultaneously. Words were selected at random from our word pool of 160

words. Participants were to choose one of the two words in each choice set by
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pressing the ‘Z’ or ‘/’ key of a computer keyboard to choose the word presented

on the left or right side of the computer screen, respectively.

For each participant, 36 words were randomly selected from the word pool,

and each word was randomly assigned to one of two reward values: 1 or 10

points (low- or high-value, respectively). Trial choices were pseudorandomly

generated, with each word used one time per choice set, but each set always

consisted of one high- and one low-value word. This constraint was not revealed

to the participant. After each choice, the participant saw the reward in the

centre of the screen for 2000 ms; if they chose a high-value word, an image of

a pile of coins was presented; if they chose a low-value word, an image of a

penny was presented. The participant’s current point balance was continually

presented at the bottom of the screen throughout the duration of the value-

learning task. There was no time limit on the choices and participants were

given a 1000-ms delay before the next choice.

Training consisted of 18 choice sets per block for 13 blocks. At the end of

the session, participants were paid $1.00 for every 500 points earned during the

value-learning task, rounded up to the nearest 25-cent amount. Participants

earned between $3.25 and $5.00 in this task.

Lexical decision. An additional 18 words, selected at random from the same

pool as the trained words, were included as new words. Participants were

asked to judge the lexical status of 108 items: 36 trained words, 18 new words

and 54 non–words. Each item was presented for up to 10,000 ms, and the

participant pressed either ‘Z’ on the computer keyboard to indicate that the

item was a proper English word, or ‘/’ to indicate that the item was a not

a word. A fixation cross (‘+’) was presented for 1000 ms to separate each

decision prompt.

The 108 items were preceded by 8 practice items (four words/four non–

words) to attenuate a possible recency effect over the last words from the

preceding value-learning task.
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Free recall. In a final free recall task, participants were given 5 minutes to

recall all of the words they could remember from the study, in any order. Par-

ticipants were asked to type out their responses, terminated with the ENTER

key. After each response, a blank screen was presented for 500 ms. Repeated

recalls of the same words were ignored.

Value judgement. To measure participants’ explicit memory of the reward

values for each item, we included a value judgement task following free recall.

At the end of the experiment, participants were presented with each of the

words previously shown in the value-learning task, one at a time, and asked to

judge how many points each word had been worth in the initial value-learning

task. Participants were told to press the ‘Z’ key if they thought the word was

worth 1 point, or ‘/’ for 10 points.

Data Analysis

Effects were considered significant based on an alpha level of 0.05. For response

time analyses, only correct responses were analyzed. Response time analyses

were conducted on the within-subject mean accuracy and median response

time for each condition.

For lexical decision, only responses made between 200 ms and the indi-

vidual participant’s mean plus three standard deviations were included in the

analysis (0.61% trials excluded).

For free recall, responses were computer-scored and spelling errors were

not corrected.

2.3.2 Results and Discussion

Accuracy in the value-learning task was measured as the proportion of trials

on which the participant chose the high-value word. This measure began at

chance, as the participant could not know which was the high-value word.

In the last block of the value-learning task, accuracy was significantly greater

than chance and near ceiling [M±95% CI = 0.94±0.02 correct; t(93) = 37.34,

p < .001] (Figure 2.1a).
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Figure 2.1: Value-learning task results in experiments 1 (A), 2a (B), and
2b (C). Performance is shown as the probability of choosing the high-value
word over the low-value word in each of the learning blocks 1 to 13. Chance
probability of choosing the high-value word is indicated by the dashed line.
Error bars are 95% confidence intervals around the mean, corrected for inter-
individual differences (Loftus and Masson, 1994).
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Lexical decision was significantly more accurate for the previously re-

warded old words than for the untrained, new words [t(93) = 6.94, p < .001;

old words: 0.99 ± 0.03 correct; new words: 0.95 ± 0.01 correct]. Partici-

pants also identified the old words significantly faster than the new words

[t(93) = 12.77, p < .001, M(new) = 708± 12 ms; M(old) = 591± 8 ms]. There

was no difference between accuracy for high- and low-value words [t(93) = 0.00,

p > .1; high-value: .99 ± 0.04 correct; low-value: 0.99 ± 0.04 correct]. Im-

portantly, high-value words were identified significantly faster than low-value

words [t(93) = 2.42, p < .05; M(high) = 584 ± 9 ms; M(low) = 599 ± 8 ms]

(Figure 2.2a). Thus, trained words were primed, and high-value words were

primed more than low-value words, a novel finding that suggests that reward

value can influence implicit memory.

Probability of free recall (Figure 2.2b) was greater for high-value words

than low-value words [t(93) = 4.40, p < .001; M(high) = .50± .04; M(low) =

.40± .03]. ‘New’ words (from the lexical decision task) were also recalled, but

far less often than the previously rewarded words [t(93) = 23.80, p < .001;

M(new) = .06± .01; M(old) = .45± .03]. Thus, value also influenced explicit

memory retrieval, replicating prior findings.

We next asked if the memory effects of value depended on the level of per-

formance achieved during value training. However, the asymptotic accuracy

in the value-learning task (averaged over the last four trials) did not correlate

significantly with the value effects on either memory test [both r’s < .15, p’s

> .1].

In the value judgement task, participants rated the value of the previously

rewarded words much better than chance [M = 0.87 ± 0.03 correct; t(93) =

25.65, p < .001]. The accuracy of judgements was similar for high-value words

[M(high) = 0.88±0.03 correct] and low-value words [M(low) = 0.87±0.03 cor-

rect; t(93) = 1.16, p > .1]. That is, participants had substantial, though not

perfect, explicit memory for the value of both high and low-value words. In the

value-learning task, because all responses were a choice between a high- and a

low-value item, those responses cannot be used to determine whether high and

low values were learned to the same level. In the value-judgment task, items
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Figure 2.2: Performance in the memory tasks in Experiment 1. (a) Response
times from the lexical decision task. (b) Proportion of total words recalled from
the free recall task. ‘High’ and ‘Low’ represent the high- and low-value words,
respectively. ‘New’ represents words first used in the lexical decision task, that
were not present in the value-learning task. Error bars are 95% confidence
intervals, corrected for inter-individual differences (Loftus & Masson, 1994).
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were judged individually; thus, the near-equivalence of value-judgements of

high- and low-value items suggests that participants learned the values of high-

and low-value words equally well. This rules out the possibility that partici-

pants simply remembered the high-value words better because they performed

the value-learning task better for high- than low-value items. It could further

be argued that the value judgements for both types of items could have been

based on memory for high-value items alone: A participant then would decide

to judge a high-value item as ‘high’ based on their memory for that item’s

value, but to judge all items for which they had no such memory as a ‘low’

item. That is, value-judgements would be made on a single value dimension.

If only the strength of memory for high-value items was used to make judge-

ments along this dimension, high-value words could be correctly classified as

high (those with sufficient high-value item memory strength), low-value words

could be correctly classified as low (those with insufficient high-value memory

strength), and high-value words could be incorrectly classified as low (those

with insufficient high-value memory strength). However, low-value words could

not be incorrectly classified as high-value words this way. As reported, we did

observe such errors in 13.2% of the low-value words. Note also that the prob-

ability of judging a low item as high was quite close to the probability of

judging a high item as low (12.5%). Thus, regardless whether participants are

basing their choices on a singular value dimension, they are doing so with the

same accuracy for low as for high items. This suggests that the quality of

memory (i.e., variance in memory strength for both word types along a value

dimension) is equivalent for both types of words.

One plausible explanation of our results is that, instead of value, our ef-

fects on memory are due to choice behaviour: the more often a participant

chose an item during value-learning, the more they remembered that item in

the later memory tests (see Weber & Johnson, 2006). Since choice frequency

and value are highly confounded (i.e., the task requires choosing high over low

value items), a combined correlation spanning all items would not be possible

either. As an alternative, we calculated choice frequency as the mean num-

ber of times a participant chose a high-value item, across all 13 blocks of the
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value-learning task, minus the mean number of times they chose a low-value

item: DiffCF= mean[choice frequency(H)] − mean[choice frequency(L)].

DiffCF thus measures a participant’s bias toward choosing high- over low-

value words. DiffCF is, of course, expected to be highly correlated with

accuracy, since participants are indeed asked to choose high items and to

avoid low items. Confirming this, the correlation between participants’ ac-

curacy in the value training task and the DiffCF measures was highly sig-

nificant [ρ(93) = .48, p < .001]). To rule out that choice frequency signifi-

cantly co-varied with our effects of value on implicit and explicit memory, we

then correlated DiffCF with: (a) the effect of value on lexical decision per-

formance (the normalized difference in response times due to reward value:

DiffLD= [RT (low)−RT (high)] ÷ .5[RT (low) +RT (high)]; (b) the effect of

value on free recall performance, DiffFR = proportion of recalled high-value

words, divided by the total number of words recalled. DiffCF correlated with

neither the effect of reward value on implicit memory, nor the effect of re-

ward value on explicit memory [lexical decision: ρ(93) = .075, p > .1; free

recall: ρ(93) = −.074, p > .1]. Thus, the bias to choose high over low-value

words in the value-learning task did not account for the effects of reward value

on implicit- or explicit-memory. This is consistent with Madan and Spetch

(2012a), who also ruled out choice frequency as a possible determining factor

of subsequent memory with a similar training procedure.

Next, we asked whether the effects of reward value on our two memory

tests were related, explaining common variance across participants, or unre-

lated, explaining different subject variability. Participants who demonstrated

greater value-based facilitation in lexical decision had less value-based facil-

itation in free recall [ρ(93) = −.20, p < .05] (Figure 2.3). The fact that

a positive correlation was not observed suggests that there are at least two

partly dissociable mechanisms by which value can influence memory.

Because lexical decision always preceded final free recall, we were con-

cerned that the negative correlation between the two value-based facilitation

effects on memory could be due to the influence of lexical decision on free re-

call. If a word had a long response time in lexical decision, perhaps that would
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Figure 2.3: Correlation between lexical decision and free recall tasks in Ex-
periment 1 [ρ(93) = −.20, p < .05]. The lexical decision measure was the
facilitation of high-value words compared to low-value words (difference in
response time) divided by the participants’ average response time. The free
recall measure was the proportion of recalled words that were high-value, di-
vided by the total number of words recalled from the value-learning task. Each
dot represents an individual participant.
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correspond to increased encoding of the word; a poor lexical decision response

might, then, turn into an increased probability of free recall. We tested for

this kind of effect with within-subjects analyses. We compared lexical deci-

sion response times for words that were or were not free recalled, separately

for high- and low-value words. Lexical decision response times were not signifi-

cantly different between later recalled and later not recalled words [high-value:

t(93) = 1.13, p > .1, Cohen’s d = .07; low-value: t(93) = 0.60, p > .1, d = .04].

Thus, the effect of an item’s value on explicit memory is not explainable by its

effect on implicit memory, or vice versa, and this rules out explanations due to

the fixed task order, i.e., the possibility that the negative correlation between

value-based facilitation effects is merely due to further encoding during lexical

decision. Instead, we found no relationship between lexical decision time for

an item and its later recall probability, in line with our previous interpretation

of the between-subjects correlations: the enhancements in the two tasks were

driven by different mechanisms.

We had not expected the negative correlation between the effects of value

on implicit and explicit memory. In an attempt to derive an explanation post-

hoc, we took a closer look at our data. Perhaps the observed negative cor-

relation between implicit and explicit memory had been driven by differences

in participants’ learning strategies in the value-learning task (even though,

as reported above, the asymptotic accuracy in the value-learning task did

not correlate significantly with the value effects on the two memory tests).

We speculated that participants who learned values earlier may be the ones

who showed greater effects of value on implicit memory, because they would

have had a larger number of trials on which they knew the correct values.

In contrast, participants who took longer to learn presumably found the value

learning task more challenging early on; for these participants, value may have

been used more as a deliberate retrieval cue in later explicit memory. For this

purpose, we measured how long it took for participants to reach an 80% accu-

racy criterion in the value training task (i.e., trials-to-criterion, TTC: choosing

the high-value item on 80% of all trials within a block). We then correlated

TTC with reward effects on the lexical decision task (DiffLD) and with reward
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effects on free recall (DiffFR). Note that 6 participants never reached the 80%

accuracy criterion; for these participants, the TTC was set to 14, i.e., one

greater than the actual number of trial blocks presented in the value-learning

task. This correction to the TTC measure served to denote that these partic-

ipants required more learning trials to reach 80% accuracy. In line with our

reasoning, we found that participants who reached the learning criterion ear-

lier were exhibited stronger implicit memory effects due to reward value (i.e.,

greater priming in the lexical decision task, DiffLD) [ρ(93) = −.22, p < .05].

This may provide evidence that participants who had learned items values

earlier (fewer trials-to-criterion) had more trials on which to accumulate value

learning, which then enhanced implicit memory for high value items. Com-

plementing this result, we found that participants who took longer to reach

the learning criterion exhibited stronger explicit memory effects due to re-

ward value (i.e., greater difference in recall probabilities in the free recall task,

DiffFR) [ρ(93) = .24, p < .05]. This is consistent with the idea that partici-

pants for whom value learning was initially more challenging may have used

value more as an explicit memory cue in free recall. Further, when controlling

for trials-to-criterion in a partial correlation analysis, the negative correlation

between the effects of value on lexical decision and free recall was no longer

negative, and was not significant [ρp(93) = .040, p > .1]. Although our specific

interpretation is post-hoc and should be considered with caution, the results

of this analysis at least suggest that the way people learned the values ini-

tially mediated the mutually exclusive effects of value on implicit and explicit

memory.

Summary

Experiment 1 revealed that high-value words were subsequently remembered

better than low-value words in both implicit and explicit unrewarded mem-

ory tests. The effect of value on memory in these two memory tasks was

slightly negatively correlated, suggesting the presence of at least two mech-

anisms mediating the memory enhancement by reward value, rather than a

global enhancement of memory due reward value. Different initial value learn-
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ing strategies may have contributed to this negative correlation.

The enhancement of implicit memory by value (i.e., an accessibility bias

for high-value items) is novel in itself. Although the influence of reward value

on response time in our lexical decision task was relatively small (∼ 15 ms),

this is consistent with studies that presented a reward cue in monetary incen-

tive tasks and found that reward value facilitated response time by ∼ 20 ms

(Abler et al., 2005; Sescousse et al., 2010; Staudinger et al., 2011). Further-

more, nearly all prior studies demonstrating the reward-based enhancement of

memory used procedures that led to the deliberate prioritization of encoding

due to reward value. Here we used a procedure where participants incremen-

tally learned values and found the enhancement of both implicit and explicit

memory due to reward value. Because the memory tests were unrewarded,

and no prioritization instructions were given, this suggests that not only can

participants prioritize when asked to, but they exhibit a bias to learn high-

value words better than low-value words. Such a bias may serve them well

in naturalistic situations, however, if values change, this bias may become

maladaptive.

2.4 Experiments 2a and 2b

We next asked whether the high-value item advantage observed following train-

ing in Experiment 1 would extend to a new learning situation involving the

reward-value trained items. Having established that the value-learning pro-

cedure in Experiment 1 can enhance explicit-memory due to reward value,

we used the same procedure to test for effects of reward value on new learn-

ing involving value-trained words in a different context. Following training as

in Experiment 1 and a distractor task, we had participants learn word lists

consisting of trained words and untrained words. In a study/test procedure,

participants viewed each new list, followed by delayed free recall.

As in Experiment 1, our dependent measure in the free recall task was

the proportion of words recalled of each word type (high-value, low-value or

new). However, proportion of recalls is a rather coarse measure of memory,
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as it collapses across all responses given by a participant on a list. Apart

from being a test of item retrievability, free recall is also a test of associations

between items and a specific list-context. In other words, words output earlier

in free recall represent the items that are easier to retrieve and also have

the strongest associations with the current target-list context (e.g., Bjork &

Whitten, 1974; Brown, Neath, & Chater, 2007; Crowder, 1976; Howard &

Kahana, 1999; Raaijmakers & Shiffrin, 1981). Likewise, late in the recall

sequence, responses are more likely to be guesses. Thus, in addition to recall

accuracy, we tested if any word type (high-value, low-value, new) was recalled

significantly earlier or later than any other word type.

We considered two hypotheses: Our reward-maximization hypothesis led

to the prediction that participants will recall more high-value than low-value

words, due to prioritized study of the words that had the high values previously,

similar to previous studies finding an enhancement of memory due to reward

value when rewards are earned for successful memory performance (e.g., Ad-

cock et al., 2006; Castel et al., 2002). This hypothesis is also suggested by in-

vestigations of the effects of emotional arousal on memory, such as Hadley and

MacKay’s (2006) priority-binding hypothesis which proposes an enhancement

of contextual binding due to arousal (also see Siddiqui & Unsworth, 2011).

Alternatively, our value-interference hypothesis led to the opposite prediction:

Words with a previously acquired high reward-value will be harder to learn and

remember in a new context than words with a low reward-value if higher values

direct attention toward the high-value items themselves, but away from other

pertinent information. This hypothesis also suggests that for the high-value

words, participants will find it difficult to constrain their memory retrieval

processes to just the list-context of the most recently studied list and will in-

stead erroneously recall more high-value words than low-value words. This

hypothesis is based on studies finding an impairment of new associative mem-

ories between cues that had previously been predictive of emotionally arousing

information (Mather & Knight, 2008; Nashiro, Sakaki, Huffman, & Mather,

2012; Novak & Mather, 2009; Sakaki, Niki, & Mather, 2011). For example,

Mather and Knight (2008) found that participants had more difficulty learn-

40



ing new associations between sounds/faces and nearby presented digits (and

other contextual information), if the sounds/faces had initially been paired

with negative images, an effect that did not occur when they had been paired

initially with neutral images. This suggests, emotional arousal may have inter-

fered with participants’ ability to learn subsequent associations. Furthermore,

Novak and Mather (2009) had participants learn screen locations for neutral

and negative images. When locations for individual pictures remained the

same over several study-test cycles, participants made more location memory

errors for emotional than neutral images in later cycles. Thus, an initial incor-

rect association between an emotional picture and a location may have led to

more interference with learning the correct association than an initial incorrect

association for a neutral picture. Moreover, when the locations for individual

pictures were switched after three cycles, participants were worse at updating

their memory with the new locations for negative images as opposed to neutral

images. Together, these findings imply that emotional items are more affected

by proactive interference from previous experience with the items, which may

present as impaired learning of new associations with such items.

We conducted two variants of this experiment; Experiment 2b had a faster

list presentation rate, to further test whether possible effects of previous reward

value on new list learning are driven by a time-consuming strategy applied

during study (i.e., value-based prioritization of encoding or retrieval).

2.4.1 Methods

Participants

A total of 72 introductory psychology students at the University of Alberta

participated for partial fulfillment of course credit. All participants had normal

or corrected-to-normal vision, learned English before the age of six, and were

comfortable typing. Participants gave written informed consent prior to the

study, which was approved by a University of Alberta Research Ethics Board.

Participants never participated in more than one of Experiment 1, 2a, and 2b.

Experiment 2a had 40 participants; Experiment 2b had 32 participants.
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Materials

The same materials as used in the training phase of Experiment 1 were used

in both Experiments 2a and 2b.

Six maze puzzles were generated for the distractor task using an on-

line maze generator (http://www.hereandabove.com/maze/mazeorig.form

.html). Mazes were made using the generator’s default settings.

Procedure

The experiment consisted of three tasks performed in a fixed sequence: value-

learning, maze distractor, and study/test free recall of six nine-word lists.

Participants were not provided with details of the subsequent task until the

current task was completed.

Value learning. The procedure was the same as in Experiment 1.

Maze distractor. To reduce the very high level of proactive interference from

the value training phase on the free-recall phase, we included a non-verbal

distractor task following value-training. Participants were given 5 min. to

complete pencil-and-paper mazes. When participants finished one maze, they

were provided with another maze. This procedure was repeated until the

5 min. had elapsed, at which point the maze was removed and the participant

advanced to the study/test free recall task. On average, participants completed

2–3 mazes within the 5 min.

Study/test free recall. Participants were told to study each list of words and

that their memory for the list would be tested, but that they would not earn

any reward in this phase. Participants first studied one practice list of 9 words

from the word pool that were excluded from analyses, and 6 experimental

lists of 9 words each: 3 high-value words from the value-learning task, 3 low-

value words from the value-learning task, and 3 new words (random order of

presentation in each list).
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Each word was presented for 1800 ms or 800 ms (Experiment 2a and

2b, respectively), after which the screen was cleared for 200 ms. After being

presented with all 9 words, participants were given a distractor task that con-

sisted of four equations in the form of A + B + C = , where A, B, and C

were randomly selected digits between 2 and 8. Each equation remained in

the centre of the screen for 5000 ms. The participant was asked to type the

correct answer during this fixed interval, after which the screen was cleared

for 200 ms.

After the distractor, participants were given 1 min. to recall as many

of the words from the list that they could (i.e., free recall). Participants

were asked to type out their responses. After each response, a blank screen

was presented for 500 ms. Participants were allowed to pause prior to the

presentation of the next list. This procedure (list encoding, math distractor,

list free recall) was repeated for all 6 lists.

Data Analysis

Effects were considered significant based on an alpha level of 0.05. ANOVAs

are reported with Greenhouse-Geisser correction for non-sphericity where ap-

propriate and post-hoc pairwise comparisons are Bonferroni-corrected.

Because the value-learning task consisted of 13 blocks, which means par-

ticipants had 13 presentations of each stimulus, we expected there to be a large

amount of proactive interference. As participants could not advance to the

next list until the full minute expired, we expected later responses to include a

high level of guesses. However, we were also concerned that some participants

may not have understood that they were to confine their responses to the very

last list presented. Therefore, to identify such non-compliant participants, we

screened out participants who had extremely low accuracy early in the output

sequences.

We calculated the average proportion of correct recalls within the first

four responses to ensure that participants included in the analysis attempted

to recall items from the most recent list (i.e., that they followed instructions).

We found that most participants responded with three correct recalls in their
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first four responses [Experiment 2a: M = 3.46; Experiment 2b: M = 3.32].

However, five participants produced an average of one or fewer correct recalls

in their first four responses [Experiment 2a: two participants; Experiment 2b:

three participants] and were excluded from further analyses. Excluding these

participants, the number of correct recalls in the first four responses did not

substantially change the mean correct recalls within the first four recalls of

the entire samples [Experiment 2a: M = 3.50; Experiment 2b: M = 3.35].

Similarly, total number of correct recalls did not change much [Experiment 2a,

total sample: M = 9.35; Experiment 2a, excluding 2 participants: M = 9.45;

Experiment 2b, total sample: M = 9.39; Experiment 2b, excluding 3 partic-

ipants: M = 9.91]. Thus, exclusion of these five participants did not sub-

stantially change the observed recall patterns. For the remaining participants,

analyses were carried out after removing extra-experimental intrusions and

within-list repetitions.

2.4.2 Results and Discussion

Value learning

The value training data resembled the data in Experiment 1 (Figures 2.1b

and 2.1c). Performance again began near chance, and improved across blocks;

in the last block (block 13), accuracy was significantly greater than chance

[Experiment 2a: t(37) = 31.16, p < .001, M = 0.94±0.03 correct; Experiment

2b: t(30) = 12.83, p < .001, M = 0.89± 0.06 correct].

Study/test free recall

Proportion of words recalled. In each of Experiments 2a and 2b, we con-

ducted repeated-measures ANOVAs on Word Type (high-value, low-value,

new) on the proportion of words recalled. Proportion recalled was defined

as the average number of correct words recalled of each word type across lists,

divided by 3 (the number of words of each type in each list). The main ef-

fects of Word Type were not significant in either experiment [Experiment 2a:

F (2, 67) = 1.08, p > .1, η2p = .03, M(high) = .56 ± .04, M(low) = .57 ± .04,

M(new) = .53 ± .05; Experiment 2b: F (2, 52) = 2.74, p > .1, η2p = .08,
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M(high) = .52 ± .05, M(low) = .51 ± .06, M(new) = .44 ± .06] (Figure 2.4).

The lack of a difference in recall rates of high-value and low-value words sug-

gests that, by this measure, effects of previously learned value on memory had

been neutralized.

Output order. To analyze output order for each Word Type (high-value, low-

value, new) directly, we borrowed the logic of the Wilcoxon–Mann–Whitney

rank-sum test on the output positions of each word type to derive a measure

of differences in median output position for each Word Type (as suggested

by Hubert & Levin, 1978). For each list, for each pair-wise Word Type com-

parison, the U -statistic was Z-transformed and then averaged across lists to

obtain a measure for each participant. Because these values were already Z-

scores, they were then compared with a t-test against zero for each comparison

between Word Types. Participants with no recalls of a given Word Type in

two or more lists were excluded from this analyses as they did not contribute

additional information to this analysis (leaving N = 35 and N = 29 in Ex-

periments 2a and 2b, respectively). In both experiments, low-value words had

significantly earlier median output positions than high-value words [Experi-

ment 2a: mean(ZU) = 0.14, t(34) = 2.40, p < .05, d = .46; Experiment 2b:

mean(ZU) = 0.23, t(28) = 2.35, p < .05, d = .42] (Figure 2.5), suggesting that

low-value words were easier to recall. High- and low-value words did not differ

significantly in median output position relative to new words [all p’s > .1].

Intrusions. In Experiment 1, we found that high-value items were more re-

trievable in a final free recall test. Therefore, participants might be more likely

to guess high- than low-value words in free recall of the 9-word lists in Exper-

iments 2a and 2b. If list discrimination were enhanced for high-value words,

following from the reward-maximization hypothesis, participants should make

fewer intrusions of high-value words than for low-value words. However, if

participants had a more difficult time determining whether high-value items

belonged to the current list, following from the value-interference hypothesis,

then we should instead find more intrusion responses for high-value words than
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Figure 2.4: Correct recall rates for Experiments 2a (a) and 2b (b). ‘High’
and ‘Low’ represent high- and low-value words, respectively, from the value-
learning task. ‘New’ represents words that were not first present in the value-
learning task, but only in study-test free recall. Error bars are 95% confidence
intervals, corrected for inter-individual differences (Loftus & Masson, 1994).
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Figure 2.5: Output positions in the free recall task of Experiments 2a and 2b.
Probability of recall of each word type for vincentized output position bins in
the free recall task of Experiments 2a (A) and 2b (B). ‘High’ and ‘Low’ rep-
resent high- and low-value words, respectively, from the value-learning task.
‘New’ represents words first that were not present in the value-learning task.
Solid lines and markers represent correct responses; dashed lines with hol-
low markers represent intrusion responses. Error bars were omitted for visual
clarity. (C) Plots of the Z-transformed U-statistics comparing median out-
put positions for high- vs. low-value words in both Experiments 2a and 2b.
Larger values represent later output positions. Error bars are 95% confidence
intervals.
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for low-value words. As words were not re-used from one list to the next, intru-

sions were defined as words that were not on the target (most recently studied)

list. Intrusions could come from the training or else from prior free-recall study

lists.

Repeated-measures ANOVAs were conducted on intrusion rates. The

measure was the proportion of all responses (excluding extra-experimental

intrusions and repetitions) on a given list that were intrusions of each word

type, averaged across lists. Participants with fewer than three intrusions in

total were excluded from only this analysis as they provided an insufficient

number of data points (leaving N = 24 and N = 22 included participants

in Experiments 2a and 2b, respectively). The main effect of Word Type was

significant in both experiments [Experiment 2a: F (2, 34) = 22.11, p < .001,

η2p = .51, M(high) = .11± .03, M(low) = .070± .024, M(new) = .018± .010;

Experiment 2b: F (2, 36) = 23.14, p < .001, η2p = .50, M(high) = .13 ± .04,

M(low) = .081± .017, M(new) = .029± .018] (Figures 2.6a and 2.6b). High-

value words were more likely to intrude than both low-value words [Experiment

2a: t(23) = 2.55, p < .05; Experiment 2b: t(21) = 3.12, p < .01] and new

words [Experiment 2a: t(23) = 6.73, p < .001; Experiment 2b: t(21) = 6.00,

p < .001]. Low-value words were also intruded more than new words [Exper-

iment 2a: t(23) = 4.64, p < .001; Experiment 2b: t(21) = 4.84, p < .001].

This result also supports the value-interference hypothesis, which suggested

that high-value words are harder to place uniquely within the target list (i.e.,

contextual binding). Moreover, the small advantage of high-value words over

low-value words following training in Experiment 1 (ratio of ∼5:4) evolved into

a much larger ratio (∼3:2) in the intrusion rates of Experiments 2a and 2b. If

guessing were purely based on better retrievability caused by high value and

measured by final free recall in Experiment 1, we would have expected the

same ratio for intrusion rates, as the words would inherit the same distribu-

tion from the final free recall data. The fact that the ratio is exaggerated for

intrusions here suggests that this measure is influenced by more than just item

retrievability; we suggest that high-value words were not only sampled more

often as candidate responses, but were also screened less well, and thus, were
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more likely to be recalled in error.

Summary

In both Experiment 2a and 2b, previously trained words were correctly recalled

at equal rates, regardless of reward value; thus, the advantages we saw for

high-value words in Experiment 1 did not carry forward to a situation in

which participants had to relearn subsets of trained words and link them to

a specific, new list context. Moreover, high-value words were output later in

the recall sequence than low-value items, and were more likely to be retrieved

erroneously (reflecting proactive interference). This suggests that they were

more weakly linked to the current-list context, and were more difficult to

accurately screen based on recent-list membership. This pattern of findings

held both for a slower presentation rate (2 s/word in Experiment 2a) and for

a faster presentation rate (1 s/word in Experiment 2b), and the magnitudes of

the output-order and intrusion-rate effects were similar between experiments

(Figures 2.5 and 2.6). This suggests that the effects of value unlikely result

from a deliberate, effortful and time-consuming process during study (e.g.,

participants deliberately diverting attention toward the low-value words). It

is more plausible that the difference between performance on high- and low-

value words was due to persisting effects of reward value on memory from the

value-learning task. This would make current-list membership more confusable

for high-value items, and screening candidate responses more difficult for high-

than for low-value items.

2.5 General Discussion

In two studies, we investigated the influence of previously trained reward value

on unrewarded tests of memory. In Experiment 1, implicit memory (facilitated

access in lexical decision) was enhanced by reward value, in addition to en-

hanced explicit memory due to reward value (probability of recall in final free

recall). These two memory enhancements were negatively correlated across

participants, suggesting the presence of at least two mechanisms whereby re-
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Figure 2.6: Intrusion rates during free recall in Experiments 2a (a) and 2b
(b). ‘High’ and ‘Low’ represent high- and low-value words, respectively, from
the value-learning task. ‘New’ represents words first that were not present in
the value-learning task. Error bars are 95% confidence intervals, corrected for
inter-individual differences (Loftus & Masson, 1994).
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ward value can influence memory. In Experiments 2a and 2b, we found that

previously learned reward values can cause problems for contextual binding,

when trained items needed to be tied to a new, specific context (namely, be-

longing to the most recent list). Low-value items were produced earlier in recall

than high-value items, and high-value items intruded more often, suggesting

that they were not effectively screened as belonging to the wrong list. The

interactions between reward value and memory are thus multifaceted, with

implicit and explicit memory being enhanced due to reward value through

different mechanisms (Experiment 1), and reward value leading to impaired

memory for contextual information (Experiments 2a and 2b).

Influence of reward value on implicit and explicit memory

In Experiment 1, we observed an enhancement of both explicit and implicit

memory due to reward value. Since value enhanced both our memory mea-

sures, one may have expected that value-learning globally enhanced all kinds

of learning of high-value items. For instance, enhanced memory could have

been driven by value solely through the recruitment of additional attentional

resources during the value-learning task: If participants paid more attention

to the high-value items than the low-value items during this first phase, high-

value items may then be more primed in lexical decision and more retrievable

in free recall. Both enhancements would then have originated from a single,

global, value-learning mechanism resulting in a high, positive correlation be-

tween the two measures. However, implicit and explicit memory are supported

by distinct neural pathways (e.g., Rugg et al., 1998; Schott et al., 2005, 2006).

Thus, it is also plausible that value may separately enhance implicit and ex-

plicit memory, and such enhancements would be uncorrelated or negatively

correlated (also see Gopie et al., 2011; May et al., 2005). Our results fa-

vored the latter hypothesis: Implicit and explicit reward-based enhancements

were negatively correlated across participants. In other words, participants

who demonstrated greater reward value facilitation in lexical decision had less

reward facilitation in free recall. Prior research also supports the notion of

different value-based learning strategies leading to differential engagement of

51



implicit- and explicit-memory (Wimmer & Shohamy, 2011, see also Bayley,

Frascino, & Squire, 2005). This apparent trade-off between memory systems

due to learning strategy is also supported by research on the effects of stress

on memory, where deliberative (i.e., goal-directed) and procedural (i.e., habit-

based) learning strategies can similarly be learned through two distinct mem-

ory systems (Schwabe & Wolf, 2011; Schwabe, Höffken, Tegenthoff, & Wolf,

2011; Schwabe, Joëls, Roozendaal, Wolf, & Oitzl, 2011; Schwabe, Dickinson,

& Wolf, 2011).

One possible source of this negative correlation may be behaviour during

the value-learning task, as suggested by the correlation analyses involving the

trials-to-criterion measure. Trials-to-criterion explained the negative correla-

tion between the effects of reward value on implicit- and explicit-memory. We

suggest that the effects of value on implicit memory benefited from partici-

pants having more experience with the knowledge of the values of items. That

is, the earlier someone learned to prefer the high- over the low-rewarding item

during the training task, the more exposures to correct pairings of their own

choice and high rewards they would have had. Such increased exposure and

procedural practice of correct response-high reward pairings could then have

selectively promoted the formation of an implicit memory bias. In contrast,

free recall is a self-cued memory task; thus, value would be expected to influ-

ence free recall insofar as a participant includes value as part of their retrieval

cue. Participants who initially found the value-learning task more challenging

may have been oriented more toward value during the free recall test, thus

producing a positive relationship between trials-to-criterion and the effect of

value free-recall, opposite to what was observed with the effect of value on

lexical decision. This indirect evidence of two distinct value-learning mech-

anisms may be related to similar dissociations in probabilistic value learning

strategies reported by others (Allen & Estes, 1972; Estes, 1972; Humphreys et

al., 1968; Medin, 1972a).

Although lexical decision and free recall test implicit and explicit mem-

ory, respectively, the two tests also differ in several other ways, so alternative

interpretations of the cause of the dissociation must be considered. First, the
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dependent measure in lexical decision was response time, a measure of ac-

cess speed; in free recall, the dependent measure was probability of recall, a

measure that is sensitive to sampling probability and recovery processes, as

well as memory cueing processes (e.g. Raaijmakers & Shiffrin, 1981). Our

dissociation could therefore reflect differential influences of reward value on

access speed versus sampling, recovery or cueing processes. Second, partici-

pants are presented with a copy-cue to judge in lexical decision, but in free

recall, participants must apply their own retrieval cues to generate responses.

Our dissociation could thus reflect distinct influences of reward value on judge-

ment processes versus item-retrieval processes (cf. Humphreys, Bain, & Pike,

1989). Regardless of which of these accounts is correct, our findings extend

the boundary conditions of reward-value enhancement of memory effects, and

suggest that the effect of reward value on memory is non-unitary.

Influence of previously learned reward values on contextual binding

In Experiments 2a and 2b, what started as an advantage for high-value words

(evident in Experiment 1) became a disadvantage when participants had to

overcome proactive interference from the value-training phase and learn new

sets of words that included both trained and untrained words. High- and low-

value words were recalled at equivalent rates overall, but low-value words were

produced earlier in output. High-value words were intruded more (and even

more than expected based on the final free recall rates of Experiment 1). These

findings suggest less effective contextual binding for high- than for low-value

words. This contradicts our reward-maximization hypothesis, and suggests

that there are limits to the degree to which participants are biased to modulate

their learning to maximize cumulative reward; one such limit is in relearning

high-valued items in new, specific contexts.

If the additional resources devoted to high-value items included process-

ing items within their context (i.e., the most recent list), then one would also

expect participants to be able to rule out words that were recalled from pre-

vious contexts (i.e., the value-learning task or previous lists in the free recall

task), which is inconsistent with the elevated intrusion rate for high-value
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words in Experiments 2a and 2b. Thus, our findings are more consistent with

our value-interference hypothesis, which posits that reward value impairs con-

textual binding. These results are also in line with findings obtained with

manipulations of emotional arousal, where memory for the arousing items is

enhanced, but the learning of new associations involving such items is impaired

(Mather & Knight, 2008; Nashiro et al., 2012; Novak & Mather, 2009; Sakaki

et al., 2011).

Although positive, as well as negative emotional items can be remem-

bered better than emotionally neutral items (e.g., Dewhurst & Parry, 2000;

Siddiqui & Unsworth, 2011), it would be reasonable to argue that the in-

fluence of reward value on memory may be more similar to the influence of

positive— not negative— emotion on memory. While many studies have found

that emotion can enhance memory for items and often impairs memory for as-

sociations, the majority of these findings used negatively valenced emotional

stimuli (Fredrickson, 1998). Whereas negative emotions lead to attentional

narrowing (e.g., the weapon focus effect; Loftus, Loftus, & Messo, 1987), pos-

itive emotion can to lead to a broadening of attention (Fredrickson, 1998).

When participants are asked to learn associations containing emotionally pos-

itive, negative, or neutral items, participants are often better able to learn

pairs with positive items than pairs with negative items (Okada et al., 2011;

Pierce & Kensinger, 2011; Zimmerman & Kelley, 2010), suggesting that pos-

itive emotion can enhance participants’ ability to form associations between

items. (Note that sometimes an association-memory impairment has been

observed even with positive stimuli, e.g., Mather & Knight, 2008.) If this

interpretation is correct, and reward value functions similar to positive emo-

tionality, then one would expect reward-value-based facilitation of free recall

in Experiments 2a and 2b, inconsistent with our results. We recently showed

previously reported arousal-based enhancements in association-memory could

instead be attributed to enhanced memory for the target items, and that this

item-memory effect can mask an underlying impairment of association-memory

(Madan, Caplan, et al., 2012). Thus, it is similarly possible that prior findings

regarding the effects of positive emotion on associative learning may be com-
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posed of conflicting effects. Finally, false memories can be viewed as failures

of contextual discrimination. Emotion, both induced in the participant, and

emotionality of items, can increase rates of false memories. This has been

found for both negative and positive emotions (Corson & Verrier, 2007; De-

hon, Laroi, & Van der Linden, 2010; Storbeck & Clore, 2005), and appears

similar to the list-discrimination problems we found for high-value items here.

Implications for previous findings of reward-value enhancements of
memory

Reconsidering Raymond and O’Brien (2009) we detailed in the Introduction,

our results suggest that their findings may have resulted from a summation of

two distinct enhancement effects, one acting on implicit and acting on explicit

memory. Regarding studies that have found that participants can prioritize

their memory processes based on specific item-values presented alongside stim-

uli (Adcock et al., 2006; Bjork & Woodward, Jr., 1973; Castel et al., 2002;

Eysenck & Eysenck, 1982; Gruber & Otten, 2010; Harley, 1965; Kuhl et al.,

2010; Soderstrom & McCabe, 2011; Tarpy & Glucksberg, 1966; Watkins &

Bloom, 1999; Weiner & Walker, 1966), advantages in recall and recognition

for high-value items resemble the enhancement effect we found in the final free

recall measure of Experiment 1. However, in all these studies, values were

presented with items, but participants were never asked to link those items to

a new context. Our findings in study/test free recall in Experiments 2a and

2b raise the possibility that if participants have to learn new lists composed

of previously prioritized items, their memory might be compromised by the

kind of value-based interference effect found here. In particular, given that

the intrusion pattern was the largest effect we observed in Experiments 2a

and 2b, we would predict that items previously linked to higher values would

be intruded more— that is, participants would continue to produce them as

responses even when inappropriate. In turn, since prioritization procedures

directly ask participants to favor high-value items, whereas our procedure did

not, it is quite possible that the list discrimination procedure we found for

high-value words could be overcome again if participants were asked to prior-
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itize high-value words in later list learning.

2.6 Conclusion

Reward value can enhance memory for higher-valued items by increasing access

speed and probability of retrieval. These dual enhancement effects of value on

implicit and explicit memory measures may, in turn, be the results of dual

value-learning styles. These enhancement effects come with a side effect of a

poorer ability for participants to bind high-value items uniquely to a specific

context, suggesting that items with high reward value can have a deleterious

effect on subsequent memory tasks.
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Chapter 3

Is the enhancement of memory
due to reward driven by value
or salience?

A version of this work was previously published as: Madan, C. R., & Spetch, M. L.
(2012). Is the enhancement of memory due to reward driven by value or salience? Acta
Psychologica, 139, 343–349. doi:10.1016/j.actpsy.2011.12.010. This work has been
reproduced with permission. c©Elsevier B.V., 2011.
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3.1 Abstract

Past research using two levels of reward has shown that the higher-value items

are remembered better than lower-value items and this enhancement is as-

sumed to be driven by an effect of reward value. In the present study, multiple

levels of reward were used to test the influence of reward salience on memory.

Using a value-learning procedure, words were associated with reward values,

and then memory for these words was later tested with free recall. Critically,

multiple reward levels were used, allowing us to test two specific hypotheses

whereby rewards can influence memory: (a) higher value items are remem-

bered better than lower value items (reward value hypothesis), and (b) highest

and lowest value items are remembered best and intermediate-value items are

remembered worst (following a U-shaped relationship between value and mem-

ory; reward salience hypothesis). In two experiments we observed a U-shaped

relationship between reward value and memory, supporting the notion that

memory is enhanced due to reward salience, and not purely through reward

value.
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3.2 Introduction

In day-to-day life, people often remember stimuli associated with rewarding

experiences better than those associated with less rewarding experiences. For

example, you are likely to remember a person you enjoyed talking to at a party

better than someone you found less interesting. Thus, experiences associated

with higher reward values are likely to be remembered better than those with

lower reward values and, given the choice, one would choose to repeat a more

rewarding experience over a less rewarding experience. Thus, in the party

example, you would be more likely to remember the person you enjoyed talking

to, and at a future party you would likely choose to talk to that person over

the less interesting one.

The enhancement of memory due to reward suggested by this anecdo-

tal example has been the subject of a recent flurry of studies (e.g., Adcock

et al., 2006; Castel et al., 2002; Gruber & Otten, 2010; Shigemune et al.,

2010; Soderstrom & McCabe, 2011; Wittmann et al., 2005) This research has

confirmed the effects of reward value on memory with two levels of reward

(high-value versus low-value rewards, or reward versus no reward), and evi-

dence suggests that reward enhances memory via dopaminergic modulation

(reviewed in Shohamy & Adcock, 2010).

A recent study by Madan, Fujiwara, et al. (2012) trained items to have

reward values and later tested memory for these items in two unrewarded mem-

ory tasks: lexical decision (implicit memory) and free recall (explicit memory).

They found enhanced memory for high-value items in both memory tasks, as

well as a negative correlation between each task. Reward values were trained

through a value-learning procedure (see Pessiglione et al., 2006), in which par-

ticipants are presented with two items at a time and asked to choose one. At

the beginning of training, performance is at chance, as item value is not yet

known; however, through feedback, participants learn to choose higher-value

items over lower-value items. This value-learning procedure is essentially a

reinforcement learning procedure (Ludvig, Bellemare, & Pearson, 2011) and

the effects of value on memory can be viewed in terms of prediction error
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(Rescorla & Wagner, 1972; Sutton & Barto, 1998). Specifically, during the

learning phase, the higher the reward value, the bigger the prediction error

between what is expected for that item and the reward that occurs. Higher

prediction errors trigger more activation of the dopamine system (Lisman &

Grace, 2005; Shohamy & Adcock, 2010) and should make the higher-valued

items more memorable. In the present study we closely follow the design of

Madan, Fujiwara, et al. (2012) with one critical change: the use of multiple

reward levels. While Madan, Fujiwara, et al. trained words to be either high-

or low- value, we also include one (Experiment 1) or several (Experiment 2)

intermediate values.

Prior studies investigating the enhancement of memory due to reward

often explicitly instructed participants of an item’s value when the item was

being intentionally studied. For example, Adcock et al. (2006) presented a

reward value cue (e.g., $5) to participants just prior to presenting the to-

be-remembered item. Participants would only earn the rewarded amount for

successfully remembering the item during the subsequent memory test. Since

these studies only provided rewards for correctly remembering an item, and

the reward given was based on an item’s value, participants should deliberately

prioritize their memory for the high-value items at the cost of the low-value

items. Castel et al. (2002) tested this directly by presenting participants with

twelve items, one-at-a-time, along with a unique point value ranging from 1 to

12. Points would only be earned for the successful recall of the associated item.

Here the researchers also found better memory for the higher-value items rela-

tive to the low-value items. Studies using rewarded memory tests suggest that

participants deliberately prioritize their memory for the higher-value items and

suggest that memory performance should increase monotonically with reward

value. In our procedure, participants are not told that they will need to recall

the items and therefore our task, unlike those used in these prior studies, does

not necessitate that participants deliberately prioritize their memory. Never-

theless, it is still possible that participants may attend more to the higher-value

items at the cost of the lower-value items. Thus, one hypothesis is that re-

ward value will monotonically predict memory performance, which we term
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the reward value hypothesis.

A second hypothesis regarding the relationship between reward value and

memory is suggested by recent evidence of neural representations for reward

salience, in addition to that for reward value (Cooper & Knutson, 2008; Jensen

et al., 2007; Litt, Plassmann, Shiv, & Rangel, 2011; Zink, Pagnoni, Martin-

Skurski, Chappelow, & Berns, 2004). This neural evidence suggests that both

the most positive and the most negative values are more salient than interme-

diate values. Although our study includes only positive values, it is possible

that the extremes of the range of values experienced are more salient than

those closer to the center of the range. Thus a second hypothesis is that mem-

ory will show a U-shaped relationship to reward value, with both the highest-

and the lowest-valued items being remembered better than the intermediate

valued items, which we term the reward salience hypothesis. We should note

that this hypothesis could also be consistent with a prediction error interpre-

tation, because the results of Jensen et al. (2007) suggest that some brain

regions may in fact represent prediction error based on reward salience.

Our experiment was designed to test the role of both reward value and

reward salience on memory, using multiple reward values and an unrewarded

memory task. Through the inclusion of multiple reward values, as well as the

use of an unrewarded memory task, we will be able to determine if memory

is enhanced due to reward value or reward salience. If there is a U-shaped

(quadratic) relationship between reward value and memory as suggested by

the reward salience hypothesis, then people may remember both the highest

and the lowest-valued items better than the intermediate-valued items.

The inclusion of multiple reward values also allows an examination of

the relationships between choice and memory. The reward value hypothesis

predicts a monotonic relationship between choice and memory because higher

valued items should be chosen more and remembered better. On the other

hand, the reward salience hypothesis predicts that choice frequency and mem-

ory for items will not be monotonically related. Instead, the lowest valued

item will be chosen the least but will be remembered better than intermediate

valued items that were chosen more frequently.
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Thus, our experiments were designed to test whether the reward salience

hypothesis fares better than the reward value hypothesis in predicting the re-

lationship between reward value and memory and between choice and memory.

With our multiple level value-learning procedure, the reward salience hypoth-

esis predicts that people will learn to choose items in direct relation to their

value (i.e., choice will be monotonically related to reward value) but that the

lowest and the highest valued items will be remembered best (memory will

show a U-shaped relationship with reward value).

3.3 Experiment 1

3.3.1 Methods

Participants

71 introductory psychology students (40 female) at the University of Alberta

participated for partial fulfillment of course credit. All participants were re-

quired to have learned English before the age of six and were required to be

comfortable typing. Participants gave written informed consent prior to be-

ginning the study, which was approved by a University of Alberta Research

Ethics Board.

Materials

All of the words and non-words used in this study have been previously used

in Madan, Fujiwara, et al. (2012). Words were selected from the MRC Psy-

cholinguistic database (Wilson, 1988). Imageability and word frequency were

all held at mid-levels and all words had six to seven letters and exactly two

syllables. Words were additionally controlled to be of neutral emotional va-

lence and low arousal using the Affective Norms for English Words (ANEW;

Bradley & Lang, 1999). 21 words were removed manually due to possible con-

founding effects (e.g., ‘reward’, ‘defeat’, ‘profit’) or because they were deemed

by the authors to be emotional in nature but were not included in ANEW

(e.g., ‘terror’, ‘regret’). The final word pool consisted of 160 words.

160 non-words were generated with the LINGUA non-word generator
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(Westbury et al., 2007). Non-words were generated using a Markov chain-

ing length of three. Half of the non-words were generated to be six letters in

length, with the remaining half being seven letters in length, in order to match

the length of the non-words to the words.

Procedure

Prior to the experiment, participants were informed that the experiment was

a ‘word choice task,’ and that they would receive an honorarium proportional

to the total points earned in the value-learning phase of the experiment, in

addition to their partial course credit.

The experiment consisted of four sequential tasks: value-learning, lexical

decision, free recall, and a value judgement task. Participants were not pro-

vided with details of the subsequent task until the current task was completed.

Value learning. Participants were shown two words on the computer screen

simultaneously. Participants were instructed to choose one of the two words

in each choice set. Participants pressed the ‘Z’ key of a computer keyboard to

choose the word presented on the left side of the computer screen; to choose

the word on the right side of the screen they were instructed to press the ‘/’

key.

For each participant, 36 words were randomly selected from our pool of

160 words and randomly assigned to one of three reward levels: 2, 7, or 12

points. Thus, assignment of words to reward values varied across participants.

Sets were pseudorandomly generated each round to never pair two words of

the same reward level and to present pairings of all possible reward levels an

equal number of times. This constraint was not revealed to the participant.

Each choice by the participant immediately resulted in earning the respective

reward. When a choice was made by the participant, an image of a pile of

coins was shown to the participant in the centre of the computer screen for

2000 ms, where the number of coins in the image was directly proportional

to the number of points earned (e.g., if the participant earned 12 points, the

image displayed a pile of 12 coins). The participant’s current point balance was
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continually presented at the bottom of the computer screen throughout the

duration of the value-learning task. There was no time limit on how quickly

the choices had to be made and participants were given a 1000 ms delay before

the next choice was presented.

Training consisted of 18 choice sets per round for 13 rounds. At the

end of the session, participants were paid $1.00 for every 400 points earned

during the value-learning task, rounded up to the nearest 25 cent amount. All

participants earned between $3.25 and $4.50.

Lexical decision. 12 additional words, selected at random from the same pool

as the previously rewarded words, were included as ‘new’ words. Participants

were then asked to judge the lexical status of 96 items: 36 previously rewarded

words, 12 new words and 48 non-words. Each item was presented for up to

10,000 ms, and the participant pressed either ‘Z’ on the computer keyboard

to indicate that the item was a word, or ‘/’ to indicate that the item was a

non-word. A fixation cross (‘+’) was presented for 1000 ms to separate each

decision prompt.

The 96 items were preceded by an additional 8 items (four words/four

non-words). These 8 items were presented prior to the 96 items to attenuate

a possible recency effect over the last words from the preceding value-learning

task. These four words were not presented in the value-learning task and

performance on these 8 items was not included in the analyses.

Free recall. In a surprise free recall task, participants were given 5 minutes to

recall all of the words they could remember from the task. Participants were

given a maximum of 45 s for each response. After each response, a blank screen

was presented for 500 ms. Misspellings or variants of the correct word were

scored as incorrect responses. Repetitions of correct responses were ignored.

Value judgement. To obtain an objective measure of a participant’s explicitly

learned reward value information, we included a value judgement task. At the

end of the experiment, participants were presented with each of the words
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previously shown in the reward training phase, one at a time, and asked to

judge how many points each word was worth from the initial reward training

phase. Participants were reminded of the three possible reward levels and

asked to type the number of points they thought the presented word was

worth.

Data Analysis

All analyses are reported with Greenhouse-Geisser correction for non-sphericity

where appropriate. Effects were considered significant based on an alpha level

of 0.05 and post-hoc pairwise comparisons were always Bonferroni-corrected.

Non-significant ‘trend’ effects (p < .1) are also reported.

For response time analyses, only correct responses were analyzed. In the

lexical decision phase, only responses made between 200 ms and the individual

participant’s mean plus three standard deviations were included in the anal-

ysis. As response time distributions were not normally distributed, response

times were log-transformed to accommodate parametric statistics.

As our hypotheses concern the relationship between reward level and

memory, we tested for significant linear and quadratic effects of reward level.

The reward value hypothesis would suggest a significant linear component.

On the other hand, the reward salience hypothesis would suggest a significant

quadratic component, corresponding to a U-shaped relationship.

3.3.2 Results

Value-learning

Accuracy in the value-learning task was measured as how often the participant

chose the higher-value word. Performance in the training task began at chance,

as the participant could not know which was the higher-value word. In the

last round of the training task, accuracy was significantly greater than chance

[M = 77.9% correct; t(70) = 15.20, p < .001]. In choice sets, the difference

in values between the items within the set (Vdiff ) could be either 5 points

(choice between a 2-point item and a 7-point item, or a 7-point item and a

12-point item) or 10 points (choice between a 2-point item and a 12-point
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item). At both value differences, participants were more likely than chance to

choose the higher-value item [Vdiff (5) : M = 74.4%, t(70) = 12.00, p < .001;

Vdiff (10) : M = 85.0%, t(70) = 16.72, p < .001] (see Figure 3.1a).

To directly examine if higher-value items were chosen more, we also tested

for a relationship between choice frequency (the number of times an item was

chosen) and reward level. A one-factor repeated-measures ANOVA, revealed a

main effect of reward level on choice [F (2, 140) = 204.05, p < .001]. Pairwise

comparisons found all differences to be significant, such that 2-point words <

7-point words < 12-point words [all p’s < .001] (Figure 3.2a).

To keep analyses comparable between our value-learning and memory

measures, we also tested for significant linear and quadratic components in the

relationship between choice and reward level. We found a significant linear

component of reward level [F (1, 70) = 321.37, p < .001]. The quadratic

component was not significant [F (1, 70) = 1.51].

Lexical decision

Lexical decision accuracy was near ceiling, as expected, and was not signif-

icantly different between value conditions [F (2, 140) = 0.11]. Accuracy was

higher for the previously rewarded ‘old’ words than for the untrained, ‘new’

words [‘old’ words: 98.2% correct; ‘new’ words: 91.3% correct; t(70) = 5.11,

p < .001].

Participants also identified the ‘old’ words significantly faster than the

‘new’ words [t(70) = 5.75, p < .001]. No significant differences were found be-

tween lexical decision response times across the three reward levels [F (2, 140) =

1.97], although we found a trend quadratic effect of reward level [F (1, 70) =

3.05, p < .10]. The linear component was not significant [F (1, 70) = 0.93].

Free recall

As expected, participants recalled fewer of the untrained, new words than

the previously rewarded words (Figure 3.2b). For the previously rewarded

words we conducted a one-factor repeated-measures ANOVA (reward level)

and found a main effect [F (2, 140) = 11.87, p < .001]. Pairwise comparisons
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Figure 3.1: Percentage of trials in which the higher-value item was chosen in
each round of the value-learning task, separated based on the difference in
reward value between the two items, for (a) Experiment 1 and (b) Experiment
2. Error bars are 95% confidence intervals, corrected for inter-individual dif-
ferences. Due to the number of reward levels, error bars were omitted from
panel (b) for visual clarity.
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Figure 3.2: Performance as a function of reward value for (a) choice frequency
in the last three rounds of value-learning and (b) recall rates in free recall,
in Experiment 1. Error bars are 95% confidence intervals, corrected for inter-
individual differences.
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found that significantly more 12-point words were remembered than 2-point

and 7-point words [both p’s < .01]. However, there was no significant difference

between recall performance for 2-point and 7-point words [t(70) = 1.44]. We

also found a significant linear effect of reward level [F (1, 70) = 9.80, p < .01],

as well as a significant quadratic effect [F (1, 70) = 14.21, p < .001].

Value judgement

Participants correctly identified the value of the previously rewarded words

at levels better than chance (33.3%) [M = 61.4% correct; t(70) = 15.03,

p < .001]. To illustrate the responses in this task, we plotted the proportion

of value judgement responses for each reward level, separated based on the

actual reward level of the item (Figure 3.3a).

To further examine the relation between memory and value, we compared

accuracy on the value judgement task for words that were recalled in free recall

relative to words that were not recalled. Value was found to be judged better

for words that were recalled than for words that were not recalled [Mrecalled =

64.4% correct; Mnot−recalled = 57.8% correct; t(70) = 3.00, p < .01]. This

supports the notion that value is learned as a property of the words themselves,

and memory for value is less accurate when the items are also not remembered

as well.

3.3.3 Discussion

Our finding of a significant quadratic component in the effects of reward level

on free recall performance is consistent with the reward salience hypothesis.

However, with only three reward levels, we are unable to statistically differ-

entiate between linear and quadratic effects and conclusively state that one

effect is more prominent than the other. Experiment 2 addressed this issue by

using six different reward levels (2, 4, 6, 8, 10, and 12 points). The greater

number of separable reward levels provided better resolution of reward as a

continuous measure and allowed better comparison of the relative fits of both

linear and quadratic models.
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Figure 3.3: Proportion of value judgement responses for each reward level,
separated based on the actual reward level of the item, for (a) Experiment 1
and (b) Experiment 2. Error bars were omitted from for visual clarity.
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3.4 Experiment 2

3.4.1 Methods

Participants

67 introductory psychology students (48 female) at the University of Alberta

participated for partial fulfillment of course credit. Restrictions for partic-

ipating and informed consent were identical to Experiment 1. None of the

participants from Experiment 1 participated in Experiment 2.

Materials

The same word and non-word pools were used as in Experiment 1.

Procedure

Instead of the three different reward levels used in Experiment 1, here we used

six reward levels: 2, 4, 6, 8, 10, and 12 points. To keep the total number of

previously rewarded words at 36, only six words were assigned to each reward

level. All participants earned between $4.00 and $5.00 in the value-learning

task. Additionally, only 6 new words were used in lexical decision task, rather

than 12, to equate the number of new words with the words in any single

reward level. The rest of the procedure remained the same as in Experiment

1.

3.4.2 Results

Value learning

In the last round of the training task, accuracy was significantly greater than

chance [M = 67.9% correct; t(66) = 9.46, p < .001]. In choice sets, the

difference in values for each item (Vdiff ) could be 2, 4, 6, 8, or 10 points. At

all value differences, participants were more likely than chance to choose the

higher-value item [Vdiff (2): M = 61.0%, t(66) = 5.32, p < .001; Vdiff (4):

M = 67.9%, t(66) = 5.79, p < .001; Vdiff (6): M = 75.1%, t(66) = 7.86,

p < .001; Vdiff (8): M = 75.4%, t(66) = 7.08, p < .001; Vdiff (10): M = 86.6%,

t(66) = 8.71, p < .001] (see Figure 3.1b).
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Figure 3.4: Performance as a function of reward value for (a) choice frequency
in the last three rounds of value-learning and (b) recall rates in free recall,
in Experiment 2. Error bars are 95% confidence intervals, corrected for inter-
individual differences.
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A one-factor repeated-measures ANOVA revealed a main effect of reward

level on choice [F (4, 264) = 59.39, p < .001]. Pairwise comparisons found all

differences to be significant [all p’s < .001], except for the difference between

4-point and 6-point words (Figure 3.4a). Similar to Experiment 1, we found

a significant linear component of reward level [F (1, 66) = 158.62, p < .001].

The quadratic component was again not significant [F (1, 66) = 2.48].

Lexical decision

Lexical decision accuracy was near ceiling, as expected, and did not differ

significantly between value conditions [F (4, 269) = 0.56]. Accuracy was higher

for the previously rewarded ‘old’ words than for the untrained, ‘new’ words

[‘old’ words: 98.8% correct; ‘new’ words: 94.0% correct; t(66) = 4.21, p <

.001].

Participants also identified the ‘old’ words significantly faster than the

‘new’ words [t(66) = 6.73, p < .001]. No significant differences were found be-

tween lexical decision response times across the six reward levels [F (4, 250) =

1.37]. We found neither a significant linear effect of reward level [F (1, 66) =

0.55] nor a quadratic effect [F (1, 66) = 0.75] (see Figure 3.5).

Free recall

Recall was again higher for the previously rewarded words than for the un-

trained, new words (Figure 3.4b). For the previously rewarded words, we again

conducted a one-factor repeated-measures ANOVA (reward level) and found a

main effect [F (5, 305) = 8.42, p < .001]. Pairwise comparisons revealed no sig-

nificant differences between 2-, 10-, and 12-point words [p > .5]. Importantly,

more 2-point words were recalled than 4-point words [p < .05], and more 12-

point words were recalled than 4-, 6-, or 8-point words [all p’s < .001]. We

also found a significant linear effect of reward level [F (1, 66) = 12.27, p < .01],

as well as a significant quadratic effect [F (1, 66) = 27.37, p < .001].

To better test our hypotheses, we fit constant, reward value (linear), re-

ward salience (quadratic), and reward value + salience (linear and quadratic)

models to our free recall data. The constant model assumed that reward had
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Figure 3.5: Response times from the lexical decision task in Experiment 2.
Error bars are 95% confidence intervals, corrected for inter-individual differ-
ences.

no effect on memory performance and thus that recall should be equivalent re-

gardless of reward level and only contained one parameter. The reward value

model assumed that recall performance is monotonically related to reward

value (e.g., higher value items are remembered better than lower-value items).

This model contained two parameters: a term that varied monotonically with

reward value and a constant. The reward salience model assumed that recall

performance follows a U-shaped (quadratic) function with relation to reward

value. In other words, high-salience items (those at the extremes of the range

of values experienced) are remembered better than low-salience items (those

in the middle of the range). This model contained two free parameters: a term

that varied quadratically with reward value and a constant. This function was

shifted along the x-axis such that the minima of the function occurred at the

middle of the range of values experienced (i.e., 7 points). The reward value

+ salience model was based on the reward salience model, but additionally

incorporated a parameter that shifted the function to best overlap with the

data (i.e., the reward value where function’s minima occurred). The reward

value + salience model therefore allows reward value, in addition to reward
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Table 3.1: Fitness measures for the model fits to the free recall data of Exper-
iment 2.

Model df ΔBIC R2 RMSD

Constant 1 4.25 .00 .064
Reward Value 2 5.28 .22 .056
Reward Salience 2 2.41 .70 .035
Reward Value + Salience 3 0.00 .93 .017

salience, to be a predictor of item-memory.

To compare the different models, we calculated the BIC (Bayesian In-

formation Criterion) as a measure of model fitness that takes into account

the number of free parameters (see Table 3.1). By convention, if the differ-

ence between two model fits is less than two, neither of the models’ fit to

the data is significantly better — thus we report all scores as ΔBIC relative

to the best-fitting model (Burnham & Anderson, 2002). We also report R2

and RMSD (root mean squared deviation) as additional measures of model

fitness. Note that a best fitting model would be characterized by low ΔBIC,

low RMSD, and high R2 values. As evident in Figure 3.6, the reward value

+ salience model is the best-fitting model, a conclusion that was supported

by all three of our quantitative model fitting measures (R2 = .93). More

specifically, it appears that this model was primarily characterized by reward

salience (R2 = .70), along with a much smaller contribution from reward value

(R2 = .22).

Value judgement

Participants correctly identified the value of the previously rewarded words

at levels better than chance (16.7%) [M = 33.0% correct; t(66) = 11.84,

p < .001]. As in Experiment 1, we plotted the proportion of value judgement

responses for each reward level, separated based on the actual reward level

of the item (Figure 3.3b). Here it is evident that even when participants

were incorrect at judging the value, they often responded with an adjacent
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Figure 3.6: Model fits to the free recall data from Experiment 2 (see Table 1
for model fitness measures). Error bars are 95% confidence intervals, corrected
for inter-individual differences.

value (e.g., judging an 6-point item as being worth either 4- or 8-points). We

also observe a large degree of overlap in value judgement responses for items

worth 4-, 6-, and 8-points, converging with the clustering observed in memory

performance (Figure 3.4b).

As in Experiment 1, we compared accuracy on the value judgement task

for words that were recalled in free recall relative to words that were not

recalled. Value was found to be judged better for words that were recalled

than for words that were not recalled [Mrecalled = 37.0% correct; Mnot−recalled =

27.5% correct; t(66) = 5.28, p < .001]. Here we again find evidence that our

procedure may cause value to be learned as an attribute of the word itself.

Ruling out simple decision heuristics

One possible explanation for a U-shaped function is that participants relied

on simple decision heuristics of choosing the highest-valued item and avoiding

the lowest-valued item. However, two sources of evidence argue against the
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possibility that participants relied primarily on these simple heuristics. First,

the value judgment results presented in Figure 3.3b show that even for the

intermediate items, the value was discriminated from some of the other inter-

mediate items and not just from the two extreme items (i.e., participants rarely

judged a 4-point item as having a value of 10 points or vice versa). Second,

for the 2-point difference decisions, reliance on a simple choose/avoid heuristic

would result in highly accurate choices for 2-point versus 4-point and for 10-

point versus 12-point choice sets, but much lower accuracy for the intermediate

choice sets, such as 6-point versus 8-point. To test this empirically, we con-

ducted a one-factor repeated-measures ANOVA on the compared choice sets

for the last four rounds of training (i.e., when participants had largely learned

the values). Our dependent measure was the proportion of choices for which

participants correctly chose the higher value item when the difference in value

of the two items was only 2-points. We did not find a main effect, suggest-

ing that there were no significant differences in accuracy between choice sets

[F (3, 229) = 2.42] (Figure 3.7). Thus, even though the words associated with

extreme values were remembered better, this enhancement did not appear to

be caused by a simple decision heuristic based on only the extreme values.
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3.5 General Discussion

In the present study we provide clear evidence that memory for items does

not correspond monotonically with increases in reward value. Instead, we find

that the most and least rewarding items are remembered best and that memory

follows a U-shaped function (see Figure 3.6), suggesting an enhancement of

memory driven by reward salience. Thus, we provide evidence that free recall

performance is not driven solely by reward value or the number of times an

item was chosen (choice frequency), as these accounts would both correspond

to a monotonic (linear) relationship between reward value and memory.

Studies have shown that positive and negative values are learned through

different neural substrates (e.g., Yacubian et al., 2006). In the present study,

however, we found an enhancement of memory for extreme values that did

not necessitate the presence of both positive and negative values, as all of

our values were positive. That is, the lowest value items were remembered
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better than intermediate-level items, even though our lowest value items were

near zero in absolute value. Our results therefore suggest that reward salience

is relative to the range of values experienced, and is not necessarily driven

by the use of positive and negative values (e.g., Cooper & Knutson, 2008) or

appetitive and aversive stimuli (e.g., Litt et al., 2011). Although the significant

linear effect of reward value on free recall performance suggests that increases

in value do enhance memory, this effect was much weaker than the quadratic

component and explained less of the variance. Thus, memory in free recall was

explained better by the reward salience of the stimuli than by their reward

value alone.

Our evidence suggesting that reward salience is driven by the range of

values experienced, may also be related to another psychological mechanism:

the anchoring effect. The anchoring effect suggests that the ends of the stim-

ulus continuum play an important role in judgements of absolute value (e.g.,

Eriksen & Hake, 1957) and that the anchoring effect is driven by memory

for the end-points (Petrov & Anderson, 2005; Weber & Johnson, 2006). An-

choring effects could also be at play in our value judgement task (see Figure

3.3). While it can be argued that temporal effects (i.e., primacy and recency)

in memory are the result of anchoring effects, they have not previously been

considered within a value-learning procedure. Thus, it is possible that reward

salience is intertwined with the anchoring effect.

Though prior studies have utilized fMRI in conjunction with reward-based

memory paradigms, none of these studies utilized multiple levels of reward

and are thus unable to test a reward saliency hypothesis. These studies have

implicated the activation of several reward-related brain regions as predic-

tors of which items will be later remembered, including the ventral tegmental

area, striatum, substantia nigra, and orbitofrontal cortex (Adcock et al., 2006;

Shigemune et al., 2010; Wittmann et al., 2005). Of these regions, the or-

bitofrontal cortex has been related to reward value (Jensen et al., 2007; Litt

et al., 2011). However, activation in the striatum has been associated with

either reward salience (Cooper & Knutson, 2008; Jensen et al., 2007; Zink et

al., 2004) or both reward value and reward salience (Litt et al., 2011). Cur-
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rently, none of the fMRI studies investigating reward salience mention the

substantia nigra or the ventral tegmental area. Based on the results of studies

investigating reward salience, the striatum appears to be the reward-related

brain region most likely to be responsible for the memory results in the present

study. Specifically, activations in the striatum correspond to a combination of

reward value and reward salience (e.g., see Litt et al., 2011, Figure 3.4c), with

a stronger contribution of reward salience, similar to the results of our model

fit. Nonetheless, the neural underpinnings of our result are open to debate

and will likely be the focus of future research.

Additionally, although we found an effect of reward on explicit memory in

our free recall task, we did not observe an effect of reward on implicit memory

in our lexical decision task. Although an enhancement of memory due to

reward in lexical decision has been reported previously (Madan, Fujiwara, et

al., 2012), the current study, which had fewer data points per reward level

for each participant, may have been less sensitive to subtle enhancements of

implicit priming due to reward. Nonetheless, we did observe a trend quadratic

effect of reward on lexical decision response times in Experiment 1, suggesting

that the enhancement of implicit memory due to reward seen in the previous

study may also be driven in part by reward salience.

3.6 Conclusion

In two experiments we demonstrate that the enhancement of memory due to

reward is driven not only by reward value, but also by reward salience. Most

previous studies that suggested a monotonic influence of reward value on mem-

ory used only two levels of reward and thus were unable to capture the full

relationship between reward and memory. Through the addition of intermedi-

ate reward levels we are able to determine that memory is enhanced for both

the highest- and lowest-value items. This U-shaped (quadratic) relationship

between value and memory occurred even though all reward values were pos-

itive and is best characterized as an enhancement of memory due to reward

salience.
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Extreme outcomes sway risky
decisions from experience
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4.1 Abstract

Whether buying stocks or playing the slots, people making real-world risky

decisions often rely on their experiences with the risks and rewards. These de-

cisions, however, do not occur in isolation, but are embedded in a rich context

of other decisions, outcomes, and experiences. In this paper, we systematically

evaluate how the local context of other rewarding outcomes alters risk pref-

erences. Through a series of 4 experiments on decisions from experience, we

provide evidence for an extreme-outcome rule, whereby people overweight the

most extreme outcomes (highest and lowest) in a given context. As a result,

people should be more risk seeking for gains than losses, even with equally

likely outcomes. Across the experiments, the decision context was varied so

that the same outcomes served as either the high extreme, low extreme, or nei-

ther. As predicted, people were more risk seeking for relative gains, but only

when the risky option potentially led to the high-extreme outcome. Similarly,

people were more risk averse for relative losses, but only when the risky option

potentially led to the low-extreme outcome. We conclude that, in risky deci-

sions from experience, the biggest wins and the biggest losses seem to matter

more than they should.
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4.2 Introduction

Many behavioral economic studies on risky decisions present people with sce-

narios in which the outcomes and their probabilities are explicitly described

(e.g., Kahneman & Tversky, 1979). For example, people might be explicitly

asked whether they would prefer a guaranteed $20 or a 50/50 chance at $40.

When faced with these risky decisions from description, people are usually

risk averse for gains and risk seeking for losses—a pattern of risk preference

known as the reflection effect. In life, however, people often make economic

decisions based on their past experience with the consequences of those deci-

sions. People frequent certain stores but not others, decide which products to

buy, and risk whether or not to pay for the parking meter for a short dash into

the store—all based in part on their own experiences. These decisions from

experience can sometimes lead to markedly different behavior than those from

description (e.g., Barron & Erev, 2003; Camilleri & Newell, 2011; Hertwig,

Barron, Weber, & Erev, 2004; Hertwig & Erev, 2009; Ludvig & Spetch, 2011;

Weber, Shafir, & Blais, 2004).

The most prominent difference between description and experience occurs

when one outcome is relatively rare. People overweight rare outcomes in de-

scription whereas they underweight rare events in experience—often known as

the description-experience (DE) gap. In the absence of rare events, there are

usually no systematic differences between the described and experienced cases

(e.g., Erev et al., 2010). In a recent study, however, we found exactly such a

DE gap. Using 50/50 outcomes (no rare events), we found a clear reversal of

the reflection effect in experience, but not in description (Ludvig & Spetch,

2011). People were more risk seeking for gains than losses in experience, but,

conversely, were more risk seeking for losses than gains in description. In those

experiments, unlike many studies that examine the DE gap, we used a within-

subject design (but see Camilleri & Newell, 2009). This design intermingled

decisions from experience and descriptions as well as those between gains and

losses, suggesting that perhaps the decision context is crucial for determining

the pattern of risky choice (Ludvig & Spetch, 2011). In this paper, we focus
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solely on decisions from experience and present a series of experiments that

systematically evaluates how the decision context influences this experience-

based risky choice.

In perception, context effects abound: A surface can appear different

colors because of the surrounding colors (e.g., Lotto & Purves, 2000), and

the apparent length of a line can depend on the direction of the arrowheads

(Müller-Lyer, 1889). Similarly, in choice, the local context in which a deci-

sion is made can greatly influence that decision (Simonson, 1989; Simonson

& Tversky, 1992). For example, when choosing between two items, people’s

preference between the two options can be altered by introducing a third,

seemingly irrelevant, option. If the third option is similar, but slightly worse

than one of the original two options, this change will often lead to an increase

in preference for the similar option (Heath & Chatterjee, 1995; Huber, Payne,

& Puto, 1982). This preference bump occurs even though nothing has changed

about the original two options except for the surrounding context of other op-

tions. Risky decisions can also be influenced by how the decision is framed

(Tversky & Kahneman, 1981) or the alternative options available (Erev, Gloz-

man, & Hertwig, 2008; Stewart, Chater, Stott, & Reimers, 2003). Thus, as

with psychophysical judgments (e.g., Helson, 1947; Thomas & Jones, 1962),

risky decisions can be context-dependent and altered by the comparison set

experienced.

In the present studies, we examined how the decision context in which

repeated choices are made affects risky decisions from experience. Specifically,

we were interested in whether the edges of the experienced distribution (the

biggest wins and losses) might be overweighted in decisions from experience.

A similar effect, termed the peak-end rule, is observed in retrospective judg-

ments of affective experiences. The post-hoc valuation depends primarily on

the point of maximum intensity (the peak) and on the end (Fredrickson, 2000).

In a classic illustration of this rule, post-operative pain judgments of patients

undergoing a colonoscopy were strongly correlated with the peak intensity of

pain (as judged in real time) and with the pain intensity at the end, but not

with the duration of the procedure (Kahneman et al., 1993; Redelmeier &
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Kahneman, 1996; Stone et al., 2005). Delayed judgments relating to posi-

tive experiences, such as vacations, are similarly influenced by peak and end

intensities (Mitchell et al., 1997).

Inspired by the peak portion of the peak-end rule, we hypothesized that

the extreme outcomes in a decision context may be overweighted in decisions

from experience, as they are in delayed judgments. Following this extreme-

outcome rule, when a risky option occasionally leads to the best possible gain

in a given context, that extreme gain should be overweighted in the valuation

of that risky option. As a result, when pitted against another option of similar

expected value, but without the possibility of an extreme gain, that option

would be chosen more frequently. Similarly, when a risky option occasionally

leads to the worst possible outcome in a context, people should overweight that

extreme loss. When pitted against another option of similar expected value,

but without the possibility of an extreme loss, that option should be chosen less

frequently. Thus, the extreme-outcome rule predicts that people will become

more risk seeking for gains than for losses in decisions from experience, but

only when the risky choices include the most extreme outcomes in the decision

context (i.e., the biggest gain or loss). This prediction about the effects of

rewarded experience on subsequent decisions from experiences runs opposite

to the usual reflection effect in decisions from description (e.g., Kahneman &

Tversky, 1979).

Some evidence for this potential extreme-outcome rule comes from studies

with non-human animals, which can only rely on experience for learning about

outcomes. Many of these studies have also reported risk seeking for gains

(e.g., Hayden, Heilbronner, Nair, & Platt, 2008; Heilbronner & Hayden, 2013;

Kacelnik & Bateson, 1996; O’Neill & Schultz, 2010; McCoy & Platt, 2005),

and some evidence suggests that this risk seeking for gains may be driven

by extreme outcomes in a context. For example, the risk-seeking behavior of

rhesus macaques was shown to be sensitive to the magnitude of the jackpot

or largest reward on a 2-outcome choice. When the jackpot was reduced, risk

seeking declined; when the jackpot was increased, risk seeking increased. An

identical manipulation of the smaller, non-extreme reward had no influence on
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risk preference (Hayden et al., 2008).

In this paper, we present 4 experiments that test the extreme-outcome rule

by systematically manipulating the decision context. Figure 4.1 illustrates the

basic task (cf. Ludvig & Spetch, 2011). On most trials, people decided between

two doors (Fig. 4.1A). Picking one door always led to a fixed outcome, and

picking the other (risky) door led with a 50/50 chance to more or less than

the fixed outcome. For example, in Experiment 1, the fixed gain door always

led to +20, while the risky gain door led to a 50/50 chance of 0 or +40.

Conversely, the fixed loss door always led to -20, while the risky loss door led

to a 50/50 chance of -40 or 0. In this case, the extreme outcomes were +40 and

-40. By the proposed extreme-outcome rule, these highest- and lowest-valued

outcomes in the decision context would be overweighted, leading to more risk

seeking for gains, yet more risk aversion for losses.

A partial-feedback procedure was used in which participants only saw

the outcome for the chosen option, but not the foregone option (see Hertwig

& Erev, 2009; Camilleri & Newell, 2011). Outcomes for the forgone option

were not included out of concern that people might confuse which option led

to which outcome. There were three types of trials. On decision trials (Fig.

4.1A), which always involved a choice between two loss doors or between two

gain doors, the objective expected value of the fixed and risky door was equal.

Interspersed catch (Fig. 4.1B) and single-choice (Fig. 4.1C) trials ensured

that people indeed learned and experienced the correct contingencies. This

partial-feedback procedure was designed to highlight the relationship between

the option chosen and the outcome received.

The series of four experiments each examined a different facet of the

extreme-outcome rule. Table 1 details the exact contingencies in each ex-

periment. Experiment 1 examined decisions from experience with gains and

losses intermingled in a single decision context, without concurrent decisions

from description (cf. Ludvig & Spetch, 2011). Experiment 2 directly tested

the alternative hypothesis that zero values were underweighted rather than

extreme values being overweighted. Experiment 3 tested whether all larger

magnitude options were overweighted or only extreme ones, by adding into
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the decision context additional doors that potentially led to more extreme

outcomes. Experiment 4 evaluated a novel prediction of the extreme-outcome

rule that only relative extremes matter, independent of whether they are ab-

solute gains or losses. In all cases, based on the extreme-outcome rule, we

predict more risk seeking for risky options that potentially led to the high

extreme in the experiment and, conversely, less risk seeking for risky options

that potentially led to the low extreme.
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Loss Decision TrialGain Decision Trial
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100%
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Figure 4.1: Schematic of the general method used. Specific values correspond
to Experiment 1. A. Decision trials involved choices between 2 gain doors or
2 loss doors. One door always led to a gain (or loss) of a fixed number of
points, and the other door led equiprobably to one of 2 possible outcomes.
Choices were followed by feedback about the amount gained or lost. B. Catch
trials involved choices between one gain door and one loss door and ensured
that participants paid attention to their decisions. C. Single-door trials only
presented one door and ensured that participants occasionally experienced the
planned reward contingencies.
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4.3 Experiment 1: Mixed Gains and Losses

Experiment 1 evaluated risk preferences in a decision context with intermixed

gain and loss problems. There were four possible doors that each led to a

different outcome (see Table 1): a fixed-gain door (+20), a risky-gain door

(50/50 chance of either 0 or + 40), a fixed-loss door (-20), and a risky-loss door

(50/50 chance of either -40 or 0). People repeatedly made choices between pairs

of these doors. In this decision context, +40 and -40 were the two extremes.

According to the extreme-outcome rule, people should overweight these two

extremes in the decision process, leading to more risk seeking in the gain case

and more risk aversion in the loss case. This experiment also evaluated more

generally whether a reverse-reflection effect (greater risk seeking for gains than

losses) would occur in decisions from experience without concurrent decisions

from description (cf. Ludvig & Spetch, 2011).

4.3.1 Methods

Participants

29 introductory psychology students at the University of Alberta participated

for course credit (15 females; Mage = 18.9 years, SD = 1.7). Each participant

gave written informed consent. The study was approved by a university ethics

board.

Procedure

Participants played a computer-based task in which they were told to try and

earn as many points as possible. As illustrated in Figure 4.1, on most trials,

participants were presented with pictures of two doors, and they indicated

their choice by clicking on one of those doors. Choices were immediately

followed by feedback for 1.2 s, which showed the number of points won or lost

along with a cartoon graphic. Feedback was only given for the chosen door,

as in a partial-feedback procedure (e.g., Hertwig & Erev, 2009; Camilleri &

Newell, 2011). The total accumulated points were continuously displayed at

the bottom of the screen. An inter-trial interval of 1 to 2 s separated each
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trial.

Sessions were each organized into 5 blocks of 48 trials, separated by a

brief break. Each block included a mixture of three trial types. Decision

trials involved choices between 2 gain doors or 2 loss doors (Figure 4.1A).

For both gains and losses, the fixed door always led to the same outcome,

and the risky door led equiprobably (i.e., with a 50/50 chance) to one of two

outcomes: one smaller and one large than the fixed outcome. The objective

expected value on these decision trials was always equal for the fixed and risky

doors. Across the risky option in all 4 experiments, the experienced likelihood

of receiving either outcome never deviated significantly from .5. On single-

door trials, there was only one door presented, which had to be clicked on to

continue (Figure 4.1C). These trials ensured that all doors were sometimes se-

lected and that participants occasionally experienced all reward contingencies.

Catch trials presented 2 doors with substantially different objective expected

values—typically a choice between a gain door and a loss door (Figure 4.1B).

These trials provided the opportunity to gain points over the session and en-

sured that participants paid attention to their decisions. Participants that

chose the gain door on fewer than 60% of these catch trials, corresponding

to behavior not distinguishable from chance responding at p < .05 with 80

catch trials, were excluded from further analyses. In Exp. 1, data from one

participant was excluded for poor performance on catch trials.

As detailed in Table 1, there were 4 different-colored doors in Experiment

1: a fixed gain (100%: +20 points), risky gain (50%: 0 and 50%: +40),

fixed loss (100%: -20), or risky loss (50%: 0 and 50%: -40). The 48 trials

in each block were divided among the 3 trial types as follows: 24 decision

trials between the 2 gains or the 2 losses (12 of each), 16 catch trials, and

8 single-door trials. Each trial was equally incentivized with people earning

(or losing) points on all 240 trials in the experiment. There were no separate

sampling and choice phases, mirroring a repeated-choice design, rather than

a sampling design (e.g., Hertwig & Erev, 2009; Erev et al., 2010). Trial order

was randomized, but the total number of trials (240) and their distribution

was constant across all participants. The door color associated with the fixed
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or risky gain or loss was counterbalanced across participants.

The numbers of different trial types were chosen to ensure that each door

appeared equally often on both sides of the screen to prevent any side biases.

Both the decision trials and the single-door trials in each block were equally

divided between gain and loss trials, and thus had a total expected value

of 0. Only the catch trials provided an opportunity to earn a net gain of

points. Participants were encouraged to maximize their number of points,

and good performance on the catch trials provided independent evidence that

participants were adequately incentivized by the points.

Data Analysis

Risk preference was calculated as the probability of choosing the risky door.

For each experiment, risk preference was averaged over the final 3 blocks and

compared using t-tests or ANOVAs as appropriate. The final 3 blocks were

selected as the primary dependent measure because that afforded participants

sufficient opportunity to learn the outcomes associated with each option, while

providing a long enough sample to get a reliable measure of their risk pref-

erence over time. Linear-trend analyses across all blocks were conducted to

look for learning effects. All tests were repeated measures. Given the a priori

hypotheses, all t-tests were one-tailed. The Greenhouse-Geisser correction for

non-sphericity was applied where appropriate. Inferential statistics were cal-

culated using SPSS (IBM Inc.; Armonk, NY) and MATLAB (The Mathworks

Inc.; Natick, MA).

4.3.2 Results and Discussion

The left bars in Figure 4.2A depict the average risk preference (proportion of

risky choices) over the final 3 blocks, split by gains and losses. Participants

were more risk seeking for gains than losses, displaying a reversal of the usual

reflection effect [t(27) = 1.82, p < .05, d = .51]. In this experiment, +40 and

-40 were the extreme outcomes in the decision context, and thus we predicted

that these outcomes would be overweighted in the decision process. The ob-

served difference in risk seeking for gains and losses was consistent with this
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prediction. Figure 4.2B plots these risk preferences by experimental block and

shows an interaction between valence (gain or loss) and block [F (4, 71) = 3.63,

p < .05, η2p = .12]. There was an increase in risk aversion for losses across the

experiment [linear effect of Block: F (1, 27) = 8.76, p < .01, η2p = .25], but no

change in risk preference for gains [linear effect of Block: p > .1, η2p = .009].

Across the population, risk preference hovered around .5, raising the pos-

sibility that people have a tendency toward equal allocation of their responses

across the two options. To evaluate this possibility, Figure 4.2C plots the risk

preferences for each individual for both gains and losses. There is clearly a

wide spread of risk preferences in the population (from almost never to almost

always). Independent of this individual variability in overall risk preference,

most people show the same pattern: more risk seeking for gains than losses

[22 out of 28 participants = 79%; p < .001 by a binomial test].

These results extend our previous results (Ludvig & Spetch, 2011), which

also showed greater risk seeking for gains than losses in decisions from expe-

rience, but that design also included interspersed decisions from description.

Here, we found more risk seeking for gains than losses in experience-based

choice, even in the absence of described choices.

4.4 Experiment 2: No Zeroes

Experiment 1 provided evidence for an extreme-outcome rule, whereby the

largest and smallest outcomes in a decision context are overweighted in choice.

In that experiment, however, the potential non-extreme outcomes for the risky

options were always 0 (see also Ludvig & Spetch, 2011). Zero, however, is nei-

ther an absolute gain nor an absolute loss and may instead be treated as a

special number (e.g., Shampanier, Mazur, & Ariely, 2007). Thus a possible al-

ternative hypothesis to the overweighting of extreme outcomes is that, instead,

the 0 outcomes may be underweighted. In addition, because the 0 outcome

potentially followed the risky option in both the gain and the loss case in

Experiment 1, it occurred twice as frequently as the extreme outcomes. As

a result, perhaps this increased frequency of the 0 outcome led to a reduced
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Figure 4.2: Results of Experiments 1 and 2. A. Mean risk preference (± SEM)
for gain and loss doors averaged over the last 3 blocks. B. Mean risk preference
(± SEM) as a function of block for all blocks. C. Mean risk preference for
individuals over the last 3 blocks. Dashed lines connect data from the same
individual. From left to right, the plots show results for mixed problems
(Experiment 1; N = 28) and no zeroes (Experiment 2; N = 34). As predicted,
in both cases, risk preferences are higher for gains than losses, consistent with
the extreme-outcome rule.
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weighting of those 0 outcomes relative to the extreme (+40 or -40) outcomes.

This second alternative hypothesis is unlikely, however, as it goes against the

wealth of existing evidence that rare events are underweighted in experience-

based choice (e.g., Hertwig et al., 2004; Hertwig & Erev, 2009; Weber et al.,

2004).

This experiment aimed to rule out both of these alternative hypotheses

by shifting the absolute values of the different outcomes by 5 points. Thus,

as indicated in Table 1, people were presented with 4 possible doors: a fixed-

gain door (+25), a risky-gain door (50/50 chance of either +5 or + 45), a

fixed-loss door (-25), and a risky-loss door (50/50 chance of either -45 or -5).

People repeatedly made choices between pairs of these doors. The extreme

outcomes are now +45 and -45. By the extreme-outcome rule, we expect more

risk seeking for gains and more risk aversion for losses. The two alternative

hypotheses, in contrast, would predict that this reversal of the reflection effect

should disappear when the more frequent 0 outcome is removed from the mix.

4.4.1 Methods

Participants

34 students drawn from the same subject pool as Experiment 1 participated

(15 females; Mage = 19.1 years, SD = 2.0).

Procedure

The procedure was identical to Experiment 1, except that the absolute values

of the potential outcomes that followed the 4 doors (see Table 1) were all

shifted by 5 points and participants were run for an additional (6th) block of

48 trials. The outcomes for the 4 doors were: a fixed gain (100%: +25), risky

gain (50%: +5 and 50%: +45), fixed loss (100%: -25), or risky loss (50%:

-5 and 50%: -45). No participants in this experiment were excluded for poor

performance on the catch trials.
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4.4.2 Results and Discussion

The right bars in Figure 4.2A plot the average risk preference on gain and

loss trials over the final 3 blocks in Experiment 2. Participants were once

again more risk seeking for gains than losses—a clear reversal of the reflection

effect [t(33) = 4.46, p < .001, d = .77]. Figure 4.2B clearly shows how risk

preference changed across the 6 blocks [main effect of Block: F (3, 99) = 10.15,

p < .001, η2p = .24; Block×Valence interaction: F (3, 101) = 5.47, p < .001,

η2p = .14]. Across the blocks, risk seeking for gains increased [linear effect of

Block: F (1, 37) = 16.93, p > .001, η2p = .34], but there was little change in

risk preference for losses [linear effect of Block: p > .1, η2p = .002]. Figure 4.2C

plots the individual differences, where a significant majority of people are more

risk seeking for gains than losses [29 out of 34 participants = 85%; p < .001

by a binomial test]. The higher level of risk seeking for gains than losses

in the absence of zero values rules out the two alternative hypotheses. The

pattern of risk preferences observed in Experiments 1 and 2 were not due to

underweighting the zero outcomes. The results, however, offer further support

for the extreme-outcome rule, as they are congruent with an overweighting

of the two extremes in the decision context, which were +45 and -45 in this

experiment.

4.5 Experiment 3: Outcome Magnitude

One clear prediction of the extreme-outcome rule is that a given outcome will

only be overweighted when it is either the largest and smallest outcomes in a

decision context. In Experiment 3, we directly tested this prediction by adding

new doors with higher-magnitude outcomes into a decision context with the

same gain and loss problems as in Experiment 1. In this case, as detailed in

Table 1, participants encountered 8 possible doors. The four non-extreme (NX)

doors led to the same outcomes as in Experiment 1: a guaranteed gain/loss

of 20 or a 50/50 chance of a gain/loss of 40. The other 4 extreme (X) doors

led to exactly double those outcomes: a guaranteed gain/loss of 40 or a 50/50

chance of a gain/loss of 80. The highest and lowest outcomes were +80 and
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-80 respectively, and the extreme-outcome rule predicts more risk seeking for

gains than losses for decisions involving those extreme outcomes. For the NX

doors, even though the outcomes were identical to those in Experiment 1,

the decision context has changed so that +40 and -40 are no longer extreme

outcomes. As a result, the extreme-outcome rule predicts that the reverse

reflection effect observed in Experiment 1 (see Fig. 4.2A; Ludvig & Spetch,

2011) should not be present for these NX doors.

4.5.1 Methods

Participants

39 students drawn from the same subject pool as Experiments 1-2 participated

(16 females; Mage = 18.9 years, SD = 2.6).

Procedure

The procedure followed the same protocol as Experiments 1 and 2 with the

following minor changes because there were now 8 total doors. The outcomes

for the 4 non-extreme (NX) doors were the same as in Experiment 1: a fixed

gain (100%: +20 points), risky gain (50%: 0 and 50%: +40), fixed loss (100%:

-20), or risky loss (50%: 0 and 50%: -40); The outcomes for the extreme

(X) doors were twice the magnitude: a fixed high gain (100%: +40), risky

high gain (50%: 0 and 50%: +80), fixed high loss (100%: -40), or risky high

loss (50%: 0 and 50%: -80). Trials were presented in 5 blocks of 72 trials

that each contained 32 decision trials between fixed and risky gains or losses

of the same magnitude level (8 of each), 24 catch trials, and 16 single-door

trials. Three types of catch trials were used: choices between the extreme

gain and loss doors, choices between the non-extreme gain and loss doors, and

choices between 2 gain or 2 loss doors of different expected values (e.g., +20

vs. 0/+80). Only the choices between a gain door and a loss door were used

to exclude participants. Two participants were excluded.
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4.5.2 Results and Discussion

Figure 4.3 shows how, as predicted, there was an interaction between decision

type (X/NX) and reward valence in the final 3 blocks [F (1, 36) = 4.27, p < .05,

η2p = .11; no main effects]. Risk seeking was greater for gains than for losses in

X decisions [t(36) = 1.84, p < .05, d = .40], but not in NX decisions [t(36) =

0.80, p > .1, d = .17]. Note how the outcomes that followed the NX doors were

identical to the ones that followed the doors in Experiment 1, yet the results

were reversed in the new decision context (cf. Figure 4.2). Across the session,

Figure 4.3B shows how, for the X doors, participants became increasingly risk

averse for losses [linear effect of Block: F (1, 36) = 5.05, p < .05, η2p = .12], but

the visual trend toward an increase in risk-seeking for gains was not significant

[p > .1]. For the NX doors, risk preference did not change across blocks for

either gains or losses [both p’s> .1]. The greater risk seeking for gains than

losses for X decisions, but not NX decisions, provides strong support for the

prediction that only the most extreme outcomes in the decision context would

be overweighted.

4.6 Experiment 4: Framing Effects

In the first 3 experiments, the extreme values were always gains and losses

of the same magnitude (40 in Exp 1, 45 in Exp 2, and 80 in Exp 3). A

further prediction of the extreme-outcome rule is that the largest and smallest

values in a decision context should be overweighted in the decision process,

independent of whether they are absolute gains or losses. For example, in

a decision context with all gains, the lowest gain would be an extreme and

should be overweighted.

To test this prediction, Experiment 4 split gains and losses across partic-

ipants to test whether relative extremes are sufficient to elicit changes in risk

sensitivity (see Table 1). In the All-Gain group (Exp 4G), the largest possi-

ble gain (+80) was the high-extreme (HX) outcome, and the smallest possible

gain (0) was the low-extreme (LX) outcome. Conversely, in the All-Loss group

(Exp 4L), the smallest possible loss (0) was the HX outcome, and the largest
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Figure 4.3: Results of Experiment 3. A. Mean risk preference (± SEM) for
gain and loss doors averaged over the last 3 blocks. B. Mean risk preference
(± SEM) as a function of block for all blocks. Decisions with extreme (X)
outcomes are on the left, and decisions with no extreme (NX) outcomes are on
the right (N = 37). As predicted by the extreme-outcome rule, risk preferences
are higher for gains than losses in the X condition, but not in the NX condition.
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possible loss (-80) was the LX outcome. Following the extreme-outcome rule,

in both groups, there should be more risk seeking for the doors with potential

HX outcomes and more risk aversion for the doors with potential LX outcomes.

In addition, we attempted to evaluate the relative weightings of the high and

low extremes in the decision process. To do so, we also included risky options

that potentially led to both extremes (BX). Given the loss aversion that char-

acterizes many decisions (e.g., Kahneman & Tversky, 1979; Tom, Fox, Trepel,

& Poldrack, 2007; Tversky & Kahneman, 1992), we might expect that the LX

outcome (the relative loss) would be more heavily weighted, leading to risk

aversion in both the gain and loss groups. In experience-based choice, how-

ever, significant loss aversion is often not observed (e.g., Erev, Ert, & Yechiam,

2008; Yechiam & Hochman, 2013), suggesting that the two extremes might be

more evenly weighted, leading to an intermediate level of risk preference.

4.6.1 Methods

Participants

A total of 79 students from the same subject pool participated (58 females;

Mage = 19.5 years, SD = 2.3; N = 39 and 40 for the All-Gain and All-Loss

groups, respectively).

Procedure

The basic procedure was the same as in Experiments 1-3 (see Figure 4.1) except

that participants in the All-Gain group (Exp 4G) experienced only gain doors

and participants in the All-Loss group (Exp 4L) experienced only loss doors.

For both groups, there were 6 different-colored doors. As detailed in Table 1,

for the All-Gain group, low-extreme (LX) decisions were between a fixed gain

(100%: +20 points) or a risky gain (50%: 0 and 50%: +40), the HX decisions

were between a fixed high gain (100%: +60) or a risky high gain (50%: +40

or 50%: +80), and the BX decisions were between a fixed intermediate gain

(100%: +40), and a risky gain that included both extremes (50%: 0 and 50%:

+80). For the All-Loss group, the doors led to: a LX fixed loss (100%: -60),

LX risky loss (50%: -40 and 50%: -80), BX fixed loss (100%: -40), BX risky
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loss (50%: 0 and 50%: -80), HX fixed loss (100%: -20), and HX risky loss

(50%: 0 and 50%: -40). Thus, for gains, the high and low extremes were +80

and 0, and for losses, the high and low extremes were 0 and -80. In both

groups, we expected more risk seeking for HX decisions than for LX decisions,

and we expected that risk seeking for the BX decisions would be closer to the

LX decisions or fall between the other two decision types.

For both groups, trials were presented in 5 blocks of 60 trials that were

divided among the 3 trial types: 36 decision trials between fixed and risky

gains or losses of the same value level (12 of each), 12 catch trials, and 12

single-door trials. Two types of catch trials were used. Easy catch trials

consisted of a choice between an HX door and an LX door (e.g., -20 vs. -40/-

80). Subtle catch trials consisted of a choice between a BX door and either an

HX or LX door (e.g., 40 vs. -20/-40). Subtle catch trials were included in the

design to match the number of presentations of each door, but performance

on these trials was not used to exclude participants. A total of 18 participants

(10 in the All-Loss group and 8 in All-Gain group) were excluded for poor

performance on the easy catch trials.

To ensure that both groups ended the experiment with a similar number

of points, the All-Loss group started with approximately twice the number

with which they would end the experiment (24,000 points). The All-Gain

group started with zero points as in Experiments 1-3. The two groups did not

differ in the number of points remaining/earned at the end of the experiment

[t(77) = 0.28, p > .1].

4.6.2 Results and Discussion

Consistent with the extreme-outcome rule, Figure 4.4A shows that people

were more risk seeking for HX doors than for LX doors in the final 3 blocks

for both groups [F (2, 108) = 16.68, p < .001, η2p = .22]. Across the session,

there was an increase in risk aversion for the LX decisions [F (1, 60) = 11.00,

p < .01, η2p = .16], but there was no change in risk preference for HX and

BX decisions [both p’s¿.1, η2p’s< .05]. Note how, in the All-Gain group, the

LX decision was between a guaranteed +20 and a 50/50 chance at +40 (see
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Table 1). This decision was identical to the gain decision in Experiment 1,

yet, in this decision context, people were now a lot more risk averse (cf. Fig.

4.2; t(59) = 2.40, p < .05, d = 0.63). Similarly, in the All-Loss Group, the

HX decision was between a guaranteed -20 and a 50/50 chance at -40. This

decision was identical to the loss decision in Experiment 1, yet, in this decision

context, people were now a lot more risk seeking (cf. Fig. 4.2; t(55) = 3.88,

p < .001, d = 1.05). This comparison across groups and experiments provides

strong evidence for the extreme-outcome rule.

For the BX decisions, risk preferences were intermediate to the HX and

LX decisions in both All-Gain and All-Loss groups [linear effect of decision

type: F (1, 60) = 32.46, p < .001, η2p = .35], but were slightly risk averse and

closer to the risk preference for the LX decision (particularly in the All-Gain

group). This result suggests that the low extreme is weighted slightly more

heavily than the high extreme.

4.7 General Discussion

Across all 4 experiments, when decisions from experience contained the most

extreme outcomes in the decision context, people were more risk seeking for

relative gains than for relative losses. This result is opposite to the usual

reflection effect observed with decisions from description (Kahneman & Tver-

sky, 1979), but accords with some recent results with decisions from experience

(e.g., Ludvig & Spetch, 2011; Tsetsos, Chater, & Usher, 2012) as well as the

risk seeking often observed in non-human animals (Hayden et al., 2008; O’Neill

& Schultz, 2010). In accord with the extreme-outcome rule, this reversed re-

flection effect only occurred when the risky option potentially led to an extreme

outcome. Thus, risky choice behavior was dependent not only on the potential

outcomes of the current decision but also on the decision context in which it

occurred (cf. Table 1).

This overall pattern can be clearly seen in Figure 4.5, which plots the

difference between risk preferences for relative gains and losses in each ex-

periment. In all 4 experiments, the risky option that led to the best possible
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Figure 4.4: Results of Experiment 4. A. Mean risk preference (± SEM) for
each door averaged over the last 3 blocks. B. Mean risk preference (± SEM) as
a function of block for all blocks. From left to right, the plots show results for
gain doors that led to high-extreme (HX), low-extreme (LX), or both extreme
(BX) outcomes (Experiment 4G; N = 32), and loss doors that had HX, LX, or
BX outcomes (Experiment 4L; N = 29). In both cases, risk preferences were
highest for HX doors and lowest for LX doors, as predicted by the extreme-
outcome rule.
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outcome in that experiment produced more risk-seeking behavior, whereas the

risky option that led to the worst possible outcome in that experiment led to

more risk-averse behavior. This reversal held even when all the experienced

outcomes were absolute gains or losses (Exp 4). The pattern was not apparent

when the risky option never led to an extreme outcome (Exp 3). In short,

people chased the potential big win, but avoided the potential big loss.

One key factor in generating this pattern of behaviour is the intermingling

of multiple problems in the same decision context. As a result, the outcomes
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Figure 4.5: Mean difference (± SEM) in risk preference across the last 3
blocks in each experiment. For Experiments 1 to 3, the difference is calculated
between the risk preferences for gains and losses. For Experiment 4, the dif-
ference is calculated between the risk preferences for high-extreme (HX) and
low-extreme (LX) decisions. In all cases with extreme outcomes, the difference
in risk preference was significantly above zero, indicating greater risk seeking
for relative gains than relative losses.
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that follow a risky option can be a high extreme, low extreme, or neither,

pending the decision context, influencing risk preference (see Fig. 4.5). In

other experiments on decisions from experience, participants occasionally en-

counter multiple problems sequentially (e.g., Erev et al., 2010), but they are

not intermixed with one another. In those cases, even with 50/50 outcomes,

there is no oversensitivity to the extreme outcomes, and the usual reflection

effect is observed (e.g., Ert & Yechiam, 2010). In these other tasks with se-

quential presentation and 50/50 outcomes on the risky option, both outcomes

become extremes—most similar to the both-extremes (BX) option in Exp. 4

here. Indeed, isolating out that BX option, we also find the usual reflection

effect, with more risk seeking for losses than gains (compare the grey bars in

Fig. 4.4).

An important question is thus what exactly constitutes the decision con-

text. In all our experiments, there was clearly only one decision context. All

problems were intermingled within each experimental block and throughout

the whole experimental session. In contrast, the other studies that looked at

50/50 outcomes in decisions from experience, but found the usual reflection

effect, presented problems sequentially within a session (e.g., Erev et al., 2010;

Ert & Yechiam, 2010). This difference suggests that the relevant unit for the

decision context is smaller than a full session. At the opposite end, we only pre-

sented one or two options at a time, yet the outcomes of other, non-presented,

options influenced risk preference. Thus, the decision context is clearly larger

than the options immediately available (cf. Heath & Chatterjee, 1995; Huber

et al., 1982; Simonson, 1989; Simonson & Tversky, 1992). More generally, we

think that the decision context is the comparison set of all the other options

and outcomes that are considered when making a decision—similar to the de-

cision environment in the decision-by-sampling framework (Stewart, Chater,

& Brown, 2006). One possibility is that these other options and outcomes are

linked to the context of the current decision through stimulus-stimulus asso-

ciations as has been supposed in some models of animal learning (Miller &

Matzel, 1988; Stout & Miller, 2007). In that case, options and outcomes that

have previously co-occurred with or immediately preceded or followed either
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of the options under consideration would fall into the decision context.

Although opposite in direction, the context effects observed here for experience-

based choices complement the previous evidence for framing effects in decisions

from description (Tversky & Kahneman, 1981). The 2 groups in Experiment 4

highlight this relativity: zero outcomes served as both the high-extreme value

for the All-Loss group, leading to more risk seeking, and the low-extreme value

for the All-Gain group, leading to more risk aversion. The low and high ex-

tremes may not be weighted equally, however. In Experiment 4, the risky

door for BX decisions, which led to both the best and the worst possible out-

comes, produced moderate risk aversion. This finding suggests that the worst

outcomes (relative losses) were weighted more heavily than the best outcomes

(relative gains), reminiscent of loss aversion.

In experience-based choice, decisions must be made based on the memories

of past outcomes. This dependence on the past suggests that memory biases

may play a role in the overweighting of extreme outcomes. In other contexts,

choice is indeed influenced by the biases inherent in human memory (see Weber

& Johnson, 2006). There is a well-known bias in which highly salient and

emotional events are overweighted in memory tasks (e.g., Brown & Kulik,

1977; Phelps & Sharot, 2008; Talarico & Rubin, 2003; Madan & Spetch, 2012b;

Madan, Fujiwara, et al., 2012) and retrospective judgments, as in the peak-end

rule (e.g., Fredrickson, 2000; Kahneman et al., 1993). Thus, one possibility is

that the extreme outcomes are more likely to be retrieved at the time of the

decision (cf. Johnson, Häubl, & Keinan, 2007; Stewart et al., 2006), perhaps

as a simplifying heuristic to limit the number of outcomes considered. More

frequent retrieval of the extreme outcome would thus lead to more risk seeking

for relative gains and more risk aversion for relative losses.

An alternate possibility is that the extreme outcomes are more salient

(and thus overweighted) at the time of their occurrence, biasing the encoding

of the learned values for the risky options (see Tsetsos et al., 2012; Niv, Edlund,

Dayan, & O’Doherty, 2012). High extremes would increase the learned values

for risky gains, causing more risk seeking, whereas low extremes would decrease

the learned values for risky losses, causing more risk aversion in line with what
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we observe. The current results do not allow us to disambiguate these potential

interpretations, but suggest directions for future research.

The bulk of the literature on decisions from experience focuses on the

key finding that rare events are underweighted in choice (e.g., Barron & Erev,

2003; Hertwig et al., 2004; Hertwig & Erev, 2009). Our experiments are com-

plementary to that literature: there were no rare events, and all risky options

led to 2 equiprobable outcomes. We found that common, extreme outcomes

were overweighted in the decision process, leading to more risk seeking for rel-

ative gains than for relative losses (Figure 4.5; Ludvig & Spetch, 2011). The

extreme-outcome rule does not explain the underweighting of rare events, but

does make a clear prediction: If a rare event is also an extreme, then there

should be less underweighting than a parallel situation where the rare event

is non-extreme. For example, take the range of outcomes from Exp 1 (-40 to

+40). The prediction is that there would be more underweighting of the rare

event for an option that led to 95% +40 and 0 elsewise than an option that led

to +40 only 5% of the time and 0 elsewise. That is, a rare, extreme outcome

should be underweighted less than a rare, non-extreme outcome. Note that

this prediction only holds in situations where multiple problems are intermin-

gled, so that not all outcomes are extreme in the decision context. Alterna-

tively, it is also possible that the extreme-outcome rule would be dominated

or non-applicable in situations with rare events.

Our results are not likely to be caused by a sampling bias—a particular

concern with protocols that use rare events (Hertwig & Erev, 2009; Fox &

Hadar, 2006; Rakow, Demes, & Newell, 2008; Ungemach, Chater, & Stewart,

2009). All outcomes were experienced numerous times by participants, and

the mean proportion of outcomes for the risky option never deviated signifi-

cantly from .5 in any experiment. The risk seeking with relative gains (most

notably in Exp 2 and Exp 4L) also rules out the “hot stove effect” (Denrell

& March, 2001) that can occur from sequential sampling—whereby risk aver-

sion emerges in experience-based choice due to the avoidance of ephemerally

unlucky risky options (March, 1996; Niv et al., 2012). Furthermore, the inclu-

sion of single-choice trials in each run assured that the planned contingencies
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were occasionally experienced by participants. Our results also cannot be at-

tributed to a wealth effect (Thaler & Johnson, 1990), which would predict

a consistent increase in risk seeking across the experiment, rather than the

observed divergence in risk preferences between relative gains and losses.

Our task also adds some new methodological wrinkles to the study of

decisions from experience (e.g., Erev et al., 2010; Camilleri & Newell, 2011;

Hertwig et al., 2004; Hertwig & Erev, 2009; Ungemach et al., 2009; Weber et

al., 2004). In some repeated-choice experiments, people repeatedly select (by

clicking) from the same two options whose physical location is constant (for a

given participant). This fixed location may introduce a “switch cost” in that

it can be faster and easier for subjects to continue clicking in the same location

rather than to move the mouse over to the other side. This potential switch

cost may help induce some choice inertia or perseveration bias, which indeed

has been observed (e.g., Erev et al., 2010).

The current task has several features that mitigate this potential bias.

First, each trial was separated from the next by a short inter-trial interval (1-2

s) instead of immediately following the previous choice. Second, the cursor

was re-centered after each trial, forcing an equivalent movement to the left or

the right on each choice. Third, from trial to trial, the location of the different

doors were randomly counterbalanced, appearing on either side half the time—

a common feature in studies with animals (e.g., Vasconcelos & Urcuioli, 2008).

Thus, any perseverative side bias would appear as random (50/50) choice and

not a preference for either option. This last design feature also removes any

potential confounds between choices based on aliasing stimulus identity and

stimulus location. Finally, as part of our primary manipulation, several differ-

ent problems were intermingled, thus the identity of the doors on a given trial

could not be known in advance. Collectively, these design features produce a

task where each choice requires active engagement with the available stimuli

and their physical locations.

These features of the experimental design do indeed neutralize the per-

severative bias. For example, in the problem with the 50/50 outcomes from

the Technion Prediction Competition dataset (Problem 49; Erev et al., 2010),
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the perseveration rate was 87.0± 2.4% (calculated from the 20 subjects in the

estimation set who encountered that problem). In contrast, in Exp 1 here,

people only selected the same side on the next trial 49.7 ± 3.9% of the time,

meaning they were equally likely to perseverate or alternate. This result is

not that surprising given that the location and identity of the stimuli changed

from trial to trial.

As a further countermeasure to the potential disengagement of subjects,

we included catch trials that are designed to incentivize people to attend to

their choices. These catch trials provide an explicit means of ensuring that

participants are, in fact, paying attention to their choices. On catch trials, the

expected value of the options differs significantly. For example, in Experiment

1, some catch trials gave participants a choice between a guaranteed gain of

+20 or a guaranteed loss of -20. Independent of variations in risk sensitivity,

participants should choose the option with the higher expected value on these

trials. By excluding participants who perform poorly (below 60%) on catch

trials, we were able to ensure that the remaining participants were sufficiently

incentivized. Importantly, unlike most outlier removal, this exclusion was not

based on our primary dependent measure (risk preference on decision trials),

but rather on a secondary measure (risk preference on the catch trials). Thus,

our main results cannot be due to participants who may have ignored the

stimuli and responded randomly.

In conclusion, we found that, in decisions from experience, people chase

the big win, but avoid the big loss. The results provide evidence for an extreme-

outcome rule, whereby the highest and lowest outcomes in a decision context

are overweighted in choice. This potent role of extreme values in decision

making has important real-world implications. For example, when gambling,

people often choose between a smaller loss (the bet) and a larger win (the

jackpot). Our results suggest that the overweighting of the largest wins with

experience might contribute to an increased tendency to gamble.
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Chapter 5

Remembering the best and
worst of times: Memories for
extreme outcomes bias risky
decisions

A verison of this work was previously published as: Madan, C. R.*, Ludvig, E. A.*,
& Spetch, M. L. (2014). Remembering the best and worst of times: Memories for
extreme outcomes bias risky decisions. Psychonomic Bulletin & Review, 21, 629–636.
doi:10.3758/s13423-013-0542-9 (* – Authors contributed equally.) This work has been
reproduced with permission. c©Springer Science + Business Media, 2013.
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5.1 Abstract

When making decisions based on past experiences, people must rely on their

memories. Human memory has many well-known biases, including the ten-

dency to better remember highly salient events. We propose an extreme-

outcome rule, whereby this memory bias leads people to overweight the largest

gains and largest losses, leading to more risk seeking for relative gains than

relative losses. To test this rule, in two experiments, people repeatedly chose

between fixed and risky options, where the risky option led equiprobably to

more or less than the fixed option. As predicted, people were more risk seek-

ing for relative gains than losses. In subsequent memory tests, people tended

to recall the extreme outcome first and also judged the extreme outcome as

having occurred more frequently. Across individuals, risk preferences in the

risky-choice task correlated with these memory biases. This extreme-outcome

rule presents a novel mechanism through which memory influences decision

making.
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5.2 Introduction

In decisions from experience, people must rely on their memories of past out-

comes to evaluate the available options (Hertwig et al., 2004; Hertwig & Erev,

2009; Ludvig & Spetch, 2011; Weber et al., 2004). As a result, systematic

biases in memory may affect experience-based decisions (Weber & Johnson,

2006). One well-known memory bias is the tendency to recall more salient ex-

periences (Phelps & Sharot, 2008; Talarico & Rubin, 2003). This bias toward

peak moments has a strong influence on affective judgments of past events

(e.g., Fredrickson, 2000; Yu, Lagnado, & Chater, 2008). We propose that

a memory bias for extreme outcomes also occurs in risky decisions from ex-

perience, making people more sensitive to the biggest gains and losses they

encounter. Consequently, people should become more risk seeking for relative

gains than losses—contrary to the risk preferences in decisions from descrip-

tion (Kahneman & Tversky, 1979), but congruent with recent results with

decisions from experience (e.g., Ludvig, Madan, & Spetch, 2014; Tsetsos et

al., 2012).

People tend to vividly remember highly emotional events, such as the

Kennedy assassination, September 11th, or, more positively, the birth of a

child (Brown & Kulik, 1977; Phelps & Sharot, 2008; Talarico & Rubin, 2003).

Salient events are also recalled more readily and used to forecast future affec-

tive reactions (Morewedge, Gilbert, & Wilson, 2005). Similarly, people show

better memory for the most and least rewarding events (e.g., Madan, Fujiwara,

et al., 2012; Madan & Spetch, 2012b). This tendency to remember the best

and worst of times also influences affective judgments of painful or pleasant

episodes (e.g., Kahneman et al., 1993). These judgments depend primarily

on the points of maximal and final intensity—an effect aptly summarized as

the peak-end rule (Fredrickson, 2000). Such a bias also appears in judgments

about past risky outcomes: in a simulated gambling task, people gave higher

estimates of total payouts after sessions in which the payouts included high

peak and end values compared to sessions with higher overall payouts but no

extreme values (Yu et al., 2008).
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We hypothesized that a memory bias for extreme values (both the highest

and lowest) may cause these extremes to be overweighted in risky decisions

from experience (see Ludvig et al., 2014). Following this extreme-outcome rule,

when a risky option occasionally leads to the best possible gain in a context,

that large gain would tend to be better remembered than other outcomes and

overweighted in subsequent decisions; consequently, the risky option would be

chosen more often. By the same logic, risky options that occasionally lead to

the worst outcome in a context would be chosen less often. With repeated

experience, people should thus become more risk seeking for relative gains

than losses.

The pattern of risk preference predicted by the extreme-outcome rule is

opposite to the reflection effect observed in decisions from description (e.g.,

Kahneman & Tversky, 1979), but accords with the greater risk seeking for

relative gains than losses observed in recent experiments on repeated decisions

from experience (e.g., Ludvig & Spetch, 2011; Ludvig et al., 2014; Tsetsos et

al., 2012). For example, Tsetsos et al. (2012) had people choose between two

reward distributions, which were learned about through a rapid visual stream

of possible outcomes. When the task was to select a distribution, thereby

highlighting the highest values, people were risk seeking, but when the task

was to reject a distribution, thereby highlighting the lowest values, people were

risk averse. Similarly, we found that people were more risk seeking for relative

gains than losses in decisions from experience (Ludvig et al., 2014). Increased

risk seeking for gains is also regularly observed in rhesus monkeys when they

make rapid, repeated, small-stakes decisions (Heilbronner & Hayden, 2013).

The present experiments directly tested whether a memory bias for ex-

treme outcomes drives these risky decisions. In both experiments, participants

completed a choice task and a memory task. Figure 5.1 illustrates the choice

task. People repeatedly chose between pairs of doors. One door always led

to the same fixed outcome, whereas the other (risky) door led to more or

less than the fixed outcome with a 50/50 chance. Importantly, gain and loss

problems (Exp. 1) or high- and low-value problems (Exp. 2) were randomly

intermingled in the task. This provided a context in which each risky option
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led to either an extreme or a non-extreme outcome with a 50/50 chance. The

choice task was followed by two memory tests, which were the focus of the

current paper. First, participants reported the first outcome that came to

mind for each door. Second, participants judged the frequency that each door

was followed by a particular outcome. Both memory tests revealed systematic

biases that correlated with risky choice.

5.3 Experiment 1

5.3.1 Methods

Participants

114 introductory psychology students at the University of Alberta participated

for course credit and a performance-based monetary bonus (80 females; Mage =

19.6 years). The research was approved by a university ethics board.

Procedure

Choice Task. Figure 5.1 illustrates the task. On each trial, participants saw

pictures of 1 or 2 doors on a computer screen and selected one by clicking on it.

Choices were immediately followed by feedback in which the points won/lost

along with a cartoon graphic were displayed for 1.2 s. Feedback was only

given for the chosen door as in a partial-feedback procedure (Hertwig & Erev,

2009). Total accumulated points were continuously displayed on the screen.

An interval of 1 to 2 s separated trials.

Sessions consisted of 5 blocks of 48 trials. Each block included a mixture

of trial types: There were 24 decision trials that required a choice between

either 2 gain doors or 2 loss doors (12 of each: Figure 5.1A). In both cases, the

fixed door always led to the same outcome (+20 or -20), and the risky door led

equiprobably to double the fixed outcome (+40 or -40) or nothing (0). There

were 16 catch trials that required a choice between a gain door and a loss door

(see Figure 5.1B). These trials ensured that participants were engaged in the

task. Data from 7 participants who chose the gain door on fewer than 60% of

these catch trials were excluded. On 8 single-door trials, there was only one
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Figure 5.1: Choice task. A. Decision trials involved choices between two gain
or two loss doors. One door always led to a gain (or loss) of a fixed number
of points, and the other door led equiprobably to one of 2 possible outcomes.
Choices were followed by feedback about the amount gained (or lost). B. Catch
trials involved choices between one gain door and one loss door. C. Single-door
trials only presented one door that had to be chosen.
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door, which had to be selected to continue (2 of each; Figure 5.1C). These

trials guaranteed that all reward contingencies were experienced, even if the

doors were initially unlucky, thereby limiting any hot-stove effects (Denrell &

March, 2001).

Participants won or lost points on all 240 trials and were paid $1 for

every 400 points to a maximum of $5. Trial order was randomized within

blocks. Each door appeared equally often on either side of the screen and

in combination with the other doors. Door color was counterbalanced across

participants.

Memory Tests. After the choice task, participants’ memory for the outcomes

associated with each door was tested in two ways. First, participants were

shown the four doors in random order and asked to report for each the first

outcome that came to mind. Second, participants were again shown the four

doors in random order and asked to judge the frequency in percent of each

of the possible outcomes (-40, -20, 0, +20, and +40). For each door, these

outcomes were displayed simultaneously, and participants typed a number

from 0 to 100 beside each outcome.

Data Analysis

Risk preference was operationalized as the probability of choosing the risky

door over the final three blocks—after sufficient opportunity to learn the out-

comes associated with each door. To assess the relationships between risky

choice and memory, we used partial correlations (see Abdi, 2007) that con-

trolled for the actual outcomes experienced. This approach allowed us to

measure the relationship between risky choice and memory that occurred over

and above any effect of the actual outcomes that participants experienced.

Thus, the correlations we report cannot be attributed to differences in reward

history. Given the a priori hypotheses, all tests were one-tailed, except where

indicated.
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5.3.2 Results

As predicted, Figure 5.2A shows how, on the choice task, participants were

significantly more risk seeking for gains than losses in the final three blocks

[t(106) = 1.86, p < .05, d = 0.23]. Across blocks (Figure 5.2B), the proportion

of risky choices decreased for losses [linear effect of Block: F (1, 106) = 39.49,

p < .001, η2p = .27], but stayed constant for gains [linear effect of Block:

F (1, 106) < .001, p > .1, η2p < .001]. These risk preferences were modulated

by recent outcomes. Fig. 5.2C shows the proportion of risky choices for gains

and losses, split by whether the most recently experienced risky option of that

valence yielded the good (+40 for gain or 0 for loss) or bad (0 for gain or -40

for loss) outcome. There was more risk seeking following the good outcome

for both gains [t(106) = 2.68, p < .01, d = 0.10] and losses [t(106) = 4.21,

p < .001, d = 0.36], resembling a win–stay/lose–shift pattern.

When asked after the task the first outcome to come to mind, people were

significantly more likely to report the extreme outcome (+40 or -40) than the

zero outcome for both gains [χ2(1, N = 90) = 10.00, p < .01] and losses

[χ2(1, N = 88) = 38.23, p < .001]. Figure 5.3B plots risk preference in the
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Figure 5.2: Choice results for Experiment 1. A. Mean risk preference (± SEM)
for gain and loss doors averaged over the last three blocks. B. Mean risk
preference (± SEM) for gain and loss doors for each block. C. Mean risk
preference (± SEM) for gain and loss doors averaged over the last three blocks,
separated by the most recent risky outcome experienced on that door.
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Figure 5.3: Memory results for Experiment 1. A. Proportions of participants
that responded with +/- 40, 0, or neither in the first-outcome question. B.
Mean risk preference (± SEM) for gains and losses, split based on what the
participant reported to the first-outcome question. C. Mean judged percent
(± SEM) for the +/- 40 and 0 outcomes from the frequency-judgment question.
For simplicity, all other values were coded as “Other”. D. Scatterplot of risk
preference and frequency judgment responses for the gain and loss doors. Each
dot represents an individual participant.
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choice task based on participants’ responses to this first-outcome question.

For gains, people who reported +40 were more risk seeking than those who

reported 0 [rp(87) = .31, p < .01], and for losses, people who reported -40 were

less risk seeking than those who reported 0 [rp(86) = −.44, p < .001], even

after controlling for any effect of outcomes received.

Frequency judgments showed a similar pattern (Figure 5.3C): people re-

ported significantly higher percentages for the extreme outcome (+40 or -40)

than the zero outcome for both gains [t(106) = 2.70, p < .01, d = 0.38] and

losses [t(106) = 6.78, p < .001, d = 1.05]. Figure 5.3D plots risk preference in

the choice task against frequency judgments for the extreme outcomes (+40 or

-40). For gains, risk seeking increased with the judged frequencies of the +40

outcome [rp(105) = .16, p < .05], whereas for losses, risk seeking decreased

with the judged frequency of the -40 outcome [rp(105) = −.48, p < .001],

even after controlling for the outcomes received. We also tested for poten-

tial primacy and recency effects in the memory tests. For both gains and

losses, neither the first outcome experienced nor the last outcome experienced

correlated with the results on either memory test (all ps> .1, two-tailed).

Nearly half the participants reported the correct proportions of the out-

comes (50/50). Nonetheless, these participants showed the same memory bi-

ases in the first-outcome question. Of those who correctly reported gains, 23%

of subjects reported 0 and 53% reported +40 as the first outcome [χ2(1, N =

45) = 9.80, p < .01]. Of those who correctly reported losses, 73% of subjects

reported -40 and 9% reported 0 as the first outcome [χ2(1, N = 36) = 21.78,

p < .001; cf. Figure 5.3A]. These participants also showed the same pattern of

greater risk seeking for gains (45%) than losses (38%) (cf. Fig. 5.2A). Thus,

even participants who accurately reported the contingencies showed biases in

memory accessibility and risky choice.

5.3.3 Discussion

In Exp. 1, the extreme outcomes were overweighted in memory and the rel-

ative weighting correlated with risky choice across individuals (see Fig. 5.3).

These outcomes were the biggest gains and losses experienced, leaving open
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the question as to whether the absolute or relative extremes are important.

Tsetsos et al. (2012), for example, found that both the high and low extremes

could be overweighted, even with all gains (see also Ludvig et al., 2014). To

test this possibility, Exp. 2 restricted all outcomes to the gain domain by

shifting outcomes up by 40 points from Exp. 1. The high extreme was thus

+80, and the low extreme was 0. If the relative extremes are critical, then we

should see similar overweighting of these extremes in the memory tests and

risky choice.

5.4 Experiment 2

5.4.1 Methods

Participants

72 participants were drawn from the same pool as Experiment 1 (47 females;

Mage = 19.4 years).

Procedure

The procedure was almost identical to Experiment 1 except all outcomes were

gains. On high-value decisions, the fixed door led to +60, and the risky door

led equiprobably to +40 or +80. On low-value decisions, the fixed door led to

+20, and the risky door led equiprobably to 0 or +40 (identical to the gain

problem of Exp. 1). Thus, the extreme outcomes were +80 (best outcome)

and 0 (worst possible). The number and distribution of decision, single-door,

and catch trials in each run were the same as in Exp. 1. Catch trials were

between a high-value door and a low-value door, with 4 participants excluded

because they chose correctly <60% of the time. The session contained 6 blocks

of 48 trials. Participants were paid $1 for every 3600 points to a maximum of

$5. The memory tests were identical to Exp. 1, except that the frequency test

displayed outcomes of 0, +20, +40, +60 and +80.
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5.4.2 Results

As predicted, Fig. 5.4A shows how participants were more risk seeking in high-

value decisions than in low-value decisions over the final blocks [t(67) = 9.41,

p < .001, d = 1.44]. Over blocks, high-value decisions showed no signif-

icant change [linear effect of Block: F (1, 67) = 0.60, p > .1, η2p = .009],

whereas, risk preference decreased for low-value decisions [linear effect of Block:

F (1, 67) = 31.08, p < .001, η2p = .32] (Figure 5.4B). Figure 5.4C displays how

risk seeking was greater following a recent good outcome on the risky option

for both the high-value decisions [t(67) = 2.78, p < .01, d = 0.13] and the

low-value decisions [t(67) = 4.61, p < .001, d = 0.50]. Independent of re-

cent outcomes, however, risk seeking was greater in the high-value than the

low-value decisions.

On the first-outcome memory tests, more people reported the extreme

outcomes (80 or 0) than the non-extreme outcomes (40) for both the high-value

[χ2(1, N = 61) = 2.77, p < .05] and the low-value risky doors [χ2(1, N = 62) =

47.03, p < .001] (Figure 5.5A). Figure 5.5B shows that for high-value decisions,

people who reported 80 were more risk seeking in the choice task than those
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Figure 5.4: Choice results for Experiment 2. A. Mean risk preference (± SEM)
for gain and loss doors averaged over the last three blocks. B. Mean risk
preference (± SEM) for gain and loss doors for each block. C. Mean risk
preference (± SEM) for gain and loss doors averaged over the last three blocks,
separated by the most recent risky outcome experienced on that door.

135



40 80 Other 0 40 Other
0

0.2

0.4

0.6

0.8

1
High Low

P
(R

ep
o

rt
ed

)

40 80 0 40
0

0.2

0.4

0.6

0.8

1
High Low

P
(R

is
ky

)

40 80 Other 0 40 Other
0

20

40

60

80

100
High Low

Ju
d

g
ed

 P
er

ce
n

t

0 50 100 0 50 100
0

0.2

0.4

0.6

0.8

1

P
(R

is
ky

)

High Low

First Outcome

Frequency Judgment
C

A

D

B

Outcome Outcome

Outcome Judged Percent

Figure 5.5: Memory results for Experiment 1. A. Proportions of participants
that responded with 0, 40, 80, or ‘other’ in the first-outcome question. B.
Mean risk preference (± SEM) for high- and low-value, split based on what
the participant reported to the first-outcome question. C. Mean judged percent
(± SEM) for the 0, 40, and 80 outcomes from the frequency-judgment question.
For simplicity, all other values were coded as “Other”. D. Scatterplot of risk
preference and frequency judgment responses for the high- and low-value doors.
Each dot represents an individual participant.
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who reported 40 [rp(58) = .58, p < .001]. For low-value decisions, people who

reported 0 were less risk seeking than those who reported 40 [rp(59) = −.46,

p < .001].

For the frequency judgments, the extreme outcome was judged as more

frequent than the non-extreme outcomes for the low-value decisions [t(65) =

11.46, p < .001, d = 1.41], but not for the high-value decisions [t(65) =

0.09, p > .1, d = 0.01] (Figure 5.5C). In both cases, however, Fig. 5.5D

shows how the judged frequencies correlated with risky choices, even after

controlling for the experienced outcomes. Higher judged frequencies for the

negative extreme (0) correlated with less risk seeking in the low-value decisions

[rp(63) = −.24, p < .05], and higher judged frequencies for the positive extreme

(+80) correlated with more risk seeking in the high-value decisions [rp(63) =

.23, p < .05].

5.5 General Discussion

These two experiments provide evidence that a memory bias for extreme out-

comes influences risk preference in decisions from experience. As predicted by

the extreme-outcome rule, people were more risk seeking for relative gains than

losses—contrary to the usual results in decisions from description (Kahneman

& Tversky, 1979), but in agreement with recent results in decisions from ex-

perience (Ludvig & Spetch, 2011; Ludvig et al., 2014; Tsetsos et al., 2012).

Furthermore, people tended to recall the extreme outcomes more readily than

the non-extreme outcomes and tended to overestimate their relative frequency.

Across individuals, both memory biases correlated with risky choice: over-

weighting of the high extreme led to more risk seeking, whereas overweighting

of the low extreme led to more risk aversion. These results support an extreme-

outcome rule, whereby the biggest gains and losses are better remembered and

shift risk preferences in decisions from experience.

Our results provide a new addition to the literature on decisions from

experience, which has highlighted how rare events are underweighted in expe-

rience (Hertwig et al., 2004; Hertwig & Erev, 2009; Weber et al., 2004). In
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the current study, however, there were no rare events, and both risky options

led to equiprobable outcomes. Our extreme-outcome rule does make a clear

prediction for cases with rare events: when the rare event is also the extreme

outcome in that context, any underweighting should be diminished. Moreover,

unlike many studies on decisions from experience, our choice task intermin-

gled a gain and a loss problem or a high-value and a low-value problem. This

intermingling established a decision context in which the largest gain and the

largest loss followed different risky options, thereby allowing an overweighting

of extremes to bias risky choice (see also Ludvig et al., 2014).

The high and low extremes do not, however, carry equal weight. The

overweighting of the low extreme in memory was more pronounced. Simi-

larly, when faced with a risky option that led to the low extreme, people were

significantly risk averse, but only risk neutral (or moderately risk seeking)

when faced with a risky option that led to the high extreme. The risk neu-

trality is not immediately concordant with our extreme-outcome rule. If the

extreme outcome were truly overweighted, then absolute risk seeking should

be observed. One possible resolution is that worse outcomes are more heav-

ily weighted than better outcomes, akin to loss aversion, whereby losses loom

larger than gains (Kahneman & Tversky, 1979; Yechiam & Hochman, 2013).

As a result, when the worse outcome is also the extreme (as with the relative

losses), there is significant risk aversion, but when the better outcome is the

extreme (as with the relative gains), the risk aversion is reduced (Exp. 1) or

reversed (Exp. 2). In other situations when both (or neither) outcomes is

extreme, then this negatively-biased weighting would produce risk aversion,

as has been observed in other experiments on risky decisions from experience

with equiprobable outcomes (Erev et al., 2010; Ert & Yechiam, 2010; Niv et

al., 2012).

One possible reason that intermingling multiple problems results in a bias

toward the extreme outcomes in both risky choice and memory is that the pair-

ing implicitly introduces a choose/reject problem frame (Shafir, 1993; Tsetsos

et al., 2012). Following this idea, in the gain and high-value cases, people focus

on which option to choose, whereas, in the loss and low-value cases, people
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focus on which option to reject. In verbally described problems, people were

influenced by the most positive attributes when selecting an option, but were

focused on the most negative attributes when rejecting one (Shafir, 1993). In

our experiments, people were similarly influenced by the positive extremes

in the highest-value decisions, but the negative extremes in the lowest-value

decisions (see also Tsetsos et al., 2012).

The observed bias toward remembering extreme values is consistent with

other memory studies (Phelps & Sharot, 2008; Talarico & Rubin, 2003; Madan

& Spetch, 2012b) and is a partial extension of the peak-end rule to risky choice

(e.g., Fredrickson, 2000; Yu et al., 2008). This memory bias could readily be

incorporated into recent theories that posit memory retrieval as a key compo-

nent of decision making, such as the decision-by-sampling framework (Stewart

et al., 2006), query theory (Johnson et al., 2007), or instance-based learning

(Gonzalez & Dutt, 2011). In demonstrating that extreme outcomes bias both

memory and risky choice in the same task, our study provides a novel link

between the memory and decision-making literatures.

The two memory tests yielded similar, but not identical, results. In all

instances, the first-outcome memory test showed a bias toward the extreme

outcome and a significant correlation with the proportion of risky choices. The

frequency judgments generally showed a bias toward the extreme outcome,

except for the high-value decision in Exp. 2, and the correlations with risky

choice, though statistically reliable, were less robust than the first-outcome

results. Moreover, the same bias in the first-outcome tests (and risky choice

pattern) appeared even for participants who reported the exact 50/50 out-

comes in the frequency judgments test. Taken together, these results suggest

that the memory effect seems to be more one of relative accessibility than one

of explicit misjudgement (though this happens too). There is also the possibil-

ity that the biases observed in the memory tests and choice patterns were both

produced by a common cause, such as the increased saliency of the extreme

outcomes when they occurred (e.g., Niv et al., 2012; Tsetsos et al., 2012). We

did not explicitly manipulate nor measure the saliency of the different out-

comes, leaving this question open for future research. Finally, independent of
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these memory biases, there was still significant inter-individual variability in

risk preference (Figs. 3D/4E), which likely reflects factors outside of experi-

mental control, such as personality traits or socioeconomic status (e.g., Ginley,

Whelan, Meyers, Relyea, & Pearlson, in press; Griskevicius, Tybur, Delton, &

Robertson, 2011).

People are continuously confronted with risky decisions—be it shopping

at the mall, picking medical treatments, or gambling at a casino. Our research

suggests that when people base choices on past experience, their propensity

for risk can be influenced by memory biases—in particular, a tendency to

remember extreme outcomes. These results highlight the degree to which

memory processes can inform and influence our decision making.
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General Discussion
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The studies reported in this dissertation examined the influence of reward

value on memory and decision making, focusing on the incremental learning

of reward values for each item through experience. This contrasts with prior

research that explicitly instructed participants of an item’s value to investigate

reward effects on memory (i.e., ‘value-directed remembering’; e.g., Adcock

et al., 2006; Castel et al., 2002; Watkins & Bloom, 1999; Wittmann et al.,

2005) and with studies of decisions made from description (e.g., Kahneman &

Tversky, 1979; Weber et al., 2004).

To examine the influence of reward value on memory and decision making,

I set out to address the following questions: (1) can previously learned reward

values subsequently influence the memory for items in both implicit and ex-

plicit memory? (Chapter 2; Madan, Fujiwara, et al., 2012); (2) are reward

value effects on memory better explained as reward value or reward salience?

(Chapter 3; Madan & Spetch, 2012a); (3) how do more extreme reward out-

comes influence decisions made from experience? (Chapter 4; Ludvig et al.,

2014); and (4) are reward value effects on decision making driven by memory

biases? (Chapter 5; Madan, Ludvig, & Spetch, 2014). To ask these questions,

I used two general approaches: In Chapters 2 and 3, I used a memory-based

approach where items were trained to be associated with reward values in a

preceding value-learning task, which was then followed by memory tests. In

Chapters 4 and 5, I used a risky choice task and measured risk preference and

it’s correspondence with extreme vs. non-extreme outcomes. In this final chap-

ter, I provide a summary of the theoretical and methodological contributions

of this work and outline some future directions.

6.1 Summary of Novel Findings

6.1.1 Influences of reward value on implicit and explicit
memory

The results presented in Chapter 2 (published in Madan, Fujiwara, et al.,

2012) demonstrate that previously learned reward values can persist and in-

fluence memory: Words previously associated with high-value rewards were
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remembered better than those that were previously associated with low-value

rewards, even when the memory task itself was unrewarded. These results are

important in that they demonstrate an influence of reward value on memory

that cannot be explained as reward prioritization, as in many previous stud-

ies (e.g., Adcock et al., 2006; Castel et al., 2002; Watkins & Bloom, 1999;

Wittmann et al., 2005). Importantly, participants in my study were not aware

of the subsequent memory test, but were still biased in recalling and recogniz-

ing high-value items more readily than low-value items. However, this memory

enhancement did not come without a cost, as high-value items exhibited worse

temporal discriminability. These results demonstrated that gradually learned

reward values can generalize across experiences and influence memory in dif-

ferent contexts.

6.1.2 Reward effects on memory: Value versus salience

Chapter 3 (published in Madan & Spetch, 2012a) further probed the influence

of reward on memory to test the shape of this relationship. Specifically, using

a procedure similar to that used in Chapter 2, I used multiple reward values,

rather than just two reward values. Here a U-shaped relationship between

reward value and memory was found, where the highest- and lowest-value

words were remembered better than those that led to intermediate reward

values. These results clearly showed that reward does not linearly influence

memory, but instead modulates the relative salience of the memory.

Our results are also informed by our understanding of the neurobiology of

reward, as prior studies have identified only a few brain regions that are acti-

vated following from a U-shaped function (Cooper & Knutson, 2008; Jensen et

al., 2007; Litt et al., 2011; Zink et al., 2004). However, when this list is com-

bined with reward-related regions that were identified as supporting memory

in previous reward-memory fMRI studies (Adcock et al., 2006; Shigemune et

al., 2010; Wittmann et al., 2005), only one brain region was present in both

sets of studies: the striatum.

145



6.1.3 Influences of extreme values on experienced-based
decision-making

The studies discussed in Chapter 4 (published in Ludvig et al., 2014) investi-

gated the effects of contextual salience on experience-based decision making.

Specifically, recent research found that people’s risk preferences are strongly

influenced by the format that information is conveyed: If the information is

described verbally or learned through experience, risk preferences for gains and

losses can reverse (e.g., Ludvig & Spetch, 2011). To elucidate the mechanisms

underlying experience-based risky decision-making, where memory necessarily

plays a role, we conducted a series of experiments where we systematically

varied the range of the reward outcomes experienced. The results suggest that

the most extreme outcomes experienced within the experiment (i.e., biggest

gains and losses) weighed more heavily than they should have been, which we

label as the ‘extreme-outcome rule.’ This result demonstrated that the most

extreme experiences have a disproportionate influence on people’s subsequent

decisions.

6.1.4 Memory biases may drive risky choices

Chapter 5 (published in Madan et al., 2014) directly tested for relationships

between memory biases and risk preference. The results of Chapter 3 indi-

cated that the highest- and lowest-valued words were remembered best. In

combination with the extreme-outcome rule proposed in Chapter 4, I thought

it would be possible that this same memory bias may be driving risk prefer-

ences. To test this, the study presented in Chapter 5 involved a choice task,

similar to those used in Chapter 4, followed by two memory tasks to test for

accessibility of the experienced outcomes. Results indicated that participants

remembered the extreme outcomes better than their non-extreme counter-

parts in both memory tasks. This memory bias was also found to correlate

with risk preferences, such that stronger memory biases for gains correlated

with greater risk seeking for gains, while stronger memory biases for losses

were related to greater risk aversion for losses. Taken together, these results
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provide evidence that memory biases influence risk preference. This finding

extends prior research showing that memory can influence decision making

(e.g., the availability heuristic; Tversky & Kahneman, 1973) to also include

memory biases due to reward values.

6.2 Future Directions

While the studies reported in my dissertation provide novel insights into the

influences of reward value on memory and decision-making processes, they also

raise a number of questions that require further investigation and are the focus

of current research. Here I briefly describe some of these questions that need

to be pursued to further improve our understanding of memory and decision

making.

6.2.1 Risky decision-making in non-human animals

In our daily lives, we make countless decisions. Though we often make these de-

cisions based on our prior experiences, i.e., experience-based decision-making,

we often also acquire some information through descriptions of the odds. In

contrast, described information cannot be conveyed to non-human animals and

their decisions must be made solely based on their prior experiences. Thus,

one avenue for future research is to conduct analogous experiments as those

conducted in Chapters 4 and 5 (Ludvig et al., 2014; Madan et al., 2014) with

non-human animals and test for the generalizability of the extreme-outcome

rule. These results will allow us to determine if this rule is a uniquely human

characteristic that relies on so-called ‘higher-level cognition’ or if it is a more

basic process that is intrinsic to memory function.

6.2.2 Extreme outcomes and decisions from description

In the decision-making studies presented in this dissertation, only experience-

based decision-making was examined. While description-based decisions have

been studied more extensively than their experience-based counterpart, our

results warrant further research to test the boundary conditions of the extreme-
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outcome rule. For instance, the results of experiments presented in Chapters

4 and 5 demonstrate that it does not matter if the experienced outcomes are

gains or losses per se, but rather if the outcomes are relatively the biggest

gains and losses within the experienced context. This question can be further

applied to decisions from description to see if context will matter here as well,

using a design similar to Ludvig and Spetch (2011).

6.2.3 Gambling tendencies and memory biases

As the risky decision-making task used in Chapters 4 and 5 is intended to study

a subset of the processes involved in gambling, a next step would be to test

for between-population differences between individuals who self-report being

frequent gamblers versus those that do not consider themselves as such. While

risk preferences for gains and losses, as well as differences between decisions

from description and experience, are of interest, testing for differences in mem-

ory biases would be the focus of this study. In other words, within the same

experimental design as Chapter 5 (Madan et al., 2014), do gamblers demon-

strate greater memory biases than non-gamblers? An additional study can also

be conducted with more quantitative measures of gambling behaviour, such as

the Problem Gambling Severity Index (PGSI; Ferris & Wynne, 2001). Along

similar lines, a correlational study of gambling-related personality traits (e.g.,

impulsivity, risk taking behaviour, reward sensitivity) with our task would also

be a fruitful avenue of future research.

6.2.4 Neurobiology of risky decision-making

The studies presented in this dissertation provide insights into the neurobi-

ology of risky decision-making that warrant futher investigation. Specifically,

through the use of fMRI, one specific question would be: How are brain re-

gions differentially involved in decisions from description versus experience?

One way to view these two types of decisions is with respect to the “hot” and

“cold” systems proposed by Metcalfe and Mischel (1999). Briefly, this two-

system framework suggests that decisions are made by a combination of two

systems, one based on cognitive, emotionally neutral, slow (“cold”) processes
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and one based on emotional, impulsive processes (“hot”). Within this frame-

work, decisions from description would map onto the cold system, based on

rational, contemplative decision-making. In contrast, decisions from experi-

ence would be made through hot processes, made relatively more impulsively

and hedonistcally.

By hypothesizing that decisions from description and experience can map

onto the hold-cold systems framework, we can make predictions about the

brain regions involved in each type of decision. In an fMRI study of logical

reasoning, Goel and Dolan (2003) found a dissociation in the prefrontal cortex,

where greater activation was found in the lateral and dorsolateral prefrontal

cortex (LPFC and DLPFC, respectively) for cold than hot reasoning. The

ventromedial prefrontal cortex (VMPFC) was activated to a greater degree

for hot than cold reasoning. Dolcos and McCarthy (2006) found similar re-

sults in the prefrontal cortex using an emotional distraction task, but also

reported greater lateral parietal cortex (LPC) engagement for cold process-

ing, and greater activity in the amygdala and fusiform gyrus (FFG) for hot

processing. A review by Dolcos, Iordan, and Dolcos (2011) came to similar

conclusions, as illustrated in Figure 6.1.

Additionally, while several brain regions have been associated with reward-

related processing (e.g., Litt et al., 2011), the striatum is the only region that

has also been found to be important to reward-related memory effects. Thus,

it is likely that the striatum plays a particularly important role in experience-

based decisions. In contrast, numerical values are more prominent in decisions

made from description. Thus, brain regions associated with numerical pro-

cessing, such as the intraparietal suclus (IPS; e.g., Cantlon, Brannon, Carter,

& Pelphrey, 2006), likely will be activated to a greater degree for decisions

from description than decisions from experience.

As a further test of the degree of involvement of these regions in decision

making, I plan to test for correlations across participants between risk prefer-

ence and brain activation. Specifically, for decisions from experience, I predict

that individuals that demonstrate greater risk seeking for gains than losses

in decisions from experience, i.e., a stronger bias due to extreme outcomes,
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Cold-Dorsal Network

Hot-Ventral Network

Brain regions involved in hot and cold processing

Figure 6.1: Brain regions involved in hot and cold processing. Brain regions
activated to a greater degree for ‘cold’ processing include the dorsolateral pre-
frontal cortex (dlPFC) and lateral parietal cortex (LPC). Regions activated
to a greater degree as part of ‘hot’ processing include the amygdala (AMY),
ventrolateral prefrontal cortex (vlPFC), orbitofrontal cortex (OFC), and occip-
itotemporal cortex (OTC). The medial temporal lobe memory system (MTL
MS) plays a significant role in both types of processing. Figure adapted from
Figure 2 of Dolcos et al. (2011).
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would also have relatively greater activation of the VMPFC, amygdala, FFG,

and striatum, than participants that demonstrate a relatively weaker bias. In

decisions from description, I predict individuals who show greater risk seeking

for losses than gains (i.e., a reflection effect, as proposed by prospect the-

ory; Kahneman & Tversky, 1979), would also exhibit greater activation of the

LPFC, DLPFC, LPC, and IPS.

6.2.5 Causal effects of memory on decision making

Probably the most informative future study of all would be to test directly the

causality of memory biases on risky choice. While the experiments presented

in Chapter 5 (Madan et al., 2014) provide strong evidence of a relationship

between memory and decision making, the directionality of this effect is not

tested. One approach to addressing this is would be to prime participants

with one outcome just prior to the doors being presented, to experimentally

improve the outcome’s accessibility during the choice.

In this experiment, instead of presenting the outcomes of choices with the

pot of gold and robber images used in Chapters 4 and 5 (see Figures 4.1 and

5.1), I would use unique images for each outcome, as illustrated in Figure 6.2a.

By using unique images for each outcome, it is now possible to experimentally

improve the accessibility of one outcome over another by cueing the participant

with the unique image. To implement this manipulation in the experimental

design, I would present a unique images just prior to the decision trials (see

Figure 6.2b). Only unique images associated with a possible outcome would

be presented (i.e., a unique image associated with a loss outcome would not

be presented before a gain decision trial). If the manipulation is successful,

the prime images will cause participants to incidentally retrieve the prime’s

associated outcome value from memory and thereby influence the subsequent

choice.

To test this manipulation, I will compare risk preference for trials that

are primed with either the good or bad outcome. Given the example shown

in Figure 6.2b, I predict greater risk seeking on gain decision trials primed

with the pear (good, +40 outcome) than the banana (bad, +0 outcome).
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Trials primed with the strawberry (+20 outcome) would serve as a baseline.

Similarly, for loss trials I predict greater risk seeking for trials primed with

the lemon (good, −0 outcome) than the grapes (bad, −40 outcome); here the

watermelon (−20 outcome) would serve as a baseline.

If no difference in risk preference is found based on the prime, this could

suggest that the priming procedure was not effective. However, if follow-up

studies also fail to produce a priming effect, this would suggest against a bias in

memory retrieval as driving the risk preference effects observed against Chap-

ters 4 and 5 and instead indicate that the overweighting of extreme outcomes

is driven by another mechanism that co-varies with both risk preference and

memory.
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Figure 6.2: Schematic of the method for the priming study. (a) Instead of
presenting the pot of gold and robber images, as in Figure 5.1, unique images
would be presented for each outcome, such as fruit images. (b) Illustration
of a single decision trial in the priming study. Participants will first see the
prime image (a fruit image with no outcome value present), followed by the
two door images. After the choice, participants will be presented with their
outcome (both the fruit image and the outcome value).
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6.3 Summary

The ability to remember previous experiences and make decisions based on

these remembered experiences is an integral aspect of daily life. Chapters 2

and 3 demonstrate a novel approach for testing for effects of reward value on

memory through a choice task. Chapters 4 and 5 provide evidence that the

extreme values, relative to the range of values experienced, play an impor-

tant role in decision making, which may be mediated by memory processes.

Together these studies represent a theoretical advance in our understanding

of influences of reward value on memory and decision making and lay the

foundation for future research.

154



6.4 References

Adcock, R. A., Thangavel, A., Whitfield-Gabrieli, S., Knutson, B., & Gabrieli,
J. D. (2006). Reward-motivated learning: Mesolimbic activation pre-
cedes memory formation. Neuron, 50 , 507–517.

Cantlon, J. F., Brannon, E. M., Carter, E. J., & Pelphrey, K. A. (2006).
Functional imaging of numerical processing in adults and 4-y-old chil-
dren. PLoS Biology , 4 , 844–854.

Castel, A. D., Benjamin, A. S., Craik, F. I. M., & Watkins, M. J. (2002). The
effects of aging on selectivity and control in short-term recall. Memory
& Cognition, 30 , 1078–1085.

Cooper, J. C., & Knutson, B. (2008). Valence and salience contribute to
nucleus accumbens activation. NeuroImage, 39 , 538–547.

Dolcos, F., Iordan, A. D., & Dolcos, S. (2011). Neural correlates of emotion–
cognition interactions: A review of evidence from brain imaging investi-
gations. Journal of Cognitive Psychology , 23 , 669–694.

Dolcos, F., & McCarthy, G. (2006). Brain systems mediating cognitive interfer-
ence by emotional distraction. Journal of Neuroscience, 26 , 2072–2079.

Ferris, J., & Wynne, H. (2001). The Canadian problem gambling index (Final
report). Ottawa, ON: Canadian Centre on Substance Abuse.

Goel, V., & Dolan, R. J. (2003). Reciprocal neural response within lateral and
ventral medial prefrontal cortex during hot and cold reasoning. Neu-
roImage, 20 , 2314–2321.

Jensen, J., Smith, A. J., Willeit, M., Crawley, A. P., Mikulis, D. J., Vitcu,
I., & Kapur, S. (2007). Separate brain regions code for salience vs.
valence during reward prediction in humans. Human Brain Mapping ,
28 , 294–302.

Kahneman, D., & Tversky, A. (1979). Prospect theory: An analysis of decision
under risk. Econometrica, 47 , 263–292.

Litt, A., Plassmann, H., Shiv, B., & Rangel, A. (2011). Dissociating valuation
and saliency signals during decision-making. Cerebral Cortex , 21 , 95–
102.

Ludvig, E. A., Madan, C. R., & Spetch, M. L. (2014). Extreme outcomes sway
risky decisions from experience. Journal of Behavioral Decision Making ,
24 , 146–156.

Ludvig, E. A., & Spetch, M. L. (2011). Of black swans and tossed coins: Is the
description-experience gap in risky choice limited to rare events? PLoS
One, 6 , e20262.

Madan, C. R., Fujiwara, E., Gerson, B. C., & Caplan, J. B. (2012). High
reward makes items easier to remember, but harder to bind to a new
temporal context. Frontiers in Integrative Neuroscience, 6 , 61.

Madan, C. R., Ludvig, E. A., & Spetch, M. L. (2014). Remembering the best
and worst of times: Memories for extreme outcomes bias risky decisions.
Psychonomic Bulletin & Review , 21 , 629–636.

155



Madan, C. R., & Spetch, M. L. (2012). Is the enhancement of memory due to
reward driven by value or salience? Acta Psychologica, 139 , 343–349.

Metcalfe, J., & Mischel, W. (1999). A hot/cool-system analysis of delay of
gratification: Dynamics of willpower. Psychological Review , 106 , 3–19.

Shigemune, Y., Abe, N., Suzuki, M., Ueno, A., Mori, E., Tashiro, M., . . . Fujii,
T. (2010). Effects of emotion and reward motivation on neural correlates
of episodic memory encoding: A PET study. Neuroscience Research, 67 ,
72–79.

Tversky, A., & Kahneman, D. (1973). Availability: A heuristic for judging
frequency and probability. Cognitive psychology , 5 , 207–232.

Watkins, M. J., & Bloom, L. C. (1999). Selectivity in memory: An ex-
ploration of willful control over the remembering process. Unpublished
manuscript .

Weber, E. U., Shafir, S., & Blais, A.-R. (2004). Predicting risk sensitivity in
humans and lower animals: Risk as variance or coefficient of variation.
Psychological Review , 111 , 430–445.

Wittmann, B. C., Schott, B. H., Guderian, S., Frey, J. U., Heinze, H. J.,
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