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Abstract

Cryptographic (crypto) Application Programming Interfaces (APIs) play an

important role in application security; unfortunately crypto APIs are difficult

to use, which may lead to security vulnerabilities. Prior work have looked

at detecting and fixing crypto APIs misuses at development time and in the

setting of software patching. However, software patching for security vulnera-

bilities is not ideal for addressing vulnerability windows in servers in a timely

manner. An alternative approach to software patching is hotfixing. In this

paper, we present Hotfixer, a tool that performs automatic crypto API

misuse hotfixing at Java application runtime. To apply its fixes, Hotfixer

automatically transforms hand-crafted software patches into hotfixes that are

valid to use by Java agents. We have evaluated Hotfixer on a set of 103

microbenchmarks, and a set of 27 crypto API misuses found across 7 real-

world Java applications. Hotfixer detects and fixes all misuses in 95% of

all benchmarks, in an identical manner compared to applying a develop-time

patch. Additionally, we have empirically validated that Hotfixer preserves

identical application behaviour compared to software patching in 98% of all

benchmarks. Compared to software patching, the performance overhead that

Hotfixer induces for all benchmarks is at most 17%.
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Chapter 1

Introduction

Detecting misuse of crypto APIs is an important component of application

security. A crypto API is a library that provides a developer with functionality

to perform crypto tasks such as encryption. If such crypto tasks are not

performed in a secure manner, applications may accidentally leak private user

data, leading to both economic losses as well as a loss of trust from the users

of the affected applications.

Unfortunately, crypto APIs remain difficult to use, despite years of tool

development. Some of these tools offer misuse detection [1, 2, 3, 4, 5, 6], and

others help generate secure code to perform crypto tasks [7]. While existing

solutions are valuable during the development of the codebase, they are in-

sufficient to protect an application from all vulnerabilities at all times. For

example, using existing tools to fix misuses of crypto APIs on a server re-

quires shutting down the server, developing the patch offline, deploying the

patched code to the server, and, finally, restarting the server. Such a scenario

is impractical, for example, in the case of a long running server that cannot

afford to restart at all or may only restart at well-defined intervals. Even

more commonly, when considering the time and resources required to develop

and deploy a patch, an unacceptable window of vulnerability may arise in the

application. If any such window exists, an attacker has the opportunity to

exploit the vulnerability.

A solution to this exploitation window is to apply a hotfix to the applica-

tion. A hotfix is similar to a patch, in that it serves the purpose of fixing a
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misuse. However, instead of having the patch classes load only when the run-

time is restarted, a hotfix allows the patch code to begin execution in a running

application. Although some prior work provides automatic crypto API misuse

hotfixing [8, 9], the techniques are limited to Android applications. To detect

and fix those misuses, such tools use fixed sets of misuse patterns. In this pa-

per, we seek to improve on the coverage of the current state of the art crypto

API hotfix systems over the types of crypto API misuses that can be handled,

as well as the understandability of the mechanism used to perform the hotfix.

Additionally we specialize in systems where hotfixing is more beneficial than

software patching.

We propose Hotfixer, a tool that performs automatic crypto API mis-

use detection and hotfixing for a running Java application. Given a patch,

Hotfixer automatically converts this patch to a hotfix. To perform hotfix-

ing, Hotfixer uses a Java agent, a client of the Java Instrumentation API,

to modify classes in the currently running application. While using a Java

agent provides us a simple mechanism to perform a hotfix, a Java agent has

some limitations. In this work we use developer-provided patches as hotfixes,

however, certain types of changes in patches cause an exception in the agent,

which may result in Java Virtual Machine (JVM) shutdown if we attempt to

use them as is. We call patches that contain any class that causes an ex-

ception redefinition non-compliant. To deal with redefinition non-compliant

patches we contribute a patch adapter that is capable of detecting and fixing

non-compliant changes in developer-provided patches so that a Java agent can

use them to perform hotfixing. Our patch adapter contribution is a modular

component of Hotfixer, therefore it can be used in a variety of settings.

Our hypothesis is that hotfixing is a viable and beneficial alternative to

software patching. In this thesis, we investigate this hypothesis by answering

the following research questions:

RQ1: How successful is Hotfixer at fixing crypto API misuses?

RQ2: Does Hotfixer alter the semantics of a running application?

RQ3: How does Hotfixer affect application performance?
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To answer the above research questions we present the following contribu-

tions to crypto API hotfixing:

� Hotfixer, a tool that performs automatic runtime crypto API misuse

detection and misuse hotfixing.

� A novel methodology for adapting patches into hotfixes that Hotfixer

successfully applies to a running system.

� An evaluation of Hotfixer in its ability to detect crypto APIs and to

apply hotfixes. We find that we are able to detect and hotfix crypto API

misuses in 95% of benchmarks in an identical manner to the develop-time

patch strategy, over two datasets, one of 103 microbenchmarks and the

other a set of 27 benchmarks found across 7 real-world Java applications.

� An evaluation of Hotfixer in its ability to preserve semantics. We

find that Hotfixer only alters program semantics in 2% of the total

benchmarks, compared to a develop-time patch.

� An evaluation of Hotfixer in its ability to preserve application perfor-

mance, again, with respect to a develop-time patch. We find that the

overhead of Hotfixer not exceed 17% loss at steady state compared to

software patching, for the dataset that we evaluate on.

The remainder of this thesis is organized as follows: in Chapter 2 we present

necessary background information on JVMs in general, followed by specific de-

tails of Eclipse OpenJ9. We then define crypto API misuses and how software

patching would address crypto API misuses. Lastly in Chapter 2, we describe

Java agents. Chapter 3 presents an overview of Hotfixer, including the steps

performed in each of its two phases. Chapter 4 discusses our patch adapter con-

tribution, and the techniques that we use to deal with various types of changes

in patches. Chapter 4 also contains multiple code examples to illustrate how

the patch adapter in Hotfixer works. Chapter 5 describes the concluding

workflow of Hotfixer and enumerates categories which patches may fall into.

These categories serve as the basis for understanding the capabilities of our
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patch adapter, which we evaluate in Chapter 6. In our evaluation, we answer

the three research questions listed above. Lastly, we present related work and

our conclusion in Chapters 7 and 8.
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Chapter 2

Background Material

2.1 Java Virtual Machine

A JVM is a virtual machine that can run Java programs. A JVM has many

components that all work together to execute the program; some of those

components include (1) an interpreter loop, and (2) a Just-In-Time (JIT)

compiler. The interpreter loop is the part of the JVM that executes Java

bytecode, which in a typical JVM comes directly from Java classfile format,

and is introduced into the JVM by a classloader. Before execution, a Java

program must be bytecode compiled by javac, a tool which translates Java

source code into Java bytecode. To execute bytecode in a JVM it must be

loaded into the JVM by a classloader. A classloader is responsible for managing

which classes are represented in an application at a given time, by receiving

a Fully Qualified Name (FQN) and depending on the delegation model (a

policy on how classloaders interact and delegate amongst themselves), reading

a classfile from a resource location. The classloader knows the exact resource

location from 2 pieces of information: (1) FQN and (2) classpath. A FQN

is comprised of the class name, as well as a package name. A classpath is a

path on the machine where the JVM is executing that contains the bytecode

to be executed. Once classes are loaded in the JVM, they are executed by

the interpreter. This method of execution is slow however, therefore a typical

modern JVM will also have a JIT. A JIT compiles Java bytecode into platform

dependent native code, which is much faster than interpretation, and can be

optimized. Next we discuss the importance of Java classfile format, and the
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JIT, in relation to this work.

2.2 Eclipse OpenJ9

In this work we use Eclipse OpenJ9, an open-source JVM, as the base for

a components of Hotfixer, and also the JVM that runs all components

of Hotfixer. The JIT is important to this work because it is where we

initiate the operations performed by Hotfixer. Eclipse OpenJ9 naturally

sorts methods into compilation levels, based on which optimizations that the

JIT performs on that method, which are determined by invocation counters.

Methods that execute most frequently will be compiled at the highest level,

and may be compiled at multiple levels along the way. The compilation levels

in Eclipse OpenJ9 are: cold, warm, hot, very hot, and scorching. We utilize

all compilation levels in this work.

In this work we utilize a unique feature of Eclipse OpenJ9 called the Shared

Class Cache (SCC). The SCC is a portion of shared memory managed by

Eclipse OpenJ9. The SCC holds classes in a format called RomClass, which

acts as an alternative to classfile format. When a class is loaded into the SCC,

some of the work that a classloader would perform is completed, and then the

RomClass can be used by multiple JVMs or by the same JVM across multiple

executions of the same application. This sharing and reusing enables a JVM

to have better startup performance than simply using classfile format. Eclipse

OpenJ9 also naturally manages which classes get stores as RomClasses and if a

class is updated in the file system it will be marked as stale in the SCC and that

outdated class representation will no longer be used. We have built Hotfixer

to prefer to use the RomClasses from the SCC for analysis, however, if a class

is not present in the SCC Hotfixer will fall back on classfile format.

We prefer to utilize RomClasses over classfile format due to one challenge of

static analysis applied to runtime environments related to software versioning.

Software is composed of components which evolve over time, from one version

to the next; this is Lehman’s Law of Continuing Change [10]. When performing

static analysis, we must guarantee that the classes that we analyse are the same
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versions as those that are running in an application JVM, otherwise the results

of that analysis are irrelevant to the application that is currently executing.

One potential solution to this irrelevant result problem is to send every class to

be analyzed from the JVM to Hotfixer. The analysis however may require

many classes, and, does not know which it will need up front. Therefore, a

solution of sending one class at a time from the JVM to Hotfixer would be

tedious and expensive. Luckily, we are able to mitigate the irrelevant result

problem by having Hotfixer use the SCC.

2.3 Crypto API Misuses

A crypto API misuse arises during application development not from the de-

tails of the implementation of the crypto API itself but instead from the design

choices of the API whereby it is possible to use the crypto API in a way that

creates a vulnerability. Figure 2.1 shows an example of an encryption task in

Java that uses the Java Cryptography Architecture (JCA), which is a common

framework for performing crypto tasks in Java. In Line 3 the developer has

created a Cipher object, and specified what algorithm, mode, and, padding

they want the encryption to use. In the next line they set the cipher object up

to be able to do encryption, and in the last line they call doFinal, the method

that performs the encryption on the bytes of the supplied data. In Line 3 the

developer chose ECB mode for encryption; ECB uses some repetitions [11] of

encryption upon blocks of plaintext data, which can result in patterns in the

ciphertext and therefore a possibility that the ciphertext can leak information

to an attacker. A more secure mode for encryption is CBC. Crypto API mis-

use detection tools can help developers to detect such misuses however, by

alerting the developer to the location of the misuse and potentially suggesting

ways that the developer can fix the misuse.

2.4 Software Patching and Hotfixing

As mentioned in the introduction, existing crypto API misuse detection tools

are valuable during the development of the codebase, however, if an application
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1 public class Util{

2 public bytes[] encrypt(...){

3 Cipher cipher = Cipher.getInstance("AES/ECB/PKCS5Padding");

4 cipher.init(Cipher.ENCRYPT_MODE, secretKey, paramSpec);

5 return cipher.doFinal(data.getBytes());

6 }

7 }

Figure 2.1: An example of a crypto API misuse.

is already deployed and is discovered to contain a vulnerability the developer

has 2 choices of how to proceed to fix the misuse: (1) software patching or (2)

hotfixing. In both cases the developer fixes the misuse in a local development

setting as a first step, and the method in which the fix is deployed is what

differs. Through software patching the developer shuts down the server where

the application is running, replaces the application with the new version that

contains the fix, and then restarts the server. In this case the developer does

not have to worry about any state transfer of the running application, however

inherently there is a cost to restarting the application. As mentioned in the

introduction it may not be possible to restart the application, or it is not

clear when exactly it is alright to do the restart, and inevitably this process

takes time which can cause windows of vulnerability in the application. The

alternative to software patching is hotfixing.

Hotfixing is when the fix for the misuse can be directly integrated into

the running application, with no need for a restart. There are multiple tech-

niques to perform hotfixing in Java, for example Aspect Oriented Weaving

(AOP) [12], or as another example, Java agents. Originally, a Java agent re-

ferred to clients (written in C or C++) of the standard native API provided by

Java for debugging (i.e., Java Virtual Machine Tool Interface—JVMTI) [13].

However, the term is now also commonly used to refer to clients (written in

Java) of the Java Instrumentation API, because both interfaces provide simi-

lar functionality. In this work we use a Java agent written in Java to perform

hotfixing. The mechanism is simple to understand; a Java agent can per-

form a redefinition event where the definitions of a set of specified classes are

replaced with new definitions. The Java agent guarantees that subsequent
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invocations of methods that have been replaced will use the redefined im-

plementation, however, if there are some methods currently running, and a

redefinition of that method occurs, the old implementation of the method will

continue execution until it is complete. A redefinition event does not re-run

class initializers,which are run only when explicitly invoked, or in the case of

static initializers, when the class is first loaded by the classloader.
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Chapter 3

Overview of Hotfixer

We built Hotfixer on top of Eclipse OpenJ9 [14], CogniCrypt [2], and

Soot [15]. Eclipse OpenJ9 is an open-source JVM, CogniCrypt is a static

analysis tool for crypto API misuse detection, and Soot is a bytecode anal-

ysis and optimization framework. The main workflow of Hotfixer consists

of two phases: a crypto API misuse detection phase (Phase I) and a hot-

fix phase (Phase II). Each phase involves the major components of Hot-

fixer: (1) OpenJ9 Hotfixer Version, our enhanced version of Eclipse

OpenJ9 [14], (2) CogniCrypt Hotfixer Server, our enhanced version of

CogniCrypt [2], and (3) Soot Hotfixer Version, our enhanced version of

Soot [15]. Figure 3.1 depicts the general workflow of Hotfixer. Figure 3.2

depicts the specific events, and messages that are transmitted, between the

components of Hotfixer.

3.1 Phase I: Crypto API Misuse Detection

Phase I consists of two major steps: (1) crypto API use detection and (2)

analysis. Hotfixer starts when CogniCrypt Hotfixer Server sets up

a server that waits for analysis requests. Then, when OpenJ9 Hotfixer -

Version runs in Hotfixer mode, it connects to CogniCrypt Hotfixer -

Server during JVM startup. During this connection setup, CogniCrypt -

Hotfixer Server provides OpenJ9 Hotfixer Version with a set of anal-

ysis seeds. The seeds are simply the names of classes that CogniCrypt Hot-

fixer Server has rules for. OpenJ9 Hotfixer Version uses the analysis
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CogniHotfixer 
Connection

Crypto API 
Use Detection

Java Agent 
Startup

Analysis Setup Perform 
AnalysisApp Startup class  
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Apply Hotfix Send Hotfix Patch 
Adaptation

{
{

Phase I

Phase II

HOTFIXER 
Start

Figure 3.1: Detailed Overview of Hotfixer Phases.

seeds to detect uses of crypto APIs in the running application. The JIT com-

piler of the application JVM uses the seeds to see if a currently compiling

method contains any calls to crypto APIs. We setup the JIT to search for

crypto API uses in all methods at all Eclipse OpenJ9 compilation levels so

that we get maximum analysis coverage over all compiling methods. We use

the JIT to search, as opposed to the interpreter in the JVM, to prioritize meth-

ods that are more likely to contribute to application security. This means if

certain methods never compile, we will miss some uses, however, at this time

we do not investigate the value of searching in methods that do not compile.

For each method under compilation, the JIT uses a check for whether each

full signature of each callee in the method matches any of the seeds. We use the

full signature of a callee, as opposed to just the method name, to ensure that (1)

we classify invocations of methods from classes in a crypto API as uses, and (2)

crypto API type parameters will trigger the detection of a use of a crypto API.

For the example shown in Figure 3.3a, during the compilation of Util.encrypt,

the JIT encounters the callsite keyFactory.generateSecret(...). The JIT will

then look at the callee method signature javax.crypto.SecretKeyFactory.

generateSecret:(java.security.spec.KeySpec). This signature will match

against the seed: javax.crypto.SecretKeyFactory. When the JIT finds a

crypto API use, it sends the name of the class that contains the method un-

der compilation to CogniCrypt Hotfixer Server. In the example from

Figure 3.3a, the JIT will send to CogniCrypt Hotfixer Server the class-

name: Util so that it can be statically analyzed. To ensure that Hotfixer
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Figure 3.2: Sequence Diagram Overview of Events and Messages Between
Components of Hotfixer.
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analyzes the same classes that are loaded in the running application, Soot -

Hotfixer Version prefers to obtain the classes from Eclipse OpenJ9’s SCC.

If necessary classes are not found in the SCC, Soot Hotfixer Version uses

class file format. Once Soot Hotfixer Version has gathered the necessary

classes for the analysis, CogniCrypt Hotfixer Server produces a report

of misuses that it detected. CogniCrypt Hotfixer Server then deter-

mines whether it has a patch that can be applied to the detected misuses. If

CogniCrypt Hotfixer Server has a patch that Hotfixer can use, our

system then enters Phase II.

3.2 Phase II: Hotfixing

The major step performed in Phase II is patch adaptation. CogniCrypt -

Hotfixer Server invokes our patch adapter (Section 4), which we built

on top of Soot Hotfixer Version. After patch adaptation, applying the

hotfix occurs in OpenJ9 Hotfixer Version. Similar to CogniCrypt -

Hotfixer Server, to reduce any adverse effect on the normal execution

of the analyzed application, both patch adaptation and hotfix receival occur

asynchronously with respect to the execution of the application.

As can be seen in Figure 3.1, patch adaptation consumes a patch, and

outputs a hotfix. Both a patch and a hotfix are sets of secure classes that are

designed to replace insecure one(s), however, only the hotfix is applicable to a

running application. To see why a hotfix can be applied to a running applica-

tion, while a patch cannot, first we must present the redefinition mechanism

used in Hotfixer. To apply the hotfix to the running application, we have

implemented HotfixerAgent, a custom Java agent.

Although HotfixerAgent is an effective tool to modify running classes

in a JVM, the types of changes that it can apply are limited. According to the

Java Instrumentation API documentation [16]: “The retransformation may

change method bodies, the constant pool and attributes. The retransformation

must not add, remove or rename fields or methods, change the signatures of

methods, or change inheritance.” Because of these limitations, manually spec-
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8 public class Util{

9 private static final byte[] SALT = "staticSalt".getBytes();

10

11 public bytes[] encrypt(String data){

12 SecretKey key = keyFactory.generateSecret(new PBEKeySpec(habridgeKey));

13 ...

14 cipher.init(Cipher.ENCRYPT_MODE, key, new PBEParameterSpec(SALT, 20));

15 ...

16 }

17 }

(a) The misuse that CogniCrypt detects (Line 14).

18 public class Util{

19

20 public bytes[] encrypt(String data){

21 SecretKey key = keyFactory.generateSecret(pbeks);

22 ...

23 cipher.init(Cipher.ENCRYPT_MODE, key, paramSpec);

24 ...

25 }

26

27 //added field

28 private PBEKeySpec pbeks;

29 private AlgorithmParameterSpec paramSpec;

30

31 //added method

32 private void initPBEKeySpec(){

33 try{

34 char[] password = new char[] {...};

35 byte bytesForKey[] = new byte[32];

36 SecureRandom secureRandom = SecureRandom.getInstance("SHA1PRNG");

37 secureRandom.nextBytes(bytesForKey);

38 pbeks = new PBEKeySpec(password, bytesForKey, 10299, 128);

39 byte bytesForSalt[] = new byte[8];

40 secureRandom.nextBytes(bytesForSalt);

41 paramSpec = new IvParameterSpec(bytesForSalt);

42 }catch(NoSuchAlgorithmException e){

43 ...

44 }

45 }

46

47

48 }

(b) The patch that fixes the error.

Figure 3.3: An example illustrating a patch that adds a new method to a class.
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49 public class Util{

50 public static String alg = "DES/CBC/PKCS5Padding";

51 public static bytes[] encrypt(...){

52 Cipher cipher = Cipher.getInstance(alg);

53 ...

54 }

55 }

(a) The misuse that CogniCrypt detects (Line 52).

56 public class Util{

57 public static String alg = "AES/CBC/PKCS5Padding";

58 public static bytes[] encrypt(...){

59 Cipher cipher = Cipher.getInstance(alg);

60 ...

61 }

62 }

(b) The patch that fixes the error.

Figure 3.4: An example illustrating a patch that modifies a static field of a
class.

ified patches may cause an exception if we attempt to use them as is. For exam-

ple, Figure 3.3 illustrates a crypto API misuse that CogniCrypt detects due to

a Required Predicate Error (Line 14). The error in Line 14 refers to a crypto

API use that relies on another crypto API use in Line 12, that is insecure,

thus making both uses insecure. To fix the error in Line 14 without causing

an exception the developer must introduce a multi-statement fix. Therefore,

the developer should place this fix into a new method in Util. However, due

to these API limitations on redefinition, this patch would be redefinition non-

compliant and Hotfixer must adapt this patch before HotfixerAgent

uses it as in a hotfix.

Moreover, according Java Instrumentation API documentation [16]: “re-

defining a class does not cause its initializers to be run”. Initializers are meth-

ods in a class that can set the initial state for its fields. Classes have an initial

state when they, for example, declare static fields. Because the redefinition

mechanism does not involve re-running class initializers, if the patch changes

a static field value, that change will not take effect for any current instances of

classes under redefinition. For example, Figure 3.4a shows a Constraint Error

in Line 52. The solution to this misuse is to use a more secure encryption

algorithm, as can be seen in Line 57 in Figure 3.4b. However, since static
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initializers are not rerun during redefinition events, encryption using the re-

defined encrypt method, in Line 58, will not use the algorithm specified in

Line 57. The only way to observe the intended effects of this patch is for our

patch adapter to adjust it.
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Chapter 4

Adapting a Patch into a Hotfix

A developer-provided patch may contain redefinition non-compliance because

at develop-time the developer is only focused on fixing the crypto API misuse.

To fix redefinition non-compliance, Hotfixer uses our patch adapter. Hot-

fixer ensures that the transformation preserves the semantics of the patch

while making adjustments. In Section 6, our evaluation shows that our patch

adapter meets these goals.

To perform a transformation, the patch adapter first identifies the differ-

ences between each class in the patch (i.e., a redefinition class) and its cor-

responding original version. The patch adapter assesses those differences at

a non-compliant item level, as opposed to a statement or token level. The

non-compliant items that Hotfixer handles are: (1) field addition and (2)

method addition.

4.1 Handling Field/Method Addition

Addition of either fields or methods represents the more complex scenarios that

our patch adapter handles. To handle addition of either a field or a method,

we follow the same general approach. For each, the patch adapter moves the

added field or method in a completely new class and then updates all references

to that field or method. However, there are key differences between handling

fields and handling methods.

17



4.1.1 Field Addition

In the case where the patch contains field addition, Hotfixer first moves the

added field into a completely new class. For each class in a patch, Hotfixer

constructs a corresponding new class that hosts the added fields, upholding

the semantics of the patch while transforming it into a redefinition compliant

hotfix. To minimize the changes that this addition introduces on the field

visibility, Hotfixer constructs the new class in the same package as the

patch class. After moving the field, Hotfixer also adapts its field references

in the patch. In Java, a field reference consists of the field name and the owner

class of the field. If the moved field is static, Hotfixer simply replaces its

references to match the new owner of the field. If the moved field is non-static

(i.e., an instance field), Hotfixer categorizes all its references in the patch as

either uses or definitions. Hotfixer then replaces these references with calls

to newly constructed getters and setters to access the field. For consistency,

we use this replacement strategy regardless of the field visibility. However,

for private fields, we must expose a protected getter/setter to the added field,

enabling access to that added field from the patch class once we move it into

a new class.

Figure 4.1 illustrates an example for the case where instance field addition

requires further adjustment. In the patch, the base of the field reference p is

a variable of the type of the redefinition class Util that the field was added

to (Line 76). However, in the hotfix, when Hotfixer moves the field to the

new class UtilNew, simply changing the field reference’s owner to match its

new owner is not sufficient. Hotfixer must also produce a variable that

matches the new type that is required to access the field. To fix this issue,

Hotfixer creates two static hashtable fields in the new class UtilNew that

maintain a bidirectional mapping of instances of redefinition class objects to

corresponding new class instances (Lines 94–95). Hotfixer populates both

hashtables in the constructor of the redefinition class (Lines 103–104). For

each instance of the redefinition class, our hotfix creates an instance of the

new class that corresponds to the redefinition class Util and stores it in the
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63 public class User{

64 public void main(){

65 Util p = new Util();

66

67 }

68 }

69

70 public class Util{

71

72 }

(a) The original code.

73 public class User{

74 public void main(){

75 Util p = new Util();

76 p.aField = "Hello";

77 }

78 }

79

80 public class Util{

81 public String aField;

82 }

(b) The developer patch.

84 public class User{

85 public void main(){

86 Util p = new Util();

87 UtilNew us = UtilNew.redefToNew.get(p);

88 us.setAddedField("Hello");

89 }

90 }

91

92 public class UtilNew{

93 public String aField;

94 public static Hashtable<Util, UtilNew> redefToNew;

95 public static Hashtable<UtilNew, Util> newToRedef;

96 public String getAddedField(){ return aField; }

97 public void setAddedField(String s){ aField = s; }

98 }

99

100 public class Util{

101 Util(){

102 UtilNew us = new UtilNew();

103 UtilNew.redefToNew.put(this, us);

104 UtilNew.newToRedef.put(us, this);

105 }

106 }

(c) Our generated hotfix.

Figure 4.1: An example illustrating a developer patch that adds an instance
field to a class and the hotfix that our patch adapter generates by moving the
added field to a new class and replacing its references with calls to getters and
setters.

hashtable. For each instance field reference, Hotfixer adjusts the reference

location by using the redefinition class variable to lookup the corresponding

new class instance. Hotfixer then uses that returned object to refer to the

copied field (Line 87).

4.1.2 Method Addition

Similar to handling field addition, Hotfixer moves an added method into the

new class that corresponds to the redefinition class. If the moved method is

private, Hotfixer relaxes its visibility to protected such that it can be ac-
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cessed from the patch class. After moving the method, Hotfixer modifies all

of the references to the moved method. Unlike our solution to field references,

Hotfixer additionally considers dynamic dispatch for method references. If

we simply update moved method references to refer to the new class method,

the intended semantics of the patch may change. In Java, a method reference

consists of a class identifier and a method signature. Statically replacing the

class identifier in the method reference would disallow dynamic dispatch from

functioning correctly. If the reference’s class identifier is for the new class,

but the runtime type for receiver of the call is actually a parent class of the

redefinition class, which is not related to the new class by inheritance, then

the call could not be resolved to the intended target. To handle dynamic

dispatch, Hotfixer first determines the targets that methods may resolve

to. To achieve that, Hotfixer uses a call graph constructed by Soot Hot-

fixer Version. For each method reference, there are two cases that may

occur that the patch adapter addresses.

Monomorphic Call Sites Following the convention in traditional inlining

strategies [15], we refer to a call site as monomorphic [17] if it is guaranteed

to have only one explicit target. For such call sites, it is safe to perform an

outright replacement of the original method invocation with a reference to the

moved method in our hotfix.

For example, in Figure 4.2, the method invocation to emitMsg() (Line 122)

may resolve only to Util.emitMsg(). For this invocation, our adaptation strat-

egy replaces the invocation outright with a reference to the moved method

(Line 134). For instance method references, we use the hashtable (Line 139)

in the new class UtilNew to lookup the correct object reference to use to in-

voke the moved method emitMsg() (Line 133). This lookup is similar to our

approach for handling references to instance field.

Polymorphic Call Sites In this case, the method invocation has multi-

ple potential targets. Figure 4.3 shows an example of a polymorphic call site

(Line 180). When Hotfixer adds emitMsg(), that call site can only be re-
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107 public class User{

108 public void main(){

109 Util p = new Util();

110

111

112 }

113 }

114

115 public class Util{

116

117 }

(a) The original code.

118 public class User{

119 public void main(){

120 Util p = new Util();

121 // monomorphic call

122 p.emitMsg("Hello");

123 }

124 }

125

126 public class Util{

127 public void emitMsg(String str){...}

128 }

(b) The developer patch.

130 public class User{

131 public void main(){

132 Util p = new Util();

133 UtilNew us = UtilNew.redefToNew.get(p);

134 us.emitMsg("Hello");

135 }

136 }

137

138 public class UtilNew{

139 public static Hashtable<Util, UtilNew> redefToNew;

140 public static Hashtable<UtilNew, Util> newToRedef;

141 public void emitMsg(String str){...}

142 }

143

144 public class Util{

145 Util(){

146 UtilNew us = new UtilNew();

147 UtilNew.redefToNew.put(this, us);

148 UtilNew.newToRedef.put(us, this);

149 }

150 }

(c) Our generated hotfix.

Figure 4.2: An example illustrating a developer patch that adds a method to
a class and the hotfix that our patch adapter generates by moving the added
method to a new class and replacing its monomorphic reference.
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solved at runtime through dynamic dispatch. To handle this case, Hotfixer

constructs a runtime check that uses the Java instanceof operator. The check

maps the runtime type of the call receiver p to the new class Child that hosts

the added method (Line 197). To discover if a method call may resolve to

a moved method, Hotfixer uses the underlying call graph in Soot Hot-

fixer Version. By default, Soot Hotfixer Version builds a call graph

using Class Hierarchy Analysis (CHA) [18]. Since the CHA call graph is con-

servative, if Hotfixer has copied all possible targets of the method call into

new classes, it will construct a map between each possible runtime type and

the appropriate method call. If not all targets are for methods that Hot-

fixer has moved, the runtime check makes the original method reference as

the default case (Line 200).

The patch adapter generates its runtime checks in a child to parent order-

ing. Because Java’s instanceof operator succeeds on an object of a (subclass

of) class, building the checks in a child to parent order allows the patch adapter

to mimic the way that dynamic dispatch determines the target of the call. The

resulting, sorted set of conditional method calls enables the JVM to handle

the resolution of the type and corresponding method call as it normally would.

Similar to how Hotfixer handles instance field addition, for added instance

methods, Hotfixer includes in each runtime check a lookup of the appropri-

ate invocation object to use for the adjusted method call (Line 198).

Once Hotfixer moves a method into the appropriate new class, it trans-

forms references in the moved method that use the this keyword in Java. In

the developer patch, both fields and methods accessed by this are located

in the redefinition class. However, a moved method that contains any refer-

ence to a field or method that originally (i.e., before the patch) existed in the

class now falsely refers to non-existent fields and methods. Our patch adapter

detects these references, and uses the reverse hashtable to fetch the correct

object reference that accesses the pre-existing fields and methods. Figure 4.4

shows an example of this scenario. The figure is an extension of Figure 4.3

and, therefore, does not depict the code for User and Util. Compared to Fig-

ure 4.3, the addition to Figure 4.4 is Line 234, where a use of the this keyword
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151 public class User{

152 public void main(){

153 Util p;

154 if(...){

155 p = new Util();

156 }else{

157 p = new Child();

158 }

159 // -> Util.emitMsg()

160 p.emitMsg("Hello");

161 }

162 }

163

164 public class Util{

165 public void emitMsg(){...}

166 }

167

168 public class Child extends Util{

169

170 }

(a) The original code.

171 public class User{

172 public void main(){

173 Util p;

174 if(...){

175 p = new Util();

176 }else{

177 p = new Child();

178 }

179 //polymorphic call

180 p.emitMsg("Hello");

181 }

182 }

183

184 public class Util{

185 public void emitMsg(){...}

186 }

187

188 public class Child extends Util{

189 public void emitMsg(){...}

190 }

(b) The developer patch.

191 public class User{

192 public void main(){

193 Util p;

194 if(...){ p = new Util(); }

195 else{ p = new Child(); }

196

197 if(p instanceof Child){

198 ChildNew us = ChildNew.redefToNew.get(p);

199 us.emitMsg("Hello");

200 }else{

201 p.emitMsg("Hello");

202 }

203 }

204 }

205

206 public class ChildNew{

207 public static Hashtable<Child, ChildNew> redefToNew;

208 public static Hashtable<ChildNew, Child> newToRedef;

209 public void emitMsg(){...}

210 }

211

212 public class Child extends Util{

213 Child(){

214 ChildNew us = new ChildNew();

215 ChildNew.redefToNew.put(this, us);

216 ChildNew.newToRedef.put(us, this);

217 }

218 }

(c) Our generated hotfix.

Figure 4.3: An example illustrating a developer patch that adds a method to
a class and the hotfix that our patch adapter generates by moving the added
method to a new class and updating its polymorphic references.
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219 public class Util{ }

220

221 public class Child extends Util{

222 public String f;

223

224

225

226

227 }

(a) The original code.

228 public class Util{ }

229

230 public class Child extends Util{

231 public String f;

232

233 public void emitMsg(){

234 System.out.println(this.f);

235 }

236 }

(b) The developer patch.

237 public class ChildNew{

238 public static Hashtable<Child, ChildNew> redefToNew;

239 public static Hashtable<ChildNew, Child> newToRedef;

240

241 public void emitMsg(){

242 Child p = ChildNew.newToRedef.get(this);

243 System.out.println(p.f);

244 }

245 }

246

247 public class Child extends Util{

248 public String f;

249 Child(){

250 ChildNew us = new ChildNew();

251 ChildNew.redefToNew.put(this, us);

252 ChildNew.newToRedef.put(us, this);

253 }

254 }

(c) Our generated hotfix.

Figure 4.4: An example illustrating a developer patch where an added method
refers to an existing field using this and the hotfix that our patch adapter
generates by correctly updating that reference using its reverse hashtable.

requires an adjustment from our patch adapter. Hotfixer performs this ad-

justment by looking up the correct object reference used for the field access

(Lines 242–243). In this work we do not consider accesses to fields or calls to

methods via reflection.
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Chapter 5

Phase II: Hotfixing

When CogniCrypt Hotfixer Server has a hotfix to deliver,

CogniCrypt Hotfixer Server connects to HotfixerAgent. For the

example in Figure 3.3, the hotfix consists of Util. When HotfixerAgent

performs a redefinition, it guarantees that subsequent invocations of methods

that have been replaced will use the redefined implementation. Despite this

guarantee, if there are some methods currently running, and a redefinition

of that method occurs, the old implementation of the method will continue

execution until it is complete. Hotfixer provides this guarantee only on any

future runs of that method that the new implementation will execute.

There is one more limitation of the redefinition mechanism that cannot

be solved by the patch adapter; hotfixing applies to a single instance of the

running application. In a client-server environment, there is at least one server

and many clients. When there are multiple actors involved in an interaction,

they must coordinate patch changes among each actor. For example, if a client

sends a server message encrypted with RSA [19], the server must know that

RSA was used, so that it can decrypt the message accordingly. Thus, if the

Hotfixer patch changes an encryption algorithm used by the client, and we

do not patch the server, the server will not properly decrypt the message that

it received.

To address the limitation above, and also those limitations discussed in

Section 3.2, we have devised four categories that a patch may fall into, when

it becomes a hotfix:

25



1. Natural Hotfix: If every class in a patch can be used for redefinition

without causing errors, we refer to these classes as redefinition compliant

and the entire patch is a natural hotfix.

2. Adjusted Hotfix: If some classes in the patch may cause an error when

used for redefinition due to the checks that the Instrumentation API

performs before performing redefinition, then Hotfixer must adjust

these classes before using them in the hotfix. To deal with redefining non-

compliant classes, we have devised a patch adaptation tool that takes a

patch, detects the components in each class that are non-compliant, and

then adapts those components so that the patch can be used as a hotfix,

i.e., it expresses the intended semantics of the fix and also only contains

redefinition compliant classes. The patch adaptation tool presented in

Section 4 addresses this category of patches.

3. JVM-Assisted Hotfix: If some classes in the patch are redefinition

non-compliant and cannot be adjusted by our patch adapter, Hotfixer

may require assistance from the JVM to apply this patch as a hotfix.

4. Multi-JVM Hotfix: If the semantics of the changes in the patch re-

quire modifying multiple running applications, we classify this as a multi-

JVM hotfix.

The Natural Hotfix and Adjusted Hotfix categories are mutually exclu-

sive, as well as Natural Hotfix and JVM-Assisted Hotfix categories. It would

be possible, however, to have a Natural Hotfix that falls into the Multi-JVM

Hotfix category. For this work, we focused on addressing the Natural Hotfix

and Adjusted Hotfix categories. Natural hotfixes do not require any special

handling, and simply go through the process described in Figure 3.1. How-

ever, adjustment are necessary when the patch falls into the Adjusted Hotfix

category, as previously discussed in Section 4.
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Chapter 6

Evaluation

In this section, we evaluate the ability of Hotfixer to fix misuses, as well as

the effect that Hotfixer has on program semantics and program performance.

Our baseline for comparison is a manually applied develop-time patch strategy.

Our evaluation aims at answering the following research questions:

RQ1: How successful is Hotfixer at fixing crypto API misuses?

RQ2: Does Hotfixer alter the semantics of a running application?

RQ3: How does Hotfixer affect application performance?

6.1 Experimental Setup

To answer our research questions, we utilize two datasets: one constructed by

Sharmin et al. [20] comprising of 144 relevant misuses across 103 benchmarks

and the second is constructed by Wickert et al. [21] comprising of 44 crypto

API misuses across 7 open-source projects. We refer to the datasets as Cryp-

toGuard micro-benchmark and Wickert benchmark, respectively.

We ran all of our experiments in a Docker container [22] using Docker ver-

sion 19.03.5, on an x86 64 Ubuntu 18.04.4 machine with two 2.4GHz

AMD EPYC 7351 16-Core processors. We ran all experiments on OpenJ9 -

Hotfixer Version, which is based on the OpenJDK build jdk8u252-b09.

Table 6.1 lists the SHAs for the corresponding commits for each base compo-

nent in Hotfixer.
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Component Based On SHA

OpenJ9 Hotfixer Version Eclipse OMR [23, 24] d4365f371ce896bead71bc601cbdb53cc35ab47b

OpenJ9 Hotfixer Version Eclipse OpenJ9 [14] 05fa2d3611f757a1ca7bd45d7312f99dd60403cc

OpenJ9 Hotfixer Version OpenJDK [25] 8a27fe4d476a8ca2263c4c031264e204d2e3d259

CogniCrypt Hotfixer Server CogniCrypt [2] 97b22050519bd5a5dbc3c364f5fadb981d043fa6

Soot Hotfixer Version Soot [15] ca72d20db7921415ecd9310f3c5208f20c669991

Table 6.1: The components in Hotfixer and their corresponding commit
hashes.

6.2 Data Processing

6.2.1 CryptoGuard micro-benchmark

To answer our research questions, we run Hotfixer on 103 benchmarks from

CryptoGuard micro-benchmark. As CogniCrypt Hotfixer Server is an

extension of CogniCrypt, first we had to assure that CogniCrypt can detect

misuses in all benchmarks in CryptoGuard micro-benchmark, otherwise Hot-

fixer will not be able to also detect misuses and therefore perform hotfixing.

Although the version of CryptoGuard micro-benchmark that we accessed con-

tains 195 benchmarks, CogniCrypt does not detect misuses in all benchmarks

in the suite. From the 92 benchmarks that do not contain any misuse, 14 of

them serve the purpose of detecting true negatives (or false positives) in the

findings of crypto API misuse detection tools. This means these 14 bench-

marks contain correct uses of crypto APIs, which we can utilize as patches for

Hotfixer. We adapt each of these general patch classes to each individual

benchmark, as we require a corresponding specific patch for each benchmark

for Hotfixer to run on. We changed the provided patches in 7 benchmarks

that store passwords in String objects, which CogniCrypt correctly flags as in-

secure. We are left with 103 benchmarks from CryptoGuard micro-benchmark

to test Hotfixer once we omit both the patch classes and classes where no

misuse is discovered. We leave it to future work to utilize CryptoGuard [5],

the tool that the benchmark was designed around, to enable additional initial

misuse detection.
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6.2.2 Wickert benchmark

To further evaluate Hotfixer, we obtain the exact versions of all projects in

the dataset that was studied in the work by Wickert et al. [21]; we refer to this

as original version. For this benchmark, the authors had manually crafted

fixes for each misuse, and contributed each fix in a code snippet separate from

the corresponding project. For each benchmark program, we created dev-

patch version by integrating each provided correct usage code snippet into

the application at the location indicated by the dataset to contain the misuse.

The majority of the contributed corrections (34/44) do not classify as correc-

tions in isolation. For example, to correctly accomplish an encryption task,

the same initialization vector must be used in both encryption and decryp-

tion. Encrypted text that is decrypted with a different cipher or initialization

vector is simply invalid. To correct these runtime errors in the original fixes,

we merged the related corrections into a single experimental configuration. To

integrate these merged corrections into the project’s code base, we followed

two basic principles. For single statement-level changes, we generally applied

the correction as that single-statement change. However, for changes (single or

multi statement) that have an interprocedural impact, we applied the changes

in new, added methods; in this case, we additionally added invocations for

these added methods in pre-existing instance or static methods. Column 1 of

Table 6.2 summarizes the results of our consolidation efforts. We maintain the

original schema for identifying the fixes, and in cases where we have merged

the fixes, we simply label them as misuseXandY, where X and Y are the com-

ponents of their original fixes. This consolidation leaves us with a total of

27 misuses to perform our evaluation on.

6.2.3 Crypto API Misuse Detection

Lastly, in preparation for answering our research questions, we assured that

Hotfixer is as effective at detecting crypto API misuses as standalone Cog-

niCrypt, despite performing static analysis at runtime and utilizing classes

from the SCC. Across all of CryptoGuard micro-benchmark CogniCrypt -
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Hotfixer Server finds the same misuses that CogniCrypt detects, with the

exception of 6 benchmarks, where CogniCrypt Hotfixer Server detects

one extra misuse, which we discuss in further detail in Section 6.3. For the

27 misuses in Wickert benchmark dataset, the findings of CogniCrypt -

Hotfixer Server are identical to CogniCrypt when run standalone on the

original version of each project. Additionally, we manually verified for each

experiment that the initial analysis that CogniCrypt Hotfixer Server

performs is successful in utilizing the class under test from the SCC.

6.3 How successful is Hotfixer at fixing crypto

API misuses? (RQ1)

6.3.1 CryptoGuard micro-benchmark Results

To confirm that each misuse is fixed after hotfixing, we add (for experimen-

tal purposes only) an additional post-hotfix run of CogniCrypt to Hotfixer.

Using this technique, we have verified that Hotfixer fixes the same misuses

that a develop-time patch strategy fixes on the entire CryptoGuard micro-

benchmark suite. During this post-hotfix CogniCrypt analysis, Hotfixer

finds an additional 6 misuses compared to CogniCrypt run on develop-time

patch. However, these extra misuses are also detected by CogniCrypt -

Hotfixer Server in the application before hotfixing. In all 6 cases, the

detected misuse is a constraint error with an identical error message. We

observe that this error is reported in association with an extra upcast state-

ment that is present in the class during hotfixing, compared to the class when

used in develop-time patch. The extra upcast is found between the return

value of a call to java.security.KeyPair.getPublic(), and the argument to

javax.crypto.Cipher.init(intopmode,java.security.Keykey). We observe

that this upcast statement is only present in the analyzed class when it is

either loaded from the SCC or after it has gone through our patch adapter.

Further investigation has showed that this extra upcast is generated by Soot

to represent a stack location. In this case, the generated local has the de-

clared type (java.security.Key) of the argument to javax.crypto.Cipher.
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Table 6.2: The results of running Hotfixer on Wickert benchmark.

Benchmark Misuse CogniCrypt Misuse Type Fixed? # Introduced Misuses # Passing Tests # Failed Tests

ha-bridge

1and5 Constraint 0 221 0
2and7 Constraint 0 213 0
3and8 Required Predicate 0 182 0
4and6 Forbidden Method 0 795 0

instagram4j 1 Required Predicate 0 8,658 0

jeesuite-libs

1and4 Required Predicate 0 288 0
2and5 Constraint 0 21 0
3 Required Predicate 0 21 0
6and7 Constraint 0 129 0
8 Constraint 0 8,283 0
9 Constraint 0 7,722 0

NettyGameServer
1 Constraint 0 1,492 0
2and3 Constraint 0 1 2
4 Constraint 0 8,038 0

smart

1and6 Required Predicate 0 2 0
2and5 Required Predicate 0 16 0
3 Required Predicate 0 243 0
4and7 Required Predicate 0 16 0
8 Constraint 0 248 0

whatsmars

1and3 Constraint 0 235 5
2and4 Required Predicate 0 226 0
5and9 Constraint 0 245 0
6and11 Required Predicate 0 2,518 0
7and12 Required Predicate 0 253 0
8and10 Required Predicate 0 259 0
13 Constraint 0 159 0

dragonite-java 1 Required Predicate 0 2 0

Total 0 40,486 7

init(intopmode,java.security.Keykey). Since the misuse is present before

and after hotfixing, we do not consider it to be an erroneous behaviour caused

by Hotfixer.

6.3.2 Wickert benchmark Results

Table 6.2 depicts the result of our experiment. The first column of the table

shows the 7 project names comprising the Wickert benchmark. The second

column depicts the exact benchmarks in the entire Wickert benchmark dataset,

and the third column describes the misuse type that was addressed in that

benchmark. The misuse types described in the third column originate from the

categorization that CogniCrypt uses. As shown in the fourth column, across

all of Wickert benchmark, Hotfixer fixes the same misuses as the develop-

time patch strategy. Hotfixer also does not introduce any additional misuses

compared to the develop-time patch strategy, as seen in the fifth column of

Table 6.2. We explain the results presented for the remaining two columns of

Table 6.2 shortly, in Section 6.4.3.
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Hotfixer fixes crypto API misuses in all of the benchmarks in Cryp-
toGuard micro-benchmark and Wickert benchmark, without introduc-
ing any additional misuses. Hotfixing is as viable of a solution as
software patching, with respect to fixing misuses.

6.4 Does Hotfixer alter the semantics of a run-

ning application? (RQ2)

Similar to prior software patching work [9, 26, 27, 28], we use regression testing

to assess whether Hotfixer alters the intended original functionality of the

application after applying our generated hotfix.

6.4.1 Regression Test Setup

For each patched benchmark in CryptoGuard micro-benchmark and the de-

vpatch version of each project in Wickert benchmark, we generated a set of

regression tests using Randoop, an automatic test generation framework [29].

To avoid generating irrelevant tests, we provided Randoop with the classes

that we know contain the misuses. When Randoop is provided with a set of

names of classes to generate tests for, it only uses those classes in the tests.

We configured Randoop with a 60-second time limit for the test generation.

This limit is more than double the typical suggested time limit [30]. For Cryp-

toGuard micro-benchmark, Randoop generated a total of 78488 tests (min: 2,

max: 5,000, median: 6), whereas for Wickert benchmark, Randoop generated

a total of 40493 tests (min: 2, max: 8,658, median: 240).

Randoop only generates tests for methods accessible to the test suite (i.e.,

public methods). In the cases where a misuse is located in a non-public

method, we changed the visibility of the method to assure that Randoop could

test it. Because Randoop generates tests for the exact set of methods provided,

and only that set, if we change a method from non-public to public, we can

see that this does not alter the effects of that exact method under test. This

change does affect the entire application, however, it is an unavoidable change

that we must make to allow for regression test generation.
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To answer RQ2, we create 2 different setups from the Randoop tests, for

CryptoGuard micro-benchmark and Wickert benchmark. For CryptoGuard

micro-benchmark, we assess the output of one full iteration of a regression

test suite once the redefinition event has clearly taken place. To ensure that

the redefinition event has occurred (and completed) before the regression tests

run, we create a setup method in the setup class of each regression test suite.

Normally Randoop generates an empty setup class that serves only the purpose

of assuring that all classes containing tests will run, however we take advantage

of Junit BeforeClass [31] annotation to assure that our setup method will run

first. The setup consists of: (1) an invocation of the method(s) relevant to the

experiment, such that we perform a logical task, for example an encryption

followed by a decryption, (2) a loop that ensures that those methods of interest

are to be compiled, (3) a pause until the HotfixerAgent has completed the

redefinition event, and (4) a repetition of the same task that was initially

performed in the method. It is after this setup that the regression tests begin

to run.

For Wickert benchmark we do not run the test suite after inducing the re-

definition event, instead, we continuously iterate the test suite for some large

number of iterations (i.e., a test window), and then observe whether test fail-

ures occur after redefinition occurs. Each test window is thus comprised of:

(1) original subwindow: some number of iterations where the original appli-

cation executes, (2) a redefinition event, and (3) hotfixed subwindow: some

number of iterations where the hotfixed application executes. The number of

iterations required to allow for a sufficient test window is variable between each

benchmark. We determine these values experimentally but have opted for not

presenting them, because the exact values are not relevant to answering RQ2.

Due to several factors, we are unable to utilize the previously mentioned

setup to answer RQ2 for NettyGameServer misuse2and3 and smart

misuse1and6. These two benchmarks take more than three minutes to ex-

ecute each testsuite iteration. Additionally, JUnit’s reporting behaviour, by

default, is only able to report test outcomes at the end of a complete test

run, i.e., the full test window duration. In other words, we can only deter-
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mine if Hotfixer affects application behaviour after the full test window has

completed. Lastly, redefinition points are non-deterministic (with respect to

testsuite iteration number) due to the behaviours of the JIT and JVM which

vary across application executions; therefore we cannot pre-emptively pick a

number of test iterations for the test window size to accommodate the espe-

cially long patch runtime. Due to all of these factors, for these two benchmarks

only, we use the setup described for CryptoGuard micro-benchmark to answer

RQ2.

Furthermore, Randoop generated 161 flaky tests for each of (ha-bridge

misuse3and8, jeesuite-libs misuse1and4, jeesuite-libs misuse6and7,

and, whatsmars misuse13). We observed that those tests fail at either both

original subwindow and the hotfixed subwindow, or just in the hotfixed sub-

window. In all 4 benchmarks, we are able to replicate the presence of failures

in the iterated devpatch version version of the application. Unfortunately, in

all 4 cases, the number of failures is non-constant across multiple runs of the

application. We refer to such tests that fail on some runs and not others as

flaky, similar to many other research works and software professionals [32, 33].

Flaky tests confound our ability to determine if Hotfixer introduces errors

into the application compared to software patching, therefore, we omit the

flaky tests from the testsuites of these 4 benchmarks.

Finally, the last testsuite size adjustment that we performed was in bench-

mark smart misuse4and7. In this case, Randoop originally generated only

4 tests in the testsuite, resulting in an extremely short runtime of each iteration

(1ms or less). As we measure our iteration runtimes at the precision of mil-

liseconds, any variation in a sample of iteration times of less than 1ms results

in an inflated coefficient of variation (COV), which is the ratio of standard

deviation to the mean. To make it easier and more meaningful to compare

both the COV and throughput of this experiment to the baseline, we repli-

cated the testsuite such that each iteration now contains those original 4 tests

duplicated 4 times, and measured that instead.
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255 String str0 = cryptoGuardBench.STATIC_FINAL_FIELD;

256 org.junit.Assert.assertTrue(str0.equals("abcde"));

Figure 6.1: An example illustrating the cause of CryptoGuard micro-
benchmark test failures.

6.4.2 CryptoGuard micro-benchmark Results

We observed two test failures across 78488 tests, in StaticInitialization-

VectorABICase2 and StaticSaltsABICase2. Both of the failures ob-

served were caused by tests that check against values of public static final

fields of the redefined class. Figure 6.1 shows an example of such a check.

In these two benchmarks, the patch modifies the value of a static final field.

As explained in Section 5, static initializers are not rerun during redefini-

tion events, therefore to observe the value changes, our patch adapter must

redefine that static variable (as long as it is simply static and not static fi-

nal). An important complication to this is that when javac compiles the tests

alongside the original benchmark class, the static final field’s original constant

value is propagated to all use locations. In the bytecode corresponding to

Figure 6.1, the reference to str0 is replaced by the constant value held in

the original cryptoGuardBench.STATIC_FINAL_FIELD. Because the tests were

generated over the patched version of the benchmark, the value that the test

checks against (in Figure 6.1 this is "abcde") is the static final field value of

the patched class. The constant propagation optimization performed by javac

guarantees that the test will fail, and currently our patch adapter cannot re-

verse the constant propagation that javac does in this scenario, because this

testcase falls into the JVM-Assisted Hotfix category.

6.4.3 Wickert benchmark Results

We ran a cumulative total of 40493 tests, across all projects, with the exact

number of tests for each setup shown in the sixth column of Table 6.2. As

the sixth column of Table 6.2 shows, all tests in all experiments pass, except

for in 2 benchmarks. In the first case we observe two test failures in Net-

tyGameServer misuse2and3. These test failures are due to testing a result
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of encryption; in this benchmark the patch adds a random component to an

encryption task, and these particular tests assert over the result of encryption.

Therefore, these tests will fail on every run, in both devpatch version and in

Hotfixer, i.e., the failures are not caused by Hotfixer.

The second case occurs in whatsmars misuse1and3, where we observe

5 test failures caused by Hotfixer. All of the failures occur for the same

reason; in whatsmars misuse1and3, the patch introduces a static field that

did not previously exist in the application. That static field is only initialized

at specific points in the application, and in this case 5 tests attempted to access

that state before it had become initialized. This testcase also falls into the

JVM-Assisted Hotfix category because it requires further JVM intervention to

determine application points where performing the hotfix guarantees to avoid

all conflict with the logical state transitions during all tasks.

In 15 benchmarks, some expected test failures occur during the original

subwindow; failures are expected due to the previously mentioned fact that

the testsuites are generated for the devpatch version of the benchmarks, not

the original version. To answer RQ2, we need to observe whether all failures

in test window are expected, i.e., the behaviour of the application during test

window is equivalent to expected behaviour of a combination of original

version (over an original subwindow duration) and devpatch version (over an

hotfixed subwindow duration). We track the exact duration of each original

subwindow in terms of number of full testsuite iterations, plus one partial

iteration, where some number of tests from the latest iteration have executed.

We then run original version over the testsuite for the original subwindow

duration to determine the exact number of expected failures. In 14 of those 15

benchmarks, we observe that the the number of failures reported in Hotfixer

test window exactly matches that of the original application, i.e., Hotfixer

does not cause these failures. The last 1 of those 15 benchmarks is the case

we previously mentioned, whatsmars misuse1and3, where Hotfixer does

cause the failures.
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Hotfixer preserves program semantics in 98% of the analyzed bench-
marks. The other 2% belong to a patch category that Hotfixer
currently does not support. Hotfixing requires additional considera-
tion compared to software patching, when considering it as a feasible
solution to crypto API misuses in applications running in servers.

6.5 How does Hotfixer affect application per-

formance? (RQ3)

6.5.1 Performance Test Setup

To measure the application performance overhead of using Hotfixer, we

focus on 4 metrics: (1) runtime of patch adapter, (2) duration until the JIT

has sufficiently recovered from the redefinition event in Hotfixer, (3) relative

throughput performance of Hotfixer compared to develop-time patch, and,

(4) recovery profile of application. We answer RQ3 for Wickert benchmark

only, because it consists of real-world applications where performance is a

relevant aspect of application execution. To answer RQ3 we use the same

setup for RQ2.

To collect patch adapter running time, we measure the duration between

the point in time where CogniCrypt Hotfixer Server receives the anal-

ysis request for the class that causes redefinition and the point at which the

JVM observes that the redefinition has taken place. To collect recovery du-

ration, we first define sufficient JIT recovery by inspecting the activities of

the JIT during execution; as a result of the redefinition event, the JIT will

typically experience an increase in the number of compilations that it must

perform. We define sufficiently recovered as the subsequent testsuite iteration

after which the size of the compilation request queue for the JIT has sustained

at 2 requests or less, for a duration of 2 seconds. To compare throughput

performance, we measure 10 contiguous testsuite execution times, after this

recovery point has been observed.

For each benchmark application, we begin our sample from the same recov-

ery point (iteration number) for the baseline as was used for the test window

recovery point. This approach maintains consistency across our experiments.
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The only exception is 2 long-running benchmarks (NettyGameServer mis-

use2and3 and smart misuse1and6), where it would take upwards of 4,000 hours

to reach the recovered iteration number in the patch; for these two benchmarks

we define our baseline runtimes using 70 and 100 iterations of the testsuite,

respectively, and sample a window of 10 from iteration 55 and 85, respectively,

because these represent a stable point in the application which is the most fair

window for comparison.

To inspect the recovery profile of the application when Hotfixer is run we

observe a window of 30 iterations of each testsuite for each configuration. In

the 30 iteration window we utilize the first 9 iterations at the point before the

HotfixerAgent has observed the redefinition event, the 10-12th iteration

range are where the event occurs and then the remaining iterations depict the

immediate runtimes of the recovering system. We additionally plot, in Fig-

ure 6.4, the runtimes of the develop-time patch baseline over that iteration

window as well, again, with exception of the long-running benchmarks Net-

tyGameServer misuse2and3 and smart misuse1and6, where we take a

sample window starting roughly in the middle of the trial (from iteration 31-

60 and 61-90 respectively). In benchmarks instagram4j, dragonite-java,

jeesuite misuse8, and smart misuse4and7 we were required to collect the

windows from a trial where the OpenJ9 Hotfixer Version heap size is set

to 4g. In jeesuite misuse8 we used a heap size of 6g. We increased the

heap limit in these experiments to allow for an observation window devoid of

garbage collection events. We are required to avoid garbage collection events

in the observation window, as they create an increase in an iteration runtime,

which makes it difficult to observe the isolated effects of the redefinition event.

6.5.2 Results

Over the entire Wickert benchmark, the median of the runtime of the patch

adapter is 32.8 seconds (min: 23.3 seconds, max: 47.9 seconds, standard devi-

ation: 5.8 seconds). Across the benchmark, we observed an median recovery

time of 4.3 seconds (min: 2.1 seconds, max: 128.6 seconds, standard deviation:

28.8 seconds), which represents a 3.6% (min: 0.5, max: 14.3) of the total run-
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times across all of Wickert benchmark. We note that 2 recovery times stand

out in particular, for NettyGameServer misuse2and3 and smart mis-

use1and6 with recovery times of 128.6 and 93.0 seconds, respectively. These

benchmarks present an outstanding recovery time due to the average runtime

of each testsuite iteration being over 550× and 240× respectively, of the run-

time of the next longest testsuite runtime from the entire Wickert benchmark.

As the runtime of the each iteration is so long, it spreads out the JIT discovery

of compilation tasks such that even if other benchmarks take a number of test-

suite iterations (which represent some number of times encountering methods

affected by the redefinition) to recover, in the case of NettyGameServer

misuse2and3 and smart misuse1and6, that period is simply longer.

Figure 6.2 presents the results of our comparison of throughput perfor-

mance of Hotfixer against develop-time patch, where the notches in the

boxplots represent the 95% confidence interval. Each subfigure in Figure 6.2

contains paired boxplots, such that the leftmost boxplot shows the distribu-

tion of the runtime of the iterations in our sample window for the baseline

develop-time patch strategy, and the rightmost is the distribution for Hot-

fixer. The line in each boxplot represents the median of the data, and each

boxplot’s shape describes the distribution of the data points around that me-

dian. We performed a Shapiro-Wilk [34] normality test and found that 31

of the 54 total windows represent distributions that are not normal. We ad-

ditionally create histograms, for each benchmark, for the differences between

the runtimes in the Hotfixer window and the baseline window. From these

histograms we observe that the differences are not symmetrically distributed

around the medians for most of the benchmarks.

We performed a Paired Sign Test [35, 36], using a significance level of

0.05, to determine whether any difference exists between the runtimes of

the iterations in the sample window of Hotfixer compare to the baseline

develop-time patch strategy, within each benchmark, i.e., the median of the

paired differences is not equal to zero. In the benchmarks ha-bridge mis-

use2and7, jeesuite misuse3, jeesuite misuse6and7, jeesuite misuse9,

NettyGameServer misuse4, smart misuse8, whatsmars misuse6and11,
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Figure 6.3: The application throughput using Hotfixer, normalized to that
of using develop-time patch strategy, of Wickert benchmark.

we observe that the median of the Hotfixer window does differ from the me-

dian of the baseline window.

Additionally, across Wickert benchmark, we calculate the relative effect

as the geometric mean of the runtime of the iterations in our sample window

normalized to the baseline develop-time patch strategy. Figure 6.3 presents the

relative effect, as defined above, for the 7 benchmarks where the samples were

found to differ. We find that the overall median effect is 0.2% overhead, across

all benchmarks, while the overall median of just the 7 benchmarks where the

samples are found to be different is a 3.5% speedup. The maximum overhead

induced in any benchmark is 16.3% and the maximum speedup induced is

38.4%. Considering only the benchmarks where the medians of the differences

were found by the Sign Test to be non-zero, the maximum overhead is 16.3%

and the maximum speedup induced is 23.2%.

However, the runtimes presented for our baseline do not encompass the

cost that we estimate to be associated with fully stopping and restarting an

application to apply develop-time patch. These results, in conjunction with the

overall small recovery times suggest to us that Hotfixer presents a beneficial

alternative to develop-time patch.

Figure 6.4 shows the results of our comparison of the recovery iteration

window of Hotfixer compared to develop-time patch. In all plots, the black

line is the times of Hotfixer and the red line is the times of develop-time

patch. The vertical, red-dotted lines show the iteration (or in some cases a

span of two iterations) where the redefinition event took place. In almost all

44



● ● ●

●

●
● ● ●

●

● ●
●

●
●

●
●

● ●
● ●

●
● ● ● ●

● ●
●

●
●

● ●
●

●
● ●

● ●

●

●

●

●

● ●
●

● ●
●

● ● ●
●

● ● ●
●

●
● ●

●

400

600

800

13
4

13
9

14
4

14
9

15
4

15
9

i'th Iteration

R
un

tim
e 

(m
s)

((1)) instagram4j

●
●

● ● ●
●

● ● ● ●
●

● ● ● ● ●
●

● ● ● ●
●

● ● ● ●
●

● ● ●
●

●
●

● ● ●
●

●
●

●

●

● ● ●
●

● ● ●
●

● ● ●
●

● ● ●
●

● ● ●20

30

40

50

33
21

33
26

33
31

33
36

33
41

33
46

i'th Iteration

R
un

tim
e 

(m
s)

((2)) dragonite-java

● ● ● ● ● ● ●
●

● ● ● ● ● ● ● ● ● ● ● ●
●

● ● ● ● ● ● ● ● ●
● ● ● ● ● ● ● ● ● ●

●

●
●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●
0

100

200

300

400

28
00

28
05

28
10

28
15

28
20

28
25

i'th Iteration

R
un

tim
e 

(m
s)

((3)) ha-bridge1and5

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ●

●

●

●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

0

500

1000

1500

2000

70
5

71
0

71
5

72
0

72
5

73
0

i'th Iteration

R
un

tim
e 

(m
s)

((4)) ha-bridge2and7

●

●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●● ● ● ● ● ●
●

● ●

●

●
● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

●
●

●
●

0

100

200

300

400

500

70
11

70
16

70
21

70
26

70
31

70
36

i'th Iteration

R
un

tim
e 

(m
s)

((5)) ha-bridge3and8

● ● ●
●

●
●

●

● ●
●

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●

●
● ● ●

●

●
● ●

●

●

● ● ● ●

●

● ● ● ● ● ● ● ● ● ● ● ● ● ●

200

400

600

22
1

22
6

23
1

23
6

24
1

24
6

i'th Iteration

R
un

tim
e 

(m
s)

((6)) ha-bridge4and6

●

●

● ● ● ●

●

●
●

●

●

●

●

●

●
●

●
●

●

● ● ●

● ●

●
●

●

●

●

●

●
●

●

●

●
●

●

●

●

●

●

● ●
●

●

●

●
●

●

● ●

●

●

●

● ●
● ●

●

●

200

250

300

350

26
1

26
6

27
1

27
6

28
1

28
6

i'th Iteration

R
un

tim
e 

(m
s)

((7)) netty1

● ●

● ● ●
●

●

●

● ●

●
● ●

●

●
●

●

● ●
●

● ● ● ● ●
●

● ●

●

●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

●

●

●

● ●

●
●

●

●

●

●

●

0

250000

500000

750000

1000000

1250000

94
35

1

94
35

6

94
36

1

94
36

6

94
37

1

94
37

6

i'th Iteration

R
un

tim
e 

(m
s)

((8)) netty2and3

45



●
●

●

●

●
●

●

●

●

●

●
●

● ●

●

●

●

●
● ●

●

● ●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●
● ●

●

●

●
●

●
●

● ●

●

●

300

400

500

58 63 68 73 78 83

i'th Iteration

R
un

tim
e 

(m
s)

((9)) netty4

●
●

●

● ●

●

●
●

●
● ● ● ● ●

● ●
● ●

●

● ●

●

●
●

●

●
●

●

●
●

● ●

●

●
●

●

● ●
●

●

● ●

●

● ● ●

●

● ● ●

●

● ●

●

●
●

●

●

● ●

50

100

150

200

13
65

13
70

13
75

13
80

13
85

13
90

i'th Iteration

R
un

tim
e 

(m
s)

((10)) jee1and4

● ● ● ●
●

●
●

●
●

● ● ●
● ● ●

● ● ● ●

●

●
● ● ● ● ● ●

● ●

●
● ● ● ● ● ● ● ● ●

●

●
●

● ● ● ●

●

●

● ● ● ● ● ● ●
●

●

●
● ●

0

25

50

75

13
65

13
70

13
75

13
80

13
85

13
90

i'th Iteration

R
un

tim
e 

(m
s)

((11)) jee2and5

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●● ● ● ● ● ● ● ● ●

●

●

●

●

●
● ● ● ● ● ● ● ● ● ● ● ●

●
● ●

●
0

50

100

78
78

78
83

78
88

78
93

78
98

79
03

i'th Iteration

R
un

tim
e 

(m
s)

((12)) jee3

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●● ● ● ● ● ● ● ● ●

●

●
● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

0

300

600

900

1200

24
20

24
25

24
30

24
35

24
40

24
45

i'th Iteration

R
un

tim
e 

(m
s)

((13)) jee6and7

● ●
● ●

●
●

● ● ●

●

●

●
●

●
● ●

●

●
● ● ● ● ●

● ●
●

●

● ● ●

●

●

●

●

●

●

●

● ●

●

● ●

● ●

●
●

●

● ●

●
● ●

● ●
●

●
●

● ● ●

1000

2000

3000

6 11 16 21 26 31

i'th Iteration

R
un

tim
e 

(m
s)

((14)) jee8

● ● ● ● ● ●

●

●
●

● ● ● ● ● ● ● ●
● ● ● ●

● ●
● ● ● ●

● ● ●

●

●
● ●

●

●

●

●
●

●

●

●

● ●
● ● ● ● ● ●

●
● ● ● ● ●

●
● ● ●

500

1000

1500

19 24 29 34 39 44

i'th Iteration

R
un

tim
e 

(m
s)

((15)) jee9

● ●

●

●

●

●

●
●

●
● ●

●

●

●

●

●

●

●

● ● ● ●
● ● ● ●

●

●

●

●

● ● ● ● ● ● ● ● ●

●

●

●

●

●

●
●

●

●

●

●

●
● ● ●

● ●
● ● ● ●

0e+00

2e+05

4e+05

74
80

0

74
80

5

74
81

0

74
81

5

74
82

0

74
82

5

i'th Iteration

R
un

tim
e 

(m
s)

((16)) smart1and6

46



●
●

● ● ● ●
●

●
●

● ● ● ●
●

● ●
●

●
●

●
●

● ● ● ●
●

●
●

●
●

●
●

●

●

● ●
●

●

●

●

● ●

●
● ● ● ●

●
● ● ● ● ●

●
● ● ● ● ●

●

10

20

13
10

1

13
10

6

13
11

1

13
11

6

13
12

1

13
12

6

i'th Iteration

R
un

tim
e 

(m
s)

((17)) smart2and5

●
● ●

●

●

●
●

●

●

●

●
●

●

●

●
●

●

●

●

●
● ●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

● ●

●

●

●

●

●

50

100

150

200

55
7

56
2

56
7

57
2

57
7

58
2

i'th Iteration

R
un

tim
e 

(m
s)

((18)) smart3

● ●

●

● ● ● ● ● ● ● ● ● ●

●

● ● ●

●

● ● ● ●

●

● ● ● ●

●

● ●

●

●

●

●

● ●

●

● ●

●

●

● ● ● ●

●

●

●

● ●

●

● ●

●

●

● ●

●

●

●

5

10

23
92

6

23
93

1

23
93

6

23
94

1

23
94

6

23
95

1

i'th Iteration

R
un

tim
e 

(m
s)

((19)) smart4and7

● ●
●

● ● ● ● ● ● ●
●

●
● ● ● ● ● ●

●
● ● ● ● ● ● ●

●

● ● ●

● ● ●
● ● ● ●

● ●

●

●
● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

50

100

150

200

250

60
6

61
1

61
6

62
1

62
6

63
1

i'th Iteration

R
un

tim
e 

(m
s)

((20)) smart8

● ● ●

●

● ● ● ● ● ● ● ● ● ● ● ● ●

●

● ●
●

●
● ● ● ● ● ● ● ●

● ● ●

●

●

● ● ● ●

●

●
● ● ● ● ● ● ● ● ● ● ● ● ●

●

● ● ● ● ●

25

50

75

20
19

20
24

20
29

20
34

20
39

20
44

i'th Iteration

R
un

tim
e 

(m
s)

((21)) whatsmars1and3

● ● ● ● ● ● ● ● ●

●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

●
● ● ● ●

●
●

●

● ●

●
●

● ● ● ● ● ● ● ● ● ● ● ● ●

●

● ● ● ● ●

0

50

100

150

31
95

32
00

32
05

32
10

32
15

32
20

i'th Iteration

R
un

tim
e 

(m
s)

((22)) whatsmars2and4

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●
●

● ● ● ● ●
● ● ● ● ● ● ● ● ●

●

●

●
● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

0

200

400

600

40
48

40
53

40
58

40
63

40
68

40
73

i'th Iteration

R
un

tim
e 

(m
s)

((23)) whatsmars5and9

●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

80

100

120

34
72

34
77

34
82

34
87

34
92

34
97

i'th Iteration

R
un

tim
e 

(m
s)

((24)) whatsmars6and11

47



● ● ● ● ● ● ● ● ●

●

●

●

● ●
● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ●

●

●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

●

● ● ●

25

50

75

57
00

57
05

57
10

57
15

57
20

57
25

i'th Iteration

R
un

tim
e 

(m
s)

((25)) whatsmars7and12

● ● ● ● ● ● ● ● ● ● ● ● ● ●
●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ●
●

● ● ● ● ● ● ● ●

●

●

● ● ● ● ● ● ● ● ● ● ● ● ●
●

● ● ● ● ●0

200

400

42
25

42
30

42
35

42
40

42
45

42
50

i'th Iteration

R
un

tim
e 

(m
s)

((26)) whatsmars8and10

● ● ● ●
●

● ● ● ● ● ●
●

● ● ● ● ● ●

●

●

● ● ● ● ●
●

● ● ● ●● ● ● ● ● ● ● ● ●

●

●

●

● ● ● ● ● ● ● ● ● ● ● ● ● ●

●

●
● ●

100

200

300

400

500

15
28

15
33

15
38

15
43

15
48

15
53

i'th Iteration

R
un

tim
e 

(m
s)

((27)) whatsmars13

100

200

300

400

500

15
28

15
33

15
38

15
43

15
48

15
53

 

R
un

tim
e 

(m
s)

  Legend:

        Window of Redefinition Event

         Baseline (Software Patch)

         Hotfixer

Figure 6.4: Recovery Curves of Wickert Dataset
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plots we observe an expected peak during the iteration(s) where the redefini-

tion event takes place, with the exception of Netty misuse2and3, jeesuite

misuse9, smart misuse1and6, and whatsmars misuse2and4. Peaks are

expected at the moment when the redefinition can take place in the JVM as

it is required to briefly halt the execution of the application so that the defi-

nition of a class can be replaced. The delayed peaks in NettyGameServer

misuse2and3 and smart misuse1and6 occur due to the longer runtimes

of each iteration, where it is likely that the JVM cannot immediately per-

form the necessary pause, because active stack frames of the old definitions

of the redefined methods are executing. In jeesuite misuse9 that peak is

less prominent due to the fact that the patch simplifies the application, and

therefore the peak appears as a smaller runtime than the normal runtimes of

the original application. Overall the plots show that in most cases the appli-

cation runtime stabilizes within the next 15-20 iterations, and that the largest

single effect that the redefinition event has on the runtime is when the actual

event occurs. As this is a necessary result of performing redefinition, these re-

sults show that using Hotfixer is still beneficial compared to the undeniable

application halt and restart that would occur when using develop-time patch.

Our patch adapter has a median runtime of 32.8 seconds and appli-
cations in Wickert benchmark experienced a median recovery time of
4.3 seconds. The throughput performance overhead that Hotfixer
induces across all benchmarks is at most 17%. The immediate effect
on the application runtime is largely shortlived and non-concerning.

6.6 Threats to Validity

One threat to the conclusion validity of the evaluation of Hotfixer is that we

rely upon regression testing to serve guide for typical application behaviour.

It is possible that tests do not encompass all possible behaviours of an ap-

plication, and in that case we can only assure that Hotfixer does not alter

program behaviour with respect to the tests that we have utilized. We miti-

gate this threat by using an established test generation tool, Randoop, for our

regression tests, and rely upon the established practice of evaluating regression
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tests, as does much of software patching.

One threat to the internal validity of our evaluation is that we do not

control for all external and internal events in our experiments. For example we

do not assure that garbage collection does not occur during the execution of the

application, which is an event that would cause a lag in application execution

time. To reduce the possibility of this effect we did monitor for unexplainable

deviations in any one test iteration time over all trials of every setup. This

monitoring led to the JVM heap increases, as described in Section 6.5.1.

Lastly, one threat to the external validity of our evaluation is that Cog-

niCrypt Hotfixer Server in Hotfixer is built on CogniCrypt. We can

only assume that we can extend our work to applications where CogniCrypt is

capable to detect a crypto API misuse, i.e., where CogniCrypt does not have

any false negatives. To mitigate this threat to validity we rely upon the ongo-

ing work of CogniCrypt that is extending the number of crypto API providers

that are covered by CrySL rules, as well as the high precision and recall of

CogniCrypt presented in previous evaluations of CogniCrypt [37].
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Chapter 7

Related Work

In this section, we discuss prior work that relates to crypto API misuses de-

tection and hotfixing (i.e., the two phases of Hotfixer). We additionally dis-

cuss software patching work that relates to the general principles of Phase II

of Hotfixer.

7.1 Crypto API Misuse Detection

Many static analysis tools have been proposed to aid developers with crypto

API misuses detection. Some tools such as CryptoLint [1], MalloDroid [3],

and, FixDroid [4] are specific to the Android platform, while other tools such

as CryptoGuard [5], and CRYLOGGER [6] detect misuses in both Android

and Java apps. Hotfixer relies on CogniCrypt [2] to detect misuses of crypto

APIs. To define a misuse, tools other than CogniCrypt employ pattern-based

rules relating to various components of crypto APIs. On the other hand, Cog-

niCrypt uses a specification language called CrySL [37] that enables extensible

definitions of misuses that are easy to update. Using CrySL allows Hotfixer

to apply almost all possible techniques for detecting misuses, such as paramet-

ric misuse checking, block-listing, typestate analysis and also, predicates over

the interaction of crypto API objects; these techniques allow Hotfixer to

check for misuses in 39 classes in the Java Cryptographic Architecture (JCA)

API, as well as classes in crypto APIs from other providers such as Tink [38]

and BouncyCastle [39].
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7.2 Software Patching

Software patching tools provide a foundation for the principles of the imple-

mentation and evaluation of Hotfixer: automating the patching process,

using static analysis during various stages of the patching process, and apply-

ing regression testing to evaluate the correctness of the hotfix.

Automation in software patching can occur at three points in the process:

fault detection, patch generation, and patch application (i.e., program repair).

The state of the art in various levels of automated end-to-end software patching

can be found in the following tools: AutoPAG [40], SapFix [41], SemFix [42],

AE [43], and ASAP [44].

AutoPAG [40] uses static analysis to detect out-of-bounds errors. Sap-

Fix [41] relies on static analysis to validate the ability of candidate patches to

fix null pointer exceptions. Similarly, to perform crypto API misuses detection

(Phase I), Hotfixer also uses static analysis. We also use static analysis to

evaluate the correctness of Hotfixer (Section 6).

SapFix [41] uses software testing to narrow down candidate patches during

a patch selection process. SemFix [42] also uses software testing during the

patch generation process, but in their work, tests are used to create a set

of constraints that the patch must satisfy as it is built. Unlike those tools,

Hotfixer does not use regression testing to generate its hotfix. Instead, we

use regression testing to validate the correctness of the hotfix that Hotfixer

has generated after applying it to the analyzed program.

7.3 Hotfixing

Recent work has focused on security-related hotfixing in Android apps. For

example, AppSealer [45] prevents injection and information leakage attacks in

Android apps. AppSealer automatically detects vulnerabilities via a combi-

nation of static analysis and runtime instrumentation. If AppSealer detects

a potential vulnerability in a running application, the app displays an alert

to the user to restart the application. Similar to AppSealer, Hotfixer uti-
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lizes static analysis for fault detection, and we also automate portions of the

patching process.

InstaGuard [46], is another fully automated hotfix tool that focuses on

Android app security. InstaGuard avoids adding any new code to the app,

and, instead disallows vulnerability by terminating the app when an inse-

cure condition is detected. Insecure conditions are defined via modular rule-

sets, called GuardRules. Similar to InstaGuard, Hotfixer also uses modu-

lar specifications, in our case CrySL, for fault detection. Unlike InstaGuard

and AppSealer, Hotfixer enables continued program execution at all times.

Moreover, Hotfixer performs targeted program repair for crypto API mis-

uses specifically, compared to InstaGuard that targets generic security vulner-

abilities, and AppSealer that targets component hijacking vulnerabilities.

The most relevant work in the literature is CDRep [8], a tool that auto-

matically repairs crypto API misuses in Android apps. CDRep automatically

detects 7 specific scenarios denoting a misuse by utilizing and extending misuse

patterns defined by CryptoLint [1]. To fix misuses, CDRep automatically ap-

plies a handwritten template patch. FireBugs [9] presents a semi-automated

crypto API misuses detection and repair tool for Android apps. Similar to

Hotfixer, FireBugs uses static analysis to detect misuses and regression

testing to assess the correctness of the patch. While FireBugs also applies the

patch to the running program, it uses Aspect Oriented Programming (AOP)

to achieve this, compared to Hotfixer that utilizes a Java agent. We be-

lieve that, compared to AOP, the Java agent interface is a simpler redefinition

mechanism to understand and maintain. More importantly, while CDRep and

FireBugs use fixed sets of misused patterns, Hotfixer uses modular CrySL

specifications during misuse detection.
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Chapter 8

Conclusion

In this paper we present Hotfixer, a tool to perform automatic crypto API

misuse hotfixing at Java application runtime. Hotfixer offers a beneficial

alternative to software patching in scenarios where it is nontrivial to restart

servers to adopt software patches, and more importantly, in scenarios where

delays in patch deployment lead to windows of vulnerability in an application.

We additionally contribute (as a component of Hotfixer) a novel patch adap-

tation technique to transform hand written developer patches into hotfixes that

a Java agent can use. Our evaluation has shown that Hotfixer is able to

fix all misuses in 95% of the benchmarks in an identical manner to a baseline

develop-time patch strategy. Furthermore we have shown that Hotfixer pre-

serves program behaviour in 98% of the benchmarks, and, that not only does

the overhead of Hotfixer not exceed 17% loss at steady state compared to

software patching, often Hotfixer outperforms a software patched version

at steady state, for the Wickert benchmark. Through this evaluation we have

shown that Hotfixer presents a simple and effective technique to enhance

application security.
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