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Abstract 

 

 

Ultrasound imaging is a safe, affordable and reliable diagnostic tool widely used in medical 

professions. While 2D ultrasound imaging is used extensively in clinical environments, 3D 

ultrasound imaging has not yet seen wide clinical acceptance. This is partly due to the practical 

limitations on the design of 2D ultrasound arrays. Due to system constraints on the number of 

channels an ultrasound probe can have, fully-connected 2D arrays are often limited in size, 

resulting in a small numerical aperture with weak focusing power and thus poor image quality. 

Techniques such as multiplexing and backside electronics have been used to circumvent this 

problem, however, these approaches often compromise on image quality or result in large, bulky 

probes requiring liquid cooling. This thesis describes several 3D imaging techniques utilizing Top-

Orthogonal-to-Bottom-Electrode (TOBE) arrays. These 2D arrays use a row-column connection 

scheme to reduce the required number of channels yet maintain the ability to address individual 

elements in the array. 

TOBE imaging schemes are outlined for both ultrasound and photoacoustic imaging applications. 

The Fast Orthogonal to Row-Column Electronic Scanning (FORCES) imaging scheme is an 3D 

ultrasound imaging schemes which combines high-quality 2D imaging performance with 3D 
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imaging capabilities. Using this technique, experimental results are compared with a linear array 

of similar size. Hadamard-encoded TOBE photoacoustic imaging is an imaging scheme used to 

acquire 3D volumetric data from photoacoustic signals using TOBE arrays. Unlike previous TOBE 

photoacoustic imaging schemes, this approach allows for the array to receive across the entire 2D 

aperture simultaneously resulting in substantially improved SNR. Both imaging techniques are 

demonstrated with wire-phantom 3D imaging experiments where resolution and SNR measurands 

are compared. Finally, the combination of FORCES, Hadamard-encoded TOBE photoacoustic, as 

well as a power Doppler imaging is used to demonstrate multimodal imaging of blood flowing in 

a tube, imitating a blood vessel. This experiment demonstrates the 3D acquisition of acoustic, flow, 

and optical contrast using the same array and experimental setup. 

Capacitive micromachines ultrasonic can be used as an alternative to piezoelectric/electrostrictive 

transducers and offer the potential of higher sensitivity. The simulation and design of 2D array 

CMUT transducers is performed with the goal of minimizing transducer element crosstalk and 

maximizing transmit power, sensitivity and by extension, reconstructed image quality.  This model 

is coupled with an acoustic field simulator, bridging the gap between the simulation of the design 

and the imaging array. 
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Preface 

This thesis is a combination of original work by Christopher Ceroici as well as previously 

published work. Chapters  3, 4, 5, and 6 consist of peer-reviewed research publications by C. 

Ceroici et al. titled “Large-Scale Nonlinear Lumped and Integrated Field Simulations of Top-

Orthogonal-to-Bottom-Electrode CMUT Architectures”, ”Fast Orthogonal Row-Column 

Electronic Scanning (FORCES) with Top Orthogonal to Bottom Electrode (TOBE) Arrays”, “Fast 

Orthogonal Row-Column Electronic Scanning (FORCES) Experiments and Comparisons” and  

“3D Photoacoustic Imaging Using Hadamard-Bias Encoding with Crossed Electrode Relaxor 

Array”, respectively. Chapter 7 summarizes developments in high-speed imaging not 

demonstrated in the previously mentioned published works.  
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Chapter 1:  Introduction 

 

1.1 Objective 

Ultrasound imaging is a low-cost, noninvasive imaging technique with numerous clinical 

applications. However, a major deficiency with modern ultrasound systems is the lack of high-

quality and high-framerate 3D imaging technology. This is mostly due to the challenges in 

producing very dense, fully-connected 2D arrays of piezoelectric transducers. This thesis addresses 

some of these limitations by investigating a class of 2D ultrasound imaging arrays which can be 

constructed to have many elements but requires far fewer channels than fully-connected arrays. 

These array types, called Top-Orthogonal to Bottom-Electrode (TOBE) arrays have several design 

challenges at the transducer level as well as the system level. This thesis also investigates the 

simulation and optimization of bias-sensitive transducer arrays suitable for the implementation of 

large-scale TOBE arrays. 
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1.1.1 TOBE CMUT Transducer Design and Simulation 

In this thesis we consider two types of bias-sensitive crossed electrode transducers: capacitive 

micromachined ultrasound transducers (CMUTs) and electrostrictive relaxor arrays (relaxors). 

CMUTs are MEMS (micro-electromechanical systems)-based transducers that offer much higher 

fractional bandwidth and over four orders of magnitude higher sensitivity per unit area than 

commonly used piezoelectric-based arrays [1]. However, CMUT membrane mechanics are highly 

non-linear and therefore computationally expensive to simulate. In addition, small-scale array 

simulations consisting of only a few CMUTs fail to capture the mutual-acoustic impedance effects 

that can have substantial impacts on array performance.  

A SPICE-based nonlinear CMUT model was created in [2] which can simulate large numbers of 

CMUT as well as their interactions with relatively low computational requirements. This thesis 

will investigate the use and modification of this model to accommodate large-scale TOBE CMUT 

array simulations as well as incorporate acoustic field simulations. This is important not just for 

the study of TOBE array behavior but also in the design of future large-scale arrays. 

1.1.2 TOBE 3D Ultrasound Imaging Scheme Design 

Large fully-connected 2D ultrasound arrays are impractical due to the enormous number of 

channels needed for array sizes with similar aperture sizes as linear arrays (1D arrays). Many 

approaches exist to circumvent this limitation, but most of these use a form of array multiplexing 

which limits the number of active elements at any given time [3], [4], [5], [6]. The ability to 

simultaneously use all elements for transmitting and receiving across a large 2D array would allow 
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for unprecedented imaging quality but this is not currently possible with conventional array 

designs.  

TOBE arrays, having only row and column electrodes connected along the top and bottom, 

respectively, have been proposed as a potential solution for this [7], [8]. Although the row-column 

electrodes in a TOBE array can be used to access information and send driving waveforms across 

the entire 2D, information cannot be directly acquired from each individual element. As a result, 

volumes cannot be reconstructed with the same quality as a fully-connected array or a translated 

linear array. This thesis summarizes novel TOBE imaging schemes which use bias-encoding 

techniques to maximize the amount of information that can be obtained from the array, and in 

some cases, obtain datasets equivalent to fully-connected 2D arrays. The imaging schemes can 

potentially be used for a new class of 3D ultrasound imaging systems that exceed the imaging 

performance and speed of traditional systems. 

 

1.1.3 TOBE 3D Photoacoustic Imaging  

While ultrasound measures the mechanical characteristic of tissue, photoacoustics probes its 

optical properties. As electromagnetic radiation is absorbed by tissue, thermoelastic expansion 

generates ultrasound signals which can be detected and used to form images. Since the amount of 

electromagnetic absorption depends on the optical properties and the amount of pressure depends 

on the amount of absorption, photoacoustics allows optical information to be obtained using 

ultrasound at depths much greater than an optical-only system. Photoacoustic imaging has many 

emerging applications such as measuring oxygen saturation in blood vessels [9] and detecting 
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optical reporters [10]. 3D photoacoustic imaging has been demonstrated mainly through the use of 

scanned linear arrays which typically have slow readout times and poor axial resolution [11]. In 

this thesis we summarize a TOBE array-based 3D photoacoustic imaging scheme which uses 

Hadamard-bias encoding to acquire full 2D array datasets for volumetric reconstruction. This 

imaging system can acquire 3D photoacoustic volumes without the need for physical scanning 

improving the acquisition speed and image quality. 

 

 

1.2 Key Contributions 

 

1.2.1 Large-Scale TOBE Array Lumped-Model Simulations 

 

Imaging systems consisting of TOBE arrays rely on the ability to precisely control and measure 

the activity of elements across the entire array. This can be made difficult due to the complex 

behavior of nonlinear transducers such as CMUTs as well as the complex interactions between 

actuating transducers across the array. Resource intensive finite element simulation models 

typically are only capable of modeling a handful of CMUT membranes simultaneously which 

makes it impossible to measure the impacts of mutual -acoustic impedance on array performance. 

By utilizing large-scale equivalent-circuit models for CMUTs, we have been able to accurately 

model the behavior of large 2D arrays of CMUTs. The mutual-acoustic impedance and cross-talk 
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were validated with laser-vibrometry measurements of an equivalent array. This model was used 

to perform a series of optimization studies for TOBE array design. Metrics such as transmit power, 

resistive losses, and crosstalk were optimized by considering various membrane sizes and 

transducer element layouts.  

This tool has been useful in both studying the behavior of large-scale TOBE arrays as well as aid 

in the design of future arrays. Additionally, the SPICE-based simulation model was used to model 

the advantages of using on-array thin-film amplifiers to improve the signals-to-noise ration as well 

as reduce cross-talk.  

1.2.2 TOBE Array-Based 3D Ultrasound and Photoacoustic System 

 

TOBE array technology has the potential to alleviate many of the deficiencies of traditional 3D 

ultrasound technology that have limited its adoption in modern clinical environments. Primarily, 

most modern 3D imaging systems offer volumetric imaging but with degraded 2D imaging 

performance. A major challenge in the operation of TOBE arrays is the design of the array 

operation strategy. Since only row-column connections are available, information from each 

individual array element is not directly available. This then presents several strategies, or imaging 

schemes, involving the use of bias-encoding. These TOBE array imaging approaches allow for 

focusing in both the azimuthal and elevation directions and receiving data from each element 

across the 2D array, which is not otherwise possible without bias-dependent imaging strategies.  

In order to experimentally test both the TOBE ultrasound and photoacoustic imaging schemes, an 

interface PCB was designed housing the electronics necessary for data acquisition and bias control. 
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The imaging schemes were programmatically implemented using a Verasonics Experimental 

Ultrasound System, and control signals were used to drive the interface PCB.  

 

Due to the relatively high computational cost of reconstruction volumetric ultrasound data from 

raw channel data, GPU-reconstruction programs were developed. These custom CUDA-based 

scripts interface directly with the imaging system and allowed for as much as a 12000× 

reconstruction rate improvement over the CPU-based method. 

 

Finally, several ultrasound and photoacoustic experiments were carried out on wire phantoms and 

an ex vivo rat heart to compare with other imaging methods as well as validate experimental 

results. 

 

1.2.3 Published Work 

Work regarding the simulation of large-scale TOBE arrays was published in the journal IEEE 

Transactions on Ultrasonics, Ferroelectrics and Frequency Control [12] as well as presented at two 

conferences [13], [14]. This publication and presentations presented the simulation results of large-

scale parasitic effects and resulting design optimizations for TOBE CMUT arrays. Comparisons 

with measured TOBE CMUT arrays were also compared for validation. This work provides 

groundwork for a nonlinear model which can be used to predict the parasitic effects of operating 

large-dense CMUT arrays and design optimizations which can be used to mitigate them. An 

emphasis is placed on optimizing TOBE array designs where crosstalk and element isolation is 

particularly important.  
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The fast-orthogonal row-column electronic scanning (FORCES) TOBE imaging scheme, which 

allows for high-quality 2D ultrasound imaging while also permitting elevational scanning for 3D 

imaging, was also published. A simulation-only study comparison FORCES to other 3D imaging 

schemes was published in the journal IEEE Transactions on Ultrasonics, Ferroelectrics and 

Frequency Control in [15], and again in [16] where experimental results and comparison were 

presented. This work demonstrates a TOBE arrays imaging scheme which can match the 2D 

imaging capabilities of a 2D array as well as perform high-quality 3D imaging. As far as the 

authors are aware, this has not previously been demonstrated.  

 

The use of TOBE arrays for 3D photoacoustic imaging using a unique bias-encoding scheme was 

presented at SPIE Photonics West in [17] and [18], and published in Optics Letters [19]. TOBE 

arrays for 3D photoacoustic imaging had previously been demonstrated in [20] but suffered from 

low SNR and were not practical for diagnostic imaging. The published TOBE bias-encoding 

photoacoustic technique greatly improves SNR and represents the only 3D photoacoustic imaging 

approach which doesn’t required mechanically scanned arrays and can be scaled for large arrays. 
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1.3 Thesis Layout 

Chapter 2: of this thesis will provide background information on ultrasound transducers and 

reconstruction techniques, specifically for 3D imaging. Difference strategies for 3D ultrasound are 

summarized here with the advantages and disadvantages of each indicated.  

Chapter 3: describes a top-orthogonal to bottom-electrode (TOBE) capacitive micromachined 

ultrasound transducers (CMUTs) simulation model. Examples are shown of using this model for 

optimizing the design of TOBE CMUT arrays to reduce crosstalk. 

Chapter 4: demonstrates the fast-orthogonal row-column electronic scanning (FORCES) approach 

through simulations. This is TOBE array approach is compared with other 3D imaging schemes. 

Chapter 5: takes the same FORCES imaging scheme and presents experimental 3D imaging results 

using a relaxor array. These results are compared with other schemes. 

Chapter 6: describes a similar TOBE array imaging scheme incorporating bias patterns but for 3D 

photoacoustic imaging. This was demonstrated experimentally with a relaxor array and compared 

with a different approach where bias patterns are not used. 

Chapter 7 summarizes developments in high-speed TOBE array 3D imaging using faster bias 

switching electronics and GPU-based reconstruction. 

Finally, Chapter 8: will conclude the thesis with a brief summary as well as a discussion of the 

information presented here in the scope of other research work. 
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Chapter 2:  Background 

 

 

2.1 Ultrasonic Imaging 

 

Ultrasound imaging is widely used in clinical applications such as diagnosing illnesses, surgical 

guidance, as well as therapeutic techniques. From an imaging perspective, ultrasound imaging 

systems are fast, low-cost compared to magnetic resonance imaging (MRI), and safer than imaging 

techniques such as X-ray imaging. In contrast to most imaging systems utilizing electromagnetic 

radiation, ultrasound imaging uses the time-of-flight information of sound propagating through the 

medium to determine the depth of scattering. This is accomplished by transmitting ultrasound 
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signals of frequencies in the range of 20 kHz to the GHz regime and measuring the time it takes 

for scattered signals to return to the transducer. Since different feature of interest such as blood 

vessels, organs and tumors will have different acoustic impedances from the surrounding tissue, 

these structures will scatter ultrasound signals, providing acoustic (mechanical) contrast [21].  

Unlike with most optical imaging systems, the acoustic time-of-flight information provides depth, 

or axial resolution of the area of interest. Typically, an ultrasound transducer will consist of a 

horizontally-distributed arrangement of elements. The separation of the sensing elements allows 

for resolution to be obtained in the x-direction, or azimuthal resolution. Axial resolution can be 

approximated as 2𝜆, where 𝜆 is the wavelength of ultrasound used. While the axial resolution will 

mainly depend on the center frequency (and therefore wavelength) of the ultrasound, the 

bandwidth (or 3dB bandwidth) of the transducer will also impact the axial resolution since this 

will limit how short of a transmit pulse can be transmitted and received.  The lateral resolution can 

be approximated as: 

𝑙𝑎𝑡𝑒𝑟𝑎𝑙 𝑟𝑒𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 ≅  1.4𝜆𝑓#     2.1 

where 𝑓# is the f-number defined as 𝑓# =  𝐹/𝐷 where 𝐹 is the focal distance and 𝐷 is the aperture 

size. This illustrates in order to achieve a small (finer) lateral resolution the array should have a 

large aperture size along with a high center frequency 𝑓 =  𝑐/𝜆, where 𝑐 is the speed of sound in 

the medium. This can present a design challenge, since higher frequency arrays require densely 

packed elements, or smaller element pitches, to minimize side-lobe artifacts [22]. To maintain 

small element pitches while maximizing the aperture size, large numbers of elements must be used 

which can increase costs and complexity. 
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This type of 1D array, illustrated in Figure 2.1, is referred to as a linear array. With axial and 

azimuthal resolution, a linear array is capable of obtaining images in XZ-plane, also known as B-

scan images. 

 

 

In the case of a 2D array where elements are also distributed in the y-direction, elevationally spaced 

elements provide elevational resolution. 

 

2.2 Photoacoustic Imaging 

 

 

Figure 2.1: Illustration ultrasound linear array (1D array) with a fixed acoustic lens. 
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An alternative to traditional pulse-echo ultrasound imaging, photoacoustic imaging is a technique 

which uses light to generate ultrasound signals which can then be measured using an ultrasound 

transducer [23], [24] or optically [25], [26]. Optical imaging methods tend to have high contrast 

but suffer from high scattering in tissue, limiting the imaging depth, as well as long readout times. 

By using rf waves to generate ultrasound waves, which have significantly less scattering in tissue, 

high resolution and contrast are achieved at greater depths. Photoacoustic imaging allows for 

imaging techniques beyond the purely mechanical measurement properties of ultrasound imaging 

such as oxygen saturation measurement [9], optical contrast agents [10], and imaging 

microvasculature [27].  

Photoacoustic imaging is enabled through the photoacoustic effect in which a laser pulse is 

absorbed by tissue and generates heat. This heat results in thermoelastic expansion of the tissue 

and an increase in pressure 𝑝0 which can be approximated by [28]: 

p0 = (
βc2

Cp
) μaF     2.2 

where 𝛽 is the isobaric volume expansion coefficient, 𝐶𝑝 is the specific heat, 𝜇𝑎 is the absorption 

coefficient, 𝐹 is the light fluence and 𝑐 is the speed of sound. The dependence of p0 on the fluence, 

which is the optical energy per unit area, as well as 𝜇𝑎, shows that the emitted pressure is 

proportional to the optical absorption of the material.  When applying a heating function 𝐻(𝑟, 𝑡), 

a pressure 𝑝(𝑟, 𝑡) at position r and time t is produced obeying the following wave equation:  

 

∇2p(r, t) −
1

c2

∂2

∂t
p(r, t) =  −

β

Cp

∂

∂t
 H(r, t)    2.3 
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Scanned ultrasonic linear arrays have been used for photoacoustic imaging in [11] but suffer from 

poor elevational resolution and imaging speed. Ring array transducers [29] and sparsely connected 

2D arrays [30] have also been used but suffer from increased imaging artifacts and lower SNR 

than a densely- or fully-connected 2D array.   

Since no ultrasonic transmission is required of the array during photoacoustic imaging, a TOBE 

array can be used to effectively acquire data from every element in the array in a similar manner 

to a fully-connected array of the same size [31]. This can be done by biasing one column at a time 

and receiving along rows. Each row signal is equivalent to the signal received by the single biased 

element in that row. This can be improved upon by using bias encoding, which will allow for the 

entire array to receive signals for every acquisition and then decoded afterwards.  

 

 

2.3 Ultrasound Beamforming 

 

The transducer elements are sensitive to acoustic energy, and in response to incident pressure 

waves will produce measurable electrical traces. Since information regarding the structure and 

position of the imaged objects is encoded into the time-of-flight information of the received traces 

at each element, calculations can be performed on the ensemble of element channel data to predict 

the locations of acoustically scattering structures. This process is commonly referred to as 

beamforming, or dynamic receive beamforming (DRBF). A common method of achieving this is 

the delay-and-sum (DAS) beamforming algorithm [32]. In this approach, the expected delay times 
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are calculated from each transducer element’s position to each pixel location on the reconstruction 

grid. The value of each pixel in the reconstruction grid is then obtained by summing the signal 

traces for all elements at the time delay associated with the pixel’s location. This is summarized 

with the following equation: 

 

yij(t) =  ∑ gn(t, δn(i, j))
N
n=1        2.4 

where 𝛿𝑛(𝑖, 𝑗) is the time delay value in samples from element n to the pixel at (x=i,y=j), gn is the 

signal trace for element n, and yij is the pixel value for the pixel at (x=i,y=j). The reconstruction 

grid is illustrated in Figure 2.2. i and j grid locations  
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Since it is often desirable to obtain a B-scan within a narrow XZ-slice of tissue, linear arrays 

typically use a fixed acoustic lens which focusses the acoustic fields in the Y, or elevational 

direction.  

The propagation time is typically measured from the moment that the array transmits a signal. The 

time-of-flight therefore is equal to the sum of the time required for the transmitted pressure to 

reach the scatter and the propagation time from the scatter back to the array. This means that the 

DAS calculation is heavily dependent on the transmitted pressure pattern. In the simplest case, all 

elements transmit simultaneously resulting in a flat plane-wave beam pattern, also known as flash 

imaging, shown in Figure 2.3. The transmit delay can then be approximated as dependent only on 

 

Figure 2.2: Dynamic receive delay-and-sum beamforming for a linear array. The received ultrasound 

trace at each element xn is delayed by the time delay difference between the transducer element 

position and the point (i,j) being reconstructed which is calculated from the distance dn(i,j) between 

the element and yij. 
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depth, with no lateral dependency. A major disadvantage of flash imaging is that the beamformer 

cannot determine which transmitting element was the source of the pressure, since all elements are 

transmitting and only the sum of all sources can be measured. This means that flash imaging is 

unable to perform transmit focusing retrospectively, resulting in poor lateral resolution.  

 

An alternative to flash imaging is synthetic aperture imaging (SAI) [33]. Unlike with flash 

imaging, SAI involves transmitting only on a single element at a time while receiving on all 

elements, as shown in Figure 2.4. The next adjacent element then transmits and so on until every 

element has transmitted. 

 

Figure 2.3: Flash imaging transmit beam shape. The transmitted beam pattern in this case can be 

approximated as having only a z-dependency. 
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The advantage in this case is that, for each acquisition, the beamformer has direct knowledge of 

the travel path of the transmitted and scattered pressure waves. Where previously only the receive 

delay was considered, SAI will also consider the transmit delay Uk between the transmitting 

element and point yij for the SAI acquisition k. After the entire dataset has been accumulated, the 

retrospective SAI transmit beamforming can be performed during the DRBF calculations. Each 

SAI transmit event B-scan is beamformed separately using this process and then summed together 

for the final reconstructed B-scan. One major limitation of SAI is that only a single transmitting 

element is active per transmit event which limits the SNR of the reconstructed image. This 

disadvantage can be addressed using coded-aperture imaging [34], [35], where instead of 

transmitting on a single element, multiple elements transmit signals. By transmitting from certain 

elements according to a pattern that derives from an invertible matrix such as a Hadamard matrix 

 

Figure 2.4: Synthetic aperture imaging with dynamic receive beamforming. A single transmitting 

element x1 allows for transmit focusing due to the direct knowledge of the source of the transmitted 

pressure wave. 
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or S-matrix, the receive data can be decoded and a version of the channel data can be obtained that 

resembles the case where only a single element transmitted at a time (traditional SAI) but with 

much higher SNR. 

Another method of performing transmit beamforming is to use active transmit delays. By applying 

delays to each transmitting element, the transmit beam can be steered and focused to a particular 

direction of point. These delays are calculated based the distances between each element and the 

desired focal point or angle. Figure 2.5 shows the simulated transmit pressure from a linear array 

electronically focused to point.  

 

In many cases, a 3D reconstruction is desirable. With a linear array, a 3D reconstruction can only 

be obtained by mechanically translating or rotating the array in the elevational direction since the 

 

Figure 2.5: Simulated pressure in the azimuthal plane of a 16-element linear array with an 

electronically generated transmit focus at the location of the green ‘x’. Three different frames are 

shown at 40 μs, 80 µs and 120 μs. 
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array has a fixed elevational focus. However, this is slow and often leads to poor elevational 

resolution. A preferable approach is to arrange the transducer elements in a 2D grid instead of a 

1D line. With elements distributed in both the X- and Y directions, both azimuthal and elevational 

resolution can be obtained using delay-and-sum beamforming. The previously described methods 

of beamforming also apply to 3D imaging but with the additional elevational (y-axis) directional 

component included in the acoustic travel path. 

 

2.4 3D Ultrasound Imaging 

 

2.4.1 Scanned Linear Arrays 

To acquire acoustic information along both the lateral (azimuthal) and elevational directions, a 

linear array can be mechanically stepped elevationally to acquire multiple elevational slices which 

can then be formed into a volumetric image [11], [36] as illustrated in Figure 2.1. The advantage 

of this approach is that high-frequency and large-aperture 1D arrays can be used which can acquire 

very high quality and high-resolution B-scan images. However, the requirement for mechanical 

scanning means that volumetric acquisition can be slow. Rather than using fixed motors to translate 

the linear probe, freehand 3D ultrasound can be used by attaching a positioning sensor to the probe 

[37]. This was used as an intro-operative neurosurgical imaging tool in [38] where a bulky 

scanning motor would be unsuitable. Drawbacks of this approach include the dependency of image 

quality of the accuracy of the positioning sensors as well as the requirement for repeated 

calibration. Cenni et al. in 2016 demonstrated a freehand 3D ultrasound system based on a 10 MHz 
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linear probe with high volumetric reconstruction accuracy (less than 3% disagreement across 

multiple experiments)  [39]. This system required a crossed-wire phantom in a water tank for 

calibration purposes as well as multiple cameras for position tracking. Due to the complexity of 

positional calculations, the data was processed off-line with an approximate processing time of 

450 seconds per volume, limiting the potential for real-time 3D imaging. 

In general, 3D imaging systems consisting of linear probes suffer from poor axial resolution due 

to the presence of an acoustic lens. An acoustic lens with a relatively tight focus is needed in order 

to restrict the acoustic pressure along a particular elevational slice. The tighter the focus, however, 

the smaller the axial working distance which can result in poor resolution and SNR at depths away 

from the fixed focal depth, as shown in Figure 2.6. 
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2.4.2 Matrix Probes and Sparse 2D Arrays 

By distributing elements in both the x and y (azimuthal and elevational) directions, DRBF can be 

directly performed across a 3D space, rather than compositing multiple 2D beamformed images. 

A major challenge with this approach is that the number channels required for large 2D arrays 

grows quadratically. For example, many linear array probes use 192 channels. To extend the same 

aperture size and channel density into a 2D array, 36,864 channels would be needed. In contrast to 

other sensor types, ultrasonic channels require a substantial amount of electronics and 

preprocessing due to the need to capture thousands of time samples of pressure for each channel. 

This means that large number of channels (typically >1000) are often impractical from a design 

 

Figure 2.6: Side view (YZ-plane) of a linear probe with an acoustic lens. The Desired B-scan to be 

acquired is shown as the dashed red line. With a fixed axial focus, however, acoustic energy is 

unfocused away from the focal depth. This limits the system’s ability to section individual 

elevational planes. As the array is stepped in the elevational direction, regions away from the focal 

depth suffer from poor elevational resolution. 
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point of view, since the system would become extremely expensive and difficult to use with very 

large cables. In addition, the array design itself becomes very challenging with this type of 

connection scheme since each element connection must be routed to a digitizer through a dense 

arrangement of elements. This is especially true for high-frequency 2D arrays (giving higher 

resolution) since elements are packed even more densely. In [40], a 3 MHz, 32×32 element array 

is used for ultrafast 3D imaging. The imaging system consists of 1024 transmit channels, and 512 

receive channels which use 2:1 multiplexing to address the entire array. Due to the limitation of 

receive channels and the requirement for multiplexing, each acquisition is repeated for one half of 

the array. This system is capable of volumetric blood flow imaging at approximately 100 volumes 

per second but the focusing ability and resolution is limited by the small aperture.       

Several approaches have been used to circumvent the 2D array high channel count problem. Matrix 

probes consist of a 2D array of elements, but rather than routing each element from the transducer, 

interposer electronics are used directly on the transducer to reduce the channel count. These 

electronics can consist of simple multiplexor to activate different sections of the array, or 

microbeamformers which perform intermediate reconstruction tasks to reduce the amount of data 

which needs to be communicated to the ultrasound system [41], [42]. Matrix probes offer the 

possibility of driving large numbers of elements in a 2D array, and in some cases the entire array. 

In [42], Savord et al. demonstrates a 2D matrix transducer consisting of approximately 3000 

transducer elements. All elements can be sample from simultaneously, and only 128 wires are used 

communicate data from the probe to the ultrasound system. This is accomplished by integrating 

microbeamforming circuity into an ASIC attached to the back of the array. Subsections of the array 

are beamformed independently using these back-end analog electronics, and the resulting 
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beamformed subsections are digitized and combined on the system side into a final 3D volume. 

More recently, probes such as the Phillips xMatrix, demonstrated in [43], can support as many as 

9,000 elements using this technique. Since there must be interconnects between each element and 

the analog electronics, this approach requires the use of an ASIC with a surface area equivalent to 

the size of the array. This limits the overall size of the array, since for larger apertures, ASIC dies 

capable of spanning the entire size of the array (eg. > 2 cm2) would become impractically 

expensive. In addition, the analog electronics must fit within each element’s footprint. For a 10 

MHz array, elements with a wavelength pitch would have a footprint of 154 µm. But for 

applications where higher resolutions are required, higher frequencies as high as 40 MHz would 

be needed, resulting in an element pitch of 38.5 µm. Fitting the same electronics in this area is 

much more difficult, especially considering that many matrix probes already require bulky active 

cooling systems across the array due to the power density of the these electronics, such as in [44]. 

As a result, matrix probes with backside ASIC electronics are often limited to operating at less 

than 15 MHz.  

Sparse 2D arrays address the high channel count problem by only connecting a sparse selection of 

elements across the array chosen either randomly or in a period pattern [45], [46]. This allows for 

a 2D array with a large aperture size (providing higher resolution) but with a low channel count. 

However, sparse 2D arrays have rarely been used for clinical applications due to compromises on 

image quality. In [47], Lockwood et al. shows that for a 64×64 element array, a sparse 2D array 

can acquire B-scans at multiple elevations at 1,000 frames/sec, while a conventional 64 element 

linear array will be substantially slower due to the limitations of mechanical scanning systems. 

However, the sparse array is shown to have an SNR 4.7 dB lower than a conventional 64 element 
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linear array due to the inhomogeneous transmit radiation pattern. A sparse arrangement of 

elements, whether distributed randomly or periodically, results in diminished focusing ability and 

SNR. Periodically distributed sparse arrays tend to produce gradient artifacts due to large effective 

element pitches while randomly distributed sparse arrays tend to result in large side lobe artifacts.   

 

2.4.3 TOBE Arrays 

TOBE arrays, also known as crossed-electrode or row-column arrays, were first suggested as a 

method of 3D ultrasound imaging in [48] and later demonstrated experimentally in [8]. Any type 

of transducer can be connected in a TOBE connection scheme such as piezoelectric composites 

[7], or micro-electromechanical system (MEMS) -based piezoelectric [49] and capacitive [50], 

[51], [52] transducers.  TOBE arrays allow for a relatively small number of row- and column-

electrodes to address a large 2D array. Figure 2.7 illustrates a simple method of using TOBE arrays 

for 3D imaging by transmitting and receiving along both rows and columns interchangeably. This 

strategy is similar to that demonstrated in [7], where a 5 MHz, 256×256 element row-column array 

consisting of a 1-3 piezoelectric composite is used for phantom imaging experiments. A 64×64 2.7 

MHz is also shown in [50], this time using CMUT elements fabricated with a wafer bonding 

approach. These demonstrations show that the images acquired from a row-column arrays are 

similar to that of a linear array. This is expected considering that receiving across rows and then 

columns is equivalent to acquire with a linear array at two different orientations. This is useful for 

imaging the central Z-X and Z-Y orthogonal planes but not for full volumetric imaging where 

reconstructions along the X-Y or an arbitrary plane are desired.  
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Another approach which has been proposed is compounding multiple steered plane waves [53]. 

This allows for a form of transmit focusing along the direction of the steered plane waves. Since 

the transmit waves can only be steered along either the rows or columns, this focusing can only be 

applied elevationally or azimuthally. In each case, the resolution and sidelobe levels suffer in the 

other direction. Finally, TOBE array synthetic transmit aperture imaging was proposed in [54]. 

This was compared with explososcan, a commonly used 3D imaging approach using fully or 

partially connected 2D arrays, in [6] where it was found to have near-equivalent imaging quality.  

These previous approaches suffer from the inability to address individual elements on transmit or 

receive using only row and column electrodes. For example, transmitting at only a single element 

in the center of the array is impossible using only AC pulses along row and column electrodes. In 

order to accomplish this, and more complex row-column array behavior for improved imaging 

 

Figure 2.7: Example of simple TOBE array 3D imaging scheme. Row and column electrodes are 

interchangeably used a transmit and receive channels and the reconstructed volumes are 

compounded. 
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performance, more complex imaging strategies combined with bias-sensitive transducers can be 

used. Bias-CMUT row-column arrays have been demonstrated in  [49] and [52], however, imaging 

is performed using the rows and columns as orthogonal 1D arrays, such as in Figure 2.7, rather 

than using the bias sensitivity for improved addressing. [55] introduces an imaging scheme for a 

row-column array of piezoelectric elements where high-voltage switched are used to toggle row-

column connections to create synthetic aperture focusing. An example of using bias switching to 

create patterns, or codes, across the array is [56]. In this case, bias-sensitive CMUT elements allow 

for a coded SAI approach with a TOBE array resulting in a 37.2 dB SNR improvement over the 

approach illustrated in Figure 2.7 with wire phantoms. This is shown only in simulations and 

doesn’t address the added complexity of bias switching electronics. Furthermore, an S-sequence 

encoding approach is used here, where the coding matrix is a truncated Hadamard matrix with all 

-1s replaced with zeros. This means that many applied biases will be at 0V at a given time, and 

there will be fewer active transmitting and receiving elements resulting in poorer SNR.  

A summary of 3D ultrasound imaging technologies is shown in Table I, comparing the imaging 

quality, speed and practicality of the discussed methods. 



 

27 

 

 

2.5 Bias-Sensitive Ultrasound Transducers 

 

Bias sensitive transducers are transducer which are only sensitive to ultrasound and only transmit 

ultrasound when a DC electric field is applied across them. This can be useful for a variety of 

imaging techniques, but mainly because it allows for modulation and addressing of array elements 

across large arrays. Bias dependency is particularly useful for TOBE arrays since merely using the 

AC transmit signals along the row or column electrodes allows for only minimal control over the 

arrays imaging behavior. DC biasing presents an additional level of control for these types of 

arrays, allowing for a wide range of imaging techniques for improving resolution and SNR.  

Table I: Comparison of 3D Imaging Speed, Quality and Practicality for Existing 3D Ultrasound 

Technologies 

3D Imaging 

Technique 

# of Channel 

Needed for Array 

Size N 

Imaging Quality Imaging Speed Practicality 

Scanned 

Linear Array 
N 

High in azimuthal 

plane, low in 

elevation 

Slow 
Widely used due to 

simplicity 

Fully 

Connected 2D 

Array 

N2 High High 
Limited by high 

channel counts 

Sparse 2D 

Array 
<N2 Low High 

Limited by imaging 

artifacts 

Matrix Arrays <N2 High High 

Expensive to 

manufacture, but more 

practical than fully 

connected 

TOBE Arrays 2N 
High, equivalent 

to linear array 

Depends on 

imaging scheme 

Lack of high-quality 

3D imaging schemes 

has limited field of use 
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Two main types of bias-sensitive transducers are considered here: capacitive micromachined 

ultrasound transducers (CMUTs) and electrostrictive relaxor transducers (relaxors). 

2.5.1 Capacitive Micromachined Ultrasound Transducers 

Capacitive micromachined ultrasonic transducers (CMUTs) are a type of micro-electro-

mechanical system (MEMS) based transducer. Shown in Figure 2.8, CMUTs consist of a flexible, 

conductive membrane suspended over a gap, with a second conductive electrode at the bottom of 

the gap. When a voltage is applied across the top membrane and bottom electrode the membrane 

deflects, resulting in a change in the CMUT capacitance which can be modeled using the 

expression: 

C(t) =
ε0πa2 tanh−1(√

xp(t)

a
) 

2√tgexp(t) 
     2.5 
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derived in [57], where C is the CMUT capacitance, a is the membrane radius, xp(t) is the peak 

membrane deflection and tge is the effective membrane gap. A measurement of the change of 

capacitance with an increasing bias voltage is shown in Figure 2.8. 

If an AC voltage is applied, the membrane will oscillate and generate ultrasound radiation. 

Similarly, when an ultrasound signal is incident on the array it will cause the membrane to oscillate 

which will generate a voltage signal. These two mechanisms allow for the pulse-echo imaging 

procedure, which is necessary for forming ultrasound images. As the membrane deflects, the 

sensitivity of the CMUT, defined as the change in capacitance experienced with a change in 

deflection, 𝜕𝐶 𝜕𝑉⁄ , increases. Thus, CMUTs display a highly nonlinear deflection-applied voltage 

relationship and are bias sensitive. By biasing CMUTs near the snapdown region, where the 

 

Figure 2.8: Cross section of CMUT with Capacitance-Voltage measurement sweep of a 

sacrificial release CMUT TOBE array element. 
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electric field is strong enough to completely pull down the membrane, high sensitivities can be 

reached. CMUTs have been shown to display higher sensitivity and much wider bandwidth than 

piezoelectric transducers [58]. Additionally, CMUT fabrication is very scalable when compared 

to other ultrasound array technologies such as piezoelectric, which are complex to manufacture in 

comparison. As a result, large-scale, high-density 2D CMUT arrays can be fabricated in a TOBE 

wiring configuration without the need for on-chip electronics or an impractically large number of 

channels. 

There are two main methods for fabrication CMUTS: sacrificial release and wafer bonding. The 

sacrificial release process, illustrated in Figure 2.9 (a), creates a gap underneath the membrane by 

etching a sacrificial poly-silicon layer underneath the SiN membrane. The wafer bonding 

approach, illustrated in Figure 2.9 (b), involves etching the gap into a SiO2 layer on top of a SOI 

wafer device layer. This oxide surface is then bonded to the device layer of an additional SOI wafer 

 

Figure 2.9: Summary of CMUT fabrication techniques: (a) sacrificial release and (b) wafer 

bonded. 
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and the handle (bulk Si and buried SiO2) of the second SOI is remove, leaving only the device 

layer as the CMUT membrane. 

While CMUTs have sensitivity and bandwidth advantages over piezoelectric transducers, they 

require high DC voltages to reach the deflections that offer high sensitivities. This can pose 

challenges from an electrical design and safety point of view, but also because of dielectric 

charging effects. With high electric fields applied across a dielectric, charges can become trapped 

in the dielectric, resulting in a long-term and sometimes permanent electric field [59]. This effect 

is especially pronounced when the membrane snaps down, as the field strength sharply increases. 

Charging means that as the device operates, increasing biases are needed to maintain the desired 

deflection and sensitivity. Solutions to this problem such as isolated isolation posts in [59] have 

been proposed to eliminate charging effects. 

2.5.2 Electrostrictive Relaxor Transducers 

Another type of bias-sensitive transducer discussed in this thesis are electrostrictive relaxor arrays 

[60], [61], [62]. These are materials in which the electrorestrictive effects are dependent on an 

applied electric field. Relaxors are ferroelectric materials that exhibit high electrostriction. 

Now to describe the difference between piezoelectric and electrostrictive tranducers. We begin by 

explaining the forward piezoelectric effect. The forward piezoelectric effect involves material 

strain upon applying an electric field, usually from applying a voltage between a top and bottom 

electrode. The inverse effect involves creation of voltages upon application of a force.  These 

effects are due to molecular asymmetries and require polarized domains in the material. These 

domains are polarized via a poling process with high voltages and high temperatures. When the 
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material cools, residual polarization results in the piezoelectric behavior with strains and voltages 

roughly linearly proportional. Piezoelectric transducers exhibit both a forward and inverse 

piezoelectric effect.  

Electrostrictive transducers, in contrast have no inverse piezoelectric effect, that is, unless there is 

an applied bias voltage. Electrostrictive transducers exhibit strains that are quadratic with applied 

voltages. In tensor notation, a strain can be modelled as 𝜖𝑖𝑗 = 𝑄𝑖𝑗𝑘𝑙𝐷𝑘𝐷𝑙, where 𝑄𝑖𝑗𝑘𝑙 is the 

electrostriction tensor, and 𝐷𝑘 are components of the electric displacement field, equal to the sum 

of applied electric field and residual/induced polarization: 𝐷𝑘 = 𝜀𝐸𝑘 + 𝑃𝑘.  

More generally, the displacement field can be viewed as a component of the electric field that 

changes quickly, and a component associated with a slower polarization response. From Y. 

Feldman et al., Dielectric Relaxation Phenomena in Complex Materials, this can be written as: 

𝐷(𝑡) = 𝜀0[𝜀∞𝐸(𝑡) + Φ̇(𝑡) ∗ 𝐸(𝑡)], 

where Φ(t) = (𝜀𝑟 − 𝜀∞)[1 − 𝜙(𝑡)], * is temporal convolution, 𝜙(𝑡) = 𝑃(𝑡)/𝑃(0), and 𝜀𝑟 and 𝜀∞ 

are the low- and high-frequency limits of relative dielectric permittivity. The complex frequency-

dependent permittivity is related to 𝜙 as: 

𝜀∗(𝜔) − 𝜀∞

𝜀𝑟 − 𝜀∞
= ℒ {−

𝑑

𝑑𝑡
𝜙(𝑡)}, 

where ℒ  is the Laplace Transform operator. The Debye model for 𝜙 is a decaying exponential: 

𝜙(𝑡) = 𝑒
−

𝑡

𝜏𝑚𝑢(𝑡) where 𝑢(𝑡) is a step function and where 𝜏𝑚 is the characteristic relaxation time. 

Many other more complex phenomenological models of relaxation have also been proposed.  
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When the thickness-mode excitation axis is 𝑘 = 3, and electric fields are applied in this direction, 

and when there is a residual polarization, the relevant strain is 𝜖33 ∝  𝑄(𝜀𝐸3 + 𝑃3)
2, where 𝑄 =

𝑄3333. Dropping subscripts for convenience, the AC strain due to a transient voltage excitation 𝛿𝐸 

is 𝜖𝐴𝐶 ∝  𝐻𝑃𝐹{(𝜀(𝛿𝐸) + 𝑃)2} ∝ 𝜀𝑃𝛿𝐸 to first order in 𝛿𝐸. This is the forward piezoelectric effect 

showing linearity with excitation voltage. Thus piezo-electricity is described here as an 

electrostrictive effect when there is a residual polarization present. For a purely electrostrictive 

material, there is no residual polarization, 𝑃𝑘 = 0. However, if the transducer is biased with a DC 

electric field 𝐸3, then, again dropping subscripts: 𝜖𝐴𝐶 = ℎ(𝑡) ∗ 𝜖33 where ℎ is the bandpass 

transducer electromechanical response, thus 𝜖𝐴𝐶 = ℎ ∗ 𝑄{𝐷(𝑡)2}. Expanding, we have  

𝜖𝐴𝐶 = ℎ(𝑡) ∗ (𝜀0[𝜀∞𝐸(𝑡) + Φ̇(𝑡) ∗ 𝐸(𝑡)])
2
𝑄 = ℎ(𝑡) ∗ (𝜀0[𝜀∞(𝐸 + 𝛿𝐸) + Φ̇(𝑡) ∗ (𝐸 + 𝛿𝐸)])

2
𝑄

= ℎ(𝑡)

∗ {𝜀0
2𝜀∞

2 (𝐸 + 𝛿𝐸)2 + 2𝜀0𝜀∞(𝐸 + 𝛿𝐸)𝜀∞Φ̇(𝑡) ∗ (𝐸 + 𝛿𝐸)

+ 𝜀0
2[Φ̇(𝑡) ∗ (𝐸 + 𝛿𝐸)]

2
} 𝑄 

When 𝐸(𝑡) = 𝐸 is a constant DC field, we have  

Φ̇(𝑡) ∗ 𝐸(𝑡) = 𝐸 ∫ Φ̇(𝑡)𝑑𝑡
∞

−∞
= −𝐸(𝜀𝑟 − 𝜀∞) ∫ �̇�(𝑡)𝑑𝑡

∞

0
= (𝜀𝑟 − 𝜀∞)𝐸(𝜙(0) − 𝜙(∞)) =

(𝜀𝑟 − 𝜀∞)𝐸. 

when the material has a large relative dielectric constant, as in our case (e.g. PMN has a giant 

relative permittivity of 20,000), the relative permittivity 𝜀𝑟 ≫ 𝜀∞ and we have that Φ̇(𝑡) ∗ 𝐸 ≈

𝜀𝑟𝐸.  
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Also, when the transducer is driven with an AC electric field 𝛿𝐸(𝑡) with a frequency much higher 

than the relaxation-rate 1/𝜏𝑚, the material cannot adequately respond and Φ̇(𝑡) ∗ 𝛿𝐸 ≈ 0 (or 

small). Thus,  

Φ̇(𝑡) ∗ (𝐸 + 𝛿𝐸) ≈ 𝜀𝑟𝐸. 

Simplifying with these approximations:  

𝜖𝐴𝐶 ≈ ℎ(𝑡) ∗ {𝜀0
2(2𝐸𝛿𝐸 + 𝛿𝐸2) + 2𝜀0𝜀∞𝛿𝐸𝜀0𝜀𝑟𝐸}𝑄

= ℎ(𝑡) ∗ {𝜀0
2𝜀∞

2 (1 + 𝜀𝑟/𝜀∞)2𝐸𝛿𝐸(𝑡) + 𝜀0
2𝜀∞

2 𝛿𝐸2(𝑡)}𝑄 

When 𝜀𝑟 ≫ 𝜀∞, and when 2𝜀𝑟𝐸 ≫ 𝜀∞𝛿𝐸 (i.e. 𝛿𝐸/𝐸 ≪ 2𝜀𝑟/𝜀∞), this becomes simply 

𝜖𝐴𝐶 ≈ 2𝑄(𝜀0
2𝜀∞𝜀𝑟𝐸)(ℎ(𝑡) ∗ 𝛿𝐸(𝑡)) = ℎ(𝑡) ∗ 2𝑄𝑃𝐼(𝜀0𝜀∞𝛿𝐸(𝑡)) 

Here 𝑃𝐼 = 𝜀𝑟𝐸 is an induced polarization, and 2𝑄𝑃𝐼 is an effective (induced) piezoelectric 

coefficient.   

Thus, the material behaves like a piezoelectric material with approximate linearity in driving 

voltage 𝛿𝐸. Importantly, the induced polarization 𝜀𝐸 has a polarity dependent on the biasing field 

polarity. This leads to important properties that we require for bias-encoded imaging schemes 

discussed below. In particular, the response to an excitation 𝛿𝐸 with a positive bias is the same as 

that of an amplitude-inverted excitation −𝛿𝐸 with a negative bias: 𝜖33 = 𝑄(𝐸3 + 𝛿𝐸3)
2 =

𝑄(−𝐸3 − 𝛿𝐸3)
2. Also, 𝑄(𝐸3 − 𝛿𝐸3)

2 = 𝑄(−𝐸3 + 𝛿𝐸3)
2. Likewise, measured voltage signals 

𝛿𝑉 ∝ 𝛿𝐸 depend linearly on AC strain and bias voltage to first order. Thus, the received signal 

due to a pressure transient 𝛿𝑝 received with a positive bias voltage is effectively polarity inverted 

with a negative bias voltage.  
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Electrostrictive transducers have been investigated for many years but our recent work has 

fabricated bias-switchable row-column arrays and demonstrated new ways of using these arrays 

for unprecedented ultrasound and photoacoustic image quality.   

2D relaxor arrays were fabricated by our collaborators in the Brown group at Dalhousie University 

using a dice-and-fill approach, and more recently electrostrictive relaxor transducers have been 

created in the Zemp lab. The structure of the relaxor TOBE arrays is shown in Figure 2.10. As 

described in [63], the PMN-PT electrostrictive relaxor material was partially diced into 2D array 

elements and gaps were filled with an epoxy. This improves the radiation directivity as opposed 

to using the bulk material.  Metal electrodes were sputtered and patterned with scratch dicing along 

the top and bottom, where the top and bottom electrode strips are orthogonal. The resulting 

piezoelectric transducers have a center frequency of 10 MHz.  
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Although relaxor transducers don’t demonstrate many of the advantages of CMUTs, such as wider 

bandwidth and higher sensitivities, they are much simpler to fabricate, have linear sensitivity-DC 

bias relationships, and require smaller biases to operate. This makes them ideal for initial testing 

of TOBE imaging schemes. 

 

  

 

Figure 2.10: Diagram showing relaxor TOBE array structure. The relaxor surface consists of 

partially dices square posts with an epoxy filling. 
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Chapter 3:  Design and Simulation of TOBE 

CMUT Arrays  

 

Designing CMUT arrays is challenging because of the complex, nonlinear electro-mechanical 

behavior of CMUT membranes. Understanding how design changes at the device level, such as 

membrane thickness or radius, affect the overall operating characteristics is essential when 

designing arrays for specific applications and minimizing parasitic effects. A lumped model 

approach for simulating many CMUT membranes is summarized by Ceroici et al. in the published 

journal paper titled “Large-Scale Nonlinear Lumped and Integrated Field Simulations of Top-

Orthogonal-to-Bottom-Electrode CMUT Architectures” [12] © 2017 IEEE which is presented 

here. Of the two authors, C. Ceroici constructed the simulation models and performed the 

experiments in this paper as well as wrote the manuscript. R. J. Zemp provided guidance and 
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advisement for the design and testing of these simulation models as well as assisted with writing 

the manuscript.  

 

3.1 Introduction 

Capacitive micromachined ultrasonic transducers (CMUTs) offer the possibility for large 2D 

imaging arrays [64]. In order to avoid the wiring constraints of a fully wired array, Top-

Orthogonal-to-Bottom Electrode (TOBE) CMUT arrays have been proposed to reduce the number 

of channels in an NxN array to 2N [65]. TOBE arrays rely on the ability to dominantly actuate an 

individual element at the intersection of a row and column using bias sensitivity. In reality, both 

electrical and acoustic parasitic effects will limit this dominant element isolation and result in 

nearby elements actuating. 

 Recently, equivalent-circuit models have been developed which account for the nonlinear 

transduction mechanism as well as the interactions between membranes in the medium [2], [66], 

[67], [68]. This model has been demonstrated to accurately fit the membrane motion of fabricated 

CMUTs. In this paper, we adapt this model to simulate TOBE arrays and analyze the contributions 

of parasitic effects. The simulated dominant element isolation is then compared with a small TOBE 

CMUT array fabricated using a sacrificial release process. 

 

3.2 Simulation Design 

The simulations shown in this paper use the nonlinear equivalent circuit CMUT model described 

in [2]. The model schematic is shown in Figure 3.1 (a).  
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The model accounts for the radiation impedance interaction between membranes with an 

impedance matrix. This is useful in simulating TOBE arrays, as it has a significant effect on 

dominant element isolation. 

This SPICE-based simulation is evaluated in the Agilent Advanced Design Systems (ADS) 

software. Within ADS, a script is constructed to generate a netlist for a network of CMUTs in a 

TOBE configuration, illustrated in Figure 3.1 (b). These models are evaluated using harmonic 

balance (HB) simulations. 

3.3 Results 

3.3.1 Capacitive coupling along row connections 

One possible limitation of large TOBE arrays is the capacitive effects of large numbers of inactive 

CMUTs connected along a row wire. This extra capacitance will shunt current from the row line, 

 

Figure 3.1: (a) Schematic of nonlinear CMUT equivalent circuit model from [2]. (b) Illustration 

of TOBE configuration for CMUTs. 



 

40 

 

diminishing the signal. Figure 3.2 shows the output current along the row of a TOBE array with 

3x3 CMUTs per element for various array sizes. The array consists of circular CMUTs with 4 µm 

thick membranes consisting of SiN with a 40 µm radius and a 5 MHz center frequency immersed 

in oil. Each CMUT has a 250 nm gap, with an additional 100 nm layer of SiO2. These CMUTs 

have a simulated snapdown voltage of 130 V.  A single element in the active row is excited by a 

1.2 kPa pulse and the output current is measured along the row to simulate the TOBE array in 

receive mode. The capacitive coupling effects in this case are independent of which element is 

excited. The column of the active element is biased at 94 V while the other rows and columns are 

grounded.  

As the TOBE row size increases from 2 to 64 elements, the total output current decreases by 7%. 

As much larger (eg. 256 element) TOBE arrays are considered, the current shunting effect will 

have a greater parasitic effect on the arrays performance. This simulation demonstrates a potential 

design consideration for TOBE arrays, in particular, smaller TOBE sub-arrays mosaicked into a 

larger array may be advantageous to reduce parasitic losses. 

 

Figure 3.2: Simulated peak output current along a TOBE row connection. A single element 

along the row is excited by a 1.2 kPa acoustic pulse. 
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3.3.2 Optimization of AC and DC driving voltages 

Traditionally, active CMUT elements are biased as near to the snap down voltage as possible in 

order to maximize sensitivity. However, the biasing along a column in a TOBE array causes all 

membrane in the column to deflect, including those inactive elements. Just as the active element 

is more sensitive to a driving signal with a larger DC bias, nearby inactive elements along biased 

columns will be more sensitive to both acoustic and electrical coupling.  

In order to characterize this effect, the DC voltage was varied in a simulated 6x6 TOBE array with 

an AC driving pulse signal along the active row, shown in Figure 3.3. The simulation uses 40- µm-

radius membranes with a resonance frequency of 5 MHz and a membrane thickness of 4 µm. The 

CMUT gap height is 250 nm with a 100 nm SiO2 dielectric layer. The TOBE array elements have 

λ-pitch and are symmetrical. The dominant element isolation was calculated as the ratio of the 

average membrane velocity in the target element to the average membrane velocity of the nearest-

neighbor, inactive elements.  

 

The dominant element isolation ratio is significantly higher for lower VDC. However, it is 

important to note that the total output power of the array is much higher for larger VDC. This 

presents a clear trade-off between the ability to isolate individual elements and the total array 

output power. 

The AC driving voltage amplitude also has an impact on the ability to isolate individual elements. 

As the membrane velocity increases, more energy is coupled to adjacent elements. Figure 3.4 
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shows the dominant element isolation in the same 6x6 TOBE array but with varying AC voltages 

along rows.  

In order to further investigate the capacitive coupling effects, an ideal electrical isolation stage was 

added between each element and row connection, as illustrated in Figure 3.5 (right). This isolation 

stage is equivalent to an ideal op-amp with the negative input shorted to the output. Such an 

isolation stage could be accomplished by integrating electronics during the fabrication process.  

 

 

Figure 3.3: Simulated dominant element isolation for a 6x6 TOBE array versus the DC driving 

voltage. Simulations are shown for different AC driving voltages. 

 

Figure 3.4: Simulated dominant element isolation for a 6x6 TOBE array versus the AC driving 

voltage. Simulations are shown for Vdc = 96 V (left) and 104 V (right). The effects of 

electrically isolated TOBE rows are also shown. 
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These isolated arrays are also shown in Figure 3.4, where it can be seen that the maximum 

dominant element isolation is reached at VAC = 20 V. This suggests that a larger AC signal may 

not always be preferable when driving TOBE arrays, despite the larger output power. However, 

the membrane velocity of the isolated TOBE arrays at Vac= 45 V is 32% higher for VDC = 104 

V and 28% higher for VDC = 96 V than the non-isolated arrays. To better understand the benefits 

of isolating TOBE row connections, we also consider the output power of the target element as 

well as the dominant element isolation as a figure of merit. This is shown in Figure 3.5 (left). With 

this definition for the overall performance, a clear maximum is achieved at VAC = 30 V for the 

isolated arrays. This point provides a balance between dominant element isolation and overall 

output power of the active elements. 

 

Figure 3.5: Simulated dominant element isolation for a 6x6 TOBE array versus the AC driving 

voltage (left) and illustration of the use of electrical isolation stages in the simulated TOBE 

arrays (right). Simulations are shown for Vdc = 104 V, 96 V and for electrically isolated TOBE 

rows. 
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3.3.3 Optimization of CMUT design parameters 

In addition to the operating voltages of the array, the physical characteristics of CMUTs were also 

varied in order to investigate the effects on dominant element isolation. The CMUT membrane 

radius and gap were both varied and the isolation was measured as the ratio of the average velocity 

of the target element to adjacent elements. This is shown in Figure 3.6. A 90 ns transmit pulse was 

used in this case with a pulsing period large enough to neglect standing wave patterns in CMUT 

displacement. Average membrane velocity consistently decreased further away from the target 

element. In order to maintain a center frequency of 5 MHz as the membrane radius was changed, 

the membrane thickness was also varied. Also, in both cases, the bias voltage was varied to 

maintain a voltage of 80% of the snap down voltage.  

 

As the radius is increased, the simulated isolation increases. This is because larger radii require 

thicker membranes in order to maintain the center frequency which, in turn, require larger bias 

 

Figure 3.6: Simulated dominant element isolation for a 6x6 TOBE array with varying CMUT 

membrane radius (right) and gap height (left). The average velocity of the target element is also 

shown in red. 
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voltages to maintain the bias deflection point. Note that, although a larger membrane radius will 

have smaller snapdown voltage, the increasing membrane thickness dominates the change in 

snapdown. Larger snapdown voltages provide better isolation across row connections. However, 

the upper bound of the radius is limited by the decreasing membrane thickness which at some point 

will make the design impractical. 

As the CMUT gap height is changed, the membrane velocity reaches a peak at 150 nm. This can 

be explained by the constant AC signal applied as the gap height is changed. At each gap height 

value, the active CMUTs are biased at 80% of the snap down voltage. However, at larger gaps 

there is a larger voltage swing between the bias point and the snap down voltage, allowing for 

larger AC signals. Conversely, smaller gap heights allow for smaller voltage swings. The 20V AC 

signal makes best use of the voltage swing for the 150 nm gap height. The parasitic behavior of 

adjacent CMUTs is also strongly affected by the gap height. As the gap decreases, so does the snap 

down voltage. The unbiased CMUT elements along the same row as the active element therefore 

receives an AC signal larger relative to the snap down voltage as the gap decreases, decreasing the 

isolation. 

3.3.4 Field II Simulations 

The simulated CMUT array behavior in ADS was also integrated with the Field II acoustic field 

simulator to predict the arrays imaging performance [69]. Of particular interest was the effect of 

channel crosstalk in the TOBE array. To investigate this, a 32x5 TOBE array was simulated in 

ADS with a 100 ns, 20V transmit pulse, and the pressure output of each CMUT was used to 

simulate the acoustic pressure fields. This is shown in Figure 3.7. Only the center of the 5 columns 

is biased while the others are grounded. Transmit pulses are sent along the 32 rows with the 
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appropriate delays for focusing at 10 mm from the array. This results in an f-number of 1.4.  The 

unbiased columns on either side of the biased one provide insight into the effects of acoustic 

impedance in TOBE arrays. For comparison, a 32x1 TOBE array with only a single column is also 

simulated. To compare with the ideal case, a Field II simulation was conducted of the same array 

but without considering the circuit-level or mutual acoustic impedance effects.  

 

The Field II simulation of the array without any circuit-level component produced a full width at 

half max (FWHM) lateral resolution of 0.52 mm. The 32x5 and 32x1 TOBE arrays with both Field 

II and ADS components gave lateral resolutions of 0.45 mm and 0.5 mm, respectively. The 

existence of side lobes is likely due to the acoustic crosstalk between elements since the side lobes 

are not present in the case where acoustic crosstalk is disabled (using an identity matrix for the 

acoustic impedance). Although the simulated array which included the acoustic crosstalk effects 

 

Figure 3.7: Simulated lateral resolution of a 32x5 TOBE array. Simulations using only Field II 

(black) as well as including the circuit level simulation of ADS with Field II (blue, red, pink) 

are shown. The blue line represents a 32x1 TOBE array, and the red a 32x1 TOBE array with 

a identity acoustic impedance matrix to examine the resolution neglecting the acoustic crosstalk 

between rows. 
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(the 32x5 array) had a smaller resolution, the side lobes were 1.6x larger than without acoustic 

crosstalk (32x1). This suggests that the presence of acoustic crosstalk across a TOBE array could 

increase the overall imaging clutter and degrade contrast-to-noise. 

3.3.5 Comparison with measurements 

To verify the simulation results, the dominant element isolation simulations were compared with 

a 5x5 TOBE CMUT array fabricated using a sacrificial release process described in [64], [70]. The 

array has 2x2 CMUTs per element consisting of 115 µm membranes with a thickness of 1 µm. 

The measurements were made using a Microsystem Analyzer MSA-500 laser vibrometer and were 

conducted in air. An 8 MHz AC voltage was used across the center row and a 100 V bias voltage 

was applied across the central column. Other rows and columns were grounded. The measured 

normalized displacement and the simulated displacement a shown in Figure 3.8. 

 

 

Figure 3.8: Comparison between measured (right) and simulated (left) normalized displacement 

of a 5x5 TOBE array in air. 
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A nearest-neighbor crosstalk was measured to be 19.2 dB, while the simulated crosstalk is found 

to be 20.1 dB. This shows that the parasitic effects predicted by the model manifest themselves in 

real-world devices. 

3.4 Conclusion 

An equivalent circuit CMUT model was used to simulate TOBE arrays of varying parameters. 

The impact of parasitic effects was investigated, and an optimization analysis was conducted with 

regards to the AC and DC driving voltages with the goal of maximizing the dominant element 

isolation. In addition, the effects of different CMUT radii and gap lengths on isolation was 

simulated. The studies presented here could be used as a framework for designing efficient TOBE 

arrays in the future. The use of electrical isolation stages was investigated by introducing buffer 

stages in between TOBE elements and rows. It was found that these arrays provide a better balance 

of dominant element isolation and output power. 

The ADS simulations were integrated with the Field II acoustic field simulator to look at the 

effects of acoustic crosstalk on the lateral imaging resolution. 

The simulation results of parasitic effects were compared with laser vibrometry measurements of 

a CMUT array. The measured crosstalk was found to be 20.1 dB while the simulated crosstalk was 

19.2 dB. This suggests that the parasitic effects observed in simulations accurately model the 

physical systems.  
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Chapter 4:  TOBE FORCES Imaging Scheme - 

Simulations 

 

Although TOBE arrays allow for all elements in the array to transmit and receive simultaneously, 

the constraint of only having access to rows and columns places limitations on how the array can 

be controlled. In the journal paper “Fast Orthogonal Row-Column Electronic Scanning (FORCES) 

with Top Orthogonal to Bottom Electrode (TOBE) Arrays” [15] © 2017 IEEE, an imaging 

methodology is presented which uses coded bias patterns to provide substantially improved image 

quality than previous approaches. This publication, which presents simulation-only work, is shown 

here. Of the authors for this paper, C. Ceroici designed and carried out the simulations shown as 



 

50 

 

well as helped develop the FORCES imaging scheme and wrote the manuscript. T. Harrison 

assisted with code development and help develop other TOBE imaging schemes mentioned in the 

paper and in some cases, used for comparison. R. J. Zemp helped develop the FORCES imaging 

scheme and advised the work of the other authors.  

4.1 Introduction 

While 3D ultrasound imaging offers significant promise for a wide range of clinical applications, 

clinicians do not always prefer to use it, in part because image quality is often inferior to high-

quality B-scan imaging using linear or phased-array transducers. It is essential that future 3D 

ultrasound systems overcome the technical challenges limiting B-scan imaging performance. One 

major challenge is the wiring congestion of fully-wired high-density 2D arrays as the channel 

number increases. A fully wired N×N channel 2D array with N2 elements would require the same 

number of channel connections which would quickly become impractical for large arrays or for 

invasive probes where cable and probe sizes must be small. Explososcan 3D imaging methods use 

sparse multiplexed schemes to operate a 2D array with limited channel count [5], as illustrated in 

Figure 4.1 (a). Owing to limited-aperture transmit sub-arrays, only weak transmit focusing is 

possible reducing resolution and signal-to-noise. Matrix probes also offer integrated 

microbeamformers with analog-to-digital converters behind each element [3]. Such Matrix probes 

can be bulky and may require active cooling. They also make image-quality trade-offs to image 

quickly. 
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Top-Orthogonal-to-Bottom Electrode (TOBE) arrays have been proposed as an alternative method 

of wiring 2D arrays. We have recently fabricated capacitive micromachined ultrasonic transducers 

(CMUTs) with a TOBE architecture [65]. We have demonstrated that individual elements can be 

dominantly actuated by applying a bias along the desired column electrode and transmitting or 

receiving a signal along the orthogonal row connection. In this case the 2D array can be fully 

controlled using only 2N channel connections. Dominant element sensitivity is only possible in 

such schemes when using bias-sensitive arrays such as TOBE CMUT arrays or potentially bias 

sensitive piezoelectric arrays [71], [72], [51], [7]. The use of TOBE architectures in CMUT array 

designs creates a new range of possibilities for large-scale 3D whole-organ imaging. However, 

one major obstacle for TOBE array technology is the imaging scheme used to acquire images. In 

order to be versatile enough to compete with linear arrays or matrix probes, it is essential that 2D 

imaging arrays be capable of acquiring high-quality B-scans with a high frame-rate in addition to 

having 3D imaging capabilities. This is the challenge tackled in the present paper. 

 

Figure 4.1: Diagrams of (a) Explososcan and (b) Scheme 1 imaging schemes. Explososcan 

involves a shifting transmit aperture with a static receive apodization. DRB: Dynamic Receive 

Beamforming. Explososcan uses a sparse multiplexed wiring scheme while Scheme 1 uses a 

TOBE wiring scheme. 
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One imaging scheme initially proposed for TOBE arrays is sometimes referred to as row-column-

imaging [65], [73] or rectilinear imaging, originally proposed by Lockwood [8] and further 

discussed by Yen et al. [71]. This imaging scheme, illustrated in Figure 4.1 (b), involves 

transmitting along rows and receiving along all columns. Either a focused transmit signal can be 

used across all rows or one row transmits at a time. We consider the latter case, which we will 

refer to as Scheme 1, where the array is able to focus elevationally with retrospective transmit 

focusing using synthetic aperture beamforming [74], [75]. On receive, column signals are focused 

in the azimuthal direction using dynamic receive beamforming. This imaging scheme is therefore 

capable of only one-way focusing in both the azimuthal and elevational directions during 3D 

imaging. Due to the lack of two-way focusing, the sidelobe levels of Scheme 1 are greater than a 

linear array of the same size. A second imaging scheme, which we will refer to as Scheme 2, and 

which is described in detail in [65] involves signals transmitted and received along row electrodes 

allowing for two-way focusing in the elevational direction. The bias along the columns is stepped 

across the array to allow for one-way focusing in the azimuthal direction using retrospective 

synthetic aperture beamforming. In this case, since only one column is active in each transmit 

event, the signal-to-noise ratio (SNR) of the array suffers. Additionally, one major drawback is 

that N2 imaging events are necessary not just for generating 3D images but also for a single two-

way focused B-scan. 

In this paper, we propose a new imaging scheme for bias-sensitive TOBE arrays: Fast Orthogonal 

Row-Column Electronic-Scanning (FORCES). This imaging scheme provides resolution and 

sidelobe advantages over Scheme 1 and two-way-focused B-scan frame rate advantages over 

Scheme 2. After describing the imaging scheme, we will compare the simulated imaging 
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performance of a FORCES TOBE array with Scheme 1 as well as with an Explososcan array with 

an equivalent number of transmit and receive channels. Although this paper does not present 

experimental validation, comparative simulations of FORCES with other imaging schemes 

illustrates the benefits in imaging speed and quality. 

4.2 Proposed Imaging Scheme 

In the FORCES imaging scheme, focused pulses are transmitted along rows to allow for fixed-

cylindrical elevational focusing. Transmit signals are encoded by biasing columns with aperture-

encoded patterns for increased SNR, shown in Figure 4.2. The biasing sequences are obtained from 

a Hadamard Matrix or S-Matrix.  

 

We recently introduced S-matrix aperture coding for linear arrays, which has been shown to 

significantly improve the SNR over synthetic aperture imaging [56], [76]. Rather than activating 

 

Figure 4.2: Illustration of transmit column bias sequence for a 4x4 TOBE array. Gray represents 

a positive bias and white represents a negative bias. Orthogonal biasing vectors are determined 

from the Hadamard matrix. If an S-matrix is used, the negative biases will become zero-biases. 
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a single column in each imaging event, a coded sequence of elements are activated in a pattern 

selected from a Hadamard Matrix or S-Matrix. An S-matrix is obtained from a Hadamard Matrix 

by replacing -1 values with zeros and truncating the first row and column. By having multiple 

columns active in each imaging event, the array is capable of greater transmit power, allowing for 

higher SNR. The received signals are then unmixed using the inverse of the S-Matrix to obtain the 

equivalent receive signals to that of an imaging scheme with single columns active during transmit, 

though with a higher SNR. 

In the TOBE FORCES imaging scheme, we use Hadamard sequences to bias columns of TOBE 

arrays as shown in Figure 4.2. Signals are transmitted along rows but received along columns, 

decoupled from DC biases. The advantage of the S-sequence or Hadamard encoding is two-fold. 

One is that we achieve SNR improvements. Perhaps more importantly, however, columns will 

only have appreciable sensitivity to echoes when they are biased. Hadamard biasing would allow 

all columns to be read out for each transmit event. S-Sequence biasing would allow half of the 

columns to be read out with the unbiased columns having no sensitivity. In contrast, biasing one 

column at a time would allow for only one column to be read out. 

The column biasing pattern and de-mixing scheme allows for azimuthal synthetic aperture transmit 

beamforming in addition to azimuthal dynamic receive focusing. This scheme is limited to a single 

elevational transmit focus per transmit event, as illustrated in Figure 4.3. Multiple transmit focal 

zones are used to improve the depth-of-field in elevation. The two-way active focusing in the xz-

plane perpendicular to the array means the FORCES imaging scheme can acquire higher quality 

B-scan images than Scheme 1 and with comparable image quality to a linear array as will be 

demonstrated. 
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In contrast to Scheme 1 and Scheme 2, the FORCES imaging scheme is capable of obtaining a B-

scan with two-way-focused azimuthal resolution using only N transmit events. This number can 

be further reduced by binning the column biases at the expense of some azimuthal resolution or 

sidelobe levels. As will be shown later, the FORCES imaging scheme is capable of generating B-

scans with comparable imaging quality to a linear array with the same channel count and with the 

same number of transmit events but with improved elevational focusing owing to a larger 

elevational aperture. Extended depth-of-field 3D imaging can then be performed by obtaining 

additional B-scans at different elevational foci by adjusting the delays of transmit pulses along 

rows. 2D imaging arrays using the FORCES imaging scheme could potentially replace linear 

arrays to provide similar functionality and performance but with the additional capability of 

electronically-scanned 3D imaging and the potential for tighter elevational focusing compared to 

linear arrays with limited element height and fixed acoustic lenses. 

 

Figure 4.3: Schematic of proposed FORCES TOBE imaging scheme. Transmitted delayed 

pulses along rows enables a cylindrical elevation focus. Signals are received from columns and 

beamformed. az: azimuthal, el: elevational directions. 
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4.3 Methods 

To demonstrate the potential of the proposed TOBE FORCES imaging technology, we performed 

Field II simulations [69]. We modelled 64×64 TOBE arrays with 110μm × 110μm elements having 

5.8 μm kerfs and a center frequency of 6.67 MHz. This provides an array with λ/2 pitch which was 

implemented in Field II using the xdc_2d_array function. The array types simulated here have 

similar center frequencies to clinical probes such as L7-4. The small array size of 14mm×14mm 

could be suitable for applications such as surgical guidance or transesophageal operations. These 

are applications where matrix probes don’t exist due to the cumbersome probe electronics. We 

binned columns in groups of 2 to reduce the number of transmit events. We simulated point targets 

and a scattering phantom and used 4 elevational transmit focal zones at 15 mm, 25 mm, 35 mm, 

and 45 mm depths. An image for each x-z B-scan was created for each elevational focus, and the 

B-scans were stitched together to form a single x-z B-scan using a Gaussian weighting function. 

To form a single x-z B-scan, delay times were calculated for each row and each y-z focal point to 

define the elevational slice.  Column biasing was determined by the rows of a Hadamard or S-

matrix. The received scattered signals were summed across each column.  After 32 transmit events 

(each with a separate bias-encoding), we decoded using the inverse Hadamard Matrix to recover 

the synthetic aperture dataset. Synthetic transmit aperture imaging was accomplished using a 

beamforming toolkit developed by Nikolov [77].  

Explososcan simulations were conducted over a 65×65 element array with identical element 

dimensions to the TOBE array. A 12×12 square apodization with the corners removed was used 

as the transmit aperture, resulting in 128 transmit channels which is equivalent to the TOBE array 
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simulations. A static cross-shaped apodization which spans the width and height of the array was 

used for receiving, having 129 receive channels. 

4.4 Results 

4.4.1 Linear array comparison 

A 64×64 element array using the FORCES imaging scheme was compared with an equivalent 64 

element linear array to investigate the ability of the FORCES imaging scheme to generate B-scan 

images. Both arrays are 14 mm wide, however the TOBE array has a height of 14 mm while the 

linear array has a height of 5 mm. This difference is to show a more practical linear array geometry 

with a wider depth of field. The linear array is translated in the elevational direction to obtain 
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elevational resolution, while the TOBE array uses electronic elevational focusing. The x-y and x-

z-plane images from a point-scattering phantom 24 mm from the array are compared in Figure 4.4.  

 

The linear array showed an azimuthal resolution of 0.57 mm while the FORCES scheme had a 

azimuthal resolution of 0.52 mm. Since the arrays have the same number of horizontal elements, 

they have the same theoretical 3.46 ms B-scan acquisition time for an imaging depth of 4 cm. In 

this simulation, the linear array used 128 elevational steps and FORCES scheme used 128 

elevational focal planes. Therefore, they also have the same volumetric acquisition time, 442.81 

ms, assuming there is no additional delay from physically scanning the linear array. The 

elevational resolution of the FORCES scheme is 0.61mm compared to 1.09mm for the linear array. 

This is due to the large aperture and electronic steering capabilities of the TOBE array. 

 

Figure 4.4: Simulated point target xz and xy-plane images. The point is 24 mm from the array. 

A 64 element linear array with a fixed elevational focus (a,c) is compared with a 64x64 element 

FORCES array (b,d). 
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4.4.2 FORCES Bias Pattern Column Bin Sizes 

While using the FORCES imaging scheme, column biases can be combined into bins to increase 

the imaging speed of the array at the cost of image quality. Increasing the bin size from 1 to 2 will 

decrease the total number of transmit events by a factor of 2, reducing the total acquisition time by 

half. Simulations were conducted with a point scattering phantom 24 mm from the array to 

determine the effects of the bias bin size on the image quality. Figure 4.5 shows the xz-plane 

images obtained using a variety of bin sizes as well as the amplitudes of the point spread function 

sidelobes, which signify artifacts and diminished resolution in the acquired image. It was found 

that only after increasing the bin size from 4 to 8 was a 15 dB increase in sidelobe amplitude 

observed. Using bin sizes of 2 and 4 showed negligible increases in sidelobe amplitude. 

 

Figure 4.5: Comparison of bias bin sizes versus sidelobe amplitude for a 64x64 element array 

with the FORCES imaging scheme for a point scattering phantom 24 mm from the array. 

Images are shown in the xz-plane. 
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4.4.3 Comparison with Other 3D Imaging Schemes 

The FORCES imaging scheme was compared to Scheme 1 and Explososcan in both point phantom 

and cyst phantom simulations. Simulated point phantom images are compared in different imaging 

planes in Figure 4.6. Point-spread functions along the x and z-axis are compared in Figure 4.7. The 

azimuthal resolution of the Explososcan, Scheme 1 and FORCES imaging schemes is 1.13 mm, 

0.68 mm and 0.52 mm, respectively, with present parameters. Although the azimuthal resolution 

of Scheme 1 and FORCES is similar, the FORCES sidelobes are 25 dB smaller.  

The additional peaks seen in Figure 4.7 (a) with Scheme 1 and FORCES are due to edge waves of 

the transducer and may be mitigated with apodization at the expense of slightly wider lateral 

resolution. 

 

 

Figure 4.6: Scattering point phantom simulations for a phantom 24 mm from the array. Images 

care compared for the FORCES imaging scheme and Scheme 1 in the XZ and XY imaging 

planes. The image colors are mapped on a log-scale. 
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For the images in Figure 4.6, 128 B-scan slices were taken to resolve the point-scatter phantom in 

the y-axis. Scheme 1 lacks an active transmit focus, allowing for faster 3D imaging at the cost of 

image quality. With Gaussian random noise applied during the simulation, the SNR of 

Explososcan, Scheme 1 and FORCES was found to be 28.3 dB, 50.6 dB, and 54.2 dB, respectfully. 

The low SNR of Explososcan can be explained by the fact that only a limited number of elements 

are active during each transmit event. 

 

The FORCES simulations shown in Figure 4.6 used bin size of 2. For a 4 cm imaging depth, this 

results in a theoretical total B-scan acquisition time of 1.73 ms or a total volumetric acquisition 

time of 221.41 ms. Scheme 1 requires only N transmits for both a B-scan and C-scan, and therefore 

has a theoretical total acquisition time for both of 3.46 ms. The Explososcan scheme had a transmit 

aperture which was translated both horizontally and vertically across the array 54 times each. In 

this case, the total B-scan acquisition time is 2.92 ms and 157.62 ms for a volumetric scan. Results 

are summarized in Table II. 

 

Figure 4.7: Point spread functions in the Z (a) and X (b) axis for a point phantom simulation. 

Results are compared for the FORCES imaging scheme and Scheme 1 
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The technique of sectioning multiple elevational imaging planes was demonstrated in a simulation 

of point phantom-targets, spherical hyper-echoic targets, and spherical cysts of various sizes, 

shown in Figure 4.8. Two image planes are shown at y = 0 mm and y = 1 mm. In these cases, 4 

different depth-focal-zone images were stitched together to increase the overall image depth-of-

field. Each image plane consists of multiple elevational steering angles for each focal depth. 

Clearly, as the image plane is steered across the cyst phantoms, the cyst visibility decreases, and 

the wire targets are no longer visible.  

 

 

Table II: Comparison of Simulated Imaging Speed and Quality for a Volumetric Scan Using a 

64×64 Element Array with Different Imaging Schemes 
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These encouraging results could form the basis of more advanced 3D imaging capabilities. By 

electronically switching the imaging scheme from row-transmit, column-receive to column-

transmit, row-receive, (effectively rotating the array by 90º) an additional B-scan can quickly be 

obtained in the perpendicular yz-imaging plane. This means that FORCES can be used for fast 

cross-sectional imaging, as shown in Figure 4.9 compared with similar images acquired with 

Scheme 1 and Explososcan.  

From these cross-sectional images of a 3 mm radius cyst the contrast-to-speckle ratio, defined as: 

CSR =
µin−µout

√σin
2 − σout

2
      4.1 

 

Figure 4.8: Scattering phantom simulated image using FORCES TOBE imaging scheme. (a) 

y=0 imaging-plane. (b)  y=1 mm imaging plane. 
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where µ is the mean signal and σ is the standard deviation of the signal, was found to be -8.98 for 

Explososcan, -11.26 for Scheme 1, and -29.42 for FORCES. 

 

4.5 Discussion 

In the proposed FORCES TOBE imaging scheme, a B-scan can be formed with good two-way 

focused in-plane azimuthal resolution, and because each transmit event is accompanied by in-plane 

dynamic receive focusing, each transmit event can produce a low-resolution image. The imaging 

quality is comparable to an equivalent sized linear array and can obtain B-scan images at the same 

speed. The sum of multiple low-resolution images will yield a high-resolution image as per 

previous synthetic aperture imaging methods. To image more quickly, columns can be binned 

together to produce an effectively coarse transmit array. For example, a 64x64 array using a bin 

size of 2 would use a 32x32 Hadamard matrix where each ‘1’ in the bias vector would represent 

two adjacent biased columns.  This would sacrifice azimuthal transmit focusing quality, however, 

this can be compensated for with dynamic receive focusing. Elevational sectioning may suffer 

 

Figure 4.9: Simulation of cyst scattering phantom imaged with a 64x64 element array with 

Explososcan (a), Scheme 1 (b) and FORCES (c) imaging schemes. With the FORCES imaging 

scheme, both xz- and yz-plane images are obtained by switching the imaging scheme from row-

transmit, column-receive to column-transmit, row-receive. Scheme 1 needs to acquire a full 3D 

image scan in order to produce the cross-section. 
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unless multiple transmit focal zones are used. The FORCES image scheme also offers the 

possibility of generating high-speed cross-sectional images by electronically switching the 

transmit/receive directions. This may prove to be a faster alternative to full 3D imaging when the 

area of interest is constrained to a smaller region along the imaging axis of the array. 

Our proposed TOBE FORCES imaging scheme is shown to have significant image-quality 

advantages over Scheme 1 and Explososcan. Although the present study is simulation-only, future 

work will require the practical implementation of bias sensitive TOBE arrays. CMUT arrays 

fabricated using wafer bonder or sacrificial release are being investigated [65]. Additionally, bias-

sensitive piezoelectric transducers based on piezoelectric relaxers may also prove promising [78], 

[63].  

The present study ignores electrical and acoustic crosstalk between array elements. Future work 

should study the impacts of these effects on TOBE FORCES imaging quality.  

Because TOBE architectures require only row-column addressing, they offer promise in scaling to 

very large arrays which would otherwise be cost-prohibitive. The TOBE FORCES approach also 

has considerable promise for small-scale 3D imaging probes for invasive and surgical guidance 

applications where probe footprint and cable size must be minimized. 

TOBE FORCES technology may also provide advantages over traditional linear array B-scan 

imaging due to the flexibility of electronic elevational focusing versus a fixed elevation focus. 

Future work will test these hypotheses and compare with previous imaging technologies including 

MATRIX probes which have significantly higher complexity and potentially cost. 
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4.6 Conclusions and Future Work 

In summary, we have proposed a new imaging scheme which we call FORCES (Fast Orthogonal 

Row-Column Electronic Scanning). This FORCES TOBE imaging scheme promises B-scan 

image quality comparable to a linear array transducer but with the flexibility to perform electronic 

3D scanning. Row- and column addressing can be switched, for example to transmit along columns 

and receive along rows to obtain fast y-z B-scans. By quickly switching imaging orientations one 

may acquire fast x-z and y-z orthogonal imaging planes. Alternatively, multiple B-scans can be 

scanned to form a volumetric 3D image. Work in progress is focusing on experimental realization 

of these imaging schemes with crossed electrode TOBE CMUT arrays and bias-sensitive 

piezoelectric row-column arrays. 
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Chapter 5:  TOBE FORCES Imaging Scheme – 

Experimental Results 

In this chapter, experimental results of the FORCES imaging scheme are shown. Comparisons are 

made both to a linear array and a common method of row-column 3D imaging which doesn’t use 

bias encoding. The content of this chapter is from the journal paper “Fast Orthogonal Row-Column 

Electronic Scanning (FORCES) Experiments and Comparisons” [16] © 2018 IEEE. The 

contributions of the authors of this paper are described as follows: C. Ceroici helped develop the 

FORCES imaging scheme and imaging system design, carried out the experiments, and wrote the 

manuscript. B. Greenlay designed the interface PCB. R. J. Zemp supervised these previous two 

roles as well as helped develop the FORCES imaging scheme and write the manuscript. K. Latham 

and J. A. Brown constructed the relaxor arrays.  
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5.1 Introduction 

Top-Orthogonal-to-Bottom Electrode (TOBE) arrays consist of bias-sensitive transducers with top 

electrodes connected along rows and bottom electrodes along columns. These arrays have been 

shown to have several advantages over fully connected 2D arrays such as substantially lower 

channel counts and improved signal-to-noise ratio (SNR) due to the ability to transmit and receive 

across entire 2D [7], [8], [73], [79], [72], [65], [71]. However, one major drawback of TOBE arrays 

using traditional imaging schemes is the inability to focus on transmit both elevationally and 

azimuthally, which is possible using fully connected 2D arrays such as matrix probes [3], [42] as 

well as with Explososcan [5], [6]. This is due to the fact that electronically delayed pulses can only 

be applied in either the elevational or azimuthal direction. The result is that B-scans obtained using 

TOBE arrays are often of poorer quality than equivalent linear arrays. However, this is also true 

for Explososcan, which uses limited transmit and receive apertures to beamform multiple lines per 

emission. While matrix probes can provide improved resolution over crossed-electrode arrays, 

they are limited in size due to the required number of channels.  

We previously proposed a TOBE imaging scheme, Fast Orthogonal Row-Column Electronic 

Scanning (FORCES), which was shown in simulation to have nearly equivalent B-scan imaging 

performance to a linear array with an equivalent number of channels yet offers the flexibility for 

volumetric scanning [15]. In addition, FORCES was shown to have had superior imaging 

performance to that of an alternative TOBE imaging scheme, Scheme 1, and also to that of a 

commonly used fully-connected array imaging scheme, Explososcan.  

In this paper we test the hypothesis that the proposed FORCES imaging scheme can be 

implemented with a bias-sensitive row-column relaxor array and be able to form high-quality 3D 
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ultrasound images with two-way focused 2D synthetic aperture imaging (SAI) performance 

superior to existing TOBE imaging schemes exhibiting one-way azimuthal focusing. Additionally, 

we hypothesize that the FORCES imaging scheme will exhibit comparable or improved 

elevational resolution to linear-array transducers while offering electronic scanning capabilities. 

We experimentally demonstrate the FORCES imaging scheme using a 2D array consisting of 

64×64 electrostrictive relaxor transducers. Imaging experiments are conducted on wire phantoms 

as well as with rat hearts. Our approach emphasizes achieving high in-plane 2D image quality as 

this is a deficiency of many 3D systems. 

Three different 3D imaging schemes are considered for comparison. These imaging schemes are 

illustrated in Figure 5.1. Since the linear array’s pitch and element width differ from the relaxor 

array’s, comparisons with the linear array are only made in the elevational imaging characteristics.  

Scheme 1, also referred to as pyramidal scanning, illustrated in Figure 5.1 (b), was originally 

proposed in [48]. This imaging scheme utilizes TOBE arrays by transmitting along rows and 

receiving along columns. Row-transmit focusing can be accomplished by using an electronically 

delayed set of pulses or using SAI. Groups of elements with a virtual point source can also be used 

for SAI. We will consider the former case, where delayed pulses are used to steer and focus the 

beam in order to have a more equivalent SNR to that of our proposed imaging scheme. Since 

Scheme 1 has no ability to focus azimuthally on transmit, B-scans obtained using this imaging 

scheme have substantially larger side-lobe levels compared with a linear array using both transmit 

and dynamic-receive focusing. In contrast, the FORCES imaging scheme provide two-way 

focusing in the azimuthal direction. 
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The FORCES imaging scheme, shown in Figure 5.1 (c), transmits an electronically focused beam 

across rows but applies a set of encoded bias patterns along receiving columns. These patterns are 

obtained from the rows of a Hadamard matrix. Once the dataset is obtained using all of the encoded 

bias patterns, the dataset can then be decoded by multiplying the dataset by the inverse of the 

Hadamard matrix [80]. The end result is a dataset equivalent to a form of 1D SAI where one 

column transmits at a time except the SNR is significantly improved due to the entire array being 

used for transmitting and receiving. The FORCES imaging scheme offers best-possible in-plane 

resolution because it offers full SAI capabilities. Elevational focusing is electronically adjustable 

and can be optimized for desired target depths. 

 

 

Figure 5.1: Illustration of three different 3D ultrasound imaging schemes. (a) Mechanically-

scanned linear array, (b) Scheme 1 TOBE array, and (c) FORCES TOBE array. 
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5.2 Methods 

Experiments are conducted on a 64×64-element TOBE array and a 192-element linear array. To 

match the linear array and TOBE array experiments as close as possible, the channel counts on the 

linear array are limited to an equivalent number of channels in one case, and an equivalent aperture 

size in another. To compare our proposed 3D imaging scheme (FORCES) with pyramidal scanning 

(Scheme 1) we keep all array and channel parameters the same, use the same transmit voltage and 

bias voltage levels, as well as include an averaged Scheme 1 case with an equivalent number of 

transmit events. Since the array characteristic of the linear array are not identical to that of the 

relaxor array, 2D imaging performance comparisons are not made between them, only elevational 

resolution is considered. 

5.2.1 Electrostrictive Relaxor Array 

The TOBE array used in these experiments consists of a PMN-PT electrostrictive relaxor material 

which was developed into a 1-3 composite 10-MHz transducer using a dice-and-fill approach, 

shown in Figure 5.2 and described in [63], [81], [78]. The array consists of 64 columns and row 

connections (64×64 elements) with a 1 cm aperture size, a 153 µm pitch (λ-pitch) and a 30 µm 

kerf.  

The array is glued and wirebonded to a PCB which is then connected to a Verasonics Experimental 

Ultrasound System (Verasonics, Inc., Kirkland, WA, USA) using a custom interface board 

containing preamplifiers and the bias switching electronics illustrated in Figure 5.3. The 

experiments are conducted in a water medium. 
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Figure 5.2: 64×64 element PMN-PT electrostrictive relaxor array mounted on a PCB. 
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5.2.2 Scheme 1 and FORCES 

Two imaging schemes are implemented on the relaxor array: Scheme 1, and FORCES. 

Scheme 1 involves transmitting delayed pulses to each row to create an elevational focus and 

receiving along columns while all elements are biased. In this case, only a single transmit is needed 

to acquire a B-scan. All column electrodes are biased with a positive voltage while all row 

electrodes are grounded. A modified version of Scheme 1, Scheme 1 averaged, was also 

considered. In order to match the required number of acquisitions per B-scan of FORCES for a 

more fair SNR comparison, Scheme 1 averaged also uses 64 acquisitions but averages the 

reconstruction without any bias-encoding. 

 

Figure 5.3: Photo of interface board and schematic of bias tee, high voltage relay board, and 

amplifier stage. 
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The FORCES imaging scheme, described earlier, also transmits along rows and receives along 

columns but uses a set of column Hadamard bias patterns to achieve two-way azimuthal focusing. 

Each column electrode has either a positive or negative bias depending on the Hadamard vector, 

while all row electrodes are grounded. Given that the reception is using long column elements 

which lack focus in the elevational direction, receive elevation sensitivity may be limited to points 

principally above the aperture. This technique relies on the ability to shift the phase of the 

transmitted waveform and received signals by 180˚ by reversing the applied bias. Typically, an 

N×N sized array will use N bias sequences, and therefore N transmit events. However, this can be 

reduced by binning adjacent elements and applying the same bias across both. For example, a 

64×64 element array using a bin size of 2 would use a 32×32 Hadamard matrix for bias encoding 

with 32 transmit events. Since FORCES requires more transmits for each B-scan than Scheme 1, 

a variation of Scheme 1 where multiple acquisitions are averaged was also tested in order to 

compare an equivalent number transmit events. 

For each B-scan acquisition, a single transmit steering angle is used to steer in the elevational 

direction. To improve the field of view, multiple focal depths can be obtained along this steering 

angle by adjusting the electronic focus and then compounding with a Gaussian-shaped weighting 

function. This offers greater flexibility than a linear array which will have a fixed elevational focus 

owing to a fixed acoustic lens. 

For 3D acquisition, both Scheme 1 and FORCES used row-transmit focused electronic steering 

(in the elevational direction). 31 steering angles were used in a range from -15° to +15° with a step 

size of 1°. At a focal depth of 2 cm, this results in an elevational scanning distance of 10 mm. At 
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different steering angles, the focal depth was adjusted to maintain a constant z-distance from the 

array. 

The driving waveform was a 42 V two-cycle sinusoidal pulse at 10 MHz. Bias control was 

conducted using a microcontroller connected with a set of relays switching between +55/-55 V 

biases. Although larger biases could be used for higher transmit power and sensitivity, these values 

were chosen to ensure long-term reliability of the array. For simplicity, we do not use any transmit 

or receive apodization for the FORCES and Scheme 1 imaging experiments. Inclusion of 

apodization may reduce side-lobe artifacts at the expense of lateral resolution and could be further 

investigated in future work 

FORCES imaging sequences consisted of applying the appropriate Hadamard bias pattern to 

column channels, transmitting delayed pulses to row channels and repeating for all Hadamard 

patterns. 

 

The FORCES images are reconstructed offline using a custom Hadamard decoding and synthetic-

aperture delay-and-sum script, and the Scheme 1 images are reconstructed using a custom delay-

and-sum script. All reconstructions are performed using a 36 MHz sample rate, the standard 

sampling rate for this probe on the Verasonics system, and 151 scanlines. 

5.2.3 Linear array 

For comparison, a Verasonics L12-5 ultrasound linear array probe is also used. This array has 192 

elements with a 4.3 cm aperture size, and element height of 0.75 cm, and a fixed acoustic lens with 

an elevational focus at 2 cm.  
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With the L12-5 linear array, a plane-wave angle compounding imaging scheme is used with 64 

angles (and 64 transmit events) from -18° to +18° with a steering angle step size of 0.5423°. The 

array is stepped elevationally to acquire 3D volumes using 31 steps with a step size of 0.3 mm. 

The same 42 V two-cycle sinusoidal 10 MHz pulse is used for these experiments. Plane-wave 

angle reconstructions are performed using the Verasonics system. 

In order to make a more equivalent comparison, the linear array is restricted in active channel 

numbers. In one case, 64 elements are used, the same as the relaxor array. In the other case, 46 

elements are used in order to obtain a similar aperture size, 10.3 mm, to the relaxor array aperture 

size, 9.79 mm. 

5.2.4 Wire phantom experiments 

Imaging experiments are conducted on two 17.8 µm-diameter aluminum wire phantoms at varying 

distances from the array. The wires are attached to the sides of the tank in a cross pattern where 

the first wire was oriented parallel to the array columns and the second wire perpendicular. The 

azimuthal and elevational resolution of the two TOBE array imaging schemes are calculated, and 

only the elevational resolution are calculated for the linear array. 

5.2.5 Rat heart experiments 

Imaging experiments are also conducted on a rat heart acquired from a sacrificed 250g Sprague 

Dawley rat using Scheme 1, Scheme 1 averaged and FORCES with a column bin size of 1 and 2. 

The heart is suspended approximately 1 cm above the relaxor array for these experiments. 
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5.3 Results 

5.3.1 Array characterization 

The array is first characterized in a variety of ways to ensure that it is capable of implementing the 

FORCES imaging scheme. Of particular interest are the bias-sensitivity characteristics of the 

transducers. This is tested by measuring the transmitted pressures and received signals with 

varying DC biases. Figure 5.4 shows (a) the received signal amplitude using an external single-

element 10 MHz transducer with a 40 V transmit pulse, (b) the output pressure of the relaxor array 

measured with a hydrophone, and (c) the measured phase of the relaxor array output pressure 

waveform. 

The receive sensitivity and transmit pressure shows a linear relationship with the DC bias and is 

approximately symmetrical with positive and negative biases. Most importantly, Figure 5.4 (c) 

shows that the transmit pressure undergoes a 180º phase-shift when a negative bias is applied. This 

is an essential feature for Hadamard-encoded bias encoding [80].  
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A feature of the FORCES and Scheme 1 imaging schemes is the ability to section B-scans at a 

variety of elevational angles. This relies on row-transmit electronic focusing, as illustrated in 

Figure 5.1. This is demonstrated in Figure 5.5 which shows hydrophone measurements conducted 

in a plane parallel to the array at the focal distance at approximately 2 cm while all elements have 

a 50 V bias. This experiment is done (a) without steering and (b) with a 5º transmit steering angle. 

A surface pressure of 0.31 MPa is measured for the array giving a focal gain of 4.1 for the case in 

Figure 5.5 (a) and 3.9 for Figure 5.5 (b). Figure 5.5 (c) shows the pressure measurement along X 

= 0 mm from which the full width at half maximum (FWHM) measured pressure intensity along 

the elevational axis was calculated to be 0.29 mm and 0.30 mm for 0° and 5° steering angles, 

respectively. 

 

Figure 5.4: (a) Average received signal amplitude across the array columns using an external 

single-element 10 MHz transducer at 2 cm from the array, (b) pressure output of the array at 

the 2 cm focus measured using a hydrophone, and (c) the phase of the hydrophone-measured 

pressure waveforms from (b). Measurements are made across a range of positive and negative 

DC biases. Phase measurements could not be made reliably at |VDC| < 20 V due to low SNR. 
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5.3.2 Wire phantom experiments 

Figure 5.7 shows the point spread function of the two wires using (a,c,e) the FORCES imaging 

scheme and (b,d,f) Scheme 1 with 64 frame averaging. The azimuthal and axial point spread 

functions of these experiments are shown in Figure 5.6 (a) and (b), respectively, and the elevational 

point spread functions are shown in (c) along with the linear array 64 plane-wave compounding 

angles elevational point spread functions for comparison. 

The experiment is also conducted using a bin size of 2 with the FORCES imaging scheme. This 

Scheme 1 averaging scheme acquires 64 B-scans without any bias patterns and then averages the 

reconstruction. To compare the imaging performance of the imaging schemes, the resolution and 

SNR were calculated with the phantom at three different depths.  

 

Figure 5.5: Hydrophone pressure measurements in the plane parallel to the array. Electronic 

focus is applied (a) without a steering angle and (b) with a 5º steering angle. The pressure is 

normalized to the maximum received pressure, 1.48 MPa. Pressure measurement of both cases 

are shown at a depth near 2 cm and in (c) along X = 0 mm. 
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Figure 5.7: Wire phantom images using (a,c,e) the FORCES imaging scheme and (b,d,f) 

Scheme 1 with 64 frame averaging. The top row shows ZX-plane images of the two wires at 

d1 = 18 and d2 = 20 mm with y = 0 mm, the second row shows YX-plane images of the first 

wire and the third column shows YX-plane images of the second wire. Two 17.8 µm-diameter 

wires are used at 18 and 20 mm from the array. The nearest wire is oriented perpendicular to 

the array columns while the second wire is oriented parallel as illustrated in (g). 

 

Figure 5.6: (a) Azimuthal and (b) Axial point spread functions of 17.8 µm diameter wire for 

the two crossed electrode imaging schemes and (c) elevational point spread functions for the 

crossed electrode and linear array imaging schemes. 
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Table IV shows the calculated resolution and SNR of the FORCES, Scheme 1 and Scheme 1 

averaged imaging schemes with the first wire at a depth of 20 mm. Table III and Table V show the 

imaging performance of the phantoms at 15 mm and 25 mm, respectively. Table VI shows a 

comparison of the elevational resolution at the three phantom depths for the crossed-electrode 

imaging schemes as well as with the linear array plane-wave compounding imaging schemes. 

Resolution measurements are made with a ±0.04 mm error. The SNR is calculated as the ratio of 

the largest scattered signal in the second wire to the standard deviation of the signal in a volume 

outside both wires.  

Figure 5.8 shows the axial and azimuthal resolution at different elevational points for the Scheme 

1 and FORCES imaging schemes in the azimuthal and axial directions, as well as the linear array, 

64-element plane-wave compounding imaging scheme in the elevational dimension. The 

animation in Figure 5.9 shows the reconstructed 3D image of the wire phantoms obtained using 

the FORCES imaging scheme with 31 elevational steering angles. Two different axial focal points 

are used at the axial locations of the first and last wires and then compounded in the reconstruction. 

In this case, a total of 128 transmit events were used for each B-scan plane. 
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Table III: Relaxor Array Wire Phantom Measurement Results with Phantom Depth at 1.5 cm 

Imaging Scheme # of Channels 
# of Transmits 

per B-scan 

Azimuthal 

Resolution (mm) 

Axial Resolution 

(mm) 
SNR (dB) 

Scheme 1 64 1 0.45 0.32 31.8 

Scheme 1 (averaged) 64 64 0.45 0.31 36.2 

FORCES (Bin Size: 1) 64 64 0.34 0.31 39.5 

FORCES (Bin Size: 2) 64 32 0.39 0.33 36.8 

 

Table IV: Relaxor Array Wire Phantom Measurement Results with Phantom Depth at 2 cm 

Imaging Scheme # of Channels 
# of Transmits 

per B-scan 

Azimuthal 

Resolution (mm) 

Axial Resolution 

(mm) 

SNR 

(dB) 

Scheme 1 64 1 0.42 0.17 33.3 

Scheme 1 (averaged) 64 64 0.42 0.15 37.6 

FORCES (Bin Size: 1) 64 64 0.31 0.17 41.7 

FORCES (Bin Size: 2) 64 32 0.34 0.17 40.9 

 

Table V: Relaxor Array Wire Phantom Measurement Results with Phantom Depth at 2.5 cm 

Imaging Scheme # of Channels 
# of Transmits 

per B-scan 

Azimuthal 

Resolution (mm) 

Axial Resolution 

(mm) 

SNR 

(dB) 

Scheme 1 64 1 0.57 0.27 31.2 

Scheme 1 (averaged) 64 64 0.57 0.27 32.2 

FORCES (Bin Size: 1) 64 64 0.45 0.24 38.7 

FORCES (Bin Size: 2) 64 32 0.48 0.24 38.0 

 

Table VI: Wire Phantom Measurement Elevational Scanning Results 

Transducer Imaging Scheme # of Channels 
# of Transmits 

per B-scan 

Aperture Width 

(mm) 

Elevational 

Resolution at 1.5 

cm (mm) 

Elevational 

Resolution at 2.0 

cm (mm) 

Elevational 

Resolution at 2.5 

cm (mm) 

Relaxor Array Scheme 1 64 1 9.79 0.61 0.47 0.67 

Relaxor Array 
Scheme 1 

(averaged) 
64 64 9.79 0.61 0.47 0.67 

Relaxor Array 
FORCES (Bin 

Size: 1) 
64 64 9.79 0.54 0.46 0.54 

Relaxor Array 
FORCES (Bin 

Size: 2) 
64 32 9.79 0.55 0.46 0.56 

L12-5 Linear 

Array 

64 Compound 

Plane-Wave  
64 64 14.3 0.87 0.72 0.89 

L12-5 Linear 

Array 

64 Compound 

Plane-Wave  
46 64 10.3 0.88 0.80 0.93 

 

 

 

 



 

83 

 

 

 

  

 

Figure 5.8: (a) Azimuthal and (b) axial resolution of a wire phantom at different elevational 

points for the three crossed-electrode imaging schemes: Scheme 1, Scheme 1 averaged, and 

FORCES. The phantom is located 20 mm from the array. 

 

Figure 5.9: Reconstructed 3D data of three wires using the FORCES imaging scheme. The first 

two wires are perpendicular to one another while the third is diagonal at a 45˚ angle. 31 

elevational steering angles are used with two axial focal depths. Video file of this animation is 

available at  http://ieeexplore.ieee.org. 
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5.3.3 Rat heart experiments 

Figure 5.10 shows a B-scan image using (a) Scheme 1, (b) Scheme 1 with 64 frame averaging, (c) 

FORCES with a bin size of 1, and (d) FORCES with a bin size of 2. The contrast-to-speckle ratio, 

defined as: 

CSR =
µin−µout

√σin
2 − σout

2
      5.1 

where µ is the mean signal and σ is the standard deviation of the signal, was calculated based on 

the heart wall relative to the heart cavity as well as relative to the medium outside of the heart. The 

contrast was calculated as (µin-µout)/µout. In these cases, µin and σin refer to the area of interest, in 

this case the heart wall. These results are summarized in Table VII. B-scans of the rat heart at 

 

Figure 5.10: B-scan image of a rat heart using (a) Scheme 1, (b) Scheme 1 with 64 frame 

averaging, (c) FORCES with a bin size of 1, and (d) FORCES with a bin size of 2. The left 

ventricle (LVL), right ventricle (RVL) and heart wall area used for contrast and CSR 

calculations are highlighted in blue, red, and green respectively. 



 

85 

 

multiple elevations are shown in Figure 5.11 for FORCES and Scheme 1, along with a flythrough 

animation of the FORCES reconstruction with 31 elevational slices. 

 

 

5.4 Discussion 

The FORCES imaging scheme shows significant SNR and azimuthal resolution advantages over 

Scheme 1 which is to be expected since FORCES involves 64 acquisitions and Scheme 1 only a 

single acquisition. However, the comparison between FORCES and Scheme 1 averaged, where 

 

Figure 5.11: Comparison of rat heart B-Scans at multiple elevations using (a) FORCES with a 

bin size of 1 and (b) Scheme 1. A video file of a flythrough animation of the rat heart using 

FORCES imaging scheme with 31 elevational slices is available at http://ieeexplore.ieee.org. 

Table VII: Rat Heart Imaging Performance 

Imaging 

Scheme 

Wall Relative to 

RVL 

Wall Relative to 

LVL 

Wall Relative to 

Medium 

Contrast CSR Contrast CSR Contrast CSR 

Scheme 1 

(no averaging) 
0.27 0.22 0.23 0.19 0.34 0.29 

Scheme 1 

(averaged) 
1.90 0.81 1.92 0.80 4.06 1.01 

FORCES (bin 

size 1) 
3.08 1.04 2.69 1.00 8.92 1.26 

FORCES (bin 

size 2) 
2.42 0.78 2.15 0.75 6.22 0.97 
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FORCES demonstrates an improved azimuthal resolution and SNR, illustrates the two-way 

focusing advantages of FORCES.  

The elevational resolution at multiple depths shows that the TOBE array schemes produced 

substantially improved elevational resolution compared to a linear array with fixed-elevation-focus 

acoustic lens and smaller elevational aperture (7.5mm for the linear array compared to 9.79 mm 

for the relaxor array), as expected. The TOBE array schemes discussed here achieve elevational 

resolution through the use of steered row-transmit beams enabling electronic focusing at different 

depths with multiple transmits. Thus, the TOBE FORCES technology may enable improvements 

in elevational slice thickness over an extended depth-of-focus compared to fixed-elevation-focus 

linear arrays. This is evident in Table IV, where for the linear array, elevational resolution degrades 

to 0.93 mm only 5 mm beyond the elevational focus, whereas FORCES with the electrostrictive 

relaxor array achieves 0.54mm elevation resolution at the same depth. FORCES demonstrates 

improved resolution and SNR when compared with Scheme 1, although FORCES requires 64 

transmit events and Scheme 1 only a single transmit. However, the comparison with Scheme 1 

averaged, which also uses 64 transmit events, highlights the utility of using coded column-biases 

to achieve two-way focusing due to the improved resolution and SNR.  

The proposed FORCES imaging scheme offers excellent in-plane B-scan image quality but 

provides only one-way elevational focusing and may not be suitable for all 3D imaging 

applications where more isotropic resolution is required. Nevertheless, image quality 

improvements over previous row-column imaging schemes and mechanically scanned linear 

arrays may prove useful in a number of practical scenarios. The axial resolution of the TOBE 

imaging schemes possibly suffers from multiple edge wave responses due to the fact that element 
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heights cannot be reduced on receive since entire columns hold the same bias.  In contrast, the 

fixed acoustic lens of the L12-5 transducer allows for both transmit and receive focusing in the 

elevational directions. It is possible to improve on this in the FORCES imaging scheme by 

switching the bias pattern from biased columns on transmit to biased rows on receive to allow for 

the height of the aperture to be reduced, improving axial resolution. However, this would require 

bias switching architecture which would allow for switching within a few microseconds, which 

could be considered in future work. 

The present system is designed to provide first feasibility of the image quality enabled by the 

combination of the FORCES imaging scheme with bias-switchable TOBE arrays such as the 

current electrostrictive relaxor array. Because of the ms-switching times of the relay board, it is 

not meant to be a fast imaging system. Preliminary testing indicates that the material polarization 

can be switched with a few microseconds. This suggests that future developments may permit fast 

volumetric imaging. Although the imaging rate of the FORCES scheme is limited by the relay-

based bias switching electronics, high-voltage solid-state switching integrate circuits such as 

HV2761 (Microchip Technology Inc., Chandler, Arizona, USA) are capable of switching biases 

in approximately 5 µs. Imaging at a 5 cm depth with a bin size of 2 and 31 elevational slices, the 

volumetric acquisition rate would be approximately 14.7 vol/sec with a 454 fps B-scan acquisition 

rate.1  

Another row-column imaging scheme called Simultaneous Azimuthal and Fresnel-Elevational 

(SAFE) Compounding was recently proposed by Latham et al. [82]. SAFE compounding uses 

 

1 Since the publication of this paper, a preliminary solid-state bias switching PCB has been tested with the FORCES 

scheme to have a B-scan imaging rate of 43 ms with a volumetric imaging rate of approximately 1 vol/sec. 
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plane wave compounding for azimuthal focusing while using row-biasing to create Fresnel lenses 

for elevational focusing. In principle, SAFE compounding can achieve two-way focusing in both 

azimuth and elevation. However, given that FORCES can implement full synthetic aperture 

imaging in azimuth, achievable resolutions are finer with FORCES. Moreover, elevational 

resolution is less degraded when scanning off-center. When scanning near the edge of the array, 

SAFE compounding achieves a resolution of 0.39 mm in azimuth and 0.78 mm in elevation, when 

using the same array and system described here. In contrast, FORCES achieves a resolution of 

~0.3 mm in azimuth and 0.46 in elevation. 

5.5 Conclusion and Future Work 

In summary, we have experimentally compared the imaging performance of Scheme 1, Scheme 1 

averaged and FORCES. When investigating the elevational resolution, we also considered a 

mechanically translated L12-5 linear array at 10 MHz with 64 and 46 elements. The FORCES 

imaging schemed demonstrated significantly improved azimuthal resolution and SNR when 

compared with Scheme 1 and Scheme 1 averaged. In wire phantom experiments at a depth of 2 

cm, the azimuthal resolution was found to be 0.42 mm, 0.42 mm, and 0.31 mm for Scheme 1, 

Scheme 1 averaged and FORCES respectively. The elevational resolution was found to be 0.47 

mm, 0.47 mm, 0.46 mm and 0.72 mm for the Scheme 1, Scheme 1 averaged, FORCES and 64-

element Linear array multi-angle plane-wave imaging, respectively. 

Rat heart imaging experiments were also conducted with the three imaging schemes.  The contrast 

of the heart wall relative to the RVL was calculated to be 3.08 for the FORCES imaging scheme 

with a column bin size of 1 and 1.90 for Scheme 1 averaged. This is likely due to the presence of 

two-way azimuthal focusing through bias-encoding when using FORCES. The FORCES scheme 
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also demonstrated improved contrast and CSR relative to the medium when compared with 

Scheme 1 averaged. 

The advantages of the FORCES imaging scheme may outweigh any disadvantageous slight axial 

blurring. Moreover, the elevational and axial resolution of the FORCES imaging scheme could 

potentially be improved by switching the bias pattern between transmit and receive in order to 

limit the height of the receive aperture. Larger arrays could then be used with more elements to 

allow for improved azimuthal focusing and resolution without necessarily resulting in larger 

element heights. 

In conclusion, the FORCES imaging scheme has been demonstrated experimentally with bias-

sensitive crossed-electrode TOBE arrays. It offers two-way full synthetic aperture focusing in 

azimuth leading to high-quality B-scans and electronic 3D scanning capabilities which may prove 

to be competitive with more complex MATRIX probes with integrated beamforming electronics, 

and potentially for a fraction of the cost. Because this high image quality is achieved using only 

row- and column addressing and biasing without requiring addressing of individual elements, the 

presented approach may prove to be a key enabling platform technology for many future 3D 

ultrasound imaging systems. It may enable very large 2D arrays for whole organ imaging. Because 

of minimized channel count, it may also enable small endoscopic arrays for surgical guidance 

applications. 
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Chapter 6:  TOBE 3D Photoacoustic Imaging 

Photoacoustic imaging is unique in that is measures optical properties of tissue at greater depths 

than optical-only imaging techniques. From the perspective of TOBE arrays, photoacoustic 

imaging is also unique in that the array is not used for transmitting. This means that the array bias 

pattern can be selected without needing to consider the impact on the acoustic radiation pattern. 

This idea was used to develop a bias-encoding scheme which can acquire full 3D volumes rather 

than B-scan after each set of bias patterns. This is described in the journal paper “3D Photoacoustic 

Imaging Using Hadamard-Bias Encoding with Crossed Electrode Relaxor Array” [19] which is 

shown in this chapter. The contributions of this authors are as follows: C. Ceroici helped develop 

the imaging scheme described here, wrote the manuscript, as well as carried out the photoacoustic 

imaging experiments with the assistance of R. Chee and Q. Barber. B. Greenlay designed the 

interface PCB. The work of previously mentioned authors was supervised by R. J. Zemp who also 
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assisted with writing the manuscript and developing the imaging scheme. K. Latham constructed 

the relaxor array under the supervision of J. A. Brown. 

 

6.1 Introduction 

Photoacoustic imaging is the process of using acoustic waves generated from the absorption of 

electromagnetic energy to form images [28]. While ultrasonic imaging investigates mainly the 

mechanical properties of tissue, photoacoustic imaging allows for the probing of optical properties 

such as optical reporters [9], or oxygen saturation in blood vessels while allowing for deeper 

imaging depths than optical-only imaging [10]. 

Receiving photoacoustic signals on a 2D transducer array allows for the reconstruction of a 3D 

volume using dynamic receive beamforming. 3D photoacoustic imaging was performed using a 

clinical 2D matrix array in [83]. However, a major limitation in this approach is the size of a fully-

connected 2D array. For example, an array with a size of 64×64 would have 4,096 transducer 

elements. This would require 4,096 receive channels which would become impractical due to 

wiring congestion as well as prohibitively expensive. Other approached to 3D photoacoustic 

imaging have included scanned linear arrays [11], ring array transducers [29], and sparse 2D arrays 

[30].  3D photoacoustic imaging using optical etalons, such as that demonstrated in [25] and [26], 

allow for sensitive detection, but long readout times are required, etalon-uniformity problems have 

hampered parallel readouts, and these etalons are not designed as ultrasonic transmitters, 

precluding their use for co-registered ultrasound imaging. An alternative approach is using a cross-

electrode or Top-Orthogonal-to-Bottom-Electrode (TOBE) wiring scheme [65]. In a TOBE array, 
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top transducer electrodes are all connected along columns while bottom connections are connected 

along rows.  This allows for the addressing of elements in the array by transmitting/receiving along 

rows/columns with a greatly reduced channel count [8], [48]. A 64×64 TOBE array requires only 

128 channels. In addition, bias sensitive transducers such as Capacitive Micromachined 

Ultrasound Transducers (CMUTs) or bias-sensitive piezoelectric relaxor arrays allow for 

additional types of operation by switching array biases. For example, the signal for a single element 

in a bias-sensitive 2D array can be obtained by biasing the corresponding column and receiving 

from the corresponding row. Unbiased elements will not receive signals and so will not contribute 

to the signals received at the connected row. Additionally, the polarity of the bias will dictate the 

polarity of the received signal. 

By biasing a single column and then receiving along all rows, the signals for each respective biased 

element in the column can be obtained. By then stepping the biased column across the array, every 

element signal can be measured. This was demonstrated in [31] using a CMUT TOBE array, 

although using a mechanically scanned array rather than bias switching. This approach suffers 

from poor SNR since only a single column of elements is receiving at a given time.  

In this Letter, we demonstrate a novel 3D photoacoustic imaging technique which utilizes bias 

encoding to allow for the entire TOBE array to receive signals providing a substantial 

improvement to SNR. We also introduce a novel crossed-electrode relaxor piezoelectric array for 

3D photoacoustic imaging. This array permits not only bias-dependent amplitude sensitivity but 

also bias polarity-dependent phase sensitivity [81]. 3D acoustic imaging was demonstrated using 

this array in [16]. 
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6.2 Methods 

Rather than receive along a single biased column of elements 𝑗 to obtain signals 

𝑥0𝑗(𝑡), 𝑥1𝑗(𝑡), … 𝑥𝑖𝑗(𝑡),  where 𝑖 is the row number, all columns are biased using a scaled bias 

pattern chosen from the rows of a Hadamard matrix which is an invertible matrix consisting of 

±1s.  Each bias pattern (Hadamard matrix row vector) is applied to column biases and the row 

electrode information is measured providing the dataset 𝐺(𝑡). While Hadamard encoding has been 

widely used for encoded spectroscopy and patterned illumination-based optical and photoacoustic 

imaging [84] [85], it has not yet been applied for acoustic transducer encoding for photoacoustic 

applications. 

𝐺(𝑡) =  

[
 
 
 
𝑔0

0(𝑡) 𝑔1
0(𝑡)⋯ 𝑔𝑁

0 (𝑡)

𝑔0
1(𝑡) 𝑔1

1(𝑡)⋯ 𝑔𝑁
1 (𝑡)

⋮ ⋮ ⋮
𝑔0

𝐵(𝑡) 𝑔1
𝐵(𝑡)⋯ 𝑔𝑁

𝐵(𝑡)]
 
 
 

      6.1                  

N is the total number of rows while B is the number of bias patterns, equal to the number of rows 

in the Hadamard matrix. With a 64×64 element array, a 64×64 Hadamard matrix is used and 

therefor B is 64. Each measured signal 𝑔 𝑖 
𝑏 (𝑡) for row 𝑖 and bias pattern 𝑏 consists of the 

superimposed signals of all elements in row 𝑖, 𝑥𝑖𝑗(𝑡),  multiplied by the respective column bias 

pattern value ℎ𝑗(𝑏) where j is the column index. 

𝑔 𝑖 
𝑏 (𝑡) =  𝑥𝑖0(𝑡)ℎ0(𝑏) + …  𝑥𝑖𝑁(𝑡)ℎ𝑁(𝑏)     6.2 

In order to retrieve a dataset consisting of only the individual element signals X(t), the bias-

encoded dataset G(t) is decoded by multiplying it with the inverted Hadamard matrix H.  

𝑋(𝑡) = 𝐺(𝑡)𝐻−1       6.3 
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The received element data in 𝑋(𝑡) can then be used to reconstruct a 3D image using dynamic 

receive beamforming, time-reversal, model-based reconstruction, or Fourier approaches. 

Hadamard bias-encoding offers a theoretical SNR improvement of √𝑁 for an 𝑁 × 𝑀 size TOBE 

array where there are N elements read out per row. 

Experiments were conducted using a 64×64 element relaxor array which was developed into a 1-

3 composite 10-MHz transducer using a dice-and-fill approach described in [81]. The 9.79 mm × 

9.79 mm array had a 123 µm element size with a 153 µm pitch (λ-pitch). Using an external 10 

MHz single-element transducer calibrated with a HNP-0400 hydrophone, the noise-equivalent 

pressure as defined in [26] of a single element was found to be approximately 3 kPa. The 

experimental setup is shown in Figure 6.1. The array was wire bonded to a PCB which was then 

interfaced to a bias tee connecting to a relay-based bias switching board and receive preamplifiers. 

Analog-to-digital conversion was performed using a Verasonics Vantage experimental ultrasound 

system. A glass tank was attached to the PCB with two 17.8 µm-diameter aluminum wire phantoms 

in a cross shape with a 1 mm spacing at the intersection and a 12.8 mm spacing between the first 

 

Figure 6.1: Diagram of experimental setup. 
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wire and the array.  The tank was filled with a 1% intralipid solution to simulate tissue scattering. 

The intralipid surface was 9.5 mm above the first wire.  A Nd:YAG laser 532 nm pulsed beam 

with a 20 mJ/cm2 fluence was directed towards the wire intersection at the intralipid surface. 

 

Imaging sequences were conducted using a single biased column stepped across the array and 

acquiring signals across all rows (equivalent to replacing 𝐻 in Eq. 6.3 with the identity matrix) as 

well as using Hadamard-encoded bias patterns. Bias patterns were programmed using a 

microcontroller which switched an array of relays between ±50 V for each column electrode. 

Images were then reconstructed by using delay-and-sum beamforming in 3D. Both identity-matrix 

and Hadamard-matrix encoding schemes require the same number of transmits, and therefore have 

an equivalent acquisition speed. The reconstruction of Hadamard-encoded data requires the 

additional matrix-multiplication operation in equation 6.3 but this computation is negligible when 

compared to the delay-and-sum calculations. Currently the imaging speed is limited by the 10 Hz 

laser repetition rate as well as the relay-based switching electronics, however this could be 

improved by lasers with faster switching rates as well as solid-state-based switching electronics. 

Ultimately, the laser repetition rate will limit the volumetric acquisition speed. 

6.3 Results 

Figure 6.2 shows the XZ-plane reconstructed images for the case without bias-encoding 

(alternatively, identity matrix encoding), and with Hadamard-bias-encoding. In these 

reconstructions, the azimuthal direction is defined as perpendicular to the receiving rows, and the 

elevational resolution as perpendicular to the columns. The full-width-at-half-maximum (FWHM) 
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azimuthal resolution of the identity-bias sequence reconstruction was 487 µm while the Hadamard 

encoded bias sequence reconstruction was 311 µm.  

 

 

Figure 6.2: Experimental XZ-plane photoacoustic reconstruction of two crossed wires in optical 

scattering medium using (a) identity matrix bias sequence (no encoding) and (b) Hadamard bias 

sequence encoding. 

 

Figure 6.3: Experimental YZ-plane photoacoustic reconstruction of two crossed wires in optical 

scattering medium using (a) identity matrix bias sequence (no encoding) and (b) Hadamard bias 

sequence encoding. 
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Figure 6.3 shows the YZ-plane reconstruction through the wire intersection for both biasing 

schemes. The elevational FWHM resolution was 396 µm for the identity-matrix encoded scheme 

and 369 µm for the Hadamard encoded scheme.   

The theoretical lateral resolution, determined by the array’s 10 MHz center frequency, 9.79 mm 

aperture size, and the 12.8 mm phantom depth, was calculated using 1.4f# λ to be 270 µm. Here, 

f# is the ratio of the focal distance to the aperture size, and λ is the wavelength. The observed 

resolution values are slightly larger than the 270 µm theoretical lateral resolution when assuming 

a 10 MHz photoacoustic signal. The theoretical resolution was predicted using a 10 MHz center 

frequency, the center frequency of the array. In actuality, the center frequency of the measured 

photoacoustic signal was closer to 8 MHz with a 20 dB bandwidth of approximately 10 MHz. 

Along with nonidealities of the array, this may explain the discrepancies between the predicted 

and measured resolution.”. Since azimuthal resolution is determined from the row-measurements 

and elevational resolution is obtained retrospectively through decoding, the two resolutions are not 

expected to be perfectly symmetrical. Imperfect reconstructions are likely due to several dead 

row/columns across the array introducing artifacts in the decoding process. In addition, it is 

possible that in either case the wires are not exactly within the reconstruction plane resulting in 

some distortion on the wire edges.  The imaging performance of both biasing schemes is 

summarized in Table VIII.  
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By reconstructing with 61 azimuthal lines and 31 elevational lines, a reconstruction volume 

resolution chosen to be fine enough to measure point resolutions without large computation times, 

a 3D reconstruction of the crossed wires was obtained, as shown in Figure 6.4.  

 

 

Table VIII: Summary of Imaging Results 

 Identity Matrix Bias 

Pattern 

Hadamard Matrix Bias 

Encoding 

Axial Resolution (µm) 250 220 

Elevational Resolution (µm) 396 369 

Azimuthal Resolution (µm) 487 311 

SNR (dB) 8.8 25.3 

 

 

Figure 6.4: 3D reconstruction of crossed wires in scattering medium using (a) Identity matrix 

bias sequence (no encoding) and (b) Hadamard-bias encoding (see Visualization 1). 
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6.4 Conclusion and Future Work 

The use of Hadamard-bias encoded imaging allows for acquisition across the whole array during 

the entire imaging sequence while also acquiring signals from all individual elements through the 

use of mathematical decoding. As a result, substantial SNR and resolution benefits were observed 

when compared with the single-column biasing approach. Since both approaches allow for 3D 

focusing, it is likely that the apparent resolution improvements observed with Hadamard bias 

encoding are due to the improved SNR. The 16.5 dB improvement observed when using 

Hadamard-bias encoding rather than identity matrix-bias encoding is slightly lower than the 18 dB 

theoretical improvement, potentially due to nonuniform element sensitivities. 

Future work will involve in vivo imaging and increasing the imaging speed by using solid-state 

switching circuitry and high repetition-rate lasers. Additionally, larger TOBE arrays can be used 

without a substantial increase in channel count. 
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Chapter 7:  Realtime 3D Ultrasound and 

Photoacoustic Imaging System Design 

Most experimental results demonstrated for the FORCES and Hadamard photoacoustic imaging 

schemes used relay-based bias switching hardware and CPU-based decoding and beamforming 

software. As a result, the acquisition time of a FORCES volume with 31 elevational slices is ~30 

minutes, and ~2 minutes for Hadamard-encoded photoacoustic imaging. The CPU-based 

reconstruction time of FORCES and Hadamard-encoded photoacoustic imaging is ~40 minutes 

and ~8 minutes, respectively. Ideally, both the acquisition time and reconstruction time would be 

above 20 frames/sec for realtime imaging. In order to achieve this, both the hardware and software 

is modified to incorporate solid-state bias switching and GPU-based reconstruction. 
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7.1 TOBE Array Interface PCB Design 

The relay-based TOBE interface PCB is shown in Figure 5.3. 64 Single Pole Double Throw 

(SPDT) switches are located on a separate PCB and controlled with a ULN2803 relay driver and 

a microcontroller. These relays have a switching speed of approximately 100 ms. To both reduce 

the size of the bias switching electronics as well as increase bias switching speed, HV2761 

switching integrated circuits are used instead. Voltage measurements of the bias switching from -

20 V to +20V using the HV2761 are shown in Figure 7.1. The time to transition to 80% of the 

final voltage level is 1.6 µs, which is equivalent to an acoustic propagation distance of 1.2 mm in 

water. This means that the voltage can be switched while acquiring with a 1.2 mm depth “dead 

zone” in the measured data. 

While the bias can be switched within this time scale, it is also important to determine whether the 

polarity of the electrostrictive material can switch this quickly. To measure this, a +50 V bias was 

applied to the relaxor array and a 40 V transmit pulse was applied. The pressure signal trace at 2 

cm from the array surface was measured with a hydrophone. The bias is then switched from +50 

 

Figure 7.1: Voltage switching from -20 V to +20 V using HV2761. The blue line represents the 

bias switch trigger. The switch time to reach 80% of the final voltage level is 1.6 μs. 
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V to -50 V and a second transmit pulse was applied after some delay time tD. This second pressure 

trace is measured and compared with the first to calculate the phase shift. Since the array is under 

a positive bias during the first transmit and a negative bias during the second, we expect a 180° 

phase shift between them, as was shown in Figure 5.4 (c). Figure 7.2  shows that the effect remains 

true even when the second transmit pulse arrives tc = 2.6 µs after the bias switch with a 174° phase 

shift.  

 

 

An interface board which uses these HV2761 switching ICs was designed and shown in Figure 

7.3. The DC outputs of the HV2761s connect to the channel lines through bias tees consisting of 

2.2 nH inductors and 4700 pF capacitors. These values provide sufficient high-pass and low-pass 

 

Figure 7.2: Electrostrictive relaxor array bias switching experiment. tc represents the time 

between a bias transition from ground to +50V and an applied 40 V transmit pulse. The 

normalized pressure measured from a hydrophone characterizes the degree to which the 

electrostrictive material polarization polarity has switched to the electric field direction. 
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filtering, respectively, while having a ~82 MHz resonance frequency which is sufficiently far from 

the operating frequencies to prevent unwanted oscillations. Four layers were used in this design, 

the top and bottom layers were mainly used for shielding to improve SNR. Signals are routed from 

the array and through the bias tees to strip the DC bias and then through micro-coaxial cables to 

the Verasonics system for digitization.  

Using this system, the acquisition time for a single FORCES B-scan (64 acquisition with 64 

different bias patterns) was measured to be 43 ms. This is a ~148× speed improvement over relay-

based switching, and allows for acquisition rates of up to 23 frames/sec. Using a bin size of 2 

would result in a 46 frames/sec acquisition rate with minimal compromises on imaging quality. 

This could be improved further by using a faster clock speed on the microcontroller used to 

program the HV2761s. 

 

Figure 7.3: TOBE array interface board with HV2761 high-speed bias switching ICs 

highlighted in red, and bias tees in yellow. The center headers support arrays up to 128×128 

elements, which are mounted on a separate PCB. The board connects to the Verasonics 

acquisition system via micro-coaxial cables. 
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The volumetric acquisition rate of Hadamard-encoded photoacoustic imaging was previously 

limited by the relay-based switching speed. In this case, since the solid-state switching is 

substantially faster, the acquisition rate is instead limited by the 100 Hz repetition rate of the laser. 

For a 64×64 element array without binning, this results in an acquisition rate of 1.56 volumes/sec. 

Faster repetition rate lasers are available which could improve the acquisition rate. 

Using solid-state switching, realtime B-scan acquisition is possible using the FORCES approach 

with near-realtime ultrasound and photoacoustic volumetric imaging.  

7.2 GPU-Accelerated Reconstruction 

Reconstructing 3D ultrasound is computationally expensive due to the large 3D imaging grids. 

This is compounded by the need for decoding when using TOBE bias-coding approaches. Using 

the FORCES imaging scheme, the decoding and delay-and-sum reconstruction time of a single B-

scan with the i7-4790k 4.4 GHz processor is 101s. For 31 elevational planes, the volumetric 

reconstruction rate is 0.00032 volumes/sec.  

To dramatically improve reconstruction rates for realtime imaging, parallelization can be used. 

CUDA is a general-purpose programming interface for parallel computing on NVIDIA graphical 

processing units (GPUs). By distributing the decoding and beamforming calculations across a GPU 

using CUDA, much faster reconstruction can be achieved.  

Parallel calculations, or threads, are divided into blocks in the CUDA architecture, where each 

block contains a set number of threads, typically 128 or 256. These blocks can be arranged and 

visualized as being three dimensional, which is useful in the case of 3D beamforming. Figure 7.4 
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illustrates how calculations are organized across the 3D grid. A B-scan is calculated for each 

channel, and then summed across all channels for a SAI B-scan.  

 

CUDA also allows for data to be stored as texture memory. This can be beneficial for beamforming 

since texture memory has hardware-based linear interpolation. This means that when accessing the 

raw input data, interpolated values between data points can be directly accessed without any 

 

Figure 7.4: FORCES reconstruction CUDA block calculation diagram, based on [99]. Each 

pixel (the time sample and line number) is calculated for each channel. The results are then 

compounded across channels to form a single B-scan. 

Channel #

Reconstruct ion Line #
Reconstruct ion 

Time Sample #

 

Figure 7.5: Diagram of 3D texture memory storage of FORCES channel data. 
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additional calculations. Figure 7.5 shows a diagram of how channel data was stored on 3D texture 

memory. 

Channel data decoding was performed using the NVIDIA cuBLAS linear algebra library. The 

FORCES CUDA reconstruction code is shown in Appendix A: FORCES 3D Ultrasound GPU 

(CUDA) Reconstruction Code. Using an NVIDIA Titan V GPU, the reconstruction time for a 

single B-scan is 39 ms or 25.6 frames/sec. With 31 elevational slices the volumetric reconstruction 

rate is 0.806 volumes/second, a 2,370× speed improvement over the CPU-based approach. 

In the case of Hadamard-encoded photoacoustic imaging, the full volume is reconstructed at once 

rather than in steps of B-scans, but the channel data storage and calculation grid can be structured 

in a similar manner to what was previously described. In addition to this delay-and-sum 

beamforming approach, a frequency-domain-based approach is possible for photoacoustic 

beamforming which is described in [86] for a linear array with 2D beamforming. Instead of 

calculating pixel/voxel values by summing the delayed channel values, this frequency-domain 

approach uses temporal backward projection. This assumed that the pressure wave can be 

described as  

𝑝(𝑥, 𝑦, 𝑧, 𝑡) =  −𝜌0
𝜕𝜑(𝑥,𝑦,𝑧,𝑡)

𝜕𝑡
       7.1 

where 𝜌0 is the density of the medium and 𝜑(𝑥, 𝑦, 𝑧, 𝑡) is the velocity potential which can be 

written in the form of the homogenous wave equation 

𝜕2𝜑(𝑥,𝑦,𝑧,𝑡)

𝜕2𝑡
= 𝑐2𝛥𝜑(𝑥, 𝑦, 𝑧, 𝑡)      7.2 
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where 𝑐 is the speed of sound in the medium. By relating the received channel data to the 

propagated pressure waves, the original pressure sources 𝑝(𝑥, 𝑦, 𝑧, 𝑡 = 0)  can be calculated using 

a spatial inverse Fourier transform which is described in detail in [86] for the 2D case. This 

approach was extended to a 3D space for volumetric photoacoustic reconstruction and the code is 

shown in Appendix B: Hadamard Encoded 3D Photoacoustic GPU Beamforming in Fourier Space. 

A comparison of TOBE array photoacoustic reconstruction times is shown in Figure 7.6. Using 

Fourier-based temporal backward projection, 11.5 volumes/second were reconstructed with 

81×81×500 voxels in the reconstruction grid. 

 

 

 

Figure 7.6: Comparison of TOBE array photoacoustic volumetric reconstruction times using 

CPU (orange) and GPU (blue) approaches. Both delay-and-sum and Fourier-based temporal 

backward projection were tested on the GPU. The 3D simulation space consisted of 81×81×500 

voxels in all cases. 
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Chapter 8:  Conclusion 

 

Ultrasound imaging is widely used for 2D imaging but faces many technical challenges when 

extended to 3D. This has hindered the adoption of 3D ultrasound imaging systems despite there 

being a wide variety of clinical applications such as imaging tumors, large organs, and biopsy 

needle tracking. 3D photoacoustic imaging is an emerging technology capable of imaging optical 

characteristics, such as the oxygen saturation in blood, at greater depths than optical-only methods 

but is also limited by existing 2D array technology. TOBE arrays offer the possibility of 

overcoming the primary challenge in building large 2D ultrasound arrays: the large number of 

channels needed to drive a 2D array. This is because TOBE arrays require only 2N channels rather 
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than N2 for a N×N array. TOBE arrays have been shown to provide comparable imaging quality 

to linear array, but they also suffer from limitations due to the lack of connections to individual 

elements. This results in the inability to transmit elevationally and azimuthally simultaneously and 

the inability to receive along individual elements to build a true 2D array dataset.  

This thesis describes techniques which leverages the bias-sensitive characteristics of 

electrostrictive relaxor composite and capacitive micromachined ultrasound transducer arrays to 

enable greater 3D imaging flexibility and performance with TOBE arrays.  

A key performance metric of TOBE arrays is the ability to isolate the activity of individual 

elements. This metric will have a direct impact on imaging performance, particularly when 

utilizing the row and column biases for array control. A comprehensive optimization study is 

performed on a simulated TOBE CMUT array analyzing which factors impact the dominant-

element isolation. It was found that by maximizing the CMUT gap height, minimizing the AC 

pulse and DC bias, and maximizing the membrane radius, the dominant-element isolation could 

be maximized. However, minimizing the AC driving waveform and DC bias will also limit the 

transmit amplitude, decreasing the SNR. CMUTs are becoming increasingly popular in modern 

ultrasound systems, and their bias-sensitivity makes them excellent candidate transducers for 

TOBE arrays. This model provides a tool for designing large-scale TOBE CMUT arrays where 

the relationship between the array parameters and imaging characterizes can be explored. While 

the lumped-element equivalent circuit CMUT model has been shown to have good agreement with 

finite element CMUT deflection simulations in [2], this model neglects higher-order harmonics in 

the membrane mechanics which may have a significant impact with very large displacements or 

with driving functions far from the center frequency. This model is also unable to simulate the 
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membrane completely snapping down. This special case can be useful since snapped-down 

membranes will have different frequency characteristics, allowing for multimode operation [87]. 

Recently, a lumped-element model has been developed which incorporates snap-down (collapse-

mode) operation [88]. 

Circuit-level CMUT simulations were also linked with Field II acoustic field simulations to 

investigate the impact of crosstalk on the transmitted pressure waveforms. In the work shown here, 

the combined circuit-level and field-level simulation array size is limited to 10×10 due to memory 

constraints. This is not large enough for practical array simulations, and future improvements in 

the simulation model would allow for simulated transmit and receive imaging sequences of 

physical arrays where the simulated channel data could be used to reconstruct images. 

A TOBE bias-encoding approach for 3D ultrasound imaging called Fast Orthogonal Row-Column 

Electronic Scanning (FORCES) is presented which uses Hadamard bias-encoding along with 

electronics transmit focusing for simultaneous azimuthal and elevational transmit focusing. This 

results in two-way azimuthal focusing, a feature lacking in most previously proposed TOBE 

imaging methods but present in most linear array imaging schemes. Unlike linear arrays however, 

FORCES uses electronic steering for elevational focusing without the need for a mechanical 

stepper. The FORCES approach was found in simulation to have superior 3D cyst imaging 

resolution and SNR when compared with a commonly used 3D imaging scheme, Explososcan. 

Experimentally, the FORCES scheme was demonstrated to have superior wire phantom 3D 

resolution and SNR to the rectilinear row-column imaging approach and equivalent 2D imaging 

performance to a linear array using flash angle compounding. This imaging schemes overcomes 

one of the main limitations of previous 3D schemes, the poor 2D imaging quality. Since FORCES 



 

112 

 

can achieve near-equivalent imaging quality to that of linear arrays with a similar number of 

channels, it could effectively replace a linear array-based imaging system providing the added 

advantage of elevational scanning. The main disadvantage of the FORCES scheme is the number 

of acquisitions required for volumetric imaging. Each B-scan with a N×N array requires N 

acquisition, although this can be reduced with some tradeoffs. For a volume consisting of 31 B-

scans at a maximum depth of 5 cm, a 64×64 element array can reach an imaging speed of ~8 

volumes/second, which may not be sufficient for many applications such as cardiac imaging or 

Doppler flow imaging. While using bias binning will decrease the number of acquisitions needed, 

this will also increase the effective size of the transmit or receive elements, decreasing image 

quality. An alternative solution to this is to use a non-square M×N coding matrix rather than the 

Hadamard matrix, where M is the number of acquisitions and N is the number of elements. Even 

though this matrix can’t be inverted and therefore can’t be directly used in equation 6.3, 

compressive sensing [89] and neural network-based approaches [90] have been showed to be 

effective reconstruction methods for similar problems and offer a potential solution here.  In 

contrast to Explososcan, the FORCES approach combines multiple B-scans to form a 3D volume 

rather than reconstructing the volume directly. This means that there will be distinct differences in 

the azimuthal and elevational resolution since the elevational resolution will be dependent on the 

array’s focusing ability. Future potential TOBE 3D ultrasound imaging schemes could use biases 

encoding both in transmit and receive, allowing for a full 2D array dataset. This would permit 

beamforming of the entire volume with a homogeneous azimuthal and elevational resolution. 

While in theory this approach would provide as much information as a fully connected 2D array, 

the fully connected array using multiplexing or micro-beamforming would likely provide better 

imaging performance since the decoding process can introduce artifacts when there are element 



 

113 

 

sensitivity variations. The fully connected array would also acquire volume at a faster rate than a 

bias-encoded TOBE scheme, since only a single acquisition may be needed. Future developments 

in array interposer electronics could make large-scale 2D fully connected arrays feasible and would 

have these performance advantages over TOBE arrays. 

A 3D photoacoustic imaging approach called Hadamard bias-encoded photoacoustic imaging was 

presented which allows for a full 2D array dataset to be acquired using N acquisition (or fewer 

with bias binning) for a N×N array. Compared with a previous approach where single columns 

were biased individually, the scheme presented here allows for the entire array to receive during 

all acquisition providing a theoretical √𝑁 factor SNR improvement. Through wire phantom 

experiments in an intralipid scattering medium, the SNR of the Hadamard bias-encoding approach 

was 25.3 dB and 8.8 dB for the previously demonstrated scheme without bias-coding. The 

Hadamard-encoded approach also showed a 37.1% improvement in azimuthal resolution, likely 

due to the higher SNR. Hadamard bias-encoded photoacoustic imaging offers the ability to acquire 

full 2D-array datasets at the cost of additional acquisitions. Most other 3D photoacoustic imaging 

experiments have used mechanically scanned linear arrays. While this linear array approach has 

relatively slow elevational scanning speed and poor elevational resolution compared with the bias-

encoded TOBE approach, a linear array would provide much faster B-scan imaging since only a 

single acquisition may be needed. This is especially important in photoacoustic imaging since the 

imaging speed is typically limited by the laser pulse repetition rate which is on the order of ms.  

Both ultrasound and photoacoustic 3D ultrasound imaging benefit from larger array sizes since 

increased aperture size will improve SNR and lateral resolution. In theory, electrostrictive or 

CMUT-based TOBE arrays could be expanded to much greater sizes and element counts than what 
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has previously been possible. These very-large scale TOBE arrays could offer unprecedented 3D 

imaging quality for existing applications as well as explore new applications such as full-organ 

imaging. 
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Appendix A: FORCES 3D Ultrasound GPU 

(CUDA) Reconstruction Code 

The following C++ code is used for reconstructing 3D volumes using multiple elevation slices of 

data from the FORCES imaging scheme. The input is the raw column channel data from the array 

encoded with the Hadamard matrix. The code is implemented as a MATLAB MEX file to 

efficiently transfer channel data from the Verasonics MATLAB interface to the GPU and C++ 

environment and then display the data using MATLAB. This code uses the NVIDIA CUBLAS 

library for GPU-based matrix operations. 

#include "mex.h" 
#include "gpu/mxGPUArray.h" 
#include <cstdlib> 
#include "cublas_v2.h" 
 
#include <stdio.h> 
#include <stdlib.h> 
 
#include "cuda_runtime.h" 
#include "device_launch_parameters.h" 
#include "cuda.h" 
#pragma comment(lib, "cublas.lib") 
 
//  Frequently used data such as polar coordinate arrays are stored in  
//   constant memory for faster access 
__constant__ float sin_theta_gpu[256]; 
__constant__ float cos_theta_gpu[256]; 
__constant__ float R_gpu[1500]; 
 
using namespace std; 
 
// Initialize texure memory used for storing channel data 
texture<float, cudaTextureType2DLayered, cudaReadModeElementType> tex; 
#define FULL_MASK 0xffffffff 
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// Kernel for inverting data from columns with negative biases 
__global__ void decoding_negation_kernel(float *Hadmard, float *channel_data_flat, float 
*negated_channel_data_flat, int max_time, int n_ele){ 
 int sa = blockIdx.x; 
 int ele = blockIdx.y; 
 int t_idx = blockIdx.z; 
 __shared__ float H_value; 
 H_value = Hadmard[sa+ele*n_ele]; 
 int thIdx = max_time*n_ele*sa + ele*max_time + t_idx * max_time/2 + threadIdx.x; 
 negated_channel_data_flat[thIdx] = H_value*channel_data_flat[thIdx]; 
} 
 
// Kernal for decoding channel data using matrix multiplication with inverted Hadamard 
matrix 
void decoding_kernel_cublas(float *invH, float *channel_data_flat, float *outdata, int 
max_time, int n_ele){ 
 int lda=max_time*n_ele,ldb=n_ele,ldc=n_ele*max_time, m=max_time*n_ele; 
  const float alf = 1.0f; 
    const float bet = 0.0f; 
    const float *alpha = &alf; 
    const float *beta = &bet; 
    // Create a handle for CUBLAS 
    cublasHandle_t handle; 
    cublasCreate(&handle); 
    // Perform multiplication 
    cublasSgemm(handle, CUBLAS_OP_N, CUBLAS_OP_N, m, n_ele, n_ele, alpha, 
channel_data_flat, lda, invH, ldb, beta, outdata, ldc); 
    // Destroy the handle 
    cublasDestroy(handle); 
} 
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// mex function for interface with MATLAB and transfering data 
void mexFunction(int nlhs, mxArray *plhs[], 
                 int nrhs, mxArray const *prhs[]){ 
 int max_time; 
 int no_lines; 
 int n_ele = 64; 
 float c_speed = 1540 * 0.94; 
 int sample_rate = 36000000; 
 float pitch = 153e-6; 
 float kerf = 30e-6; 
 float R_max = 30e-3; 
 float R_min = 5e-3; 
     mxGPUArray const *channel_data_flat; 
 mxGPUArray *bf_data; 
 mxGPUArray const *Hadmard; 
 mxGPUArray const *invH; 
 mxGPUArray *channel_data_flat_decoded; 
 mxGPUArray *channel_data_flat_copied; 
  
 float *ptr_channel_data_flat; 
 float *ptr_bf_data; 
 float *ptr_Hadmard; 
 float *ptr_invH; 
 float *ptr_channel_data_flat_decoded; 
 float *ptr_channel_data_flat_copied; 
  
 // Initialize the MathWorks GPU API 
     mxInitGPU(); 
  
 // Initialize GPU memory 
     channel_data_flat = mxGPUCreateFromMxArray(prhs[0]); 
     ptr_channel_data_flat = (float *)(mxGPUGetDataReadOnly(channel_data_flat)); 
 Hadmard = mxGPUCreateFromMxArray(prhs[1]); 
 ptr_Hadmard = (float *)(mxGPUGetDataReadOnly(Hadmard)); 
 invH = mxGPUCreateFromMxArray(prhs[2]); 
 ptr_invH = (float *)(mxGPUGetDataReadOnly(invH)); 
 no_lines = mxGetScalar(prhs[3]); 
 max_time = mxGetScalar(prhs[4]); 
 mwSize dims_a[] = {n_ele*max_time*n_ele, 1}; 
 channel_data_flat_copied = mxGPUCreateGPUArray(2, 
                            dims_a, 
                            mxSINGLE_CLASS, 
                            mxGPUGetComplexity(channel_data_flat), 
                            MX_GPU_DO_NOT_INITIALIZE); 
 ptr_channel_data_flat_copied = (float *)(mxGPUGetData(channel_data_flat_copied)); 
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// kernal for performing synthetic aperture beamforming on decoded data 
__global__ void PolarBF_kernel_SA(float* outdata, int max_time, int no_lines, int n_ele, 
float c_speed, int sample_rate, float pitch, float kerf) { 
 // Determine the polar coordinate (pixel) to calculate during kernal execution 
 __shared__ float radius; 
 int time = blockIdx.x; 
 radius = R_gpu[time]; 
 __shared__ float sin_angle, cos_angle; 
 int line = blockIdx.y; 
 sin_angle = sin_theta_gpu[line]; 
 cos_angle = cos_theta_gpu[line]; 
 __shared__ float frame_ele_offset; 
 int frame = blockIdx.z; 
 frame_ele_offset = frame*pitch + (pitch - kerf) / 2 - (n_ele*pitch - kerf) / 2; 
 float ele_offset = ele*pitch + (pitch - kerf) / 2 - (n_ele*pitch - kerf) / 2; 
  
 // Calulate the delay value in samples 
 float delay; 
 float delay_sample; 
 delay = (__fsqrt_rn((radius*sin_angle - ele_offset)*(radius*sin_angle - 
ele_offset)+(cos_angle*radius)*(cos_angle*radius)) + __fsqrt_rn((radius*sin_angle - 
frame_ele_offset)*(radius*sin_angle - 
frame_ele_offset)+(cos_angle*radius)*(cos_angle*radius)))/c_speed; 
 delay_sample = delay * sample_rate; 
 if (delay_sample >= max_time) 
  delay_sample = max_time - 1.0f; 
  
 // Access the interpolated channel data using the sample value 
 float Ch_data = tex2DLayered(tex, delay_sample+0.5f, ele+0.5f, frame+0.5f); 
  
 for (int offset = 16; offset > 0; offset /= 2) 
  Ch_data += __shfl_down_sync(FULL_MASK, Ch_data, offset); 
  
 // Compound the synthetic aperture acquisitions 
 if(threadIdx.x == 0 || threadIdx.x == 32) 
  atomicAdd(&outdata[line*max_time + time], Ch_data); 
} 
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     mwSize dims[] = {no_lines*max_time, 1}; 
     bf_data = mxGPUCreateGPUArray(2, 
                            dims, 
                            mxSINGLE_CLASS, 
                            mxGPUGetComplexity(channel_data_flat), 
                            MX_GPU_INITIALIZE_VALUES); 
  
     ptr_bf_data = (float *)(mxGPUGetData(bf_data)); 
  
 mwSize dims_c[] = {n_ele*max_time*n_ele, 1}; 
     channel_data_flat_decoded = mxGPUCreateGPUArray(2, 
                            dims_c, 
                            mxSINGLE_CLASS, 
                            mxGPUGetComplexity(channel_data_flat), 
                            MX_GPU_INITIALIZE_VALUES); 

ptr_channel_data_flat_decoded = (float   
*)(mxGPUGetData(channel_data_flat_decoded)); 

  

// Calculate beamforming grid 
 float sector = 3.14159 / 3;  
 float theta[256]; 
 float sin_theta[256]; 
 float cos_theta[256]; 
 float R[1500]; 
 for (int i = 0; i < no_lines; i++){ 

theta[i] = (i*((float)no_lines / ((float)no_lines - 1)) - (float)no_lines / 
2) / (float)no_lines*sector; 

  sin_theta[i] = sin(theta[i]); 
  cos_theta[i] = cos(theta[i]); 
 } 
 for (int i = 0; i < max_time; i++){ 
  R[i] = R_min + i*(R_max - R_min)/(float)(max_time-1); 
 } 

 // Transfer grid arrays to GPU 
 cudaMemcpyToSymbol(sin_theta_gpu, sin_theta, sizeof(float)*256); 
 cudaMemcpyToSymbol(cos_theta_gpu, cos_theta, sizeof(float)*256); 
 cudaMemcpyToSymbol(R_gpu, R, sizeof(float)*1500); 
 
 // Initialize texure memory for channel data storage 

 cudaChannelFormatDesc channelDesc = cudaCreateChannelDesc(32, 0, 0, 0, 
cudaChannelFormatKindFloat); 

 cudaArray* channelArray; 
 cudaMalloc3DArray(&channelArray, &channelDesc, make_cudaExtent(max_time, n_ele,    
n_ele), cudaArrayLayered); 
  

// Set texture parameters 
 tex.addressMode[0] = cudaAddressModeClamp; 
 tex.addressMode[1] = cudaAddressModeClamp; 
 tex.addressMode[2] = cudaAddressModeClamp; 
 tex.filterMode = cudaFilterModeLinear; 
 tex.normalized = false; 
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// Invert negatively biased channels 
 decoding_negation_kernel<<<dim3(n_ele, n_ele, 2), max_time/2>>>(ptr_Hadmard, 
ptr_channel_data_flat, ptr_channel_data_flat_copied, max_time, n_ele); 
 cudaDeviceSynchronize(); 
 // Perform decoding 
 decoding_kernel_cublas(ptr_invH, ptr_channel_data_flat, 
ptr_channel_data_flat_decoded, max_time, n_ele); 
 
 // Bind decoded channel data to 3D texture 
 cudaMemcpy3DParms p = { 0 }; 
 p.dstArray = channelArray; 
 p.srcPtr = make_cudaPitchedPtr(ptr_channel_data_flat_decoded, 
max_time*sizeof(float),max_time,n_ele); 
 p.extent.width = max_time; 
 p.extent.height = n_ele; 
 p.extent.depth = n_ele; 
 p.kind = cudaMemcpyDeviceToDevice; 
 cudaMemcpy3D(&p); 
 cudaBindTextureToArray(tex, channelArray, channelDesc); 
 
 // Perform synthetic aperture beamforming 
 PolarBF_kernel_SA <<<dim3(max_time, no_lines, n_ele), n_ele >>> (ptr_bf_data, 
max_time, no_lines, n_ele, c_speed, sample_rate, pitch, kerf); 
 
 // Set MEX output as beamformed data 
    plhs[0] = mxGPUCreateMxArrayOnGPU(bf_data); 
     
    // Destroy allocated GPU memory 
    mxGPUDestroyGPUArray(channel_data_flat); 
    mxGPUDestroyGPUArray(bf_data); 
    mxGPUDestroyGPUArray(Hadmard); 
    mxGPUDestroyGPUArray(invH); 
    mxGPUDestroyGPUArray(channel_data_flat_decoded); 
    mxGPUDestroyGPUArray(channel_data_flat_copied); 
 cudaFreeArray(channelArray); 
 //Unbind the texture for delay 
 cudaUnbindTexture(tex);  
} 
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Appendix B: Hadamard Encoded 3D 

Photoacoustic GPU Beamforming in Fourier 

Space 

The following CUDA code performs a full volumetric reconstruction of photoacoustic data from 

a Hadamard-encoded row-electrode dataset. Rather than using delay-and-sum beamforming as is 

shown in Appendix A: FORCES 3D Ultrasound GPU (CUDA) Reconstruction Code, the 

following code is a CUDA implementation of the Fourier-domain temporal backprojection 

approach described analytically in [86]. This code uses the NVIDIA CUFFT library for GPU-

based Fourier transforms.  
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#include <stdlib.h> 
#include <stdio.h> 
#include <string.h> 
#include <math.h> 
#include "mex.h" 
#include "gpu/mxGPUArray.h" 
#include <cuda_runtime.h> 
#include "device_launch_parameters.h" 
#include "cuda.h" 
#include <cufft.h> 
#pragma comment(lib, "cufft.lib") 
 
// Frequency-domain grid stored in constant memory for faster access 
__constant__ float kx_vec_gpu[3199]; 
__constant__ float ky_vec_gpu[64]; 
__constant__ float kz_vec_gpu[64]; 
 
// Complex data declaration 
typedef float2 Complex; 
static __device__ __host__ inline Complex ComplexAdd(Complex, Complex); 
static __device__ __host__ inline Complex ComplexScale(Complex, float); 
static __device__ __host__ inline Complex ComplexMul(Complex, Complex); 
static __global__ void ComplexPointwiseMulAndScale(Complex *, const Complex *, int, 
float); 
 
// Declare 3D texture memory for channel data 
texture<float2, cudaTextureType3D, cudaReadModeElementType> tex; 
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// Kernel for interpolation from time frequency domain to spatial frequency domain 
__global__ void PA_fft_beamforming_kernel(Complex *fft_pressure_signal, Complex 
*interpolated_pressure_signal, float c_speed, float dt, int flipped_time, int n_ele){ 
 int x_index = blockIdx.x; // Time 
 int y_index = blockIdx.y; // Dimension for columns 
 int z_index = threadIdx.x; // Dimension for rows 
 float Kx_value = kx_vec_gpu[x_index]; 
 float Ky_value = ky_vec_gpu[y_index]; 
 float Kz_value = kz_vec_gpu[z_index]; 
 float w_K_value = c_speed * sqrt(Kx_value*Kx_value + Ky_value*Ky_value + 
Kz_value*Kz_value); 
 float w_K_index = w_K_value*dt*flipped_time/(2*3.14159); 
 
 if(w_K_index > (flipped_time/2)){ 
  interpolated_pressure_signal[z_index*flipped_time*n_ele + 
y_index*flipped_time + x_index].x = 0; 
  interpolated_pressure_signal[z_index*flipped_time*n_ele + 
y_index*flipped_time + x_index].y = 0; 
 } 
 else{ 
  interpolated_pressure_signal[z_index*flipped_time*n_ele + 
y_index*flipped_time + x_index] = tex3D(tex, w_K_index+0.5f, y_index+0.5f, z_index+0.5f); 
 } 
} 
 
// mex function for interface with MATLAB and transfering data 
void mexFunction(int nlhs, mxArray *plhs[], 
                 int nrhs, mxArray const *prhs[]){ 
   
 int max_time = 1600; 
 int flipped_time = max_time*2-1; 
 float pitch = 153e-6; 
 int n_ele = 64; 
 float c_speed = 1540 * 0.94; 
 int sample_rate = 36000000; 
 float dt = 1.0/(float)sample_rate; 
    float dy, dz; 
 dy = dz = pitch; 
 mxGPUArray const *channel_data_flat; 
 mxGPUArray *channel_data_flat_fft; 
 mxGPUArray *channel_data_flat_fft_interpolated; 
 Complex *ptr_channel_data_flat; 
 Complex *ptr_channel_data_flat_fft; 
 Complex *ptr_channel_data_flat_fft_interpolated; 
  
 mxInitGPU(); 
  
 cudaEvent_t start, stop; 
 cudaEventCreate(&start); 
 cudaEventCreate(&stop); 
 cudaEventRecord(start); 

channel_data_flat = mxGPUCreateFromMxArray(prhs[0]); 
 ptr_channel_data_flat = (Complex *)(mxGPUGetDataReadOnly(channel_data_flat)); 
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mwSize dims_a[] = {n_ele*flipped_time*n_ele, 1}; 
 channel_data_flat_fft = mxGPUCreateGPUArray(2, 
       dims_a, 
       mxSINGLE_CLASS, 
       mxCOMPLEX, 
       MX_GPU_INITIALIZE_VALUES); 
 ptr_channel_data_flat_fft = (Complex *)(mxGPUGetData(channel_data_flat_fft)); 
 
 channel_data_flat_fft_interpolated = mxGPUCreateGPUArray(2, 
          dims_a, 
          mxSINGLE_CLASS, 
          mxCOMPLEX, 
         
 MX_GPU_INITIALIZE_VALUES); 
 ptr_channel_data_flat_fft_interpolated = (Complex 
*)(mxGPUGetData(channel_data_flat_fft_interpolated)); 
 
 
 // Initialize frequency-domain grid 
 float kx_vec[3199]; 
 float ky_vec[64]; 
 float kz_vec[64]; 
 
 // Calculate kx 
 int i=0; 
 for(;i<=(flipped_time-1)/2;i++){ 
  kx_vec[i] = 2*3.14159*i/(dt * c_speed * flipped_time);  
 } 
 for(;i<flipped_time;i++){ 
  kx_vec[i] = -1*kx_vec[flipped_time-i]; 
 } 
 // Calculate ky,kz 
 int j=0; 
 for(;j<n_ele/2;j++){ 
  ky_vec[j] =  2*3.14159*j/(dy*n_ele); 
  kz_vec[j] =  2*3.14159*j/(dz*n_ele); 
 } 
 for(;j<n_ele;j++){ 
  ky_vec[j] = -1*ky_vec[n_ele-1-j]; 
  kz_vec[j] = -1*kz_vec[n_ele-1-j]; 
 } 
 cudaMemcpyToSymbol(kx_vec_gpu, kx_vec, sizeof(float)*flipped_time); 
 cudaMemcpyToSymbol(ky_vec_gpu, ky_vec, sizeof(float)*n_ele); 
 cudaMemcpyToSymbol(kz_vec_gpu, kz_vec, sizeof(float)*n_ele); 
  
    // Initialize CUFFT Fourier transform 
    cufftHandle plan; 
    cufftPlan3d(&plan, n_ele, n_ele, flipped_time, CUFFT_C2C); 

    // Transform signal and kernel 
    cufftExecC2C(plan, (cufftComplex *)ptr_channel_data_flat, (cufftComplex 

*)ptr_channel_data_flat_fft, CUFFT_FORWARD); 
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// Bind Fourier-transformed channel data to texture memory 
 cudaChannelFormatDesc channelDesc = cudaCreateChannelDesc(32, 32, 0, 0, 
cudaChannelFormatKindFloat); 
  
 cudaArray* channelArray; 
 cudaMalloc3DArray(&channelArray, &channelDesc, make_cudaExtent(flipped_time, 
n_ele, n_ele)); 
 tex.addressMode[0] = cudaAddressModeBorder; 
 tex.addressMode[1] = cudaAddressModeBorder; 
 tex.addressMode[2] = cudaAddressModeBorder; 
 tex.filterMode = cudaFilterModeLinear; 
 tex.normalized = false; 
  
 cudaMemcpy3DParms p = { 0 }; 
  
 p.dstArray = channelArray; 
 p.srcPtr = make_cudaPitchedPtr(ptr_channel_data_flat_fft, 
flipped_time*sizeof(float2),flipped_time,n_ele); 
 
 p.extent.width = flipped_time; 
 p.extent.height = n_ele; 
 p.extent.depth = n_ele; 
 p.kind = cudaMemcpyDeviceToDevice; 
 cudaMemcpy3D(&p); 
 
 cudaBindTextureToArray(tex, channelArray, channelDesc); 
  
 // Convert channel data from time domain to spatial frequency domain 
 PA_fft_beamforming_kernel<<<dim3(flipped_time, n_ele, 1), n_ele>>> 
(ptr_channel_data_flat_fft, ptr_channel_data_flat_fft_interpolated, c_speed, dt, 
flipped_time, n_ele); 
    cudaDeviceSynchronize(); 
    // Convert data back to time domain 
    cufftExecC2C(plan, (cufftComplex *)ptr_channel_data_flat_fft_interpolated, 
(cufftComplex *)ptr_channel_data_flat_fft_interpolated, CUFFT_INVERSE); 
 
 // Set reconstructed array as MEX output 
 plhs[0] = mxGPUCreateMxArrayOnGPU(channel_data_flat_fft_interpolated); 
 
 // Clean up CUDA memory 
    cufftDestroy(plan); 
    mxGPUDestroyGPUArray(channel_data_flat); 
    mxGPUDestroyGPUArray(channel_data_flat_fft); 
    mxGPUDestroyGPUArray(channel_data_flat_fft_interpolated); 
 cudaFreeArray(channelArray); 
 cudaUnbindTexture(tex); 
 cudaEventRecord(stop); 
 cudaDeviceSynchronize(); 
} 

 



 

138 

 

 
// Complex addition 
static __device__ __host__ inline Complex ComplexAdd(Complex a, Complex b) 
{ 
    Complex c; 
    c.x = a.x + b.x; 
    c.y = a.y + b.y; 
    return c; 
} 
 
// Complex scalar multiplication 
static __device__ __host__ inline Complex ComplexScale(Complex a, float s) 
{ 
    Complex c; 
    c.x = s * a.x; 
    c.y = s * a.y; 
    return c; 
} 
 
// Complex multiplication 
static __device__ __host__ inline Complex ComplexMul(Complex a, Complex b) 
{ 
    Complex c; 
    c.x = a.x * b.x - a.y * b.y; 
    c.y = a.x * b.y + a.y * b.x; 
    return c; 
} 
 
// Complex pointwise multiplication 
static __global__ void ComplexPointwiseMulAndScale(Complex *a, const Complex *b, int 
size, float scale) 
{ 
    const int numThreads = blockDim.x * gridDim.x; 
    const int threadID = blockIdx.x * blockDim.x + threadIdx.x; 
 
    for (int i = threadID; i < size; i += numThreads) 
    { 
        a[i] = ComplexScale(ComplexMul(a[i], b[i]), scale); 
    } 
} 

 


