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ABSTRACT

o \
Defai]s of a‘B;pposed Tee-shaped radio telescqpe array are
presented, wirth particular emphasis placed om the demands of accuracy
and versatility which-aré made concerning the array feeder system. The

feeder systems of existing arrays are examined, and their advantages

and shortcomings are pointed out. A general survey of feeder techniques
L

a

follows, including*a thorough gxamination of signal transmission
methods andufheir éffects on system noise temperature and errors in
array excitation. Methods of reducing the number of transmiélen fines
by the use of multiplexing are considered, and a frequency-division
multiplexing scheme i; shown fo be the most practicablé. An assessment
] .
of excitation erfgrs;is made, together with'discussibns‘concerning
vébious means by which these errors can be reduced and maintaiped at a
low level. The errérs are also stpdied from the Standpoint of their
effect on the sidelobe levels of the Tee array radiation pattern. It is
concluded that an automatic compen#ation sysfém_for maintenance of
excitation aécuracy shoula be included in the feéﬂé}'§ystem design.
Preliminary details on the,impie@eﬁ;atfon of sucH a system are given;

[}

compensation for time delay errors is also considered briefly.
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‘CHAPTER I,

Y
o
PR

’ 1 : . - .
P v INTRODUCTION AND PRELIMINARY,DESIGh DETAILS

-

1.1 Introduction

Qe

The desngn ofathe large Tee- shaped radlo telescope array

‘proposed for a site in southwestern Alberta [l] represents a number

of challenging engineering problems ln particular, the large physncal
. . " “ 7
dimensions of the array, and the intention of achnevnng'véryalow

sidelobe levels while maintaining aihroh'degree of fiexibility”ln

: sngnal processnng. ‘make rather sevete demands of the array Feeder

sys‘gh Although the results of this thesis will be specifically

related to the proposed Tee configuration, it is intended that they‘be

suffdcuently general to be appl:ed to other arrays of a*similar nature.
This éhapter begins with a descrlptlon of ‘the array and some of

its attrnbutes. A number of existing arrays are then examlned to aid

in the eVa1uat|on of the_yarlous options involved jn the design of the

 feeder system. - o .

i

Tt



~ The gradnng function planned for at present is’ the truncated Gausslan

1.2 Basic Configuration N

The proposed array, depicted in Fig. 1.1, is an arrangement of

L

half-wavé dipole elements in the form of a Tee measurfthtwo hﬁﬁdred
3

wave Tengths east-west and one hundred wavelengths north-south. The

" corresponding widths are two wavelengths and five wavelengths,

respectively. At the nominal center frequency of 12.36 MHz, the

4

resulting dimensions are approximately L48.5 meters by 4854 meters .
east-west and 1Z]1 meters by 2h27 meters north-south. The dipoles.

]

filling this areg are polarized east- west, with 0. 625A center-to-
center"Spacing in this direction and 0.5\ spacing north-south. The
total number of dipoles required is then 2848 of which 1248 are in

the east-west array, 1568 are in the north- south array, and 32 are in

the region where the two arrays overlap. A scheme i$ currently under -

- investigation by which the total number of elements could be reduced

to ebout 2000 throogh physical tapering, which is the modification of

array response by the removal of ceftain elements However, it is not

certain that such a scheme wull be adopted, since its performance is
[ 4

inferior in some reSpects (such as ‘sidelobe levels) to the~ full Tee

g

array.
ln-ahy case, rather severe grading of the array aperture is

necessary to reduce the sidelobe responses, ‘and this wl{)’quuire some
ing

electrical tapertng rﬂpardless of whether physucal tap Is used.

type, wi th: weduction of the voltage welghrﬂng at the extreme ends of the

’ 0.

. uarreys to about 6% of the weighting at the center-of the Tee. No

(d: ‘ " B o . .
taperihg éqross the small dimensions of the array is planned. The

2 . : .
. o

]



overall design of\the’radio telescope will be such that changes in the
grading ﬂrnctions can be made without major difficulties. .

The dipole elements will~likely be of folded-dipole type of X
construction, supported by f?;den poles at a dﬁgﬂ%nce of 0.125x abéve a

plane reflecting screen (A=24.2 meters in this and the prece&ing

specifications).

™~
o Detai b of
Element Placement ’ \
[} \\ (8 e]')
e \
. \
s b=
\
Z \
~o \
. \\\\r-
‘—
1001 (200 elements)
C | i 12
. L . JT (4 e1.)
k 2002 —
(320 elements) ;

n

H

Not to Scale

) .

. Fig. 1.1 Tee Array Configuration
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1.3 Specifications and Performance Objectives

N ~

Specifications of the Tee array\ which affect the design of the
" < feeder sygtem will be introduced in this section. In most cases, the
astronomical considerations leading to these specifications will be
émitted or described only briefly; these topics have been dealt with

in greater detail elsewherd [1],[2].

1.3.1 System Bandwidth

From the standpoint of sensitivity (defined in Sec. 2.3.1), it
is desirable to have as large'a system bandwidth as possible; the
bandwidth, however, is subject té'a number of constraints. The most:
gerlous of these is terrestrial interference. At the relatively low
frequencies involved here, fonospheric ”sk{pﬁxprOpggation is’é very
common occurence., The degree of Interference is dependent on diurnal
and s;asonal variatlons in the ionosphere, the eleven-year sunspot
cycle,isolar disturbances, and numerous other factors. Although
conditions which are favorable for astronomigal observations tend to
be unfavorable for terrestrial propagation, somé interference near the
center frequency Is likely to be encountered in most instances. The
original survey [1] which was undertaken to choose the frequency of .
operation diﬁclosed that the useable bandwidths ranged from 10 to 100
KHz. The nominal centef’fre;uenCy of 12.36 MHz falls in a segment of
the spectrum allocated to maritime ship-to-shore telephony, whose
‘ occupancy and pdy;r levels are generally lower than those of adjacent

bands. The'unpred\ctable nature of the interference makes necessary

b
4

some provision for varying the system bandwidth.
. s v

3

\

\



Other fa@tors which imp;se limitations on the bandwidth include
the narrowband propertie; of fhé dipole elements, and decorrelation.
losses due to the differences in arrival t}mes of the incident
wavefronts‘at different ea%mgnts; Tﬁése factois are, in general, less
restrictive than the interfereﬁ;e‘prob]em; decorrelation losses, for.
example, can be minimized by d;lay compensation (Sec. 5.3). When needed
in the analysis of the feeder system, the system bandwidth will be

assumed to be a maximum of 100 KHz, but with allowance being made for

possible extension to about 200 KHz when conditions warrant.

1
%

1.3.2 Array Pattern and Sidelobe Levels

The basic objeétive of the Tee array is to form a peﬁcil-beaq
response by suitable phasing of the elements .and cross-correlation of
the outputs of the two component arrays. The beam will have a half-
power beamwidth of about 30 arcmin and will be steerable in declination
from 15°S to 90°N, which corresponds to zenfth angles of 67° and 38°

‘wth and north of the zenlth respectively. Although most large arrays

. this or similar types are meridian transit lnstruments (| e., they
.are not steerable in right ascension except by‘the earth's,rotation),
such sPeering is bighly'desirable for maximum fle%ibility,'particulafiy
whe; ;iewing times are severely limited by the ionosphere as they are
.in this case. Therefore present plans include the proQision for steering
thé beam about 30°.east ;r west of the zenith. The benefits of.suchva
provision incl;dé increased sky coverage during favorable operating

periods, the ability to form a number of beams simultaneou;ly in righfn

ascension, and the possibility of trach&ng sources for considerable

periods 6f time.



The sensitivity to point sources, or that flux density which will
. .
result in a signal-to-poise ratio which is the minimum acceptable for

reliable measurements, is limited by system noise (Sec. 2.3.1),
confusion noise from unwanted sources in the mainbeam, and confusion
noise from sources in the sidelobes. If possible, one would like to

have the sidelobe levels sufficiently low that sidelobe confusion is

v .

not a significant factor in limiting the sensitivity. Such a criterion

leads to the specification of a maximum r.m.s. value for the normalized

. J
power pattern eXqudjng the mainbeam. Preliminary work in this area by

Goddard [2] indicates that the necessary r.m.s. sidelobe level is of the

order of 1.4 x 10" (-38 dB).

3

In addition to point source observations, it is intended that
the array be useful for measurement of the brightness distribution of

. » . .
sources whose angular extents are greater than that of .the mainbeam. .An
/ N :

example of such a source is the background radiation originating in the

- interstellar plasma of our galaxy. The extended nature of these sources
' )
imposes a more severe constraint on the r.m.s. sidelobe level than does

the point source criterion mentioned above. For instance, to provide
3000°K contours on the background brightness temperature distribution

s (an order of magnitude improvement over prevjous mdasufements near this

I : )
D wavelength) would call for an r.m.s. sidelobe level estimated at [2]

about 2 x 107 (~47 dB).

¢

- The power“pattern &f thQ\Tee array away from the mainbeam.has «

)

T Vg

rathék\prominent sidelobes in the array planes and relatively low levels
elsewhere (Sec. 5.2). Determination of the r.m.s. siﬁeloﬁe level entails
, numerical intégration‘over the power pattern for the particular Teé

configuration being studied. Thi§ level is affected by thé array



i

. studies of the field pattern of the Tee array.

Y

grading, excitation errors, and the degree of element grouping into
subarrays. Detailed examination of antenna patterns is not within the
scopé of this thesis; it is hbped, howeyer, that the material developed,

. 1
particularly in the realm of excitation errors, will aid in future
&t . .

¥

| 1.3.3 Excitation Errors .,

»

Any deviations [n phase or amplitude from the iﬂg;l‘voltage
distribution ig the a}réy elements will, in g;neral, result in higher !
sidelobe’ levels ;ﬁan for the no-erro}.case. This will be accompanied by
a reductién in gain and a beam pointing error, but thesé effects are
usually of little concern if the errors are small. The é;rors are random
in most instances and thus must be dealt with by stgtistical means.

The usefulness of thi; radio telescope design depends in large
measure on the degree to which the excitation errors_can be minimized.
This subject will figure prominently in the following chaptérs, and
rel#tibnships betweén errors and sidelobe levelé will be examined in

Sec. 5.2, It will be shown at that time that r.m.s. excitation errors

no greater than about 1° in phase and 2% in amplitude are necessary for

, adequate sidelobe performance. Qther workers (see [3], for example) have

reported similar figures.

1.3.4° Multibeaming

‘A radio telescope operating at decametric wavelengths which

formed ‘only a single beam would be of very limited usefulness. Since .

obserQétlon time at these wavelengths is restricted, a number of beams

are needed to obtain increased sky coverage durfng the opportune
, Y g
c



periods. In.addition, changes in the apparent lodetion of a point
source may occur due to fonospheric refraction; the magni tude of the
change is time-dependent and may be of the same order of magnitude as
the beanwidth of the proposed Tee array. Obtaining useful results from
survey work in the presence of such refraetion eaile for the formation
of several\bverlappiné beams in declination.

There are also compelling reasons for multiple beaming in right

™

ascenslon. Aside from increased sky coverage, this would offer a eolution
to the problem of scintilletion, which refers to apparent f]d; density
variations in a point seurce caused by distortion of the incident
wavefronts as they encounter irregularities in the ionospheréi.Multiple '
beams in right ascension Qould allow the observation of several
successijve traneits of the source. some of which are likely to be
relatively free of scintillation effects. In many cases, the results of
the separate transits could be averaged, provlding an lncreaSe in
sensitivity. Unlike the beams in declination, these beams would be
separatedhby several beamwidths in order to fulfilT%These objectlves

A further advantage of a large number. of slmultaneous beams is
that\well known sources will be encountered ‘more often which is very
helpful. for position determlnations The requirements described thus
far together wtth_other pertinent consnderatlons have led to a proposal
for a matrixbof 160 simultaneous beams, comprised of 32 in declination
and 5 in right ascenSIon. Although'the signel procesﬁfng cireuitry for
this number of beams . is highly comp lex, it can be approached in a
gradual fashlon, beginnlng with a small number in the lnitial phase of
farray development and addlng more at a later date.’
| In addutibn to the main matrlx of beams, it would he advantageous

W



to-have provision for the formation of a fey additional beams. One
.instancé where such beams might He used is in the monitoring of
ionospheric absoaption, which could be accomplished by the simultaneous
use of a section of the afray to form several broad beams, one of whiah
wouldlbe permanently aimed at the north ceiestial pole as a reference.
The absorption data provided by measurements with these beams would
help to improve the accuracy of flux density measurements made with the>

high resolytion beams .
s
Anotﬁbrhpossibility for increasing the flexibility of the array

is the incorporation of signal processing which would allow a cluster
of beams to track a source for g considerable period of time. This type
of processing, of which phased array radar is an example, would be very

complex for a large array and would not likely be included in the.

-

initial installation. It is mentioned here to illustrate the need for

emphasis on versatility in the design of the feeder system so that more
sophistlcated slgnal processing systems can be added in later stages of

array operation.

Various técﬁnlques of muitiple beam formation wild be examined

In thé?survey of- arrays in Sec. 1.4 A1l of the beam-forming techniques

" 'can -be divided into two categoriesi simultaneogs and time-sharing. 5
R
QTime-slbarinQ sys tems contaln phase shifters which can be rapidly e

switched in value to steer the beam to a new direction, and the total
observation tlme is divided equally amongst all of the beam posntions
¥ .
, / As’ﬁe from technical problems involvlng the switching, the basic .
&

b Q objectlon to this approach Tles In the inherent reduction in sensitlvity

]
¥
.

RS which results from sharing»the available integration time amongst all of
* the beams. The reduction fAétor is the square root of the number of



¢
beams used [4]. Time-sharing systems are also less flexible than

§imultaneous systems, in that they do not facilitate making changes such
as the addition of more beams. For these reasons, a simultaneous system
of multiple beam formation is considered essential for the proposed Tee

array.

|;3.5 Subarray Size

To-form the maximum number of simultaneous beams possible, it
would.bevnecessa:; to have available at the beam-forming network the
output\ff each individual element in the array. For a lesser number of
beams this is not necessar(~y the case, maknng it possible to combine the
outputs of groups of adJacent elements before the beam forming takes
Rlace. This would simplify the problem of signal transmission if the
combining takes place at Fhe°elements.

Grouping of elements into subarrays results in modi fications to

the array field pattern, the extent of the modifications being dependent

-

on the number of beams and the subarray size. To illustrate this, we
: ‘ ,

shall consider a linear array of N isotropic sources with uniform »
spacing d (wavelengths). With uniform aperture illumination and
excitation without phase gradients, the one-dimensional normalized field

[

pattern may be expressed as

| sin NU
) = FSmu a.n
where U= ﬂd sin @

6 = angle with respect to the broadsude dlrection.

;’If_we introduce .additional beams with»directlons e}, the field pattern-

10
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some change ln pattern. The change generally manifests Itself as a

11

for these beams is given by

»

sin N{U - u.)
f (U) = I (1.2)
: Nsin (U - u,)

where U' = ywd sin ei.
Now .let the array be grouped into subarrays of n elements, so
that an individual subarray remains bhased in the broadside direction ,@%&
irrespective of the beam-formnng cnrcuutry The response is now glveg
by the product of two terms, one of which is the subarray response,a;nd
the other the~response of the "array of subarrays'' phased in the

direction 8,. The t term is given simply by equation (1.1) with N

replaced by n./The second term is similar to that of equasion- (1.2), but

with the numbelgf elements N reduced to N/n (the number of subarrays),

and the spacing'd |ncreased fo nd. Making these substitutions, we get:'

sin [Nrd(sin 6 - sin 0.)] e
. ‘ ] %ﬂ&- %
 (N/n) sin [nmd(sin @ - sing)] F . t o4
! ' & %
sin N(U - U.) | oy '%w}
. , E S TR
xﬁv < ; - ] *0 L
- NsinU, sinn(Uu- UI)‘ ‘ R TN
’ S E &
. sin (U - U;) sinnu S
| R 1 v 1 A% o~
" sin n(VU - ui) .sin U ’ >

-

We see that the response with no subarrays f (U) is now modifled by a

’factor which is a function of 0, ei, and n. As one would expect the

broadslde beam (U = Q) is not affected but all other beams suffer'

-

»

decrease in mainbeam_response and an increase ir sidelobe levels. As a

,ednseQUehCe,vthere is a tfadeoff bétween subarray size ahd the number
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of beams which can meet the sidelobe level criteria.
In the Tee array the picture is of course much more complex. One

must now take into account the planar nature of the array and its two-

-4

dimensional field pattern, the response of the individual elements, the ¢
grading of the aperture, steering of the beam cluster off the broadside,
and so forth. Studies of the effects on the performance of the east-west
'array due to grouping of elements into various sizes of}subarrays have
geen carried out by D.A. Wynne [5] for the case of five beams with 1.8°
angular separation. His calculations indicate that some east-west
grouplng may be feasnble, but the sidelobe levels rise rather quickly as
the subarray size lncreases. For example, subarrays of four elements
result in an r.m.s. sidelobe level for the outer of ‘the five beams of
about one order of magnitude greater than for the central one. Becahse
of the large number of beams desired in declination, no north-south
grouping of elements_is contemplated.

The declsion concerning subarray size awaits further’study of’
Vthe antenna pattern of : the Tee configuration and analysis of the
ktradeoffs involved The subarray size will' therefore be considered to -
, be ‘a varlable for the present. it should be noted, however, that ‘the
‘irlntroduction of subarrays would involve certain complications. |

" Provision must be made for steerlng the subarray response, which means

that phase shifters must: be lnstalled in the feeder system. For an

. N- element array with subarray size n, the minimum number of phase

»'shifters required is N(l r l/n) if the array ls to be fully steerable. -
Thie-{;glows from the fact that there are N/n subarrays, each of whichi
require (n -1 phase shifters to steer the subarray reSponse. The :

overall response ls then steered by edditlonal phase shifters at the o 507"'
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observatory. In practl :/~each phase shifter usually takes the form of
remote-control led mult fpositlon swi tches which insert various lengths
of cable into the approprlate sections of the feeder system

r I -

The merits and?drawbacks of introducing subarrays can ‘be

summarized as folloys:

S

Advantagesﬁf[

(1) Simpl?ffcation of signal transmission; less cable ane/or
multiﬁlexing‘ls needed._

(2) Less ¢omplex beam formation; i.e., the number of - lnputs to
the beam-form|ng matrix is reduced by the factor n.

((3) Probahle lower cost.
-7

o

’ DisadvanteEQS'

(1) The need. fpr remote-controlled phase shifters and their
TR 4

] ‘ adjustment and ‘maintenance in-a rather hostile environment.

(2) Higher sidelobe Ievels, especially for the outermost beams)
: | I | o £
: ln a simultaneous beam-forming system.

' ;ﬂ%?43) Some Ioss In flexihillty, for example, the abilfty of the
. ‘:\\, ‘ 1
coe array to form simultaneous beams differing by more than a

Y few beamldths in right asc%nsion would be compromised

2

\\
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1.4 A Survey of Large Phased-Array Radio Telesgopes
j ik

1.4.1 Characterlstlcs of Setected Installations

P,

In this section we shall examine some of the existln§ radio
telescopes in the world, with particular emphasis on feeder design and

signal transmission techniques. For convenience, some of the

characteristics of these Installations are summarized in Table 1.
2 .

Since we are most concerned here with technical rather than astfonomical

-’

parameters, such details as sensltlvlty,ﬁbeamwidth, and collectlng area
have been omitted‘frdm the table. Not all of the arrays censldered_are T
of the Tee type.of construction, nor, are they all decametric; the common %:)
factors are large physical size and beam steering by electronlc means
(in addition to mechadlcal steerlng.‘ln some cases) Some instruments
have not been Included because “they are relatlvely obsolete designs;
gthers are absent because their configuration and transmlsslon problems
dlrfer markedly fromlthe probosed array. Some’of the'radlo telescopes
omitted. from the table will be described brlefly in Sﬁc. 1.4.2,

The/followong notes wlll clarlfy some of the eﬁtrles ln the

| . o
table: ‘ CT E‘
(l) “Date" refers to the year ln whlch the ‘array went lnto full

operation. i'.'

(2) The arrangement of’the elements can be deduced from the
figures in parentheses under "number of/elements", lf none
are given, the array has one-element wldth H
(3) For the arrays whose center frequency can/be varf’d over a~
S ;°_ wlde\range, the. element spaclng ls glven ln meters rather
R than wavelengths f‘lv R " ';f}’g . | '§t -

e . B 8 ° . T - . "



(4) With regard to the feeder systems, the 'number'' of feeders
is essentially the number of array ;Qtpﬁts independently
returned to the receiver site. The ''number of preamp;“
refers only to preamplifiers located near ghe arréy elements
ﬁf.e., outside the observatory'building). For our purposeé,
""subarray size' will be defined as follows: in an equal-
length type of feeder (see Sec. 2.1), it is the number of
élements whose outputs are combined before transmission to
the obsefvatory; in a branching system, it is the number of
elements whose outputs are combined before joiniRg the
binary bfanching network. ldéntifying the subarray size is

more impobtant in the equal-length case, since it affects

the formation of multiple beams. by simultaneous beam-forming

technihues, whereas branching feeders are limited to tiﬁe-
sharing techniques which are limited»by fac{o:S other fhan
subarray'siie. In any case, the size'given in the table

reférs to the subarray unit as it appeérs in the north-south

array;. in most cases, this is the only component -array which

can be'electriCaIiy scanned away from the zenith..
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(a) The EarjiﬁMfTig Crosses

\ i .
\Lw)\These instrumeMts [21],[22] were among the first to conduct

LN

surveys of\radio sources at metric and decametric wavelengyths.

Consisting\zr dipole elements coupled to a single coaxial.feeder

runrRing the lkngth of each arm, they were used in meridian transit mode

with phasing ﬂn declination done by manaal adjustment of the'c0u§ling

points in the Lorth-south array. Changing declination required,about an
‘ i . A

hour for one mdn, although five adjacent declinations could be scanned
i o

using,a time-sharing technique. In short, the design of ‘these arrays

was well suited|to the initial systematic surveys for which they were

intended, but ldcked the flexibility needed to perform otﬁer tasks.

|

(b) The "Moving Tee'' Aperture Synthesis Instruments

This type of radio telescope construction arose out of the
realization tﬁgt the Fourier components of the radio brightness A
distribution coujd be measured separately by sequentially providing
each of the necessary antenna spacings.. In the '""Moving Tee'' instruments
[23),[24] (center frmequencies of 38 MHz and 178 MHz), this took the form
of.a fixed east-west array similar to that of a‘conventional filled-
aperturé Tee, plus a smaller antenna movable alpng the north-south
baseﬂiné. We sh311 consider here only the larger of the two "'Moving Tee"

arrays ﬁuilt, the- 38 MHz array. at tﬁp Mullard Observatory.

 0 Both the fﬁxed and movable sections of the array~consisted of

corner reflectors with a full-wave dipole feed. The east-west array,

1000 meters in le{gth, used a branched feeder system with matching




transformers at each junction; these transformers also determiﬁed the
array grading, which was Gaussian. The feeder system was constructed
with open-wire line, which was found to be highly susceptible to
moisture effects in that the velocity of propagation decreased
significantly when théd line became ;et. This in turn caused increased "
phase and amplitude errors in the array excitation, particularl& when
the wetting was uneven.»This effect was termed ''the most serious
practicaf difficulty" experieﬁced with this 3rray [23].

Aperture synthesis arrays of this type are, in general, unsuited
for use at decametric wavelengths because they do not make efficient
use of the limited observing time available. Also, they are of no use

in the observation of transitory phenomena such as lunar occultations.

(c) The Culgoora Radioheliograph

The Culgoora array [25] is ahrathgr\specialized instrument which
has béen in operation since 1967. It consists of 96 steerable ‘
paraboloid antennas unifpfmly spaced h;;und a circle of 3 km diameter,
and it is specifically designed for making solar obserVatioﬁs at 80 MHz
over a bandwidth of 1 MHz.

Each antenna output is preamplified (26 dB gain) and transmitted
by 1.5 km of open-wire line fb the observatorY located at center of the
~array. Here the 96 signals are down-converted tq 7 MHz, at which
frequencyffurther processing such as time delay compensation is
performed. Forty-eight simultaneous beams are formed in the beam~forming
netwofk, and the outputs of the 48 detectors_agg {ntegrated and .
digitized for processing by computer. ‘ ' 2}

‘ _ z :
One noteworthy aspect of the array is the rejection of coaxial



a

cable in favor of open-wire line in the feeder sys}em, primarily due to
the low attenuation (5 dB/km) of the latter compared with coaxial lines

of similar cost. The circular corsigur‘atipn of the array and the

moderate climatic conditions at the siiewmitigate to a large extent the
deficiencies in the’open-wire approach, -such as poor shielding
efficiency and the effects of moisture on propagation defaiﬁain addition,
the bounds on permissible é.m.s. bxcitat}on errorg® (18° jb phase, 30% In —

) ~—— P
amplitude) are much larger than those needed in the Teé_afray.

3 7
.

1.5 Summary of Available Options

.

The remainder'Of this chapter summarizes some of the technical
details of existing radio telescopes. In some cases, immediate
conclusions can be arrived at regarding the design of the proposed Tee
array, but most\of these topics will be examined in greafe} dgtail in

the succeeding chapters.

&
1.5.1 Receiver Type . . _\\

A1l of the instruments surveyed in Sec. 1.4 were found to have .
single-sideband receiver systems. Nevertheless, the alternative system
of a double-sideband receiver may offer certain advantages., A more

\ - '

thorough discussion of this-topic is postponed until the next chapter

(sec. 2.8:1). -

20
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1.5.2 System Bandwi'dth

The bandwidth figures in’Table 1.1 clearly illustrate the need
for relatively narrowband systems in decametric instruments. The
bandwidths used at frequencies less than 30 MHz range from as lif!lef;s
3 KHz up to 800 KHz, the latter being used onky on an |nterm|ttent basis
at a comparatively high frequency (26.3 -MHz). Some of the instruments
include provision for varying the bandwidth, which appears to be a

‘valuable feature.

EQen observatiOps using very small baﬁdwidths at low frequencies
are often hampered by sporadic térrestrial interfefence. and a few
techniques have been developed to combat this problem. One\iifzx’/,/
technique is to split the signal into a number of narrow bandpass .
channgls and select only those which are free of interference. This
approach was used in the 19.7 MHz Mills Cross telescope near Sydney [22],
in which the nominal 100 KHz bandwidth was divided into one fixed
channel with 8.5 KHz bandwidth and four channels with 4.5 KHz bandwidth
and variable center frehuencigs. Thfs type of signal proceésing would
become highly_complex in a situatioq:yhere.lgrge numbers of array
outputs were returned to the obéervétory and filtered independeﬁtly. A

" second drawback to the teéﬁnique,is that the Cgéerference must be
moni tored auraily‘by an‘opérator, who then Makes the approgriate
adjustmentf;'thus it is unsuitable for automagic oﬁer;tion and is
restricted to those frequencues where the |nterference is relatlvely
constant in terms of channel usage. such as commercial broadcasz)ng
A different method,of.interference reduction was used ln;Tasﬁaqia

for observations at 10.02 MHz [26],[27]. This'frequeacy is tontained in

a band allocated to aeronautical mobile stqtions,‘and thus it is subject:



to highly intermittent usage;/To cope with the interference, the system:
'bandwidth was made small (2.1 KHz), 4nd the center }fequehcy wss
continuously swept across a 10 KHz band at a rate &f five times per
second. This caused inter?ering‘signals to appear as periodic impulses
in the passband, so that they éoulﬁ be easily discerned from the cosmjc
'noiss and rejected by suitable '"'noise blanker' circuitry [28]. This
method.allowed unattended observations, butrshe”small system bandwidth
required made the sensitivity quite poor, and some difficulties were
experjenced when ionospheric scintillation was encountered. ’

Due to their obvious shortcomings, interference-reduction
techniqués such as those just described are not being p[anned for the
new array. In any cése; the need for such measures cannot be fully

appreciated until some experience is had in making observations wi}h

the array.

-

1.5.3 Feeder Systems

There are two distinct types of feeder system used in the ‘arrays
described in Table 1.1. One is the binary brapéhlng or "Christmas tree'

\arrangement in which a large humber of element outputs, often including

all of the eféments ina component array, are joinédito produce a single

.output. A consequence of using"this type of system is that beam steering 

-
.and multiple beam. fbrmation must be done within the feeder system by

providang variable phase shifters at the elements or, more commonly, at
the junctions of the branches. Multiple beam operation is\llmited.to -
;ime-shafing'technfques in which some of the phase'shifters are rapidly

switqhedﬁto,difféfent valués._Branched feeders are often used in arfays

which are permahently aiﬁed»at the zeni th, - as in the eéast-west arrays of

22
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meridian transit instruments, a categorymwoicﬁ includes all of the
radio tele5copes in Table 1.1 except the ''"Teepee Tee' and UTR-1. The
Penticton arrays provide a.separate branching network for feeding each
row of elements in the east-west array, allowing steering of its north-
south response to improve the overall response of the antenna in
declination. |

A seconé major typé of feeder consists of a number of independent
feedlfnes of equal length. Depending on the extent to which element
outputs remaip separate in the feeder system, this will allow some or
all of the array steering to be donefat:the observatory , together with
the simultaneous forﬁation of a large oumber of beams. This flexible
but more costly system is, for obvious reasons, mo;e of ten used for
north-south arrays. The equal-length system also iends itself to easier
meaéurement of excitation errors, so that it is sometimes used even in
the east-west arrays of meridian transit instruments (e.g., the Lebedev'
and Molonglo Crosses).

A third method, little used today, consists of a single feeoline
along the length of each arm of tHe.array; with the elements lightly
coupled;et appropriate intervals. Its simplicity and minjmal cable
requiremente made it a reasonabte choice for some of the early
experimental arrays [21],[22], but it has a number of ofsadvantages
which limit its flexibility and excitation accuracy Al three me thods

of feeder design wnll be discussed furtﬁer in Sec. 2.1.

~

- 1.56. 4 Slgnal Transmissi0n Techniques

Almost lnvariably; the output signals of Iow frequency arrays are

'transmitted to the. observatory wnthout frequency conversnon, usually vna

/
s



~coaxial cables. Down-conversion to an intermediate frequency (IF)

 not generally felt to be necessary provided that the feedline losses can
be kept within reasonable limits. Whether this is the case or not is
largely deterh?ned by the siee of the array aed the cost of cable having
suitably low losses. In some cases, preamplifiers are used to overcome
the iosses, permi;ting the use of less expensive cable. Open-wire line,
despite having low Iosses, is seldom used for the main feedlines due to
the probiems of low shielding efficiency and phase stability mentioned

previously. Because lts"censtruction facilitates coupling adjustments,

however, it is often used to couple individual elements within subarrays.

1.5.5 Control of Phase Errors -

Phase errors in array excitatio; caused by imperfeptions in the
feeder system ase a serious problem in lar;e arrays._FeQ of the papers
cited in Table 1.1 give detailed data on this subject, but it is
apparent that shortcomings in~}eeder system design and construction
have led to enpleasantly high sidelobe levels in some casés. Among the
methods available for the reduction of phase errors are down-conversion
'(lF return), cable burial, and the use of special phase-stable coaxlal
'Ilnes. Down-conversion, such as used in the Molonglo Cross, improves ‘the .
phase stabtllty since the phase shift lntroduced by a gtven length of
~tine Is pnoportional to the frequency of transmlssion. However, this
vtechnlque is compllcated by the fact that a distrlbutson system must be
provided whlch ensures that the local oscillator signals at all of the
remote mixers are ln phaSe. | .

The most common approach to phase stability is the employment of -

more stable transmission lines and/or insulation of them from changes ln

24
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their environment. Burial of cables, where feasible, can provide an
essentially constant thermal environment and thus eliminate short-term
phase variations to a large extent. Even in such circuﬁstances, however,
significant long-term variations (of the order of weeks or mgnths) may
appear, necessitating regular readjustment of the lines. Such ;%riations
have been reported by llyasov [18], whose conjecture is that they are
primarily the result of changes inlthe parameters of inhomogeneities in
the regions where coaxial connectors were installed. Most types of
coaxial cable are not suitable for direct burial and must be enclosed in
some type of conduit if used in this manner. Cables designed specifically
for direct burial are very expensive.

’ Specially‘designed phase-stable coaxial lines are also expensive,
but they may be used in appilcations where the total amount of cable
needed is quite small, as in a branched feeder system. In some instances,
this kind of cable has been combined with regular cable to increase the
overall phase stability of the feeder (e.g., the Penticton 22 MHz array).
Cable using foamed pdl;ethylene dielectric is sometimes favored since It

offers lower attenuation and improved phase stabiiity over its solid

dielectric counterpart for a modest increase in cost.

1.5.6 Subarrays

All of the: instruments surveyed utilize.some type of grouping of
elements into subarrays. Consequently, ali of theM\ with one exception,
performvat Ieast part of their beam steering by the’use of phase shifters
in,the”feeder system. Among the typeS»of‘phase shiftershenployed are
~ variable-length transmission lines using switching arrangements (Lebedev'

Cross, Penticton. 22 MHz), continuously variabie heiical directionai



couplers (Molonglo Cross), and automatic feed point adjustment by
remote-controlled diode switches (Teepee Tee). The sole exception igs

the Penticton 10 MHz instrument, which provides a separate return cable
for each east-west row of elements throughput#the array. Since it is
operated in meridian transit mode, no phaee shifters‘are needed for )
east-west steering.

Thq,overrid:ng conSIderafion in the determination of subarray
size in existing arrays has likely been the cost of transmissnon lines
in some cases; in other, less ambitious, instruments, little would be
gained from }eduction of subarray size. In particular, meridian transit
arrays do not suffer in performance from east-west grouping of elements,
and those with single beams or time-shared multible beams would'not
benefit from smaller north-south groups. The fnst?uments most likely to
benefit from smaller subarrays would be those forming simultaneous
beams In the plane along which elements are gfousfd. The Molénglo Cross

and the Teepee Tee fall into this category. In the’fofmer, the subarrays

are 0.6% of the total length of elther cbmponent-array,’qu in the

latter, they are 3.1% of the east-west array length, If calculations or _

measure%;nts of sidelobe levels for the varlous beams have been carrned
out for these arrays, the results have apparently not been reported in

the llterature. Examination of existing arrays therefore sheds little

light on the question of subarray size for the proposed array.

l.§.Z Multlbeam Cagggilltx
Several of the radio telescopes presently in use do not form

-mu]tiple beams. Soviet astronomers seem- to favor wldeband lnstruments

‘capable of simultaneous Operatlon on a number of wldely differlng

26
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frequeﬁcies but with only a single beam direction. 6thers have used a
time-sharing af}aqgement for a small nUmbér of.b%?ms (usually flye), but
recent deﬁign} clearly show a trend toward; slmultaAEOus formation o¥/a
relatively large numbef:of beams.

The most sophisticated of these designs, at least in terms of
béam formation,,is the Teepee Tee; this is the only existing array of its
type having eqyalrbeam-fdrming cépabillty in eithe? array plane. Also
notable‘is the Pentictoﬁ 10 MHz Tée, whléh, as noted in Table 1.1, has
the ability to form up to 64 beams in declination with the addition of

~

more regé?@ers. This is due to the flexibllity of its north-south feeder

systéh and the '} pf ays in the north-south array plane.

~

~
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CHAPTER 2

[}

THE 'FEEDER SYSTEM .

2.1 Basic Types of Feeder Systems

*

Some basic feeder system configurations were briefly described
in the preceding chapter. In this section we .shall examine their
characteristics more thoroughly in order to select the most suitable

system‘for the Tee array.

'2.1.1_Single-Line Feeders

The slngle-llne feeder, illustrated in Fig. 2 1 for a linear
y

N-element array, consists of a single transmlssion’line to which the

_Aelements are coupled at periodic intervals along its length. Capacltlve

COupling is normally employed and the use of directional couplerslls
¢¢usually required to reduce lnteractlon between the elements. The value

- of phase shlft ¢ needed for pointing at an angle 0 off‘the broadslde is

given by C ,' ‘ R
,.Hi_;.‘u o | i o (2
"»\: . ¥
where d = the lnter~element spaclng ST \‘n"

A = wavelength at- the center frequency “ '»7j :‘ o
4 . ,9 ‘

The system of Flg. 2 la, whlch mey be. t'a- t of as a serIes L

. connectlon, hes the adventage that ldentlcal phese shlfts are called for
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in each phase shifter, simpiifying the problem of remote control. The

principle problem with this approach is the accumulation gf pHase errors.

If a single phase shIfEer has an r.m.s. phase arror A¢, then the sign;l
‘ from element #1 will encounter an %.m;s. phase error of /W:T'A¢. This

problem, together with thg accumulation of amplitude.errors, makes the
o

series technique impréctical for all but very short arrdys.

The parallel-connected single-line feeder, shown in Fig. 2.1b,

! 3 1 > -
avoids the problem of error accumulation by providtﬁg‘each element with

it; own phase shifter. Control is more complex than in the series
conflection since the phase shifters are, in general, not set to the same
'.vald%
. Both types of single-line feeder have the inherent disadvantage
that the path from antenﬁa element to observatory has a different C .
électrital;length (phxsical Ienéth of the transmission line divided by .
iES ve]ocity factor) for each element. One consequence of this fact i;
that differential phase errors can appear very easily; for example, a
chaﬁgeAin electrical length of the line caused by a.temperature ghajﬁb
yiil result in phase errors which increase with di;tance from the
_ observatory. This problem Eould be overcame only by resorting to very

. (,X
expensive techniques such as the use of special phase-stable coaxial

transmission lines.

™. ' YA second consequence of the unequal path lengths is the restriction

¥ »

on the usédable bandwidth [mposed by decorrelation losses. As"will be
shdwﬁ'in Sec. 5.3, if'a siénal of bandwidth B Hgnis transmitted over twé
paths which have ldentfcal phase shlft at midband but differ in tl:: delay
by T Sec, tgs correlatlon coefflctent for the two output slgnals Is

! 0



Y(B)’= El%;%lg- = sinc w1B, (2.2)
where y(B) may be thought of as the ratio of the actual output power

at the receiver to the output power without decorrelation. Reduction of
decorrelation losses by the installation of variable time delays }n the

feeder system is possible, but this is generally an unattractive

proposition. ) -

2.1.2 Binary Branching Feeders

The binary branching feeder systenm, depicted in Fig. 2.2,,ls in
common use today and offers a substantial |mprovement in performance
over snngle-llne systems in many situations. The example shown is an
8-element array; the extension of the principle to larger arrays is
obvious. As is the case for the single-line feeders, an N-element array
will require N-1 phase shifters. lmpedeﬁte matching is necessary at each
junction, since reflections from theg%'points will cause excitation
errors..This function is usually performed by a coaxial impedence
transformer. It is aleo necessary in most cases to decouple the elements’
from each other; both the isolating ahd matching functrons can be ;
eonbined in"a hybrid ring or other type of directional coupler [29].

The most lmportant characteristic of the branching feeder is that,
in principle at Ieast, all signal paths from element to- receiver are
identical in electrlc;l Iengthk This tends to minimize the excitation
- errors due to changes in the propertles of the cable, although errors
. caused by differential heating and by variations in parameters from one

‘section. of cable to the next will stnll be present. The equal path

lengths also prevent decorrelation losses when the array is pointed at

t I IR _

31



32

2¢ ' 24

ont
P

> ‘QUTPUT

Fig. 2.2 Binary Branching Feeder System

1 2 3
AN N
/ ¢
A A > To
- -» Beam-Forming
Circuitry .

Fig. 2.3 Independent Equal-Length Feedlines - .

L}



33

the zenith; as with any feeder system, however, it may be necessary to
. .
insert variable delays to preserve correlafion at other angles. The
primary difference in this regard betweén the branching feeder and the
equal-length s?stem to be described next is that the forme( must have

its delays installed outdoors within the feeder system, wheéreas the

latter can have them inside the observatory building.

2.1.3 Independent Equal-Length Feeders

The most obvious and straightforward feeder system consists
simply of a separate line for each elehent or éubarray (Fig. 2.3). To
minimize the decorrelation losses and excitation errors, each line is
cut to the same length, namely thg distance from Fhe observatory
building to the most remote element. The amount of cable required is
thus very large combared to the other- feeder schemes.

' Such a systém does not obviate the need for phase shifters to
steer thé'begm or time delays to prevent decorrelatjon losses, but it
doés allow these units to be located indoors at a single locatiog R
adjacent to the receiver. This has important advantages in terms of ease
of calibration, maintenance, and control, and the controllgblé
environment available wi'll result in increased phase and amp1{ tude
stability. The system also lends itself to a variety 9f siggal
processing methods; in particular, the full capability of the array to
€;rm simultaneous\multlple'bgaMS can be utiliied. The inpependeﬁce of
}he signal returns also means that a monitor system tb automatically
cont}ol the array excitation hgc;mes-a possipility (Sec. S.I);

To offset to some extenéxthe enormous cost of anrlndepeﬁdent-

<

return feeder system, i§ becomes‘desirable to find methods for reducing‘



the total number of'feedlines. Tnere are basicelly two techniques which
can be used singly or in combination to achieve this end. One of these,
grouping of elements into subarrays, has already been described. The
feeder Becomes ix;effect a.mixed System, employing one of the feeder
schemes described in the preceding two sections within the subarray,
together with an independent line from each subarray to the observatory.
The secohd technique is that of mUItlplexing two or more signals onto
each line such that they are separable at the obserVatory. This is
equivalent to the fully.independent return system and does not involve
an inherent compromise in array performance as the subarray approach

does; however, new con5|derat|ons such as crosstalk technical

complex!ty, and cost will now enter the picture.

2.2 Choice of a Feeder System

It is clear that the use of single- llne or branched feeder
§ystems on a large scale would not be compatuble with such performance
objectives as snmthaneous multiple beam formation in both array planes
Only the independent equal length system or one of f{ts variants can
provide. sufftcuent flexibility to allow a sugnvficant improvement over
existing radlo telescope des;gns It |s no coincadence that the most
sophisticated - recent designs (Molonglo Cross, Teepee Tee) make userof

some type of lndependent-return system.

Although the decision to use an nndependent return feeder in the

Tee array is clear-cut, the choice of a method of lmplementing it is not,

since there¢ are a number of variables to consnder. The remainder of this

-~
_chapter &@fq be devoted to a study of the alternatuves aval!able ‘One

N
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major consideration in the evaluation will be the total amount of cable .

>

required and the attendant cost. Assuming that the observatory building

is near the intersection of the Tee, and disregarding the reTé;ively
®

small amount of cable needed within a subarray, the total length of
cable needed for the feeder ©f the proposed array would be

Y L= .Q"TSM. km, | ' (2.3)

v
’

yhere N = total number of elements
m = number of mulfiplex channels per cab;; ]
n = subarray size. ,
For the extreme case of no ph;sical tapering, no subarray grouping, and
no multipiexing, this amounts to a rather awesome total of 7120 km. The
.need for‘further investigation of this feeder method is evfdent.

199

2.3 Signal Transmission Without Frequency ‘Conversion

)

E To distinguish betwegn the terms “transmissien system'' an&
" "feeder system', we shall rffer to the former as the means by which_
received.signals are transmitted to the observatory within the-framework
of a given feeder system. In addiffon to the basic signal paths along
the feeder céblee, the transmjission eystem may encompass pfeampllfiers,4/4,/’f
mi xers, Ioeal oscilla;or lines, phase‘compensation systems, and so -
forth.

The most straﬂghtforward~solutlon to the fr&nsmisslen problem is
simply to use the basic feeder system without further embellishment.

Y
except possibly preampliflcatfon. This approach has in fact been used in 3
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»
ali low frequency radiq telescopes constructed to date (unlike its:
usage in communications terminology, the term "Tow frequéncy” when
referred?§9 by radio astronomers usually means that part of the
spectrum below 40 MHz). The main considerations here are cost, phase
stabi 1i ty, gnd‘the de;radation of signal-to-noise ratio caused by the
attenuation of ;he cables.

1 N -
(6 W

2.3.1 Attenuation and Noise Considerations

ja)-Trapsmisslon Without Preamplification
The sensitivity of a radio telescope depends on th small a
change in input. noise power can be detected. Thisis in tﬁrn a function
of the r.m.s. noise fluctuations caused by the background radiétion
from the sky plus the noise contributions of the receiving system; The -
,fluctbatibns are usually expressed ds a Hoise temperature; , the minimum -

o

detectable noise temperature is given by [30]

]

KT ' .
fAT)m-V-iB—iE °k) SR 2L

where KS = sensitivity constant (= /2 for correlation receiver)

Tsys = system noise temperature referred to antenna terminals, °K

B = predetection system bandWLdtﬁ Hz

t = postdetection lntegratlon time, sec

In the proposed array, this quantity is expected to be of the order of
: “; N .

,f\2000°K o _

The sensitlvity is usually deflned as some factor times (AT)

since the minimum signal detec ble with confldence is conslderably

-

greater than the r.m.s. fluctuations given by equation (2.4). The

N



factor cdmmonly chosen is five; if the noise is Gaussian, the probability

of a random fluctuation reaching a value of S(AT)rms is about 6 x 10-7.
Now if we consider a single array element and its associated

transmission line and receiving system, we may express the system noise

temperature introduced above in the form

Tys = T * TLO/T s QraT (2.5)

where TA antenna noise temperature, °K
T, = physical temperature of the transmission line, °K
T, = receiver noise temperature, °K
€ = transmission line efficiency, 0ses|
The system noise temperature is degraded both by the atténuation
of the“traﬁsmisslon line and the thermal noise generated within'it; it
is a;go degraded by noise generated in the receiver. To ensure that no

significant degradation will occur, the first term of (2.5) must

dominate the other two: . ' '

1

Ty > TL[(]/e)-I] + (l/s)Tk

4

‘or, in terms of transmission line efficiency,

L | » . (2.6)
T +T, |

T. +T
€ >> R

!

“In order to arrive at a minimum allowable value forse, we must now
determine some'apprbxlmaté values for the various noise temperatures.

At the.low.fredqgncles involved here, a receiver noise figure FdB

;o
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of less than 4 dB is readily obtained (the receiver noise figure wil)
essentially be that of the first stage of amplification). Using this
figure as a worst-case value, and applying the relation

F 10 Iogm[l + (TR/290)], | (2.7)

dB =
\

we find that Te = Lyo°K.

The antenna temperature TA depends on the sky brightness tempera;qfe
distribution and the power pattern of the antenna. B.H. Andrew. [31] has
measured brightness temperatures in the range of 10 MHz to .38 MHz using
dipole antennas at a latitude of 52°N, which i} the same as that ef the
proposed array. At 13.1 MHz, the observed sky brightness varied with hour
angle and had a mean valne.of 1.22 x 105 °K. The brightness "temperature
is proportional to Sf-z, where S is the flux density.end f is the
frequency (Rayleigh-Jeans radiation law) and Andrew has deieerned that
S « F-o"'3 over the stated frequency »ange. Thus we can interpolate to
flnd the mean brightness temperature at 12.36 MHz, which we use as an
estimate of the antenna- temperature of a dipole element in the array:

T

W= (1,22 x 105) ( —:-gﬁl@ 17283 1 1w x 105 ok (2.8)

The interpolated minimum and maxnmum values are 1. OI X 105 °K and
1. 87 x 105 °K respectively.

Choosing T = 300°K as the maximum temperature the cable is

- ely to be subjected to, and substvtuting all of the estimated
quantitles into (2.6), we find that the requlrement on transmlssion

llne efflclency becomes € >> 5.4 x 10 3. If we have.an efflc!ency one



order of magnitude greater than this figure, the system noise temperature
will be increased only about 10% over the antenna temperature, resulting
in a minor deterioration in sensitivity. Using this criterion, the

requiremept becomes ]
. i .
€ 2 0.054 « . (2.9)

or, in terms of cable attenuation A,

\

Aoy = 10 log,,(1/¢) = 13 dB ~ (2.10)
Althéugh it may appear that we have made this upper bound on cable
attenuation overly stringent by not striving for a very low receiver

noise temperature, such is not the case. Indeed, much lower figures than

L40°K are obtainable; in fact, a noise temperature of 50°K (FdB = 0.7)
is typical of a well designed Tow-noise iO MHz transistor amplifier [32],

[33]. However, if we set IﬁLf 50°K, we fjnd that the'criterion of
equationr(z.lo) becomes Amax = 16 dB,iso that the cagle attenuation
»requirement has changed relatively littte. Hence there is not a great
deal to gain from oﬁfiﬁization éf the reCeiv;r in terms of noise
fighre. and attentioﬁ shouid instead be“f&kussed on su;h parameters.as’
gain and phase st;bili;y. - ) | s

Attenuation data [3&]'L35] and cost for a humber of common,
readily avaflable coaxial cables are given in Table 2.1. The attenuation

)as a function of frequency may be described as follows [36]

A(f) = 'kL(f/fo)x’ ® : C(2.1)

39
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where x = 0.5 (see Table 2.1 for individual valueé)
k = constant depending on cable construction

= attenuation in dB/m at frequency fo

[s}

L-= length of cable, m.
We shall make use of this relatibn again in connection wftﬁ frequency
conversion and multiplexing. Measurements [35],[37] on many types of
coaxial cables have shown the attenuation-versus- ﬁggquency characteristic
in the 1-1000 MHZz range to conform very closely to that predicted by
(2.11). The exponent of approximately 0.5 arises from the fact that
skin-effect losses dominate the other sources of ;étenuation'such as
dietectric heating” and radga&{on at these frequencies.

An examination of Table 2. l reveals that mos t commonly-used
c;axial cables have much higher attenuation than that which‘is called
for in equation (2.TD). Due to the Bigh cost of suitable cable, the

transmission system without frequency conversion or preamplificatlon

"has little merit for an installation the size of the proposeJ“array.

(b) Transmission With Preamplification

We now conslder a modification of the preceding scheme,

consistlng of the insertion of a pri.pplnfler having power gain G and

i

noise temperature T lnto the remote end of each cable. Assuming thatQ'

P
there is negligible loss in the cable which connects the antenna
element to the preampllfier, the system nolse temperature (referred to
"the antenna terminals) becomes [38]:

(l-e)TL'+ Ta

T = T, + T, + . . ~ : (2..1112)
sys _A, P 6 ,
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Ehcept for the addition o , this is the same as equation (2.5), but
" with the last tyo terﬂa}redud&d by the factor G. The system-noise
teﬁperature versus cable attenuation is plotted in Fig. 2.4 for various
preamplifier gains. Examinatinn‘of the curve for the case of no .
preamplification shows that 13 dB of cable attenuation corresponds toha
Tsys of au:Ut 1.56 x IOS °K, or about 10% higher than the nominal TA?'

which affirms that the criterion of.equation (2.10)>is reasonable. We

can derive a similar criterion from equation (2.12):

T +7 1T+ T '

€ >> L R . LR ‘ (2.13)
T +6(Tp-T) 6 F T

L

provided that the noise.figure of the:preamniifier is reasonably good,’

\

say le‘? than 10 dB. This expression clearly ehows that the result of
|nsertlng the preamplifter is to compensate for an emount\of cable

attenuatlon equal to the power gaun G. The new crlterlon fo} cable
_ SN Y
o -

N

Apax = 13 % 10 logyoG  (dB) | s (Z;IQ)
. \ '
N, ‘

L

‘attenuation is therefore

' This means, for example,'thet if-a gain of aboutf35 dB could‘be reé\i;ed;
FM-8 type cable could be used rather than RG- 8/U, which was previousiyj
the only cable of Table 2. l which even came clese to meeting the .
attenuation crlterlon This substltution would result in a savlng dﬂ
about four thousand dollars per cable run, even if the preampliflers1

' were to cost- as much as three hundred dollars apiece. The preampl!fied

. t:ansmisslon system is obv!ously a better cholce for a 1argg\;rray. - :h“ \‘k

The prInclp\e.limitations on: preamplifler performance n this S
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' applicatfon aré stability and reproduc1b|l|ty The task of producing a

large numJ;:—;f preampliffers whose phase. and amplltude characternst|cs
are uniform from unit tb uqlt and stéble with time is not an easy one,
and jt becomes more difflculf as the galn ?equired increases; In the
following section,(problehs related to stability and uniformity of the
feeder‘;ystem components are explqred in more detail.

. Y

2.3.2 Excitation Errors v

It is ratﬁer difficult to excite a large array accurately
withouf resorting to prohibitively expensive techniques sugh as the use
of'spéciélly-deslgnea qable. Although calibration of the array at some
point in time is a formidable problem in itself, the most serious
problems stem from the short-term-and long-term variations in the
properties of the transmission system yhich appear after calibratiop.
Haéy of these prob}ems arise from the failure of the system components
to "track'; that is, they do not all react identi;afly to changes in
their envir;nment even though they have been closely matched for one

particular set of conditions. The result is ?neviggbly an increasevin
. e 5 '
]

excitation errors. ' . s .

j{a) THeral Effects: Transmission Lines

he\foremost»conslderétion in the stabilization of the
transmission system-is thermal stabllity Unless specnal measures such

as burial of cables are adopted, tHe components of.%he system will be

*.

exposed to ambient temperatures ranglng from about -50°C to +309C. The
v - . BN

majority of‘obServations will take place when the temperature is in the

lower half of this rénge,'Since theaﬁonospheré.js most likely to be

L

[
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transparent at 12 MHz during winter nights. E;ceptions to this rule will
occuyr, however, particularly during ''quiet sun' years. lonospheriq

A

\cenditions notwi thstanding, there will no doubt be many serious attempts

w

made atlmapping the summer sky, so that the feeder system must be
designed to deal with the full temperature range. )

Coaxial cables exhibit parameter changes with temperature which
are to some extent unpredictable. This is especially true of the common
RG-type cables, which have not been designed for high thermal stability.
Specificatlon§ on the‘thefmal propertles of these cables are usually
not available from the manufacturers. .

To describe the behavior: of cable attenuation with teMperature,

one can define a coefficient of attenuation stability:

P

AA x 106

AT TR P (2.15)

where A = attenuatlon,.dB:

4A = increment in attenuation, dB

FAT = small increment in temperature causing AA, °C
This coefficlent is positive since both the resistivity of the
conductors qnd the dlelectnicolbsses increase with temperéfure. For
RG~type cables with solid polyethylene dielectric, the attenuation
chan;e Is quite linear with témperature, and KA'}s aboyt 615 ppm/°C [3&]:
The co;fflclent is apparently quite uniform from one sample of cable-tq“
the next, so Qhat'dlffergntial effects leading to amplitude excitation .
errors are not expected to be a serious problem. »

Uﬂfortunatefy, the ﬁhase stability of most coaxial cable is not

8s well-behaved as the attenuatior stability, A coefficlent of phase
. X . ,

’
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stability Kp may be defined in terms of the phase delay of the line:

At X 106 7

Kp = -72—_[-)—- ppm/°C (2.]6)

where T = phase delay of gh% transmission lide, sec
N

<

AT = increment in the delay time, sec

AT = small increment in temperature _causing At, °C
The change in phase shift which takes place at a given frequency f for

a temperature change AT will be

A¢ = 360f (A1) = 360fth(AT) x 107 degreehs 7 (2.17)

s
r

~

The changes in delay time result Nrom changes in the dielectric
constant pl?s,changes in the physical lendth of the cable. This leads
to a rather nonlinear delay-versué-tempef ture charécteristic, meaning
that Kp can be considered a constant only over a small range of
temperatur?s. Kp is negative for afltstandard Cabies, and at 20°C it
normally falls in‘the range from -100 to -250 ppm/°C for solid
polyethylene insulated coaxial cables and from -20 to -30 ppm/CC forb

”

fgﬁﬂ&d'polygthylene types [34].

| The c0effiqient Kp increases with temperatureiin a manner
peculiar fo each individual cable type. To take an extreme exambie,
data given by Rodr%guez [39] shd& that fpr RG-58C/u, Kp_is épout 30 ppm/°C
at -20°C and increases to about 140 ppm/°C at +20°C and 320 ppm/°C at
+hQ°C. The changes in Kp are genefélly less extreme for.larger-diameter
.gaEI?s, and such cab1§s can often be represented by a constant Kp quite

PR

adequately ovér a considerable temperature range. ‘ .
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In considering phase excitation errors, we are concerned with
differential rather than absolute changes in phase shift; if all cables
in the “féeder system change in exactly the same way, the relative
phases will be preserved and no new phsée errors will appear. Hence the
ériti;al question to be ahswered pertains to the variance in phasé
characteristics to be found in a large number of samples of a given type
of cable. Unfortunately, very little data on this subject has been
reported in the literature. One study reported by Kushner [40] revealed
that there_g;n/ﬁé’g—gzgglantial variation in phase-temperature
coefficient Kp of ; given cable type from one.production lot to the
next. Measurements of standard so]id polyethylene dielectric cables in
the neighborhood of 20°C showed extremes in K of -108 ppm/°C and
-162 ppm/°C, a range of 20% from the mednan Lot extremes for a
standard foam polyethylene cable were -31 ppm/°C and -63 ppm/°C, or *33%
from the median. Since the statistics other than the lot extremes from
the measurements were not reported, it is difficult to predict how éhe
variations in anractual shipment of cable mﬁ@ht compare to these. In
the absence of an assurance from the manufacturer qf fighter tolerances
on Kp.than fhose given here, there’is'some ju§tification for assuming
them-to be representative of a worst-case situation. The analysis of
phase errors in the tranSmisgion ques from variation in Kp will be
' resumed in Sec;72.3.3.

Nhen“aﬁcggfial‘jine is first cycled through a temperature range,
the path followéz\bx the curve of phase delay versus teﬁperature will

\.
usually be found to be dlf{gyent for each succeeding cycle. It is only

tends to stabilize wntnlnpthfﬁ”range [39]. This points out-the need for

’ .
4 : B -
. . . N
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allowing the feeder system cables to undergo wide variations in
temperature after installation before final pﬂase trimming and
calibration is attempted.

f

{b) Thermal Effects: Preamplifiers

The preamﬁ]ifiers in the transmission system will also be a
source of excitation errors, with amplitude errors being of greater
concern in this case. In some respects; thermal instability is an
eésier problem to cope with in the preamplifier than in the cable, since
the former is a lumped circuit with highly predictable properties.~

"The major problem in amplifier stabilization is compensation for
changes in the parameters of the active devices; compensation of the
passive elements can generally be accomplished through careful circuit
. design and proper selection of component temperature coefficients. To
compensati,an active element, thére are banca]Iy two approaches: one 2
is to use negative feedback and thus reduce the effects of parameter
changes in the device; gphe other is &o constraié some device parameter\
" to change with témperature in a certain way. The feedback technique
restricts the gai;.available per stage to a relatively low value, but
- it has the advantage of being tolerant of departU(es from the expected °
value§ of device parametefs. The Sezond technfque offers higher gajn
but would require greater device uﬁiformify or the tailoring of each
.preamplifier individual]y to meet specificatfons\r)

Aﬁ example of the second compenﬁation technique has been given
by Batchelor [33}; he describes the use of a thermfstor In the d.c.
emitter circuitry of a bipolar tranststor amplifier in such a way as to

«
keep the power gain relatively constant over a wide temperature range.

.
»

1
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A dual-gate MOSFET can be gain-stabilized in a similar fashion by
supplying the gate #2 bias from a temperature-dependent voltage divider
network [41].
As far as phase stability is concerned,’at the frequencies
iqvolved here the active devices will likely present a less serious

g

problem than the associated tuned circuits.

(c) Moisture and Other Environmental Factors

Most standard coaxial cables de;eriorate quite qﬁickly in humid
environments due to corrosion of the braid. The moisture enters the
cable at terminations, through pin-holes ifn the outer jacket, or via
vapor transmission through the japket. In fcam dielectric cables,
moisture penetration al§guéauses filling of the voids in the dielectric,
which results in increased attenuation and foorer phase stabilify. The
deterioration of standard cables is further accelerated by galvanic
action if they are used for direct burial. |

Even in above-ground use, it is desirable to provide the cable
wi}h some additional protection from rain, ice buf 1d-up, direct sunshine,
rodent damage, and so forth. A system of ducts through which the cables
are rguted could be used for this purpose; such a system might bé
incﬁrporated into the design of the groﬁndhscreen. A suitable Waterproof

2

enclosure should also be provided for each preamplifier.

\

{d) Component Aging

As pointed out in Sec. 2.3.2(a), coaxial cable must undergo

several temperature cycles before it -stabilizes in a'given range. In

addition to these temperature-induced effects, however, the phase delay
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-of a cable will change with time even if it has a thermally stable
environment. For example, measureménts on cables in the feeder system

of the L%b?qev CFSg; [18]Thave shown considerable variation with time,
despiteAéhe fact that they are buried at a depth of about one meter in
insulated tubes. The measuremenf; were of electrical length (phase delay -
times the velocity of light in free space) ; ali lines were first

Erimmed to within 7 ppm of the electrical length of a standard. After a
twoimontﬁlperiod, measurements revealed deviations from the stanaard’
length of 114 ppm r.m.s. The fesulting excitation errors Qere quite
noticeable in their effect on the sidelobe levels.

The probéble cause of t%ese variations was changes in the cables
in the vicinity of the connectors. No doubt exposufe.to a wide range of
tempeféture and humidity yill accelerate this process, necessitating
frequent recalibratioa of the feedlines. This could prove to be a highly
complex and time-consuming proceduFe in the case of the proposed array
;nless an automatic system is incorporated into the.feeder system to
perform this task;VSystems of this nature will be examined in Sec. 5.1.

Aging effects wifl also appear to some extent in the preamplifiers

. \ .
and any other electronic components presenf%’fZe remedy, as with the

cables;T% frequent. measurement and adjustment against a standard.

(e) Cabl?-Trimﬁing .
A fundamental 1imi£ation on the attainmeﬁ; of small phase errors
is the accuracy with which the feeder system cables can be matched in
,phasesdelay. Asldebfrom the difficulties associated with the,ihgrmalland
‘ other variations just deséflbed, it is by no mgans a trivial prob1em'to
accurately match the electrical lengths of two cables at a given time.- e

[ . ,
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The process consists'baeically of matching the phase shifts of a pair of
v two-port networks; it je made more difficult than usual by the large
physieal separation of the input and output ports.

The technique of electrical length matching which has been used
almost universelly in setting up ;arge arrays was introduced by Swarup
and Yang [42] in 1961. In principle, one may measure a cable's electrical
length by injecting a'sinusoidal signal into one end, separating from it
by means of a directional co;pler the signal refleéted from the far end
terminatlon, and comparing the phase of the twé signals. This technique
results in an ambiguity in that the actual number of half-wavelengths in
the cable is not determined, but this may be resolved by measurement of
physical length or by pulse reflection. The method fails when the cable
has apprecible attenuation, since the reflected signal will have |
insufffcfent magni tude to’be distinguished froﬁ the outgoing signal, or
frep the other incoming signals caused by reflections from discontinuities
in the cable. |

Swarup and Yang.proposed a modification of the reflettion me thod
involving modulation of the termination impedance, so that this reflected
signal and no-others becomee modulated- and can be separated by a suitable
detector.~The original method was developed'for microwave frequencies
and used a gas discharge tube modulated at 1000 Hz for the reflecting
device. Refinements of the method making it more suitable for low
frequency measurements include the use of choppers [6] or PIN diodes [43]
driven by audio-frequency_square waves to rep)ace the discharge tube.

:A‘newet me tiod for-electrical Iength matching of cables [44],
which t; very simple and ‘not require modnlated terminations, uses a

sweep generator as the slgnai squrce. The reflected signal is separable

ey
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in this case because it differs in frequency from the outgoing Signal.

?he method is. less accurate (by approximately one orden of magnitude)

than that of Swerup and Yang, but it could prove-useful for preliminary

trimming and resolution of ambiguities. w ’
A . A

To return to the question of accufacy, it appears that the phase
.shiffs of the cables in the feeder system can be matched to within $0.1°
This is the figure given by Kushner [40] for accuracy attainable in the
. HF (3-30 MHz) range, and it is consistent with the results given by users
or the Swarup and Yang technique.‘

There are a number of praetical difficulties associated with
cable trimming, not the least of which is the temperature changes which
will occur during measurements. The procedure, probably consisting of
the adjustment of a coaxial "line-stretcher' in each feedline enteriné
the observatory buildin§ to make its elecfrical length ‘equal to that of
some standard line, would be a very time-consuming operation when
repeated for each of several gaundred lines. Since recalibratlon is
likely to be needed each time the temperature changes by more than a few
degrees, this operation c?uld severely reduce the already 1imited
observation time. This indicates a need for an automatic system of phase
control which can carry out the procedure very quickly, or perhaps evén
contindously witnout Interruption of observations. guch a system will be
described in Sec. 5.1.

With regard to.prelininany trimming of the cables, it should be
npoted that the electrlcal length of a coaxial cable is dependent to a
certaln extent on its physical confaguration. For example, the cable's
electrlcal length increases when it is eoiled; increaSee of 700‘ppm'in
tne-electrical length of standard flexible cables have~been noted af;er

»
‘
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being coiled on an eighteen-inch diameter form [40]. In an equal-length
feeder system, all cables are the same length regardless of the proximity

of the antenna elements to the observatory building; this means that

“there will be a good deal of cable (roughly half of the total amount)

which will likely remain coiled. In view of what has just been said

regarding electrical lengths, it is important that the cables be

installed in their permanent positions before trimming is attempted.

L
i

(f) Sh{élding Efficiency and Crosstalk

For most préét%ééT'BGFEEggg:eré shielding afforded by coaxial

‘cables may be considered complete, in that the coupling between adjacent

transmission lines is of negligible proportions. However, for a very
large antenna array in which éhe transmission Iinés may run side-by-side
for thousands of feet, the picture changes dramatically and no such
éssumption of compl;te shieldi%g can be made. As we shall see, the
isolation between lines in such a situation may be very poor indeed.
Before considering the‘possjble aeficiencles of the cables in
regard to shielding, we shall examine the effects on the performance of
a radio felescope array re;ulting from poor isolation'befween f;edﬂines.
The methaods used here are Slmtlar(lo those used by;Labrum and HcAlistec
[45] in their analysis of the feederbsystem of the Culgoora Radiohelio-
graph. |
- We begin by cqnsidering excitation errors caused by imp;rfect'
shielding, Suppose a given transmfsslon line has a nominal output
voltage>denoted by a phasqr Vo. Now due tp coupling betwegn lines,
adj%éent lines cont;}bute voltage components of the form‘uvoexp(jéi),

where a is the cross-coupling or crosstalk coefficient, and the phase

. 2



angles ei depend on 'such factors as source direction and element spacing.
For the purposes of this analysis, we will assume the ei to be random
and uniformly distributed between -7 and +n radians. The output voitage

of the line is ! //

M
V= Vv [l +a] exp(jo,)] _ (2.18)
o . i
i=] %’
where M = the number of lines contributing to the crosstalk.
Using the Euler identity and assuming that a« << 1, this voltage may be

expressed as follows, in terms of a fractional amplitude error A and a

phase error 6 (radians): ' -

M . M
V= Vo[(l.+.alzlcosei)?+ (a.zlsinei)zll/zexp(jG)
= l.

.

= V (1 + A)exp(js) (2.19)
° /
M . :
where A = a [ cos8, (2.20)
i=] : .
alsing
§ = tan l[ — .i
1+ azcosei :
M )
= al) sinei (2.21)

i=]

From these last two expressions, we can derive the r.m.s. excitation

~errors for the ensemble of ‘transmission ljines:

L T2 2
B = (82)2 2 a2 - (2.22)



o s = (8212 a2/ (2.23)

!‘*oﬂestimate the effects of inter-cable crosstalk in the proposed
array.vhe%shall assume to begin with that the cables are closely bundled
togetner.gkhe crosstalk Introduced into a'given cable will be dominated
by the. contributlons of its nearest neighbors; we shall therefore set
M= 6,.since this i§ the maximum number of cables which can be in direct
contact with the one under consideration.

we’must digress briefly at this point to consider the magni tude
of excitatlon errors which we are willlng to accept The sources of
errorsm which wil] be examined in Chapter k may be grouped into two
categgriés;‘some, such as the input bandpass filter, result in errors
whicn‘at“some level become practically irreducible except possibly.by
soph%%ticated compensation techniques. ?thers, lncludlng inter- cable

crosstal# contrfbute errors which can be reduced to almost any desired

leyel wifhout recourse to speclal technlques. There will, however,

ll'

likeﬁy bk an imcrease in cost accompanying this reduction, so that we
f ’

wlsh}wohreduce the errors in the second categary only to the extent that

.ﬂare dominated by those in the flrst category. The results of

Lneq h summarized in Table, 4, I, show that the choice of magnitudes

. = = °
Arms ‘ rms = 0-0017 (6 0.1°) for errors in the second category -

\ ﬁfl bllow this situation to prevail.

v

“Zh & Substltuting'the above values lnto equatlons (2 23) and (2.24)
/ V

(2.24) .
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In additionkto causing excitation errorg,.inter-cable crosstalk
may have é detrimental effe¢t on the sensitivity of the radio telescope,
- since it causes spurious fluctuations in the system noise temperature as
the beam is scanned. To determine whether thjs will be a problem at the
crosstalk level just derived, the r.m.s. value of these fluctuations
must»be‘?ound{ From equation (2.{9), the power output from the kth

i

transmission line is proportional to

[

' : M
2 2 2 :
- |vo| (1+4)° = |v9| (1 + 20kizlco§0ik) ‘(2{25)

2
v, |

where @ is the crosstalk cogfficient of the kth line. If we add the

outputs of N independent transmission lines, we have, in general, N

uncorrelated voltages; the total power output for a given beam direction

bl

is proportional to

e
N . ,
vie T v |2 : f S (2.26)
k=1 N . |
The difference between V2 and its mean value V2 = NIVOI2 is .
a(v?) = v¥ -y K 7
SN M |
= 2|V " ] (o ] cose;,) (2.27)
% k=l ki : | )
. \ S N

)Recalllng the éssumpiion~concernlng the random‘qistributlod-of the
phase angles, we can find from (2.27) the’mggﬁ+square value of the .

©

power difference: = - | *
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N M
(a(v})1? - ‘llVoll‘kZ'{ai(‘zicoseik)z}

! N .-

o w NS

ZMNIVOI (@) | (2.28)
The r.m.s. power fluctuation is therefore,proportioqal‘to ’
2 172"
a(v) o rms|v | (2MN)
/ - o vZ (2172 C(2.29)

8 rms N

L4

Finally, we can express this fluctuation in terms of a change in system

noise temperature:.

. o MI/Z _ | .
' (At)rms %rms sys(2 o (2.30)

.To evaluate (AT) ms® We set M= 6 as before and use for T sys the

' mean antenna temperature of 1.4 x 105 °K found in Sec. 2.3, I(a) The 7

number of Independent transmission lines N has not yet qeen determlned
but there’ is little doubt that it wi'll be of the order of several

hundred. 1f we arbitrarlly sclect N = 100 as an abSOlute lower bound we

" find fcom equation (2 30) that JLIR 2 9 x IO (-31 dB) will result in

‘a value of (AT) ich is less than the mlnimum detectable change in,

system nofse temperat re (about.ZOOO K). This condition on maximum

~

crosstalk level is much Iess strlngen\ than that given by equation (2 24);

ln other words. If crosstalk is kept suffic!ently small that eXCltatlon

@

<
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errors are minimal, then there peed be no concerh that the sensitivity
of the instrument will suffer.

In fhe analysis just concluded, the single crosstalk coefficient
_.a was replaced by an r.m.s. value for the ensemble of all transmission
Ii:es; in recognition of the fact that the amount of crosstalk '
introduced intots‘particular line will depend on which section of the
array it is feeding. The use of an r.m.s. value in (2.24) and the other
expressions coﬁcerning excitation errors is equally vélid and more exact
than the assumption of Identical crosstalk level invaTI iines.

We now must consider the degree tq‘whicﬁ crosstalk may be a
problem when coaxial transmission lines are ;mployed. The shielging
efficiency of coaxial cables varies considerably, depending on the
construction of fhe outer conductor(s). The types of construction
commonly used, in descending order of shielding efficiency, are solid
sheath, strip braid, triaxial (two independent braids), double braid
(not insulated from each otger), and singlé braid. All of the relatively
inexpensive cables sucﬁ as RG-213/U fall into the single braid category,
and one must pay dearly for better shielding than these cables will
pTovide. ?or instance, RG-214/U is a douBle-braided cable which is
_ identical electrically to RG-213/U except for improved shielding
efficiency, but the former costs more than threge times as much as the
latter.: ‘

The crosstalk between two cables dependslon tpeir shielding .
efficiencies plus.a‘coupling factor which is governed by the thsical

.

separation of the cables and the grounding practices used. Unfortunately,

-~

data on coupllng factors are not generally available but it is possible

to make some rough estimates. One handbbok [34] gives a crosstalk figure

.
k)

58



of -80 dB in the 1-30 MHz region for two single-braided coaxial lines
laid side-by-side for a distance of twen;y feet. Using 'an extrapolation
formula given in the same publication, one arr}ves at a crosstalk figure
of -12 dB for a one thousand foot side-by-sidé run. The formula is not
valid for larger runs than this, but it is clear that in the prbﬁosed
array feeder system with its possible side-by-side cable runs of as much
as 8200 feet, ciose bundting of transmission lines couldvreSUIt in
a e = -10 dB. Such a high degree of crosstalk would causé excitation
errors far in excess of the allowable limits. )

The precéding indicates the importance of making crosstalk
measurements on long cable runs before the physical configuration of the
feeder system is decided upon. A certain amount of separation will have

to be maintained between the cables to prevent intolerable excitation

errors. ' ‘

2.3.3 Summary and Evaluation

A

In this section the eéaluat}on of nonconversion transmission
systems will be m;de mmewhat mere precise with somé further numerical
estimates of excitation errérs. The majority of the section will deal
with the phase-temperature‘yariations in cables introduced in Sec.ﬂ
2.3.2(a), which are potentially the most serious source of errors.

To begin with, the transmission line phase errors resulting from

)

-

temperature changes over the range of -50°C to +30°C will be estimated.
. _

Assumi'ng that alF cables have been carefully adjusted to the same

-electrical length by the techniques discussed in §ec; 2.3.2(9) at a

température near the middle of this range, we wish to determine the

extent of deterioration in excitation when the Ej’perature approaches
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the extremes of the range. Disregarding the small measurement error in

the trimming process, at the temperature of calibration TC all cables

have the same phase shift:

’
.

5 . . &3

¢c = 360forc degrees ‘(2.31)

where T, = phase delay, ps, at fo = 12.36 MHz and témperature Tc

Now .at some other temperature T, a cable having phase-temperature

coﬂffisient Kp will havé, from equation (2.17), a phase shift of

{

ty
LI - A

(1) = o+ 84(T)

-6
= ¢c + 360forCKp[T-Tc]x10

= ¢ (1 + Kp[T-Tc]xlo'6) . (2.32)

From (2.32), we can find the r.m.s. phase error:

-

1076

6l'lilS = [¢(T) B ;(T)]rms B ¢CIT-TCI[Kp-@rmsx

6 ‘FL

Vo= chATl(AKp)rmsxlo (2.33)

i
/
|

/

/

For an estimate of (AKp)rms' we recall from Sec. 2.3.2(a) that

the value of K for a given type of sblid dielectric coaxial cable may

differ by as muc* as $20% from the median value. Suppose we assume a Lo

<

Gaussian distribution about this value and arbitrarily take the +20%

tolerance to Be}the'limits corresponding to 99% confidence that Kp lies
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AN
within this)interval. This leads to an r.m.s. error (standard deviation
of the di?{fibution) of (AKp)rms = 0.08|R;|: ‘ p

To arrive at some numerical values for phase errors, we shall
continue the analysis using a representative soiid-dielectric caple;
RG-213/U. Data given by Rodriguez [39] shows a variation in nomin#l Kp
for this cable of considerable magnitude, from about -130 ppm/°C at +40°C
to about -80 ppm/°C at -50°C, but for our purposes the cable can be
adequately represented by R; = =100 ppm/°Q independe&t of temperature.
Thus our estimate of r.m.s. deviations from the mean becomes, in this
case, (AKp)rms = 8 ppm/°C. Since the cable has a velécity factor of

0.659, the standard delay T, for“a 2.5 km line will be

6
T = 2.5 x 10 = 12.65 usec

€ (.659) (3 x 10°)

@

Using these values in equations (2.31) and (2.33), together with

fo = 12.36 MHz yields an r.m.s. phase error of

. | «
8 s = 360(12.36) (12.65) (8) (10 °) |aT|

kY

= 0.45|AT| degrees J (2.34)

For temperatures near the extremes of the range, this linear
approximation predicts r.m.s. phase e:}ors of about 18°.

For caSles with foam dielectric, the-bicture is improved
somewhat, since the phase-tempefature c;efficient is lower by a factor

of about four. However, as was pointed out in Sec. 2.3.2(a), this type

of cable tends to have looser tolerances on Kp, which partially
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. nulljfies the a@vantage it has over solid-dielectric cable due to lower
Kp. Taking as a typical figurg;K;-= 25 ppm/°C with a tolerance of $33%,
and followigg the same procedure as before, we find that

AN

8 s = 0.18]AT| - (2.35)

@

This results in an estimated r.m.s. error of 7.2° at the extremes of the
temperature range. ’

The immediate conclusion one can draw from these figures is that
for standard cables in a nonconversion transmission system, the phase
errors will greatly exceed the tentative guideline of 1° r.m.s. set
forth in Sec. 1.3.3, except within a narrow température'range near the
calibration temperature. Recalibration for excursions in temperature
outside thi54r§Kée would be a very time-consum%ng process and would
waste valuable observation time.

The tolerance figbres used to arrive at these estimates are
admittedly highly pessiimistic. However, the figures would have to be in
erroruby an order of magnitude or'more before the resulting phase error

estimates would come within acceptable limits. 1t is doubtful that any

manufacturer wéuld supply a large amount of inéxpedsive standard cable
4

. A

“with a guaranteed tolerance on Kp of the order of *2% or better.
Furthermore, we must also consider the many other sources of excitation
errors which will be present, such as the preamplifier and associated
Euned circuits, the beam-forming circuitry, and so on.

Althoqgh the nonconversion‘approach cannoi\be summarijy ruled
out on the basis of the above estimates, it is clear that, given the

importance of achieving low sidelobe levels which has been a basic



cornerstone’ of the new array's design, this approach may not be the best

route to follow. Despite the fact that it has been used in all low

-

frequency arrays constructed to date, transmission without frequency

conversion does not appear to be compatible with the combined objectives
of small excitation errors and many indepéndgnt transmission lines.

The alternative system examined in the following.sections has inherently
better excitation characteristics, and it also introduces new

possibilities such as frequency-division multiplexing.

2.4 signal Transmission With Frequency Copversion

N
A \\\
Thus far we have confined our attention to transmission s%%tems
which operate at the center frequency of the radio telescope. We Ahall
. now examine the attributes of systems involving down-conversion of the
signals at or near the array elements before transmission to the
oﬁservatory. in many respects, little qualitative difference exists

between the two types of system, and the results of the previous

sections can be applied in a straightforward manner.

2.4.1 Receiver Type: SSB Versus DSB

The use of a frequency cpnversion systém allows one a choice’
between the two options of single sideband and double sideband reception,
abbreviated SSB and DSB respectively. The spectral relationships in the
tﬂo methods are depicted in Fig. 2.5, the basié di fference being.whether
signals in the band centered on the image frequency fi = fLo + fIF are

accepted‘or rejeéted. Notice that le Is defined as the center of the

resultant IF passband; f f 'affo only in the SSP case.

IF~ Lo
- R
"DSB reception is commonly found in twé-element lorig-baseline
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Fig..2.5 ‘Spectral

spectral density

= telescope center frequency

= image frequency (réjected by input filter)
= intermédiate‘frequeﬁcy

= local oscillator frequency

Relationships'in Frequency Conversion Systems

&
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interferomet;rs and other types of arrays which are designed to

correlate all possible pairs of element outputs. Such instruments are
known as correlation arrays. Each of the N(N-1)/2 pairs of elements in

a correlation array containing N elements forms a correlation
interferometer which measures one component of the Fourier transform of
the source's brightness distribution. It can be shown [46] that if tth'?
image is retained in the frequency conversion, the output of the
correlator will not be affected by differential phase shifts in the
intermediate-frequency channels between the mixer and the cérrelator.

For a SYStem\;:zgﬁidth B, the correlator output is proportional to [47]):

B( sin wBAT

~BAT )Fcos w|FA1)(cos wor)

where AT = 1 - T the delay error caused by the time difference t in
the arrival of the wavefront from the source at the two eléments, which
can be reduced to any desired value by the insertion of a time delay T
into the appropriate channel. The (sin x)/x term is the}decorre]ation
Joss fgctor (see Sec. 5.3) due to the nonz;ro bandwidth accepted. One
appranhes the ideal response B(cos wor) by reaucing Ar, wi thout regard
to channel phase shifts.

The proposed Tee array may be operated as a correla;ion array in
a later phase of its. development, but curreht_p]ans call for the phasing
of eééh component array to form a fan bea; response, followed by cross-
correlatioﬁ:of the two array outputs to form a pencil beam response. In
this case; the immunity of the 058 system to in;ermediatg-frequency (IF?

phase errors vanishes. There may, however, still gxfst an advantagé over
o 4 '

W

e #

the SSB:syétcm in.the area of phase error rediction. Unlike the SSB

.
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case, DSB conversion has no lower bound on the choice of f’F'imbosed by
image rejection requirements. A low IF is in fact a necessity in the DSB
system if the sidebands are to be confined to the small area of spectrum
available surrounding fo. Since transmission line phaee errors are
proportional to le, this is potentially an excellent method of reducing
such errors. o

The central p;gglem with transmission at a very low IF is that we
arqg now dealing with a wideband signal whose spectrum covers several
octaves. This makes the problem of faithful transmission of the s'gnal
|nherently more dlfftcult, the changes in cable characteristics over the
band must now be considered. One likely medium for signal tr&nsmission
at a low ﬂf is polyethylene-insulated telephone cable. The changes in
some of the electrical parameters of this type of cable in the 1-50 KHz

a

range are shown in Table 2.2 below [48]. Such changes are likely typical

13

Table 2.2 Properties of Standard Telephone Cable (19 AWG

twisted pairs, measured at 27°c) - X

»
Frequency Char. Impedance Attenuation Propag. geloci;y_
(KH2) L (ohms) (dB/mite) (c = 3xlO8 m/sec)
1 300 - j280 1.2 0.22c
lo ¢ 130 - j60 . - 300" 0-5]C
50 <110 - j20 - hs ~0.60c
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of other cables as well, including coaxial tyées. The characteristic
impedance, attenuation, and velocity of propagation all vary widely
with frequency, which would call for e*tensive use of wideband matching
and equalization networks. Such networks would be complex and their
characteristics difficult to reproduce.

There are several other technical preblems which make the DSB
approach less attractivé. For example, the dual-gate MOSFET, which Is
probably the nlost suitable device for use‘as the first mi;er, could not

mbe used at a very low IF because of its high 1/f noise output in thié
region. DSB reception would also eliminate the pessibility of multiple
use of cahles by frequency-divlsioﬁ multiplexing;.%or these reasons,
an SSB conversion system is preferred for the proposed array.

o

2.4.2 Image Rejection and Choice of IF

In an SSB tfansmission system one has considerable latitude in
the choice of an IF. The need for image rejection is the/ggimary
coné*deration in establishing a practical lower bound on the possible
choiées, while the upper bound depeAds méinlx on cable attenuation and
phasg errors, both of which increase with frequency. Within these bounds,
one may consider such éonstraints as channel spacing necessary for
ffeqhéncy-division multiplexing, and the gesfrabiligy of placing the
image in a sparsely-occupied frequency ban

lmage"rejectioﬁ may Qe d8®f ined by the following ratio:

n -Jyoi/voo . (2'36)

e

- outpht voltage of mixer stage due to an input signal at the

l

where V
+ ol

R



image frequency fi
Voo = output voltage of mixer stage for an input signal at the
desired frequency fo having the same field strength at the
antenna element
Both outputs are at the frequency le. The result of having the
undesired signal in the output is to cause errors in excitation similar
to those arising from inter-cable crosstalk, since the image signal is

uﬁcorrelated with the desired signal and can be considered a source of

random errors. The mixer output voltage has the form

- - je
Vo= Vot Vo = Vo (1 + ne’™) (2.37)
where 8 = random phase angle, assumed to be uniformly distributed from
-1 to +w radians ‘ ) )
The r.m.s. amplitude and phase errors are then given by expressions
analogous to (2.22) and (2.23) derived for inter-cable crosstadk:

-

: ' 1/2 :
LY Grms = n/(2) ‘ (2.38)

" As In the case of crosstalk, we wish the r.m.s. error magnitudes

f(om this source to'be no greater than about 0.0017. The image rejection

il A

needed to attain this level Is, from (2.38), . Ll
n= 2.4x103 (-52dB) " (2.39)

This ls'essentlally the amount of attenuation that the input bandpass

filter hust provide at f' with respect to fo; howéver, the narrowband

n . I
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properties pf the dipole antenna element will also aid to some extent in
image rejection.‘Thé extent Bf the latter contribution depends on the
type of construction (e.g., the thickness of the conductors), the type
© of imbedance matching used, and the effects of mutual coupling to ’
adjacent elements. It is not possible to evaluate all of these factors
as yet, since there are a number of unknown qﬁantities present. It wilY
therefore be assumed that the input filter must supply t2¢ full _z
attenuation needed at the image frequency.
Implicit in the preceding discussio:\is the assumption that the
image signal encountered in practice will be of approximately the same
magni tude as the desired svgnal, this assumption should be reasonably
well satlsfled for a low IF of the order of I‘MHz To ensure that the’
image signal is minimal for a given IF, it is important that the image
frequency be above rather than below the center frequency %o' This
follows both froh the lowsr pfobability of encountering stfong signals
of terrestrial origin at the upper frequency, and from the inversaﬁggb 8
. relationship between background sky brightness temperatgre and frequency
"in the region above 10 MHz. ‘
& To estimate the lowg bodnd on IF chouce imposed by the
requlrement of equation (2 39), it will be assumed that the amplitude
‘-characterqstlc of the input fiiter is approximately symmetric in

frequency about f o® S° that the separation between fo and fI must be

one-half of the 52 dB bandwidth of the fllter. Denoting this bandwidth

>

4

by 52, we have : =

\ R .
f(min) - € . 8. ¥
T £ pmin) = i o . 32 ‘ (2.40)
. i ' ’ 2 “ o .

¥E



3

This expression will be evaluated for various filter configurations in
Sec. 3.3.]}, in which the effect of the input filter on frequency-
division‘multipiex systems is considered. Final specifica;ion of filter
type must await consideracion'of the excitation errors from this source
(Sec. k.1.1). | -

For the sake of completeness, it should be mentioned that it is
possible to design a miser circuit which can reject the image signal
without the use of filters [49]. The method uses phase shifters and a
paif of balanced mixers in a circuit configuratipn which resembles the
phase-shift method of pener;}ing an SSB signal. Owing to the complexity
of the circuit and the likelihood of poor intermodulation performance, *
this approach has not been pursued further.

Further developments in the matter of IF(seiection wiii appear

in the following pages, since such topics as attenuation of cables,

phase stability, local oscillator distribution, and multiplexing are all .

affected by this choice.

~

2.4.3 Attenuation and Nonse Considerations

Evaluatlon of system noise temperature in the case of frequencf\,

converqion.is similar to the nonconversion case (Sec. 2 3. i) The only
‘f_filie in the replacement of the preamplifier by a mixer
-

b, ¢ A

(possiblY'accompanled by a stage of amplificatnon), and the reduction

, differen

‘)n

of transmission line losses. Table 2.3 extehds the attenuatiOn data of |
Table 2.1 to the probable IF range; the entries in the table were

- obtained with the aid of equation (2.11). Noise figures attainable-in

I

the mixers shouldvnot'differ appreciably from those usednto estimate

: preamplifier noise temperature'previously, so that the cPiterion of '

v
e

»

[~
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Table 2.3 Attenuation (dB) vs Frequency fo} 2.5 km Cable Runs

Cable Frequency - (MHz)
Type 0.5 1.0 2.0 4.0
' RG-58/U 17 26 38 .57
FM-58 ' 18 25 35 50
‘ RG-62A/U 14 20 29 w @
- RG-213/u 1 12 16 24 34
FM-8 9.3 13 19 27
RG-218/U 3.6 5.3 73" R
Amax =13+ 10 IogloG for the cable.attenuation remains applicable with

the power gain G now :ncludlng the converslon galn %f the mixer. A

- MOSFET mixer. €an yaeld a conversion gain of the order of 20 dB, which is
sufficient‘to obviate ‘the need for a preamplifier or lF%&rplifier stage
in conjunction with the mixer, and yet still permnt the use of relatively

inexpensive cable. For examp'%, Table 2.3 shows that RG- 58/U which is

unsuitable for any nonconversion transmresnon system, would satisfy the

attenuation criterion for an IF up to about 2 MHz given this amount -of

cbnvefsion‘gain This upper bound could be extended anothef“octave to

S
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' Y
. at an IF, hut the difference will not be large enough to significantly

.cable‘inrboth cases, however; it may well be that the phase error

: and is a notable exceptlon to the general rul¢ that small -diameter

2.4.4 Excitation Errors

All of the topics concerning excitation errors discussed in

Sec. 2.3.2 remain applicable in the case of a frequency conversion

system. The shielding efficiency may be slightly improved by tkansmission

4

-

affect the inter-cable crosstalk |evef. Similarly, there may be some
advantages_in the area of cable.trimming (e.é., improved phase detector
performance at lo@ar frequencies), but the differenées‘%gain are not
expected to ba substantial.

The most';ignificant quantitative chanég expected is in regard to

: ¢

phase errors in the transmission lines resulting from disparities in
phase-temperata%e éoeffici?nt. As we have seen from equation (2.33), the
phase error Grms:is directly praportional to the transmission frequency,
so that it is possiale to rédace this pafticular error by“ta factor

p, :

fo/frF by tonverting to an IF. This assumes the use of- the same type of

~5

reduction is léss than_thia’because‘lfthe use of smaller-diametér cable

' . -

in the case of IF transmission. There is a wide variation in phase-

'

temperature stability amongst such cables,‘thefstahdard representatives
- N . : b

of which are RG-58/U (50R), RG-59/U (730), and RG-62A/U (93a). Their \ 9

‘phase stability coefficiénts Kp, as‘giveq by quriguei‘[39] for the

" range of 276-85°C, are -480, -330 ~and -60 ppm/°C respectively. RG-62A/U_

’

M-
cable has an obvnous advantage nn\phase stabnllty over the other types

~

3 ¢

Ecables have the largest values of Kp Referenée to Tables 2. l~and 2 3

reveals that thls cable also has significantly lower attenuetlon than

- RG-58/U, . although the cost is gbughly 30% higher for ﬁG-GZA/U.

- _“ _."—‘ .' .' .f



An estimate of transmission Ii?e,phase errors for the case of
frequency conversion will fow be made, assuming the use of RG-62A/U in
the feeder system. The coefficient Kp is Iess‘temperature-dependent for
RG-62A/U than for the other common RG-type cables, .and it can be quite
adequately represented by R; : -50 ppm/°C over the full temperature
range of -50°C to +30°C. Making the same assumptions congernihg the
distribution about'R; as we %id in the nonconversion case (Sec. 253.3),
we set (AKp) rms = 4 ppm/°C. Using equation (2.33), the r.m.s. phase

error estimate becomes, -for a given flF (MHz);

§ . = 360(12.65)(h)(lo"’)lelATl = 0.018f [aT|® (2.41)

rms

.
&

Thi§ is a considerab}e improvement over the nonconversion situation;
evén at the extremes of the temperatﬁre range, assuming the cables are
trimmed for the middle of the range, tﬁe estimated r.m.s. phase error
has fisen t§ only 0.72f °. In ébntrast to the nonconversion cgge, the
pOSSlblllty now exists of achnevnng a satisfactory sidelobe level
without resorting to fr;;uent recalibration or an automatic pHase

compensation system.

ﬁ,

L

lt would be- premature to make firm dysngn decisions at this

!

poiqt blt it does appear that “RG- 62A/U is clearly*the best cho1ce for
the transmussnon lines. Its phgse stebllvty.approaches th;t of'the
foam-dieléctrickcables, wbefeas it dges not share the problem of
mousture absorptlon unto fhe dielectric w:th the IatteT The attenuation

in the IF range is also reasonably low for RG- 62A/U

¢
. .

4 . .
T - .
*
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2.4.5 Local Oscillator Distribution

In adopting a frequency conversion transmission system, one

necessarily introduces the complication of distributing the local
>

‘oscillator (LO) signal to the remote mixers. Since steering of the array

response requires knowledge of the relative phases of the feeder outputs

at the observatory, and these in turn depend on the LO phase at each
L d
mixer, it is essential that each mixer be supplied with the same phase

(or at least a known phase) of L0 signal. Departures from this ideal

situation result in excitation errors, so that the LO phase must be
carefully controlled in order to fully realifze the benefits of frequency

’

conversion.
The LO distribution system is actually a second, independent
feeder system; one could visualize the problem in terms of the feeding:

of a broadside array with the mixers as elehgﬁts and the LO as a
. , ’ ~
transmitter. Any of the basic methods described in Sec. 2.1 could be

used to implement the system. The choice reduces to one between the
single-line and branching types, independent lines being unnecessary and

unecaonomical for LO service.
]

The principle attribute of the binary branching feeder is that it

\

offers a path of equal electrical ]ength from the oscillator to each

!

|
mlxer, consequently, it is self- compensatlng in the sense that changes

¢ * N

|n temperature, for example, will not disturb the re1atrve phases of the ,
outputs. The success of this compensation rests on the degree to which

the changes are unlform throughout ‘the system, and the degree to which

the characteristccs of the lndtvidual sections of cable are matched to‘

each other. Since we are now dealing with a frequency greater than the

center frequehcy, ordinary cables not desighed for phase stability are

Q . . ) e PR
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likely to have enough disparity in phase-temperature coefficient from
one part of the branching system to another to result in significant
phase errors.

There is a setond reason why an inexpensive cahle of the RG-62A/U
variety may not be a good choice for the LO system,_némely the high
attenuation of such cable at the LO frequency. Althoogh this attenuation

can be overcome by the simple expedient of” increasing-the power output
of the oscillator, it then becomes more difficult to shield the
oscillator adequately to prevent radiation. A strong radiated LO signal
could cause severe crossmodulation or intermodulation problems in the

mixer and preamplifier stages.
‘ The single-line feeder system-calls for a minimum of transmis¥ion
line, consisting of a single line running the length of each arm of the
array.-ltrtoo should have low attenuation for the reason just\mentioned.

Debéhding on how critical the mixer parameters are with respect to

changes in LO injection level, attenuators may be needed at the coupling

points to ensure that this level is approxfmately the same at all mixers.

PR

The system is not self-compensating, and phase errors will increase with

distdbce from the oscillator when temperatuye or other factors change
However, due to its snmplucnty and low cost} the S|ng]e-l|ne technlque
is hlghly attractive if a suntable Mmeans of} external compensation can be,
s

found The basic problem is the malntenance of the electrlcal separation
of the coupling points at integral mu]t:ples of the Loﬁwavelength when
the velocity of propagation in the line changes. The only ;ractlcal
method of changnng the e]ectr1cal length of the line such that the
change is uniformly dlstrlbuted throughout the line is by adJustment of

the LO frequency A simple method of LO dustrlbutlon based on thlS

8
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concept was developed for use with the M3longlo Cross [50]; thg method

uses the Swarup and Yang technique (Sec. 2.3.2e) to continuously
‘ *
> moni tor the electrical length of the lihe and supply an error signal to

the voltage-controlled local oscillator when any deviations are sensed.

The distribution system is outlined in Fig. 2.6.

TO
EAST NORTH-SOUTH WEST _
~ ARRAY MODULATED
T DIODE
. I _ p PS Y (
1/ ~ 4 7
fa r_—!
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}

PS= Power Splitter PC= Power Combiner
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L l Fig. 2.6 Local Osci llator Distribution System /{’
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The tran;mission line for the single-line LO system need#hot be
phase-stable, but if shéuzp have unifqrm characteristics thro;ghout‘
In this résgykt, the requirements are‘similar to those for the Branching
system; “the differencg lies in thebamount of transmission line neéded,
which favors the single;line system in terms of cost and likelihood of
achieving uniformity: To illustrate this difference, consider the
problem of supplying a signal to N mixers in a linear, uniformly-spaced
array of length L mefers.'ln coﬁtrast to the L meters of line needed for

‘the single-line system, the branching system willgneed at least .

(L/2)(logzN) meters of line, assuming the oscillator is located at the ¢

L]

center pf the array. The difference becomes significant for large N, and
siace low attenuation is needed, thfs differencé coul& be ‘quite costly.
The branching system also has the additional problem of couplfng and
imped#nce,matching at the ju;;tfons. .

In addition to low attenuation, the construction ef the L0 line

should of fer easy édjustment of the coupling}at each point where the LO

] it
signal is tapped off. In general, conventiondl coaxial lines do not meet.

this requiremept, owing to the difficulty one would havg in‘installiﬁg
‘co;piers; A more accessible type of line such as open-wire or air-spaced
coaxlal line would be preferred; such lines u%ually.have low attenuation
as well. The open-@ire line would be rglher susceptible to ice build-up
 §hd other forms of weather damage, so that the coaxial line would lfkely
be the better choice. A coaxial line fabricateddfroh iron t?ouéhg and
coppe?utubing was used in. the Molonglo,LQ system [50]; such a line woulq
have a' total aftenﬁation over a 2.5 kﬁ run of only about 3.5 &B.in the »
neighborhood of 13 MHz, ]\'s;imilarf"tlybe of line ¥as:used as fhe feeder in
the original A&lls Cross I?l],,and'more:recehtly a‘coqxial line

/ :' B " .7 ‘ ’ g ‘ A .

[ 3
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constructed from aluminum irrigation tubing was used to feed a large
7-25 MHz arr_ay designed for ionospheric studies [51].

The details of ling cqnst}uction and coupling arrangements remain
to be worked out, but the eombination of a large-diameter air-spaced
coaxial line with an automatie'frequency control system such as the one
described earlier appears to.be the best cnoice for LO distribution in
the Tee array. One problem arising from making the LO frequency variable
is considered in the’following section.

[

]ﬁﬁ + 2.4.6 Beam Pointing Error Compensation

Thexbean of the array is steered by the insertion of phase shifts, "
as given by equation (2.1); the values of phase'shift needed depend on
source direceion, element spacing, and .the telescope center frequency
Frequency conversion preserves the relative phases of the element o

outputs, <o that the same phase shlfts are neededlf% the beam steering . ‘

r

is done at an-IF. A shift in the LO frequency, as required by the phase
control system outlingd in the preceding section, is equivalent to a

shift in center freq eney since the center of the IF passband (fixed at

°

.ﬁ'F) no longer corresponds to fo. The result is a Beam‘pointing'error.

Ty
Vs

_To estimate the nagnitnde of this er?or, we consider a pair of . .
elements with spacing d; a phase shift ¢ radians is inserted into one

element output in order to boint.the beam in a direction @ radians off | - . .

r

the broadside: \ - » - ‘ * 7 °
gwdfo sin @ \ . )
’ = ""—————'—— . : ’ o (2-4‘2) "' L
~3 c ’ ‘
Pl V . » L L - ';

" Now suppase that a shift. Af in L0 frequency occurs{’changing‘the‘center .

' . A d
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frequency to fo + Af. The phase shift ¢ now corresponds to a new beam
direction 8 + A8 determined by

2nd(fo + Af)sin(8 + A8)

¢ = . (2.43)

[

Equating (2.42) and (2.43), we get

7
sin(6 + A8) fo
= (2.44)
sin @ f + Af
o
As;uminé that Af << fo<and 48 << 1, (2.44) can be simplified to
f
1+ A0(cot 8). = _____o_,__’ -
f + Af ‘ \)
-Af (tan 6) -Af (tan 8)
or, A9 = & e _ (2.45)
. fo + Af fo
. 0
The beamwidth of the north-south array of the Tee for a. zenith
angle 0 will Be approximately eaw = 30(seca8) arcmin. If we wish the
pointing error to be small, sax an order of magnitude less than the
beénwidth, then we must have |ag| < OBW/IO. Inserting ‘this expression-
ﬁnto‘(ZKQB). with-GBw expressed i radians, we have: ] . fgg‘
. |af(tan o) | w(sec 8)
Y . 2 < ’ - ) ‘ * Len - . .‘,u. -
f . .. 3600 o R
».S > * .0 A\ " ; R . 1

- -

- csc 6 : ' , L
or, ' laf ———— _ - (2.48)

-

o



f<3

The pointing error is worst at large zenith angles, for which |csc 8] =~ 1.

Using this approximation and fo = 12.36 MHz in (2.46), the requirement

on the LO frequency shift becomes

|af| < 11 KHz C(2.47)

. oo
& A frequency shift of this magnitude would indicate a change from the
nominal electrical length of the LO line of about 820 ppm, for an IF of

I MHz. It is quite probable that changes in the length of coaxial lines

of the ;?pe~described in the preceding section ceuld approach this value.

The changes at the Molonglg LO‘installation amounted to about 180 ppm *
from the néminal length [50], but.the range of tempera{ures encounterea
af the Alberta site would be considerably greater than at the Aust;a]ian
site. -
} : S g _
Rather than attempt to design. the#p.line to minimize Af, a more
satisfaitbry solution. to the.problem of pointing errors‘is to perform a
- second frequency conversion (after trgngmission to’the observatory) in
which th; second LO frequency is defjved from that o%‘the first in such
a Qay as' to keep the center fréauenéy constaftt. This concept‘wfll-be

.

incorporated into the frequency-division multiplex systems discu§sed3§n%
. 3 . .

the nekt chapter. i ) » v .
.2.5 Protection from Lightnihg_‘ o .2

~“"§,‘. . N ‘ ’ .

Regardless of which feeder/transmission system configuration is

k|

- _ o N - : '
'}-‘QEclded upop, protection of the array from damage by lightning strikes -

. must be.considered as an integral part of its design. A direct hit on

- “ . I
¢ .

LY “-". - #‘ )

.
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the array cou]o have catastrophic consequences; widespread destruction
of.cable and electronic systems would be almost inevitable if steps were
nou taken to protect them.

There are two basic approicHes one can follow to secure protection
from lightning, with the most effective system involving a combination
of the two. The first involves shielding of the protected area by the
use of masts and overhead lines. Extensive data on determining the
efficacy of a particular shielding configuration has been given by McRae
and Hromass [52]. Good grounding practices [53] are essential in
shielding instailatjons to prevent flashover to protected components.

The second facet of lightning protection is more passtve,
Eoncentrating on preventing the electronic systems from being-dapaged by
the surge voltages induced by nearby lighfning strokes. The orotective ?53
device usually'consists of a circu{t’element at the input to the y g
. \ o T
electronic circuit which breaks down at a given voltage and proyféﬁs a
low impedance path to ground for the surge current. One protective .

]

device which has proven effective in telemetry applications [54] combines

- several such elements, lncludnng a zener d104e, a;iuse, and a carbon-

" consist of shortlng swntches3 to be activated at all times thau the .

,i" lz,”‘. Tidy
block lightning arrestor snmnlar tgr!gose uség ln f%lephone work.
It is likely that Operatnon of the. arfay wouﬁd be suspended in

w r

the presence of thunderstorm activity. The surge protectors could then -

4

w

l

array is not in use. The Topic of Ilghtnlng protectlon is obViously one
. 4

-

which requires further study. s ’ '

] ‘ ~ .
&0 . [
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CHAPTER 3

MULTIPLEXING IN, THE FEEDER SYSTEM

3.1 Multiplexing: An Overview

As we have seen, one of the fundamental prerequisites for

versatility in the Tee array is the independént return to the receiver
: 8 Ld . .
site of a large number of array outputs. The ¢ost of cable acquisition

and ‘installation, and the physical problems involved in cablg placement
with tolerably low crosstalk. levels, make this a difficulg proposition.
It is desfrable, therefore,.tQ-fnvestigate ghe feasibi Fity of
mul£iplexing several of these Eignalé onto each traﬁsmisiidh line.
Mu]tiplexing is achféved by arranging that the‘sigAals be
7 &istinguishable by~;irtue of their diffeyentes'in time, frequency, or o
phase. Leaving aside the special'é;se of phase-éﬁaarature multipleging,‘
";thch when uséd alone }s limited to only two signals, the basic time and
frequency ﬁultiplexing systeﬁs.are #Imilgr as far'as fheir limi tations
“ang concerned. In both cases, thefdegrée tpowhith multiplexing can be
;tili;ed in a given sitﬁation'is déterm!ned by. the two fundamental )
cénsiderations of bandwidth and crosstalk. The manner‘in'which these

facto?s'gfise and the technical d}fferen;es in implementation will

determine which system, if. any, is most suitabfé\g

o



N

- 3.2 Time-Division Multiplexing

"

»

-Time-division multiplexing (TDM) can be implemented in a number

of ya§s, depending on how the information to be transmitted is encoded;
3

we shall first consider one of the simplestlimplementations, pulse-

amplityde modulation (PAM). A PAM modulator consists of a sampling gate.

y ) i o
. ® wwhich ,igmutated periodicédlly amongst all of the signals to be
. multiple It qlso includes provision for the generation of

synchronizing pulses which are distinguishable in some way from the

samples The demodulator'performs the' inverse operation to separate the

sampled.slgnals, followed by-filters to recover the oraglna] signals

from the Yampled spectra. .
*

" The sampling rate rednired at the modulator depends on the
bandwidth .of the input signal, which in turn is a function of the input
filtering and the spectral density of the signal delivered by the

,antenna. It will be assumed that the bandwidth is sufficiently small

that the Spectral density of the ‘input sngnal can be considered to be
flat. The sugnal bandwidth at the output of the first bandpass fnlter is
then_e§sent|ajly that of the filter |t§flf\ If the filter has bandwidth
B such.that signal§-eutstde.the freqnencyifaqge f] < f s‘fI#B,ére.,

b . -
attenuated to a negllgtble Ievel the sampling theorem for bandpass

- 4

sngnals [55] states that the manimum sgmpling f“equency needed for#

' distortlonless reproductlon is glven b

. - ~
v a0 /

,v'\ {ﬁt k) A : - 9‘, -
S .fs(min) = ,ZB“T 'rT-'n-T)‘ S L _(3_.1)

©

where M -.EfI/B]; i.e., the gneatest integer in fl/B S
. o F .. : . .

83



84

and k = (fI/B) - M ¢

When fl is considerably larger than B, as will be the case in the

proposed array, equation (3.1) can be simplified‘to
fs(min) = 2B | (3.2)

A sgction of the output spectrum resulting from sampling‘at the

minimum rate is depicted in Fig. 3.1 below. We are conéerned/uixb)tﬁé//

recovery of the signals in a narrow band centered on'fo in the input

y %

P

. . 4
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spectrum, but we must also accept some unwanted signals due to the

sidebands generated by the sambling process. Thq'interference from these

' sidebaﬁds, only one of whith is shown"in tHeAtigqﬁé, may be considered
a form of crosstalk. Assuming that the input filter responsgwf;
-appro%imately symmetriC‘Qith’respect tg fb, the crosstalk ievef a will
be numerically equal to the attehustionwof the filter for a bandwidth
oj‘ZB (i. e , we are assuming that the points f + B have thé same

%nuatlog ). This assumptlon is valid provided that B is 5uffIC|ently

1/2

small that [(f +B)(f -B) ] = fo’ or, in other words, fo >> B.

Since the |nterfer1ng signals are uncorrelated with the desired

signals, the ana]ysis of this crosstalk can follow the methods used for

|nter-cable crosstalk which was considered in Sec, 2. 3 2(f). The r.m.s.

“ excrtation errors are found from qungons (2.22) anU (2. 23) taking

-
account of thqii?it;tbét»only‘the two adjacent sidedands contributi. '
§ignificantly to the crosstalk: ' u

2 . v R N
e s = oo - : y
rms 6 s @ ﬁ . . : /(3-3)

 (6rms = 0. l ) as an upper limit. To achleve a= 0. 0017 (-55 d ):

sampllng rate’ must be,‘accord ng to (3 2)
i

'S S N F |

fs(Tin)‘f 2B = 855' - s $

«

where Bg; = the 55 a8 bandwidth of the input filter o T

Let us assume, for thg sake of obtannlng some . numecical results, K

that the input fllter conslsts of one or more double-tuned critlcally-

2 L
N B
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coupled stages. (this choice will be mconsidered in Chapter 4 in the ' ;°
light of excitation errors caused By the filter). The bandwidth Ba
correSponding to a éiven.attenuation a for such a filter is [56]:
N A CRCAUNE LA B : .
B x — — (3.5)
- Q C
wherp q = number. of stages
" Q = geometric mean of the prinfary dnd secondary loaded quality >
? . ® -
¢ « factors R & .,
‘.gWh?n we set fo = 12.36 MHz, and choose,Q such that the 3 dB baﬁdwjdth is
" . Q"’ .- . ! ! . L% N '
- 20Q KHz so as not to restrict the possible system bandwidth to less than
this figure, we find from (3.5) the following 55 dB bandwidths:
T Tb . ' . “}' I
s 0‘; - ) 7:8 o S .
.‘. - . = . B = e . i
B SR g=1 55 MHz ) :
S =2.: B =21.2MH . .6
97’,‘ .’ s q 20 . 55 ‘ M z ' . . (3 )
.\“\ ’ . ) / \f‘

¢ o . N . .
Larger numbers of stages would make uniformity very difficult to

achieve, and the excitation errors from this source would quickly

v

exceed those due to crosstalk which we are attempting to reduce (§ee

P »

Sec. z.l.l). . ) Lo .
Having the necessary sampling rate for Ou; PAM system, it remains
to dete¥mine what difficulties lie in the transmission of a series of
pulses over a distance of 2.5 km. |f we are to muftiplex m channels onto
one line, then the pulse repefi;!on rate becémes mfs, so thqt each pulse
. {s alloted a '"window' of (mfs)-l sec. In pfactice the pulse fate must be
:greater than thys, since we must also allot one or more.channgls x;»a

- . . 4
synchronizing pulse which Is readily distinguished from the sample

&
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pulses; we accordingly set the pulse rate at (m + l)fs. The size of the
window is then 42 ns for q = 1 and 167 ns for q = 2 when we set m"’= 4.
Even in this example of only four multiplexed channels, it will be come

A Y -

evident that the transmission of the pulses without crosstalk'is not
easily accomplished. The source of the crosstalk }s the non-ideal
attenuation-versus—ffgquency characteristi; of the cable, which results
i& distortion of the pulse such that it has not fully decayed when the
next one appears. > ) ’ ///f\

Pulse distortion on toaxial linés has beeqvanalyzed by Wigington
and Nahman [57] under the assumption that the distortion is solely due
to skin effect. This means that the attenuation must follow the half-
power law (see Sec. 2.3.1; clos;ly in the frequency range of interest;
thus proves to be the case for most common\coaxual cables in the 1-100
MHz region. The output wavgforms weqe found corresponding to input - *

pulses with risetime tr' (assumed to b¥ a lihear ramp), and the results

are applied to a particular cable type by multiplication by a
-~

" normalization factor k,:

A’

. ’ 2 .
e o [0.115A(F)] B (3.7)

A nf

‘where A(f) = total attenuation of the cable, dB; measured at f Hz

This factor, evaluited at 10 MHz for a 2.5 km [gngfh, is given for some

~

common coaxial cables in Table 3.1.

- -

The results of Wigington and Nahman show that if the input rise

‘time_tr_is of the same order of magni tude or less than kA' the output

waveform has rise time (no .longer linear) of the order of lOOkA.

LY

\ \ ‘ y '
However, .in the present case it is not necessary that the output reach

\
\
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" Table 3.1 "Normalization Factor for Cables

]

Cable Type kA (ng)
. RG-58/U * 1000
RG-62A/U 580
RG-213/U 310
[]
RG-218/U 38

the peak value of the input, 'since some atteﬁhation can be tolerated;
if we permit l} dB loss (see Sec. 2.3.la), the outpGt pulse need only
rise to log-l(-13/20) = 0.22 of the peak value. For this to take,place,

one must have a time interval of about ZkA. Inspection of the figures

in Table 3.1 reveals that of the cables listed, only RG-218/U has a

sufficiently small value of k, that a pulse of duration 2k, can be

o

accommodated in the 167 ns window for q = 2. ° .

Figure 3.2 shows the calculated response of 2.5.km of RG-=218/U

~

to a setiés of puises with ZkA width (76 ns), rise and fall times of a
[} . .
few nanoseconds,» and unity amplitude. Only two pulses are shown for

clarity, and their amplitudes are the same, ‘although this will not

generally be the case In a PAM system. Twogéffects are immediately

evident.from the figure: severe distortion of the shape of a given

o

fpulse, and crosstalk caused by the slow decay of the previous pulses.

The pulse distortion alters the shape of the sampled spectrum, but this

y
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Fig. 3.2 Normalized Pulse Response of RG-218/U Cable

problem can be overcomé by a suitable choice of filter transfer function.

in the demodulation process [58]. It is the interchannel crosstalk which «>
poses the more difficult problem, since it cannot easily be dealt with
after the fact. From Fig; 3.2 we see tﬁat a; the time at which the

response toitaé second pulse attains its peak value of 0.32, the response

to the p;eceding pulse has only decayed to 0.05; the addition of the two »
results in a 15% ahblltude error -in the sample represented by the second

.

pulse. Eérl!er‘pulses will also contv&bute some groSsta]k.~Despite the
. . - N g

use of a two-stage input filter and rather expensive cable, the PAM-TDM

\

.
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transmission system is inadequate even for the case of only f@Ur
i e b
channels. ¥ ’
A possible solution to the crosstalk problem lies in the use of

A

pulse-code modulation {PCM) to transmit the signals in digital form.

i

The modulator could consist of a PAM modulator plus an analog-to-digital

(A/D) converter which converts each sample into a binary word, which is

[y

then transmitted serially as a stream of bits. Since one is now only

concerned with differentiating between two possible states in the
incoming sgrfes of pulses'ét the demodulator, a relatively lafge amount
of pulse distortion can occur without causing crosstalk.

- P R E
* The number of bits needed in each word depends on the number of

quantization levels used, which in turn depends on the amount of
quantization noise which can be tolerated. This noise is an expression t
of the er;or;in the reconstructed waveform due to quantization; it is a
zero-mean‘random fluctuation similar in character to thermal noise. It
can be shown [59] that for P levels of quantization, thé‘signai-to-
quantization noise power ratio approaches P2 for P >> 1. We wish to
reduce this noise power to the.éoint that the fluctuations afe not
'deteétableAat the receiver. Recalling from Sec. 2.3 that the expected

r.m.s. system noise temperature. fluctuation is about 2000°K and the.

max.i mum system noise temperature about 2 x 105°K, we must have

‘ 4 F
2 T |
pe > X5 = 100
( AT ) rms
' l o
or, P>10 - ‘ (3.8)
f

For negligible deteriération in sensitivity, the quantization-noise

gl
-
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temperature should be about one-fifth of (AT)rms’ which would call for
P = 22; however, it will be assumed in this evaluation that P'= 16 is
. ) )
adequate. This means that each sample is répresented by a 4-bit word.
The pulse repetition rate needed for this PCM-TDM system is hmf .
Taktng m= 4 and fs = 1.2 MHz as in the PAM system, the rate becomes
19.2 MHz, corresponding to a window of t, =,52 ns per pulse. Again
referring to [57], it can be shown that if a cable has kA >t a pulse
'generated within one window will decay only slightly during the period
of the fo]lowiﬁg window. This gives rise to the possibility of errors
in the identification of the value of a bit. RG-218/U is again the énly
cable listed in Table 3.1 which is useable, but unlike the PAM case,, it
can provide a PCM ;ystem which is free of crosstalk caused by pulse
di ion. L i bl {d be . d i junction with ,‘;*>
distortion. Less expensive cables cou used in cqnju C
regenerative‘repeaters [60], but the net cost would likely ngt be

. R ‘./‘;
reduced apprecnably, and t:mlng errors would increase. ¥ 2T

#
The A/D converters in the PCM system must have L-bit resolution

aﬁd a conversion rate of mfS MHz. For the particular case under
Eonsideration, the conversion rate needeq is 4.8 MHz, which is well
within the staté of the_art; b-bit convertérs featuring speeds hp to
100 MHz are presently on the market. The major stumbling block in
implementing the system would occur in attempting to condition the t.

signals to match the input voltage range, typically #5 volts, required (,,/
by the A/D converters The sngnal voltages lnvdﬂved would be very much -

smaller than this range. The available power from an antenna element is‘

.

kTAB and the mean-square voltage output, after flltering, is -
4 . - v

<h4

= kT R_B : : : (3.9)-
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IS
where k' = Boltzmann's constant (1.38 x 10-23 joules/°K})
TA = antenna noise temperature, °K
Ro = radiation resistance of antenna, ohms

B = equivalent noise bandwidth of the input filter, Hz

We shall assume that TA =2 x'lO5 °K and Ro = 3000 (approximate

radiation resistance of a folded dipole element); B will be approximated
" by the 3 dB bandwidth, 200 ’KHi. Using these quantities in equation (3.9)
gives':i = 1.66 x -10 V , et an r.m.s. voltage of l3vuV. This is about
five orders of'magnitude smaller than _the input levels required by‘the

A/D converters. Some inerease in voltage will occur as a result of

impedance matchjng to the m ltiplexer~circuitry, but an amplifier with

at least 80 dB voltage 9

» /

prospect, since ach@é@ing stabiffty over the wide- temperature range plus

n will also be needed. This is an unpleasant

good'unit-to-unit uniformity in phase and amplitude characteristics

‘would be extremely dlfflcult y

The PCM system requlres a fairly complex demodulator to correctly
f

sort out the ingoming data; In addition to bit synchronnzat:on, which

tellswthe eteét v when'to decide the value of'an lndiVidualebit, there

4
must be provisn n for determlnrng the start of a word and the start of
an m—word multlple frame. Synchronnzing the clock generators at a4| of
the multiplexers is_

transmissnon system. Anqther complacat|on would arise from the ‘need to

compensate for the relative phase shlfts between the channels |ntroduqed

. ¢
by ‘the seria! nature of the sugnal transmisslon. . P
Considering the numerous shortcomings mentloned above, it ds e

difficult to find ‘merit in a TDM scheme>for the‘feeder system of a large

array such as the proposed Tee.

o+
problem comparable to LO.distribution in an afialog®

i,

O |
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3.3 Frequency-Division Multiplexing

3.3.1 Basic System Design

A second possibility for the sharing of\transmission lines is
frequency-division multiplexing (FDM). A simple two-channel FDM system
is illustrated in Fig. 3.3, in which adjacent array outputs are
converted to different |F éhanneis before addition of the signals in a
power combiner. At the output end of the transmission line, the'channels

.are separated by bandpass filters and the original frequency\is restored

)
’

by a second conversion. A practical system would Iike]y differ from that
shown in several respects. For example,ciggig?tputs of the second
‘conversion could be at some appropriate second IF rather than at fo’
and the bandpass filtef%ng might be deferred until after the second
conversion, making all of the filters identical. These possibilities
will be discussed after the preliminaries have been considered.
As in TDM, it is ;he bandwidth of the i%put filter which isvth;

'basic determining factor.in the extent to which FDM can be implemented.
- The bandwidth governs the frequency separation needed between channels
in order to maintain the intef-channel crosstalk below a given lével.
The»sLtuatfon is similar to that depicted in ng. 3.1 if we now. consider
the responses 4hown"to,bé those of two neighboring IF channels. As far |
as bandWidfhs‘and crosstalk levels are concerned, the relationships are
the same as those discussed in Sec. 3.2; if we adopt th; same criterion
c&ncernlng excitatiop érroré.as-before,.the crosstalk level musfiagain
»bé held to -55 dB, as given by equation_(3.3). We assume here, for
Fsimpllcity, that each of the m channels receives-equal crosstalk

interference from two adjacent channels, with all other contribuffons .

< . . -t
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being negligi,bl.e.

_To Téet the tritérion of -55 dB inter-channel crosstalk }eVels,
the channel géparatidn>must be appr;ximately 855/2, where Bsé-ts‘the_
55 dB bandwidth of the input filter as intrPoduced previously. Tﬁis and
other pertinent data are summarfz;; in TabI? 3.2 for a variety of .

possible input filter configurations [56],[61]. In each case, the 3 dB

bandwidth has been set to 200 KHz.

J

o

Table 3.2 FDM System Parameters for Various Input Filters

b )

.

. Minimum i 1 Possible
Type Number | Trans. Ba?::!?th Channe| le(m'?)_ Channels
of of Funct. z) Spacing | (Note 1) | (Note: 2)
Fi = ~B
ilter | Stages Order. 83 Bo 855 855/2 Bsslh m(Tax)
Doub le-Tuned 1 3 | 0.2|2.0 | 4.8 2.4 1.2 1 (1)
(crit. coup.)|- v ¥
Double-Tuned |. 2| .6 0.240.78] 1.2 | 0.6 . 0.3 5 (3)
(crit. coup.)| « ‘ ' A . |
Butterworth 3 | 6 | 0.2/0.93/ 1.7 [0.85 | o0.43 | 3(3)
‘Butterworth 5 | 8 | 0.2|0.630.98 o0.49 | 0.25 | 6 ()
Note 1: From equation (2.40), f,  (min) = BSZ/h.VHere-we assume . that
B =B.,. - | A
R 35 52 . f'F(max) - f'F(min) .
Note 2: m(max) = greatest Integer in : e 4 |,

f'F(max) = 2.7 HHz,VassumiAngO dB mixer conversion gain and' 

the use of RG-62A/U cable. Figure in brackets is for a .

L . t

~minfmum JF of 1 MHz. |
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In the case of ‘the one-stage double tuned filter, the necessary ‘

channel Separatlon eXceeds the available range of fIF(max) (min)
so that no mult:plexlng is possible if:the crosstalk criterion is to be
. Adding a second double-tuned stage improves the picture markedly,

-

as there is now sufficient frequency range to accommodate five channels;
however,vthis would mean placement of the Iowest-frequency channel In
the vicinity of 306 KHz, At an IF this low, one is faced with the
problem of Eransmitting a wideband (about two octaves) channel, leading
-to disperslen in the cables and other obstacles mentioned'previous}y in
Sec. 2.4.1. To reduce'the problems related to wideband transmission,va
lower bound of about 1 MHz will be placed on le,.the results of doing
- sb are shown fn the table. The approximate upper bound of 2.7 MHz could
be i creased by adding preampliffer stages to the mixers if the added
cos is warranted by the improvement in multlplex&ng capabilnty For .

ample, an additional gain’of 20 dB would raise the upper bound to
about 5.5 MHz. y , .' . '

. Having found that it is p;ssible, |n pruncuple, to transmlt

seVeral FDM channels on one transmtssion line, let us now examine in e

more detail some of the technlcal aspects of |mp|ementong such a system.’

\h’ !

/?Figure 3.4 shows a two channel FDM systeg,which differs in two respects,
from that shown in Fig. 3.3. One change is that all outputs of .the
secenckconversiop are at some new frequency f rather than the center
L- frequency f « The reasoning behind this change lies In the presumption
'-bhat a Iower frequen;y output will facilltate further signal processing
vsuch as. beam-forming, lt may well be, hcwever, that f would be a
satisfactory choice.‘ln?any case, the add}tlonal hardware required for

4

:conversion to f' is'q%!te sma!l, conslsting of a stable oscillator_at ,
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frequency fH plus m mixers and lowpass filters for the entire array. The

(Y
E] 'y

output frequencyyis determine'df‘by the relationship

L4
i

= (f_-f

Fio ko~ fw T fre = o - fy - (3.10)
: | | ol
The frequency of the heterodyne oscillator is therefore fH = fo - flo’

independeng’of fIF' The second LO is derived from the first such Rhat

changes in flo Will not result in pointing errors (Sec. 2.4.6).
‘ . . A

The second change appearing in Fig. 3.4 isithe remoual'of the |
bandpass filters precedlng the second conversnon.(hereafter referred to
as channel filters to dlstlngulsh them from 'the lnput and output filters
shown in the figure) which normally appear ln an FDM system. The output

bandpass filters then perform the dual.functlon of demultiplexing and
. ¢ .
setting the system bandwidth. Since these filters are needed in any

event, this implementation of FDM does not call for the addition of any

Q

. newhfnlters compared to the case of no multlplexlng Elimination of the

=2

l

channel filters is hlghly deslrable because they are~designed for m
different center frequencies, which makes it particularly dlfflcult to-

match thelr phase and amplitude characterlstlcs from one channel to

!

another.

fo determine whether this is indeed a viable system of

‘e .

multlplexlng, it is necessary to exaiine carefully the lmpllcatlons of
‘9

. allowing all of the IF channels to. reach the second mixers undlmlnlshed '

In strength. The danger ln allbwlng thls to take place is that the v

lntermodulatl products generated ln these mixers wlll result ln severe

' crosstalk nd hence excltatlon errors. This posslblllty wlll be :
;consldered n the next sectlon. pot L‘A : »»v;‘z“ ‘_gﬁ/

'/ [,j-* , : ‘i t?i
- t . &
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"ln con;idering the second frequency conversion, one must again be
aware of thé need for image rejection. In converting a given IF éhannel
td’fio from fIF’ we also convert np'fio any signal présgnt at the image
freduencY*le + Zfio' According to the criEerion'}or i%age rejection
derived in Sec. 2.4.2, the signal level at thls frequency should be down
at Jdeast 52 dB relétiye to the level at le' For convenience, we shall
instead use -55 dB so that the figures compiled in Table 3.2 can Le
used in this evalualion.~!f'the channels are closely spaced at I;ss than
twicé the minimum allowab]e spacing of>355/2, then the lo&est image
frequency meeting the requirement is apg}oximately given by the upper\

~-55 dB poin}ééf the highest-frequency channel. To make the relation more

general, consider -an m-channel FDM system with channels at center

“

: frequenciqs'of f], fz,..., f -in ascending order of frequency. The

m

minimum allowable value of fio is thatwwhich provides adequate image -

.
-

rejection in the conversion of f, to fio:

’ ]

«
L J

. “ - 1
. f| + Zf‘o(min) fm + 3 55

- 3

. . H = l . - . -‘- E .
or, - ) fio(mch) 3 (fm\ fI t 3 855) , ‘ (3.1?)

0 3.3.2 Crosstalk from Intermodulation Distortion

Our examination of TDM revealed that crosstalk will result from

insufficient sampling rates and from variations in the amplitude-versus-

freq&ency-chara;teristic of the transmission medium. The second source

"f'prbeéd to be @uch more ,difficult to'handle‘ihan the first. Not

> %qutfsingiy, the situation with FDN is analégoqs; oﬁe source of
Q- ‘ '

icrosstalk, as we have seen in the previous section

g )

v

L
y» i5 insufficient

° °

v

q
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channel spacing. A far more troublesome source of cfosstalk is
Nonlinearity in ghe transmission medium.

The transfer characteristic of a d?vtce in the transmission path
of the multlplexed signals can be expressed as a power series expansuon\
of the output voltage Vo in tefms of tH; input voltage Vi:'

.= ) : 2 ) 3 -
Vo 29 + alVi + 32Vi +"'37YE_ . : (3.12)

Nonliné%rities of ﬁ%gher than thiré o;de}“sgldom contr(bute significantly
to the output if the operating region of the device being modeled is
suftably chosen; the series is accordingly truncated at this point. In
the*present case,.thé DC term a, is not of concern. Of the other terms,
'one genera!ly wishes to minimize all but 3 in an amplifier or passiye

element, and &1 but a, in a mixer.

Intermodulation (IM) distortion refers to all of the undesired

. .outputs Eesultlng from the nonlinear terms in equation (3.12). The IM

products\have frequencies and amplitudes bearing defini;e relationships
to those of the/ifiput signals. The only devices in the FDM system whi ch
would be likely to have sufficient nonlinearity to cause IM problems are
the second mixers, and it is the IM levels which will determlne the
feasubllity of eliminating the channel filters which would normally
precede thesgymixers.aThe question to be answered may be stated -as
“follows: if the enfire'FDM spectrum is a]loﬁéﬁ_}o reach the mixer, can

- - , ro ¢
an |F output frequency fio be found which is sufficiently fred of IM .

Sy Y

products that tolérable crosstalk levels are not exceeded? The answer

depends on “the number and the placemént of the channels, and on the

- properties of the mixer (i.e., the coefficients a), ay, a3)l> .
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In principle, given the spectral density of the input signal plus
these coefficients, on use the transfer function of (3.12) to
determine the spectral density of the output. In practice, this is very
difficult to do, except in the case where the input consists of a few
discrete frequencies. In the classical treatment of IM distortion by
Bennett [62], re§ults for discrete frequenciés are extended to
continuous FDM channels by making certain assumptions such as considering
each channel to have a rectangular spectrum. Othgr assumptions
appropriate to telephone work such as intermittent channel usage are
included, and the analysls does not consider mixers.

To illustrate the nature of the spectrum which one would find at
the output of a second mixer when no channel filters are used, a simple
two-channel case is depicted in Fig. 3.5. To keep the picture from
becoming hopelessly cluttered, it is assumed that a two-stagé aouble-
tuned input filter precedes the first mixer, and that the |F channels
centered on f'uand leare well separated in frequency. The channgi
frequencies are arbitrarily chosen, Qithin the‘constraints discus§ed'in
the preceding section, to beAfI = | MHz and f2 = 2.5 MHz, and the IF
output is‘set to fiq = 1,75 MHz to avoid .the ffrst-order responges in
the output. The L0 is placed at fLI = fl + fio = 2.75 MHz, as required
for the demodulation of channel #1; a similar spectrum would é&iif in

the other channel, where the LO needed is at f , = 4.25 MHz, The vertical

L2
- extent of''the spectra in Fig. 3.5 are roughly ihdicative.of their
relative spg;tral densities, but no attempt’has been made to scale them
accurately.' | =
The flgurg clearly shows which IM products miy be troublesome for

7

this choice of frequencies, the significant responses being the second-
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order ones at fz -»f;‘(l.S,MHz) and Zfl (2 MHz), and the third-order

. \
ones at f + f, - f (I 25 MHz) anddyﬁ + f2 - fLI (1.5 MHz). None of

() 1

\

the. peaks fall within 250 KHz of f «but the nearby responses are nof“‘

e

greatly attenuated at this frequency It is not difficult to visualize,

~

using Fig. 3.5, the results of adjusting one or more of the variables;

] L1

frequency, fio would remain at }.75 MHz but the second-order responses

for example, if one were to shift f. and f 250 KHz higher in

at f2 - fl and Zfl would shift to 1.25 MHz and 2.5 MHz respectively.

This would greatly reduce the second-order interference, but at the .
. R

expense of making the third-order interference from the products at

Zfz ’,fLI and fLI f‘ - fz worse. The net effect would likely be

beneficial since the third-order products would be much weaker than the

secood-order pro;ucts in a well-designed mixer.

It should be noted that the IM situation may be quite different
for the demodulation‘of channe]l #2. In this case we have.e higher LO
frequency; the second-order Interference does not change appreciably

ared

from the previous case, but the troublesome third-order products at

102

1.25 MHz and 1.5 MHz are now removed to 2.75 MHz and 0.75 MHz “ ///

respectively, and no new products appear near fi . The IM interference

level will therefore be somewhat less in this channel

The preceding example illustrates the difficulties inherent in““

.an analytical aerroach to optimizing the choice of channel and output

frequencies for minimum crosstalk. The plcture worsens rapidly as the

number of channels m increases; for large m, the total number of second-

order products becomes proportional to (m + 1)2 and the total number af
third-order products to (m + l,? [63]. As a result of this complexity,
it is felt that an empirical approach involving simulatnon of the FDM
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syStem is the begt way to evaluate the IM interference levels. A
possible method of simulation is shown in Fig. 3.6 for a two-channel
system; the exten%ﬁez to larger numbers of channels is obvious. The
noise generator and shaping filter simulate the output of the dipole
antenna element, while the remainder of the test set- up resemb]es the
actual FDM system. Replacement of the transmission line by an attenaetor
reflects the assumption that amplitude,eqhaiizationhwill be included tn
the aetual transmission_system (see Sec. 3.3.5);‘The variables fl’ fz,
and f can be ;djusted while the output spectrum is examined; it will be
necessary to make provision for temporarily removing the signals in the
undesnred channels to observe the effect on the desared output. A - ;? _
channel fllter can be inserted after the attenuator to determine théﬁizme f@
improvement in crosstalk that it can provide. '

The measurement procedure described above is itself rather
complex, since we have m + | variableevto adjust, and the demodulation‘
of each channel must be examined in turn for each choice of these
variables (i.e., the channels are allocated, and then fL is adjusted to
produce the desired fio in each cgse). One can ﬁimplify the task
somewhat by following certain guidelines:

(1) The frequencies can be selected to minimize ihterferencek
from secondeorder IM products. Since in choosin§ fio we must avoid the
- first-erder outputs centered dn‘f], fé,..., fm which result f rom beth

the Vi'énd the V? terms of the transfer function, it would be helpful to
“ahrange that the second-order ptoducts also fall on these frequencies.
‘ One can accomplish this by assigning channel frequencues whlch are

harmooucally related to that of the lowest-frequency channel (f ). This

will insure that all second-order products will appear at multiples of
: ' o > .
¢
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fl.'leaving the inter-channel spaces relatively free of IM products’

other than third order. Assuming the assignment of fj = jf] is adopted,

the testing procedure is greatly simplified, since f. must be at least

as large as the minimum channel spacing and there will be less lati tude

for adJustment of frequencies:

. B '
f-' I > —22 ) N \
2
3
and thg, mfl < le(max)
B f _(max)
hence 22 < fl < L ' . (3.13) -
2 m

If, for’example, we take the case of m= 4 and a two:;tage double-tuned
input filter, we find from (3.13) that the bounds on fl are 600 KHz and

650 KHz under }he assumptions upon which t%e figures in Table 3.2 were

based. The testnng is thus essentially reduced to the selection of f

"~ for minimum IM crosstalk. -The most seriOus drawback to thls scheme of

channel allocation is that it may call for placement of fl at a lower

' frequency than one would want from consideration of -the problems“involved

in the transmission of a wideband channel. fxén if it is not rigidly

.

adhered to, the principle of harmonically relating the channel frequency

. assignments may prove useful in reduclng the IM interference.

(2) The demodulation of ‘the lowest channel at f, will tend to be
the worst case In terms of IM crosstalk. The reason for- thié tc;.ndency is

that this case involves the lowest LQ frequency le = flv+ fio’ which :

.

tends to concentrate the'thlrd-order products involving le .in the IOWet

.,&ﬁ



part of the spectrum where we wish to place fio' Thus the crosstalk for
this choice of fL should be examined first, as it will likely be the
best indicator of whether a given choice of fio is suitable.
Up to this point we have tacitly assumed that fio should be as
low as possible, since the final bandpass filtering and (unless a/lhird
frequency conversion is performed) all other signal processing must be
dﬁne at this frequency. It has not yet been established, however, what
the optimum value of fio m}ght be. Moderately high frequencies have been
used for proce;sing In other installations; in some, no frequency
conversion is used (10 MHz and 22 MHz arrays at Penticton), and in other;y
the final IF is qute high (5.5 MHz in the Molonglo Cross, 5 MHz in the
Ciark Lake Teepee Tee). In one sense, a high freqdency Is desirable
since it results in a more narrowband signal; on the other hand, if one
wisqes to usé activeﬂfllt¢r configurations and devices such as.
integrated operational amplifiers for the signal processfng, a low
frequency is essential. |
The use of a high f

i
channel filters can be dispensed with. It becomes much easier’to avoid

o greatly increases the 1ikelihood that

IM crosstaik because the majority of IM prodﬁcfs are clﬁsgered:around
the origlnfl channel freqqencies. If the choice of fio Is restricted fow
frequencle; above 3fm, which is highes;-frequency IM product nét
involving fL’ then al}l first- and second-ofde} products blus all thifd-
or&er lnfgr-channel~products can be disregarded. In the spectrum between

3fﬁ{§ﬁd~fL there appear, in addition to the desired output at f, , only

third-order products of-the form fL - 2fj and fL + fj't fk; a census of

. these prdducts shows that there are exactly;m2 éuch ptgducts in thrs .

-

range. For m= 2, the relevant products are fL - Zf'g fL.- ifé,

/ g
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fL + f] - fz’ and fL - f] - fz; by the Simble expedieot of setting

f2 = 3fl, one can insure that the peaks of no IM products will fal{
“within the range fio + fl. The IM products are less easy to avoid for
larger values of m, but one can see that the levels of IM interference
are generally diminished for the higher-frequency choices of f. o One
possible choice for fi is the center frequency f ; in this case the
same LO can perform both conversions, as was shown in Fig. 3.3. In t:ew
of its simplicity, this choice should be investigated firsté?followed by
attempts to improvedthe IM crosstalk situation by se!ecting other
frequencies for fio' The final choice will probably be influenced by

decisions regarding the beam~formihg techniques to be used. N

sw.

3.3.3 Local Oscillator Dlstributlon and Phase Equal|zation

A suitable LO dlstrlbutlon system for sungle-channel IF
transmission was descrlbed in Sec. 2.4.5, The most obvious s?%tem for LO

dlstrtbution in the FDM system is obtained by simply dupliéﬁ!?ng tHe i
n Q‘?
singl Tinnel arrangement for each additional channel Other pesagw}e

»3

# include the distribution of a single signal from Wh'Ch "L Of che

necessary LO signals can be derived, or the transmlssion of al] .of the

-

SRR N signals over the same line, to be separated by filters. The latter two..

methods call for the addition of a good deal of electronics in connection
with the remote meers. maklng excitation errors more difficult to
ioontrol~and, in general, making the transmissionvsystem unnecessar[lyl
compliex. In the followlnglwork,tthe use of m independeht‘distributfon T
SYstems’wldllbe assumed. L . R .

Recalling that the basis of}the SIn?le-chahhel:dlstribut]on

| scheme was a feedback control system which adjustedsthe LO. frequency to
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keep the phase shift of the transmission line constant, we must now
examine the consequences of having such frequency changes in the FDM

system. Consider a siénal at fb which is down-converted to flF and

tfansmitted by cable to the observatory; this signal will undergo a

phase shift of

¢(f,1) = 360f .t degrees S - (3.14)

-

% : .
where 1 is the phase delay of the cable, which Is generally a function

of frequency (dispersion). As we have seen previously, we need nat be
concerned with the value of ¢ itself, since pnase excitation errors

| 5

result only from differential errors; that is, we are concerned with :

deviations from the mean value of ¢ over the ensemble of all If channels.

In a single-ch;nnel system, changes in LO f}equency will have
little effectAon the differential phase errors. The input §ignal at‘fo
.will be converted to some new value of ftF’ but the change is the same
for all channels. Now cdnsider two FDé channels with nominaj center
/freqhencies of fj and fk transmitted oyef,the same cable as before; each
will encounter a phéée shift as given by (3.14), in which we asshmgxfor
the moment that T fs independent of freqqency. This means that*if.the
. two signals'are initially fn phaSe, a?ter‘the,seqond-cdnversibn the&k
will bg;festored to’the samelfrequgncy butlwith a relééiie phésg shift:

,‘ ’

2

'_f(fJ"‘.k) = F) - e(f)

= 360(f, - fr o RNERD)
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This phase shlftymust either be removed at some point or taken into
account in the géam-formlng circuitry. In either case, the process is
complicated by the fact f and f are independent; and to a large extent

I3 :
)

unpredlctable;lfunct:oniLof time. However, the difference fJ - f; is the
same as the dHfference ln the correSpondlng»LO frequencies, which are
access:ble fOr measurement. From equation (3.15) it con be seen that a
dlfferentagl phase error of 0.1° between the two channels will result
from anrerror in measurement of f - fk of about 22 Hz, assuming a
constant phaSe delay of 12.65 usec for 2.5 km of coaxial line. Frequency

&
digital technlques, so that this aspect of compensatlng for the phase

measurement with errors of less than 1 Hz can be readily. achleveg using

e, . ’
shifts woyld not present a serious problem.
o ) - \ . ) . ) :
- vEsflmatFOn of the phase delay poses'a more difficult problem due
} to the llnﬁ;otions on" measurement accuracy involved. The quantlty we

seek is the mean phase delay T taken over all of the transmission llnes,

phase errors caused by departures from this value in lnleIdual cables\'

f' have been consldered separately (Sec. 2.4.4) and. are not of concern here,

1

At the callbratlon temperature, T would be the phase delay of- the
% reference cable against whlch all of the others are trimmed. At other

temperatures, lt w0uld be necessary to find the meanjdelay by maklng a
slaeable nuuber of measuremehtai The phase shlft of a length of cable
can be measured on an absolute basis with an accuracy of about $0. 3° ln
vrﬁthe l IO MHz range [ho]. ln the: Tight of what has just been dlscussed v r‘
/;;.‘thls would be a reasonable estlmate of the llmlts of accuracy WIth whuch | ar

.one can determfh& the dlfferentlal phase shlft glven by «(3. lS)

S practlce. dlsperslon ln the cable mist also be taken lnto conslderatlon.

‘Thls wlll b, done ln the followlng sectlon.
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Investigation of thls matter of phase equalization between
Q .
channels is of partlcular importance because the excitation errors which

result. from this source are systematlc rather‘;han random in nature&'&or

-

example, the distribution of phase errors for the elements whose outputs

are transmitted at fj will be displaced from the distribution for

|

elements using the channel at fk by an amount which depends on the

success of the equalization. The periodicity of this\eror patterh‘
throughout the array could glre rlse‘to serious ;ratlng sidelobes rather
than just an increase in overall sidejobe level. This effect could be--
reduced by randomly assigning the channeldnunbers within each group of
array outputs to be multiplexed, which would tend to break uo the

regular error patterns resulting from an orderly channel assignment.

! ’ : . >

:3;3-4 Dlspersion in the Transiﬁsslon Llnes
) The phase”veloclty in the transwmission llnes,fwhich determines
the phase delay r,‘has thus far been considered to be lndeoendent‘of
frequency. lhls ls a reasonable assumption over the narrow bandwidth of
. a single channel, but 1t ‘may not be safe to make - this %ssumptIOn when
;vconslderln//;ldely-separated FDM channels.l, ’ /' | |
. The veloclt¢ of propagation in a coaxial=table is,: ln fact,,
‘; slowly lncreaslng func‘ﬂon of frequency [64] Thns effect, called

ﬁanomalous dlsperslon, extends up . to mlcrowave frequenples for most

cables and results ina decrease in phase delay wlt7 frequency

'Extrapolatlon of measurements at hlgher frequencles [37] lndlcates that

the phase delay of RG-2|3/U may vary about l% between /l MHz nd 3 MHz. :

There is considerable uncentalnty about the exact values. but even

»dlsperslon an order of magnltude smaller than this. could\not be lgnored.

N
< i
L - R ~ ; . .

11
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Equation (3.15) must therefore be revised to include the effect of ’

dispersion on the differential phase shift:

¢(fj,f ) = 360ifjt(fj) - fkr(fk)] | (3.16)

y o

»

To retain accuracy of phase equalization of the order mentioned
in the previousosection, it will probabiy be necessary to measure the
mean phase deiay separately for each channel. Since the equalizatign'
must adapt to changing conditions such as temperature, it is essentiai
that it be automatically controlled. If the heamrfdrming circuitry is

controlled by a digital computer (this is highly probable in view of the

i

complexity of the proposed array), real time measurements of phase
. deiays and LO frequenfﬂes couid be |nciuded ‘as inputs to the program
, which determlnes the‘Settlngs of the phase shifters for a given source
direction. Another possibility for automatic equaliZzation would be a

phase error compensation system which works within the feeder system;

this will be investigated in Sec. 5.1.

.3A3 5 Amp]itude Egualizationf. ) ' ;%g¥ a
In addltion to the differentiai phase shifts encountered in the
‘FDH system, one must also be prepared to compensate for the differences
irn;able attenuation at the different channel frequencies The problem
‘gs more'complicated-than‘it_appears at‘first‘giance, since the
attenuation ohange over‘each.channeiis ha@dwidth must be taken‘into’
| account. ln“sinbie-Channei‘operation'the,responSe'of the cable .aithough
“ not fiat, is the same for each transmlssion path. SO that the relative

aMpiitudes of’ the eiement excitations are preserved over the bandwidth

’
!
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' However, when we have an FDM transmission System, the slope of the
14

attenuation"characteristic is different for each channel. This means

that simply equalizing the center-of-channel attenuations may not be

‘>

To illustrate the nature of the equalization problem, consider

two channels with 200 KHz bandwidth centered on 1 MHz and 2.5 MHz. The
- 0

attenuation of a 2 S km run of RG-62A/U cable for these frequencies is

o

jglven in Table 3 3 There is a difference of 11.6 dB in the attenuation

at_the channel’ centers, but if we attempt to “equalize the channels by

\ AN /

Inse;ting 11.6 dB of attenuatnoQ/lntQ the R MHz channel, there remains.

5

a dlSCrepancy af 0. L d8 a: the - banq edges. 0f course, the error becomes

less nearer the channel centers, and most channels in the FOM system

Will not be separated in frequency as much as these two hypothetical

ones are. tpe r.m.s. amplitude error caused by the discrepancies would

likely be about 0.1 dB in practice. Errors of this magnitude might bé
' : - R

,
A
&,

. . &
"Table 3.3 Cable Attenuatioh (dB) for Two Typical IF Channels’

K

. ;ié‘enl Frequency (MHz)
- Channel ijt" :
'?le - 0.1 le ‘le + 0.1
 Channel #1 (= 1 MHz) 19.0 | 20.0 21.0
Channel #2 (f, . = 2.5 MHz) 1,04 31.6 | 32.2
N e e ok
‘Chandel #1 after band-center M%{?. 31.6 | 32.6

Al
.

é@&,A ‘ q equalization

T
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tolerable, but they are quite‘large compared to most of the other errors
present in 1he transmission system, and it would be preferable to reduce
them if it is at all'pos%ible.to do so. Like the differential phase
errors discussed in Sec 3.3.3, these amplitude errors are systematic in
nature and could lead to more 'serious sidelobe problems tham’if they
were randomly distributed.

Rather than attempt to design separate equalizers for each
‘channel, it is likely best tu equalize the cables'over the full FOM
epectrum to produce a flat attenuaticn)characteristic.\A method of cable
equalization using networks (RC) having alternating poles and zeros on
the negative’'real axis of the complex frequency plane has been descriBed_
by Hachz} [36]. These equalizers are designed around trapsistor amplifier
stages in order to producebgaln which. exactly balances the cable
attenuation, but in the present case it is not.desirable to have active
devices in the FDM transmiséibh‘medium because of possible IM distortion
problems. Instead, we require a passive equalizer at the output of each
transmission line to bring the attenuation up ‘to the same level for all
: channels, in other words, a highpass filter must be created such that
when it is placed in cascade wi th the cabie, an allpass characterlstic .
over 'the FDM sbectrum results. ‘_ o n

. The number of pole-zero palrs needed in the equalizer isa. - -
. function of the extent of the frequéncy range covered and the maximum N
cable attemuation withln the range, and of the amount.of amplitude
ripple permlssable in the equalized characterlstic For example, a cable
having lO dB attenuation at f MHz can be equalized over the decade from
0 1f to f with a maximum ripple of about 0.005 d8 if two correctly

ok

chqsen. pole-zero pairs are used Since ripple in the attenuatlon .

¥
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the local oscillator from.lhi signal channel.
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allocation of channhds@ The equalvzer as described here would not}adapt
to changes in.cable attenuation such as those caused by temperature
variations (Sec. 2.3.2a). The possibility of automatically compensating

for such changes will be considered in Sec. 5.1.

3.3.6  Summary

.The FDM approach has been shown to be a more pr?cticable form of
A

multiple use of transmission lines than TDM for this particular array

design. The number of channels possible depends .on & number of variable;,
including the 55 dB bandwidth of the input filter, the power gain of the
pre-transmission electroniqg. the type of ;;ble used, the IM performance
of the second mixer, and the cost of implementation. Most of these
fa;tors have not yet been firaly ascertained.

Phase and amplitude equalization is a vital part of the FDM

v

system, and the viability of the sYstem rests to a large extent on
whether adequaté equalization can be provided at reasonable cost.
Equalizatioﬁ will be discussed further in the remaining ‘chapters.

Beforg leaving the topic of FDM systems, it should be noted that

the nearly square-law transfer characteristic of the field-effect

- transistor ylelds considerably lower IM product levels in mixer service

than does the exponential characteristic of the bipolar transistor [65].

'\The perférﬁance of .dual-gate MOSFET devices [66] is particular]y good in

this regard, and they offer additional advantages such as isolation of
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3.4 Quadrature Multiplexing

3.4.1 Basic System Design

A third possibiliiy for multiplexing in the feeder system is
quadréiure multiplexing (QM), also known as quadrature-carrier or phase-
division multiplexing. The system is illustrated in Fig. 3.7} it may be
used alone as a two-channel system, or in conjunction with an m-channe
FDM system to provide 2m channels. The QM technique is not widely used,
but it has found application in telemetry [67],[68] and color television
transmission. '

The principle behind QM is that two signals which overlap in the
time and frequency domains may still be transmitted over the same medium
without crosstalk if they are first processed by means of multipiication
by orthogonal signals. In the case of Fig. 3.7, the transformation is
applied by Inserting a 90° phase shift in the LO line to one of the
first converters. |f the input signals to these c;nverters are s‘(tz and
sz(t), the composite signal entéring‘the transmission line may be
expressed in the form ;

t (3.17)

s(t) = sl(t) cos w, .t + Sz(t) sin w

Lo LO

3 N e ’
This signal, after being delayed by an' amount t in ‘the transmission line,
Ys demodulated in the cosine channel by multiplication by a second LO
signal of cos wLb(t-t). The output signal S(t-1) cos mLo(tft) contains-

only s](t-t) plus terms In 2w o whicH‘gré removed by filtering;

similarly, the sine channel has an output of s,(t-1)e

-
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3.4.2 cCrosstalk from Phase Errors

Departures from tﬁe ideal QM system just described will occur in
practice, and crosstalk is the inevitable result. Suppose that in the
- \ {'!
demodulation of the cosine channel the LO signal is now given by

cos[wLo(t‘T) + ¢e], where ¢ is the phase error in radians. The channel

output So(t) = S(t-1) cos[wLo(t-r) + ¢e] becomes, after filtering,

So(t) s](t-r) cos ¢, + sz(tfr) sin ¢,

s'(t'T) +k¢esz(t-r) - (3.18)

provided that ¢e << 1. The crosstalk coefficient up is there Qfe

numerically equal to the phase error:
a = o] , (3.19)

This expressio; also holds for the sine channel; howeyek, the phase
error 06, which results frdﬁ?errors in the LO distribution system or in
the 90° phase shifters,_may differ E een the two channels.

The phase errors must clearly be tightly controlled, since they
legd directly to excitation errors. To evaluate the latter{ wétlet
s'(t) ’4V°§oslwot and sz(t) = VOCOsjpot +E), whereéglis a phase factor
thth(depends oh tﬁe-source direction and the SpacinS“Bg;ween the

elements whose outputs we are multiplexing. The output of the cosine

.

chjnnel is then proportional to

. e

So(t)l= VOCOS wa(t-r) + ‘¢eV°cos[w°(tjr) +’E] (3.20)

Y
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Fig. 3.8 - Phasor Representation of QM Crosstalk

.
»
v

A phasor representation of equation (3.20) is shown iH“Fig 3.8, with

the error in the output sngnal expressed in terms of a phase error & and

a fractional amplltude error A. If ¢e 1, then § << ] and

2 _ 2 X 5,2
> (9V,)" = (v a) . (2v  sin 3)

e - (3.21)
o \ ,

From (3.21) we can determine that the sum of the mean- square amplitude

and phase errors is

2, 2. 7 2

- () S (3.22)

~]
o+
(=]
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. In Sec. 1.3.3 it was stated that overall r.m.s. excitation errors
of the order of A = 0.02 and § = 1° (0.017 radians) would be -
- rms . rms
needed to ensure adequate sidelobe performance in the array. The sum of
the mean-square errors is then 7.1 x lo-h; we must require that the
contribution given by (3.22) is much smaller than this maximum value:

JR——'

(¢e)2 << 7.1 x 10"

or, (9 ) << 2.7 x 1072 (1.5°) (3.23)

e rms

This is a fairly stringent requirement, but it could likel? could be met

without great difficulty if the LO distriyhtion system outlined in Sec.

L

2.4.5 is used. ' .

2
3.4.3 Crosstalk from Amplitude Erfrors

N
-,

In the preceding analysis of theiQﬁ system, the amplitude

characteristic of the transmission medium was not considered. A thorough

analysis of the system must take cognizance of the fact that signals of

the fOr@ s‘(t) cos @ gt and sz(t) sin u ot are composed of sum and o

difference terms, and these signals will lose their orthogonality if the
J

terms are- attenuated unequally. To show this; we again let the |nput

isignals be s (t) = V cos w t and s (t) -V cos(m t+ E), substituting -

into equation (3.17), we haV€

. 2‘s (‘.‘t)‘ = Vo{cos (wLO-mo)t + cos (‘“Lo’""o)t}

Ay
7

*V tsinlu gm0 ) t-] i"’srn[(mL'om;)‘u;]_}, Gk '



Now suppose that the terms in (wL - wo) are attenuated in

0

transmission by a factor Ad,\with the terms in (wL0+ mo) attenuated by a -

different factor As' Assuming the transmission line is dispersionless and
has propagation delay t, the cosine channel can be demodulated without
phase errors by using the LO signal cos mLo(t-r). The result, after

filtering, is

bs () = v _{(Az+ A)cos[w (t-1)] - (A - AJsinlw (t-1)+£]}
(3.25)

We can agaln evaluate the crosstalk by using a phasor representation of
the output signal similar to that of Fig. 3.8, and deriving an ékpresé}pn
analogous t6 (3.21). Tak}hg the magnitudes of the desired output and of
the crosstalk tefm from»equation (5.25)3 we find that the excitation

errors, provided that they are small, are approximately given by

224 6. ‘(aA)Z ' ‘ (3.26)

P

,

where a, is an amplitude crosstalk coefficient given by

1A, - A
- “A,' ‘ d S

B (3.27)
Ad + As

L

To gauge the effect of a;tenuatlon imﬁalance én crosstélk, we
shall determine thg amount of imbalance which will result in.errors in
a partfeular channed being equal to the'levél ghven in_sec. 1.3.3 ps a
gufdeline'for overdll f{m.s: error; Settfng the ieff;hsnd‘sfdé-of |

h‘in a;cor&angé with thls guidélfne, bﬁd

LY

‘,equation;(3.26)'to 7:1 x 107
.K . e +

121
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making use of (3.27), we have:
A/A, = 1.06 (0.5 dB) (3.28)

assuming that the attenuation is greater at the sum frency than at
the difference frequency.

It is apparent from'(3.28) that the at;enuation of the transmission
line must differ by'no more than a fraction of a decibel at fhe sum and
difference frequencies. Since these frequencies are separated by Zwo or
2w (whichever i; the smaller), the QM technique is best sulted to
situations in which‘mo is small (e.g., audio signals), or in'which a.
high IF comparable to w  can be used. Unforturately, neither situation
pertains in the present case.

To relate, this result more directly to the application of
multiplexing jn the. feeder system, we consider as an example the
conversion to a typical IF of 1 MHz; the LO will be.at (12.36 + 1) MHz,
the upper value beingvpreferred forvreasons of image rejecyion. The sum
terms will thus be centered on 25.72 MHz. For a 2.5 km ryn of'RG-62A/U
cable, the attenuation at 1 MHz would be about 21 dB; /at 25 MHz it would
be about 124 dB. Such a large disparity would result in negllgible

separation between the two éhanner. f

Although equéllzatioy‘pf the attenuation char;cgeristfc of the
caBle is pogsible and?ié wldély used‘in qbﬁmunfﬁation systems, it would
not be'feasiblé to equalize diffefences,of the.Orde} of 100 dB,
particulérly Qhen mosf of the equallzation must take place before
transhfssion (dué ?o'nbise problemS). We hust ﬁccordingly reject QM as a ~

- possible adjunct to FDM in a multlplekeq feeder-syétgm.

e
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CHAPTER & L

ASSESSMENT OF ARRAY EXCITATION ERRORS

In the followino sections, the various components of -the sugnal’/
transmission and processing systems will be examined from the point of
view of excitation errors. lndnvudual error estimates wull be compiled
and used to estlmate the overall excitation errors for the proposed

-

array. These data will then be used in Chapter 5 in the Investigation

l

of compensation systems and the effect of the errors .on the sidelobe

levels

L.] The Remote Electronic Components
: ) -

The electronic components at the remote‘ends of the. transmission
llnes are of particular concern with regard to excutation errors, since
they wnll be exposed to large variations in env:ronment. Provision of .
suitable enclosures should minimize moisture effects, but it does not
appear to be feasible to stabﬂlize the ambient temperature of each unlt
Arrangements similar to the thermostatically-controlled ovens used to
stabllize crystal oscillators may be worth investigating, however.

. . v
Y :

'h;l.l “The lnput’Bandpass Filter \f#:

Some of the characteristlcs of possible input bandpass fllters
" were summarlzed in Table 3 Q. ldeally, we would llke to have a filter -
' with a very sharp cut-off characteristic beyond the 200 KHz passband

e

'this would prevent croﬁs-modulatlon from out-of-band slgnals and would )




permit the closest spacing of FDM chanhéls. Ihrs requi rement runs
counter to the one for low excitefion ertor levels, which calls for
simpleg‘easily duplicated filters with gentie phase slopes.

The double-tuned filter configuration suggests itself as an

‘effective compromise between the conflicting requirements just mentioned.

In -Sec 3.3.1 we saw tnat one double-tuned stage would be inadequate for
FDM purposes, but that the two-stage filter offered considerably
improvediperformance. One drawback to this design is the need to place
evstage of amplification between the two filrer stages for isolation,
since each resonant circuit must s; coupled to only: one otner: Having

only one_ :,'_- gl 1 tering ahead of it,.thisdpreamplifier'will be quite

suscep' modulation problems. The oiher major shortcoming of

the doub ter is the difficulty in controlling the coefficient
Adiscrepanciés fn the coupling may cause a pair of

. pear identical in amplitude response in spite of .

filter unif
. . i .

cons i deratfT¢ ferences. in phase reSponse. It was for this reason that

© this type of ter was reJected,in favor of the Butterwgrth ftlter

v

(s)xth-ord‘ for use in the Moloﬁglo Cross.array [69].

Thedwp;terworth configuraticn has the advantage of a flat

N amplitude response in the passband and it would pro ably be one of the

¢

f ;easiest fllter characterlstlcs to reproduce accurately amongst a lhrge
- &

- number of unlts. lts prlnclple shortcomlng, compared o the doublevtunedj

fllter, would llkely be a greater insertidn loss. Slnse its 3 dB
g bandwidth 1s only 1.6% of its, center f’requency. ‘the 200 Kiz bandwidth

fllter under _,”""aratlon here ls a rather narrowband case, . and the

xfcomponentswmuf ! refore have very high Q factors lf insertion losses

: are'to'be he} ";reasonable llmlts. lnductors with sufflciently
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Q&
high Q to reduce the insertion loss to negligible proportions are not

available. Measurements made by the author on various types of air-core

a4

inductors at 12 MHz revealed unloaded Q'factors that Qere generally in
the range from 200 to 300; to restrict the inseréion\loss to less ihan

1 dB, on the other hand,'QouId req&ire Q factors greater than 1200 for
the sixth-order Bufterworth filter [70].vlf Qu = 250 is chosen as a
feallzable dnloaded Q factor in tﬁis Instance, the insertion loss
becomes abeut 6.4 dB for the sixth-order Bufterworth-and 10.6 dB.fot the

eighth-qrder Butterworth; This loss must be taken into account in the .

'system noise calculations and the criterion for maximum cable attenuation

given by equation (2.14) modified accordingly. by subtraction of the
insertion loss.
Exact specification of the input filter mdét await further study

of the transmission system; in particular, an experimental mock-up of a

multiplex group is needed to simulate and iﬁVestigate the feasibility of

the FDM system proposed in the last chapter. Anticipating a favorable -

outcome of the FDﬁ'system'study; we shall tentatively speeify an eighth-

order Butterworth input filter which would allow lnter-channel spacing
K 3

of about. 0 5 MHz. In vlew of the Insertion loss estimated above, the

allowable cable attenuation at the hlghesf/%requency channel would then

be approximately gIven by

A = S, * G . (dB)\ - | | B (Y

where Gp~- power gain of the preampllfler s tage, (if any), dB '
'fG; - converslon power gatn of the first maxer, dB ‘

This sets the value of le(max)

NS

EN
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in‘addition to the FDM study, another factor which could influence "
the choice of filter type is the possible impiementation of a phase
compensation system, as described in Sec. 5.1. Substitution of a filter
having a linear phase (flat group delay) characteristic for the
Butterworth filter might permit more accurate phase compensation over

the full bandwidth. Such a substitution, assuming that 7§giorder of the
filter remains the same, would result in a poorer attenuation figure for

a given bandwidth but lower insertion loss. For example, if the eighth-

order Butterworth filter is replaced by a maximally fiatydeiay (Bessel)

filter of the same order, 55 is increased by about 50% but the
insertion loss drops from 10.6 dB to 4.9 dB [70].

Having made a tentative specification of an eighth-order
Butterworth input filter, we must now-ask how large the phase and
ampiitude:errors arising from this filter might be. Since the filter
contains four resonant circuits, it is evidentjthat considerabie‘effort
wi'll have to be expended to minlmize these errors. All inductors should
be air-core, since the permeabiiity of most other core ‘materials is
quite sensative to temperature; the use-of commercial coil stock would
insure good. uniformity amongst the- inductors. The capacitors would
iikely be a combination of air-spaced trimme@; and 'NPO (zero temperature
coeffncient) ceramic types. One’ filter should be chosen as a standard
and ail of - “the others matched as closely as possibie to it In phase and

amplitdde characteristlcs. For this and other test procedures, the

remote efbctronics should be . assembled as a unit, with suitabie o

. terminations provided

The questlon of how closely the individual fiiter characteristics

. -

‘can be matched ls not an easy ‘one to: answer. As a startlng point we

R
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shall consider the accuracies obtainable at a single frequency in the s

’

passband when the filters are initially tested. Since a relative, father

than absolute, measurement is needed, thé accuracies obtainable gre
generally very good. e

The classical method of gain or loss measurement consists \of
supplying the sahe sinusoidal input signal to the reference network\and
to the network being édjusted, and obServingfgheir relative output

»

with a suitable detector such as an oscilloscope with differential .

- inputs. When perfbfmed carefully, measurements made in this fashion can

routinély achieve amplitudé matchiﬁé to within $0.01 d8 (10.{h2 in
voltage gain) (71].

| Accurate pﬁasg méasurement is,noé so easily realized; instruments
such as oscilloscopes and vector voltmeters typically have accuracies of ©
aSout t1° when.used for this purpose. However, phase‘comparatofgwhave
béen designed [72],[73] which can measure relative phase with an

Ll

accuracy of $0.01°. In one such instrument [73], the signals to be
)

B . . M::' ‘/
.compared are down-converted to a frequency in the audio 4angeﬁpnd then

applied to zero-crossing detectors. The time interval between the zero

crossings is measured using an electronic counter with multi-period
aVeraging, and the result is then converted into phase difference.

“ In practice, the matching of flltér characteristics must include
‘iEp‘entire pagsband rather than just‘a single frequipcy, and the overall

accuracles obtaindble will inqvftably be considerably less than, those

giwén above. Some method of sweep testing by which the phife and

{ amp11 tude characteristics over the full bandwidth' could be examined
T 4 - .

Trﬁgqld be preferred to the slngle-frequenéy measurements; this might

~§§ke-the form of a network analyzer which alternately displéys the
L ’ .

]
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feSponsé of the reference filter and of the filter being compared to it.
In addition to the déffi;ulties associated with initially

duplicating the respohse of the reference filter, one must consider the
increése in errors which will take place after the filters are put into
seryiqe. The céqses of this fncrease include imperfect temperature
compensation, component aging, and ¢ifferences in the impedances of the
array elements due to mutual coquing (see Sec. 4.7.2). The r.m.s. /

M
excitation error estimates must therefore be much larger than the single-

frequenCY.measurément er{ors. The following estimates should be

sufficient to include all sources of error in'thg input filters:

L

LI 0.01 (0.086 dB departure from nominal” value)

‘

8 s = 0.5 @ (4.2)

N A s
I

4,1.2 The Preamplifier/Mixer angz}ocal Osci llator
The first mixer and any associated preamplifier stages will be
] considered here as a unit. Due to its high input impedance and good

_mixer characteristics, the MOSFET appears to be the most suitable.
X

device available for use in these stades.. The gain of the MOSFET stages, '

including the cbnversion gain of the mixer, depends on the device .
transconductance, whi'ch must be stabilizéd against teﬁperature changes.
Tﬁeh ranscon?uctance of a tfpical dual-date MOSFET des?bned for mixer
SefQ;Le. E%g’3Nlhl, exhibits a nearly Ifnear change with'tehpeEaGOre of
about -koﬁumho/’c. As pointed out in Sec. 2,}.2(b), this'Qarjg;fSn can
be virtually'ellminated\by deriving the gate.#i bias from a suitébly

chosen resistor network containing a thermistor .[41].

? ' | » .
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The problem remains of compensating for variations in the
transconductance from one device to the next; the rangé from maximum to
minimum encoJ;tered in inexpensive dévices such as the 3N141 may be as
muéﬁ as  three-to-one. Some selection of devices woula be necessary to
reduce this range to more manageable proportions, with further matching
accomplished by trimming the gain of the preamplifier stages or adjusting
an attenuator at the output of the mixer. The matching operation would
proceed as described for the input filter in the previous section; it
may in fact be possible to consider all of the remote electronics as a
unit for matching purposes. Certainly a comparison of the entirevunit to
a standard should constitute a final! test, if not the full métching
procédure.

| Phase shift introduced by the preamp/mixer due to a reactive
component in the transconductance of the MOSFETs will be quiie small (of
the order of 10° at 12 MHz, juddihg from device data sheets). It is not
known whether this parameter varjes significantly with temperature or
manufacturing variations. The lattey can be compensated for in the
matchi%g operatian,~but we must ﬁake some allowanée, say 0.l°,lfor
temperature variations and component aging. The gain of each preamp/mixer
can be trimmed to'within 0.01 dB of that of the standar&, but the r.m.s.

‘error will be estimated as 0.05 dB to allow for these same factors:

o

- -3 (
B ™ 5:8x10 (0.05 dB)

& = o0.1° -  (h.3)



\
Phase and amplitude errors in the mixer stage can also result

from anofher, inoependent, source: the LO sysiem. As discussed in

Sec. 2.4.5, supplying each mixer with exactly the same phase and
amplitude of LO signal is qulte difficult when the mixers are separated
by large distances. The magnitude of phase errors in the LO dustrlbutlon
system should be approximately the same as those resulting from
measurement errors in the main transmiésion lines (see the following
section), since both systems will likely be'set-upousing some variant of
the Swerup and Yeng technique. The estimate for phase errors from this .

source is consequently set to

§ = 0.1° (4.1)

rms

This value is to be maintained after the initial adjustment by the

)

feedback scheme described in Sec. 2.4.5. ,

Since ehe conversion gain of the mixer ii proportional to the
'LO fn;ectiOn voltage, this voltage must be the same at each mixer and
must be stabilized against temperature variations. In the proposed Lo
| distribution system, the attenuation suffered by the LO signal varies
from one mixer to the next, and the differences must‘Ee equa}ized at
each mixer by an ai}enuator. The temperatore c0efficient of the
attenuators must maich that of the LO line if equalization is to be
‘maintained over the temperature range. With care, one should be able to

reduce the r.m.s. variation in LO voltages to the order of 0.05 dB. The

same' figure will apply1to the amplitode excitation error:

2t % 5.8x103  (0.05d8) - (4.5)

N ' rms
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assuming that the mixer conversion gain is directly proportional to LO

volfage [65].

}‘:‘
L.2 The Yransmission Lines

4.2.1 Measurement Errors

Limitations in fhe accuracy 6? measurement techniques establish
the lower bo&n‘abn phase and amplitude errors arising in the transm&sslon
lines. As pointed out in Sec. 2.3.2(e) on cable trimming, the Swarup and
Yang technique can. be used to match the phase shift of a cable (in the
3-30 MHz range) to within #0.1° of that of another cgble chosen as the
standard. After completion of bhase trimming, one would expecf to find
the phase shifts of‘the transmission ]inés to bé normally distributed
about the phase shiff of the standard. If 0.1° is taken as the standard
deviation of the distribhtion, this becomes the estimate of r.m.s.

t -

phase error:

P
<

Spms = 017 . XY

" As far as émplitude errors are concerned; we are faced with
Aequallza;ton of smail différ;nces iﬁ attenuation from oée cgble to
another, plus ‘larger differences between FOM channels. The méthods ﬁsea
to achieve this would probably be similar to those used in the LO
distribution system, and we shall accordingly addPt the same estimate
for amplitude errors, ngmely P |
6:{\ "- . . . !

A = 5.8x 1073 ~ (0.05 d) * (4.7)

)
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4.2.2 Phase and Amplitude Stability

>

Variance in phase-temperature coefficients, which was discussed
eernsively in"Chapter 2, is likely to;be the major source of excitation
errors caused by deficiencies in the trangmission lines. We shall
proceed under the assumptibn that RG-62A/U cable will be used, since
this type offers the best combination of low attenuation and good phaée
stability amongst the available low-cost coaxial cables. It was

estimated in Sec. 2.4.4 that the worst-case r.m.s. phase error resulting

from temperature effects would be, for a feeder syétem using RG-6gA/U,
\ .

i
0.72f|F - (degrees) . (4.8)

6
rms

N
b ‘

where le is in MegaHertz. For an FDM system, the phase errors thus

depend on the channel frequenties.
O The derivation of (4.8) was,admitted]y based on pgssimistic
pssumptions; the temperature is presumed to ;é near the extremes of the
rangé ('50°C to +30°C) which may be encountered in the operation of the
array, and a fairly loose tolerance on phase-temperature coefficients is
assumed Operation near theéiemperature extremes is certalnly a
reasonablg assumption for a worst-case estimate, but the 1atter
assumption éoncerning teﬁperature coefficients may prove .to be overly .
pessimistic If the cables aré all drawn frém the same production lot.
On the othér hand, an estimat;’of 6rms which is on the high side will
help to make allowancé for other érror sources of an unpredictable
nature, such as cable aging and tempefature gradients (caused, for ’
éxample, by cloud shadows) In the feeder system.

~.

: . ' LY
Differences 'in the attenuation-temperature coefficient amongst

132
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the cables is expected to be quité small, since this coefficient is
primarily a function of the resistivity of the conductors. It will be
assumed that temperature changes will not cause a significant increase
in the amplitude error estimated in equation (4.7). Occasional
reaqjustment o} the amplitude equalization wil]l be ﬁeeded to compensate
for aging effects. |

!

4,2.3 Inter-Cable Crosstalk

Crosstalk betweep transmission lines was studied in Sec. 2.3.2(f).

.

It was concluded that standard single-braid coaxial cables cannot be run

side-by-side for distances greater than a few hundred feet without

causing serious crosstalk levels. Until field tests are carried out, it

is difficult to predict the extent to which this type of crosstalk can -

be reduced befqre further physical rearrangement becomes impractical. -

o.

Following Sec. 2.3.2(f), we shall set as a minimum requirement an r.m.s.
crosstalk level of @ e = 1073 (-60 dB), which corresponds to excitation

errors of

- 17 x 1073 -
. B s 1.7 x 10 (0.015 d‘B)“.

4

§ = 0.1° ' . | | (4.9)

rms K o

h.2.4 Impedance Mismatches and Inhomogeneities
< .In addition to the desired signal arriving at the output of each

s

tfansmisslon \ine, there will exist signals caused b;'mu}tiglea

reflections in the l]ne, which will result in phase and amplitdde errors

-

in a manner simjlar to crosstalk. One source of such eérrors is that part
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‘of the desired signal which is reflected from the eutput termination
back to the input termination, where it undergoes a second reflection
and returns to the output as an interfering ejgnal. If the reflection
coefficients at the input and output terminations are p, and Py
respectively, and the one-way attenuation factor is a (related by

A =-10(1og aio) to the attenuation A as introduced in Sec. 2.3.1),
then the interfering signal will have magnitude B = pip(;(aio)2 relative
to that of the desired signal. It should not be difficult to match the
feedline at each end such that P =0, = 0.1 (VSWR of 1.21), and from
Table 2.3 we find that a, = 0.1 (A = 20 dB) for 2.5 km of RG-62A/U at
] MHz. The relative magnitude of the interfering signal is therefore
about lo-h, and the resultingephase and amplitude errors are negligible
compared to those discussed in the pfevfous sections.

A second source of interference is impedance discontinuities

caused by inhomogeneities in theﬂcable. Such a discontinuity with
.reflection coefficient pd:will result in interfetin signals of relative

’ . : /

mégnitude
o 2 © (h.10)
g = pdpx(ad,S | : o (4. Q‘.

where Py is the coefficient of reflection at input, output, or some
other discontinuity, and 3 4x is the attenuatioh fector between the‘two
points. This sltuaiien is potenélally very‘serieué,'sincé ax hay”be
close ta unity, for example, a discontlnuity,near the input end of the
cable will cause Interference with a relative magnltude of about pdpi,
‘which may be appreciable if Py Is larger than about 0.01. The resultant

interfering signal at the output due to all of the internal reflections

i
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may be expressed in the form ’

[X‘Bk 1"/ o , ERCHLD

-

.

where the §k are'the relative magnitudes of the signﬁficant interfering
signals as given by (4.10); these signals add randomly since they are
uncorrelated. The excutation error levels are caleulated in the Same
manner as for crosstalk as outlined in Sec. 2. 3 2(f). Each cable is
characieriied by a pa(ticUIar,interferenee Ieyel 82; if the r,h.s. value

of ‘this interference level over the ensemble of all cables is denoted by

B. _, then the excitation errors will be given by

rms’ RN
A -.Eﬂs.
| ms 2
& = Rop- (degrees) (4.12)

rms T rms S ' S

\
] .

| ) o S :
Since these errors could become quite Iarge,>it will be pecessary .

to minimize Brms by carefully matchlng the impedances at both ends of E
each transmission Iine, and by testing each line for slgniflcant '
discontinuities by means of ‘time domain reflectometfy (741, If o, and °
are no greater than 0.1 in each cable, and inhomogenelties with Py > 0 ol
" are removed then it should be possible to achieve a Bs OF the order
of 5 x 10 3 In this case, using the relations of (h |2), the estimated

excitation errors are

)

- 3. (0.03d8) o
Bimg = 3-5x10° (0.03d8) s

1

Grms. = 0.2. E . R , . ‘. R ’ | >_(h" ‘3)‘



4.3 The Multiplexing System

h.j.l Inter-Channel Crosstalk

-

In considering inter-channel crosstalk in the djscussion of FDM

'systems (Sec. 3.3.1), the figure of -55 dB was adopted as a compﬁgmise

1
[}

between excitation errors and the maximum number .of channels permissable.

The corresponding excitation error levels were

A= 1.7x103  (0.015 dB)
, “ ~

§ s ™ 0.1° | (b.14)
from equation (3.3). This appears to be a reasonable allowance for
errors from this source;‘however, the trade-off involved should be
re-examined after fufther study'of the FDM system. If the error budge;
-could absorb a six-fold increase over ‘the levels given in (h,lh)) then
‘the crosstalk criterion could be lowered to -40 &B. This would all8 the
reduction of spacing betwgen channels to about 0. fl MHz from 0.5 MHz,
assuming the use of an elghth-order Butterworth Inpat filter (data from

Table 3. 2) The estimates of (4.14) will be used for the purposes of

the present assessment.

§.3.2 Intg;modulation Crosstalk

Crosstalk from IM products was discdssed in a general way in
Sgc; 3.3.2,\with"no attempt being ﬁade to détermlne the magnlfudes
'_invblved_ﬁendlng actual measurements on th;'FDM system #omponehts.

- -Lacking such data on IM crpéstaik-lgvels, we shall setnaéfan objective

136
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the familiar figure of -55 dB.

As has been poinfed out, channel filters may pe necessary in thei
demodulation process, and they.would be themsélVes a gource of e;;itation
errors. These errors would tend to increase as the filter response
apprﬁaches'the ideal rectangula? bandpass funct}dn, whereas the errors
from IM crosstalk would decreasé. Therefore one would expect tqat there
would exist an optimum filter response wh%%h minimizes the combined
error magnitudes. It is possible, however, that no distinct minimum
exists and that channel filtgrs would'not signifiéantly improve the
overall exc?tati;n error performance. I; view of this po;sibility. -
one mUsg take heeﬂﬁg? the fact that -55 dB crpsstalk levels with
corresponding error.levels as glyen by (h.lh)\may not be obtainable

-

without channe] fllters. in which case the errors in the filters must
-be included> in the assessment or the crosstalk criterion lowered _},_gf
accordingly. Emphasis must be placed on excellent IM pgrfgz:ance in the

second mixer, together with careful placement of channel frequencies,

&

in order to approach this criterion as closely as possible.

‘4 k£3.3 Equalization

Tﬁq lmportahce of bq‘fe and amplitude equalization in the FDM

) ) i : . ¢
transmlSs?Bn system was discussed in Sections 3.3.3 through 3.3.5. ¢

Consideration Qas given in Sec. 4.2.1 to equalization of cable losses
for sfngIe-chanﬁel operation by the use of attenuagp;sfat-the output of ‘.
~ each line. The s§me concept appiles to aﬁ Fbﬂ system;-But in additlbn.to.
an attenuator, gach cable must‘havq'an additional amplityde equalizer. -
~ As explained fn Sec. 3.3;5.‘fhls equ#ifzér wi]l ensure that the,f'/? .

attenuation characteristic of the cable WIIlsnbt cause a-significant rise

~
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it whll have a very moderate‘phase s lope
Ffilters, the equalizer is not likely'to be a
phase errors. Allowance was made in Sec. 4.2.1 for
of the cable pius attenuator combination. It will be

chanﬂﬂl .operation does not enta!l larger errors,

errors ind
assumed thi

since the n _f attenuators, and the number of measurements required

.to-set them,’ ‘unchanged.

Phase ization, as indicated In Sec. 3.3.4, wouid probably'he

incorporated i khe beam-forming circuitry; excitation errors in this_

area will be ¢ . red in Sec. 4.5.2, The possibility of automatic

equalization in t 'transmISSIon system and the resultlng effect on the

errors will be‘e:b d in Sec. 5 1.

4.4 The Second’

The second mixers would likely be similar in design to.those in
the remote stages of the transmission system. In the case of the second

mixers we have a mbre stable thermal environment, oearby LO sign31

* .
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sources, and easy access to the mlxers for adJustment of ;heir parameters, .

so that phase and amplltude errors are generally easier to control The
.overall excitation errors, consldering both the mixer itself plus Lo

rerrors. should be llttle more than the errors which are inherent in the

e

measurement process. It Is assumed that’ the measurement; -and deustments ’

"'A.

wlll be repeated sufficiently of ten that no slgniflcant Iong term

'1varlatlons due to component aging wfll appear' however, the following

.\estlmates‘do ailow for~short-term variations such as small changes in
A . : ‘ .o o . '

33

'femoerature'in the observato:z>ruildlng:
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. vk -3
Arms %\? x 10 (0.05 dB)

“

8ms = 0-1° K . (4.15)

4.5 Signal Processing After the Second Mixer

' : . ~ - ,

After the array outputs emerge from the second mixers! they must
be filtered, phase fhlfted {welghted,land correlated"to‘fOrm the desired
response. Excitation errors arlslng in this, section of the radlo
telescope will now be brlefly examlned.v
, 3
\ ' ;l.

4.5. 1 The Output Bandpass Fllter and IF Amplifier

é? The bandpass filter whlch lmmedlately follows the second mixer L

‘

completes the'demultlplexlng process and sets the %ystem‘bandwldth In

\

conjunctlon with this fllter will be one or more staaes of ampllflcatlon
. \, L
to compensate for losses in the fllter and phage shlfters, and to

increase the slgnal level to that requlred by th correlators

_ N R
.ln these stages and~ln the followlng clrcultnq few ﬁlrm o
\ .

speclflcatlons haVe been made, and the evaluatlon of\excltatlon errors

\:

must be based to ‘a. large extent on conjecture ln the flrst stage of
*‘“‘array development, ‘the bandpass fllteﬁﬁ&s%llkely to be qulte slmple,
Fan wlth the effectlve system bandwldth belng flxed at some value ln the

50 to. IOG KHz range. lee the lnput fllt"er, thls fllter would\haye an

easlly-reproduced transfer functlon such as the’ﬂutterworth fqnctlon.v ft-ﬂ -

.

- Provlslon for changlng the bandwldth ls hlghly deslrable- ln the case ,[“

- of conventlonal passlve fllters. thls would requlre lnsertlon of a
».“ ) ERT L L . LR .
g dlfferent fllter for each bandwldth. E ’iff;, ;tn;‘bj,ﬁzi’ - 1g.\-$vg;;¢e .

B L \ ey = . e
: : g e S R
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A later phase.ln array deVelopment.mlght include the replacement
pf the conventional fllters by digital filters, which would allow
precuse duplication of filter characterlstlcs plus programmable center
frequency- and bandwldth For the purposes of the present accountlng, the
use of cqnventlonal passive fllters will be assumed The fnlter and |F
'ampllfler stages can be considered as a ssngle unut, to be matched as'
,closely as possible to a standard unit ln gain and phaSe characterlstfcs.
VThe filter would likely be divided into several lnterstage filter
elements between the amplifier stages. , < ' y ‘ ..

As discussed in Sec. 4.1.1, measurement'technlques are available
‘ . by which gain matching to within 0.01 dB and phasevmatChlngeto wlthln
_ 0.01° can be achieved at a single frequency in thempasshang, The degree-
idto'which thls'accuracy’can be approached over the full‘system'bandwldth
v-dependslmainly’pn the. amount of time and effort expendedvin“the.matchlng _
procedure; Thevoutput fllter/ampllfier‘unlt Is mdre complex than the
'input fllter, but the latter wlll be exposed to much larger tempeketure ’
.varlatnons, on the. whole, the errorsutrom the outputc’“t would ‘: : ".
probably turn out to be somewhat sMal?%r. The followlng e lmates'are -

consequently aboutzone-half as large as those prevlously Hu.bn fpv\thev .
input: fllter' | R ; . | @ : , T .

. NP u. B o ‘, ‘ : ¢ L 7. “,. * .‘ . . . '» ‘
Bems = 0-005 (0.04 dB) L

K Srmsvf'_szo L ‘ A . . i (5°16)n
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4.,5.2 Beam Formation and Other Signal Processing

Ithough general conclusions concérning the formation of multiple
beams have been reached, the choice of a particular method of beam

formation remains a matter for further study. The design of the feeder

, system has proceedéd along lines which will allow a high degree of

flexibil}ty in making the initial choice, and in modifying or replacing

it at a later date. The beam-forming matrix consists essentially of a
v

o

systematic network of variable phase shifters which supply the phase

shifts necessary to farm the fan-beam responses of the component arrays.
[ N N ’

The outputs of the network are then qrdss~correlaxed to form the pencil-

beam response patterns. At some point prior to correlation and the

summing of element outputs which precedes it, these outputs must be

properly weighted to achi;ve the desired aperture~illumin$tlon.

5 Among the opt{ons available for accomplighing the fan-beam
formatio; are networks of analog phase shifters, an excellent exampfe of
whi;h is the Holongio‘Cross system, and digital phase shifters using
shifi registers, as employed In th§ Flark Lake Teepee Tee. The digixal
approach¢woulq;§ppear to have an advantage” in area;qsb;h-as‘

- »

reproducibility and programmability. Digital §ignal processiné in ]
, . ’ J
general seems very promising as a means of realizing the full capability
of the array and minimizing the excitation errors. Another gossibility

v ’ .
in the signal processing area is electrooptical processing [75]. In this

caée,'the array uould.be operated as a correlation array (see Sec. 2.4.1)
) . 2

and no phase shiffers would be needed for Bzgm'forming

From the forcgolng, it can\be seen that no definite statements

[y

~

concernlng excltation errors in the flnal stages of signal processing

can be made at this time. Thls belng the case, it is wise to budget for

-



\ ,
errors fairly generously here. Work with the Molonglo Cross indicates

that r.m.s. errors encountered in the Beam-forming system were of ,the
order of 0.1 dB in amplitude and 0.5° in phase [12]. These figures can
likely be improved upoh, but we shall adopt them pending further design

work in this area:
A = 0.012 (0.1 dB)
= (.5° . ) (4.17)

These estimates do not seem pessimistic when it is recalled that they
must also include errors in setting the array grading (amplitude
weighting of the elements), and in equalizing the differential phase

shifts arising from multiplexing (Sec. 4,3.3).

4.6 Summation of Excitation Errors
The error estimates arrived at in the preceding sections are
summarized in Table 4.1. The entry for transmission line phase errors

»

due to temperature changes assumes that the temperature Is near an

extreme value, and was determined as follows: The f.m.s. phase error for

signals transmitted on an IF channel centered at_fk‘NH; is 0-72fk°, as

€

given by equation (4.8). The r.m.s. phase error for the ensemble of m

FOM channels is then -
»

<

1F) rms (4.18)

L% 906 12 1172
8 s = [';szo.nfk) 1'7¢ = o0.72(f

-~ \
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Table 4.1 Summary of Error Estimates

—

Estimated.RHS Excitation Errors
] . :

Source of’ ) :
ErroéS' Phase .Fractional/d3
(Degrees) Amplitude (x10 °)
input Bandphss Filter 0.5 10
First Mixer/Preamp 0.1 5.8
First Mixer: LO Errors 0.1 *\) : 5.8
Transmission Lines: -
Measurement 0.1 ' 5.8
. Temperature (see text) ' 1.3 -
Crosstalk ‘ ) 0.1 1.7 \
1mpedance Mismatch A 0.2 3.5 /
Multiplexing: K
’ JnteF;channel Crosstalk 0.1 1.7
IM Crosstalk - 0.1 1.7
Second Mixer (incl. LO Errors) 0.1 4 (;.8
Output Bandpass Filter and 0.2‘ 5.0
~IF Amplifié?sa,f/’ ‘
Beam-Forming Circditry‘ 0.5 | 12
Estimated Overall 1.6 . . 20}6

RMS Errors l ’ (0.026 rad) - (2.1%)
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The number of channels m and the frequency allocations fk are not yet
known. For this estimate, we shall assume that m = k; with channels at

1.0, 1.5, 2.0, and 2.5 MHz. Substituting these values for f, into (4.18)

k
. o
yields érms 1.3,

The overall error estimavs of Table 4.1 were arrived at by

making the usual assumption that the individual error sources are

independent, so that the total r.m.s. errors are simply the square root

of the sum of the individual mean-square values.

4.7 Other Sources of Error

In spite of the {arge number of error sources just considered,
we’have not yet exhausted the possibilities. One such source is delay
errors, which lead to a loss of correlation for nonzero system béndwidth
even when the phasing is perfect; These errors, which are considered in
Sec. 5.3, are similar in some respects to the amplitude errors discussed
in this chapter, but'th;y do not ar;;; in a random fasﬁion and hence are
more controllable than fandom amplitude errors. A few more effects .which

tend to raise the array sidelobe levels above those of the no-error

pbttefn ére briefly examined Sélow.

§.7.1 Positional Errors

Any imperfections in p;sltioning the array'elements will tend to
cause a rise in sidelobe ievelé. Positional errors may in fact play a *
larger role fn sidelobe livefaaéterioration than phase and ;mplitude '
errors unless adequéte_care is taken in thevphysical construction of the _

B S

array.
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The effects of both positional and electrical errors in two-
dimeqsiona] scanned dipole arra*s h;be been studied by Elliott [76]. He
makes use of;a rectangular coordinate system and distinguishes between
translational errors in the placement of the dipole centers, and errors
in angular orientation with respect to their desired axes. The dipoles
are infended to lie parallel to the x-axis; the orientation errors are
defined in terms of the angles between the x-axis and the projections on
the x-y and x-z planes of the actual dipole axis.

Assuming that the translational errors are normally distrjbuted
with the same standard deviation o, (in wavelengtHs) in all three
coordinates, it can then be shown thaf such errors have roughly the same
effect on sidelobe levels as an r.m.s. amplitude error giQen by

kool

Alns = -:;:- (4.19)
2

where k = wave number = 21
o] A

o ) |
A, = delign wavelength of the array | T

Similarly, errors in orientation as defined above, with standard

deviation Oy have the same effect as an r.m.s. phase error of the same

§

magnitude:

= o, \ ‘ (4.20)
J
We shall now determlgé the bounds onlu] and o, which will limit
the effect of these errors to an equivalent of no morce tﬁan a 103

increase in the overall r.m.s. amplitude and phase errors, respectively,

"estimated in Table 4.1. For amplitude errors, we arrived-at an estimate

. *

1
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-2 . . .
of 2.06 x 10 “; assuming that the positional errors are independent of
the electrical errors, we require that

k g _
[(2.06 x 10792 + ( 2L1)21V/2 . (1.1)(2.06 x 1072)
: /2
or, o, s (2.1 x 10-3))\o (4.21)°

N

At the design wavelength of the Tee array, Ao = 24,2 m, this becomes
9 € 5.1 em - (4.22)

For the phase excitation errors, we had Grms = 1.5°, so that the

-

criterion for orientation errors is, using (4.20),

[(1.5)2 + (02)2]‘/2 < (1.1)(1.5) ‘ .
or,’ o, s 0.7° | - . (4.23)

The figures in (4.22) and (4.23) are indicative of the tolerances
which must be placed on element'positions if severe sidelobe degradation
from this source is t6 be avoided. It is clear that accurate surveying
aqd constrﬁction practices which emphasize physical stability will be
necessary. Positional errors will assume even greater significance if

the electrical errors are reduced by means of the compensation methods

outlined in Sec. 5.1, -
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L.7.2 Mutual Coupling of the Array Elements

The dipole elements of the Tée array have thus far been considered
;dﬁbe ideal in the sense that their properties remain identical and
invariant when they dre placed into the array environment. Unfortunately,
this ideal situation cannot exist in practice. Due to mutual coupling,
the elements will not all have the same impedancé; furthermore, their
iﬁpéﬁances will change with scan angle [77]. The resultlng lmpedance

mus&atches in the feeder can cause a marked change in the properties of
( ,

{ :
the Q(ray. (“

The most serious effect in most cases is a decrease in gain of
the array due to reflection of ;bwer at the mismatch. Another effect,
which is of greater concern in the context of this investigation, is the
altering of the excitation distribution of the array. If the array were
infinite in extent, all elements would change.identically and only the
firgf effect would appear (barring iﬁdirect effects on the excitation
re;ulting from changes in the feeder system). For finite arrays, edge
effects assume an impo;tance which depends largely on the dimensions of
the particular a:ray under consideration. - v

In the case of th; Tee configuratfon,‘fhe array is virtually
infinite in extent along the long dimensions as far as the vast majority
of elements is concerned, and the mutual coupling will have only a
§Iight effect on the component array patterns in their respective array
planes (excepting gain reduction). However, edge effects are much more
prohinént across the narrow Qidths of the arrays, and some changes in

ithe‘broad diménsionsiff the fan beams will occur [7]. fhe effect on the
miTée pattern would likely be a rise in relative sidelobe levels,

N

particularly near the array planes, as the beam is scanned from the



o

\

zenith. Due to the close north-south element spacing and the narrow width

of the edst-west array, the changes in pattern should be most noticeable .

in.tHe north-south array plane.

In addition to the effects just mentioned, the changes in element
impedances with scan angle.may have an indirect effect on excitation
errors. Since the antenna element provide§ the input termination (through

-
a matching device) for the input bandpass filter, a change in el;ment
impedance will undoubtedly alter in some fashion the phase and amplitude
cheracteristics of the filter. Here again the edge effects are most

important,.since they lead to disparitfes in the impedances seen by

different filters. This fact was recognized when the r.m.s. errors in

A\l

the filters were estimated in Sec. 4.1.1, but it is not certain that the

allowances made were sufficient.

- A detailed study of mutual coupling is beyond the scope of this
thesjs. The importance of conducting such a study, and of relating the
res;lts to the chaﬁges in afray excitation to be expected, is clear from
the preceding comments.llf the effects are found to be significant
compared to those of the other excitation errors discussed fn this
chapter, it ma* be necessary tp develop soﬁe means of reducing the
elément impedance variations. One of the most successful techniques of»
improving the impedance.matching ¥br‘variations in scan angle has been

to interconnect adjacent elements with lossless passive networks

s

containing distributed or lumped components [78].

h.]tj‘ Miscellaneous Error Sources
. Certain of ﬁhe feeder system components are not explicitly

accounted for In the excitation error estimates of Table 4,1. in some
— e CE

PR R
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cases these components can be considg$ed, for the'burposes of L
measurement and adjustment, to be an integral part of some other
component which is listed in the table. For example, the power combiner
and power splitter which terminate each transmission line ha‘%_not been
distinguished from the l}ne itself. Similarly, baluns or other antenna
matching devices needed have been inc]uded as part of the input filter.
Since Ehé remote electronic stages will be located in close
proximity to the antenna elements, excitation errors arising in the
gables which link the two ;hould be relatively insignificant. However,
it must be kept in mind tﬁat if the elements are grouéed into sybarrays,
then remote-controlled variable phase shifters (usually switched
lengths of cable) are required at this point in the feeder system.
These phase shifters are actually part ?f the Qeam-forming circuitry,

for which error allowances have been made, but the excitation errors are

~

likely to be somewhat greater than in the case where all beam férmation
is done at the observatory.

In §enera!, overlooking a fe& sources of small errors will have
a negligible effect on the’overall estimates. For instance, if an
additional r.m.s. phase er;or of 0.2° from an independent source were

included in the estimates of Table 4.1, the overall r.m.s. phase error

‘estimate would increase by less than one per cent.
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CHAPTER §

ERROR COMPENSATION SYSTEMS AND SIDELOBE CALCULATIONS

In this chapter, possible methods of dealing with phase,
amplltude, and delay errors are examined and evaluated. In particular,
techniques for reducing certain of the excitation errors assessed in
the previous chapter are investigated. An attempt is made to determine
how thg si&elobes of the array pattern will be affected by excitation
errors. |

\

5.1 Reduction of Excitation Errors

The basic approach to error reduction in feeding the array

-

consists of refinement of the measurement processes, accompanied by an
increase in the stability o} component parameters and/;r a decrease in
the time intérval bethen measurements The frequent periods during
which the lonospherié conditions are unfavorable for astronomical

observations can be profitably used to carry out, these measurements and

the accompanying adjustments. Some of the error reduction procedures,

<
L

however, would be extremely complex and time-consuming, especially
where the feeder system is concerned. It is therefore worthwhile to
investigate the péssibllity of developing an automatic or semi-automatic
system which maintains.a low level of excitétion~error.'5uch a system
may be categorized\according to whether it can operate conf}ndously,
coexféting with‘regular array operation, or whether it mu;t interrupt

array operation periodically in order to make adjustments.

150



5.1.1. Continuous Phase Error Compensation

In general, an automatic calibration system consists of thq
injection of a test signal of knbwn phase and amplitqae at some point
in each channel or multiplex group, recovery of the signal at some/}eter
point for comparison to a réference signal derived from the Priginal
test signal, and use of the result of the comparison to match,the: '
channel's phase and amplitude characteristics to that of the refgrence
channel. The phase shift of the reference channel need not be accurately
known or extremely stable, since we are only concerned with differential
errorsl A | } r |

If operation of the system is to be continuous, the test signal

3

clearly mugt be situated at a frequency outside of the passband éfﬁphe
receiver. For this reason, the scheme is not useful for-match{ng the..

’ . N

bandpass filier characteristics; this Is esSegtiaIly a transmission
line compensator on?y. One possible method §f {ﬁplementing the system,
is outlined in Fig.jé.l for-the case of two-channel FDM. The test
signal in this case is tﬂe difference between the two LO frequencies,
but there are nuﬁe?ous other possibilities for synthesizlhg-a suitable
signal. A separate distribution system for the test signal would be
somgwhat more accurateethan the use of'LO slgnaJs'for synthesis. At thg
output end of the ll‘;jafhe test signal Is'picked off and cémpared in é
phase dgtector to the reference signal, which was in phase with the |
original test signal béfore undergoing ; time delay T Thelﬁhase
detector output controls the'Vélug.of the variable.delay At, adjusting
it to produce z;ro pgase dlfferen;e'at the &etector, at which point the

frgnsmlsslon line delay becomes Tg- The actlion of the system Is similar

 t6 that of a phase-locked'loop.

151
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The most critical component of the compensator is the time delay
At, which must be contlnuously variable and have a sufflclently large ;
- bandwidth to encompass all of the FDM channels plus’ the test signal. To
determine the range of delay needed, we begin by assuming that alla
cables are trimmed after lnstallatlon such that thfir'time delax; are
fairly closely matched to some;value T, (within 1 ns or so) at a
temperatnre T_ near the'center:of the range of -50°C to +30°C. The |
value of T, will be about be about lé.65 us for 2.5 km of solid
polyethylene dielectric coaxial cable at -10°C. Trimming of the cables
to this accuracy can be‘ddne by the swept-frequency method [44], which
does not require special far-end terminations or feedbackvschemes.
Accuracy in this process ls not essential to the operation of the
system; it serves only to reduce.the range of variable dela} needed..

Figure 5.2 depicts the delay-versus-temperature characteristics
of the two cables in the transmission system which have the extreme
values of phase stability coefficient K p’ as deflned in Sec. 2.3.2(a).
The value specified for RG- 62A/U (Sec. 2.4.4) was -50 ppm/°C, with a
standard deviation of h ppm/°C determined from the assumption of +20%

EN v

tolerance on Kp. The extreme values correspondlng to this tolecance are

1 N

K (min) = -40 ppm/°C and K (max) = ~60 ppm/°C. We first assume the use
of a standard delay 151 whlch is lndependent of temperature; the range
of variable delay needed to‘&pmpensate.all cables/fs then

q.
\

.Ar(max) --dt(mln) = t_sb(max) PVTSO(m[n) |
_ | | i b

de’ -BOiCKp(max) x "l5l:na' (S.l) ‘:"
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This expression is onl; an approximation since ‘the delay-versus-
temperqture~characteristic of the cable will not be linear err such a

large tempe}ature ra;ge; however, in the case of RG-62A/U the expreasion

is reasonably accurate. The nonlinearity is caused by Kp,increasing with
te&berature, which will result in the actual values of T_SO and 130 |
baing smaller than those found by,usiﬁg the linear approximation, but

the difference between the two can still be dezérmined quite accurately
using the appréximate method. The standard delay Tsl can be set to any
convenient value that is larger than t_so(max) by a reasonable margin; -

for ex?mple, setting 151 = 12.8;.u§*wohld call for a delay At which is
variable over thglrange of about 170 ns to 230 ns.

- The range of delay needed can be further rgduced by making the
standard delay témperature-dependent, as illustrated b; the 152

characteristic of Fig. 5.2. In this case, the delay range needed is

2

At(max) - At(min) (max)”-'t_So(min)

T_So

130(max) - r3o(ﬁ\in)
= -hOTC[Kp(min) - Kp(max)']

»

= 12 ns : | (5.2)

-

Thi's resulg'holds only if the standérd delay has a temperature

coefficient near the mean value E;'for RG-62A/U, a logica! choice for

i . -
Tsz being a suitable length of this cable. o

There are a number of ways in which a voltage-variable delay fo:
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At might be implement?d. One possibility is a Iumped-i‘nstant delay line
with voltage-dependent components, such as a cascade of LC filter
section3” containing varicap diodes. Hannan et ai [79] have described a
delay line of this type whiéh ii variable from 150 ns to 250 ns and ‘
0
maintains a phase linearity of $2.5% over a bandwidth o_fki&MHz. This
exceeds the requirements for At by a considerable margin in both delay
and bandwidth.

The phase-linearity of the delay lin% is an important parameter,
since the success of the compensation system rests on the accuracy with
which phase shiftg set at the test fqeqdency arejtranslated into the
phase shifts needed to equalize the delay of each |F channel to the
standard delay (this should not be confused with equalization of the
phase differences between channels which are inherent in the FDM system;
we are con;erngd here only with equalizing the phasé differences at a
given |F between different ca61és). The effect of pﬁase nonlinearity in
the delay line will now be evaluated. .

Consider a transmission line having phase delay 1 (no dispersion’
wi thout the cghiensation'system. The phase e;ror for a chénne] at le
transmitted on this line is gﬁven by n

i

‘6 = 2nf (v - 1) (radians) © (5.3)

-

where T is,the ensemble average of the phale delays of the transmiésion

- °
¢ L3

lines. The r.m.s. phase error over all of the lines is .
t ° : . \ ‘

Ji- @92 G

/

K .'*Zﬂle[(T

rms - rm



157

-

We now include in each transmission line the phase compensator
of Fig. 5.1, with the test signal at frequency ft. Jn the line with

uncompensated delay 1, the test signal will undergo an additional phase
’ »

shift in the delay At given by
¢d(ft) = Z‘th(A‘r) = ZHft(TS- 1) (5.5)

Now if we had perfect linearity, the phase shift in the delay At at f'E
.v\

,tiwould be (le/ft) times the quantity in (5.5), but due to nonlinearity

.

we instead have a phase shift of

o]
04 (F1p) = (F/F) (0 + g (F)) (5.6)
where ¢ is a fractional linearity error. The total phase shift of the
line is ideally‘ZWfIFrs at f1F’ but the nonlinearity causes it to

become, from (5.5) and (5.6),

AUT L TS R LT

-

= 2nf + 2wf|F;(tS~ 1) | (5T7)

IF's

-
I f we assume that/fhe linearity:error ¢ has zero mean, then the mean

' /

phase shift is walrts, and from (5.7) the phase error.in a particular

: ‘ }
channel of the compensated system is

/_-

6c =/ 2nf'Fc(ts- 1) ' . (5.8)

g

2
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and the r.m.s. phase error becomes

6) = anf e ()P -2x T+ )UYE 59)

c’rms IFcrms rms

14

1 f T, = ;: which is the case if the Tg characteristic is used and“At-is
2

not too large, then (5.9) can be approximated by

(6) = ¢ & | (5.10)

c, rms rms - rms
~

where Grms is the r.m.s. phase error in the uncompensated system, as
given by (5.4).

Since the phase error is reduced by a factor roughly equal to the
r.m.s. fractional linearity error, satisfactory operdtion should result
from maintaining the linearity of the delay lines within a few per cent.
There is little point in attempting to achieve better linearity, since
the phase errors from this source will become dominated by errors
elsewheré in the compensation system. The uncertainty in the phase of
the injected test signal§ will be the major source, the error here
likelyﬂbeing of the order of 0.1° r.m.s. if a high-quality distribution
system is used.

It is probable that the worst-case r.m.s. phase error resulting
from delay variations in the transmission lines could be lowered by use
of this compensation scheme to about 0.2° from the previousiy estimated
value of 1.3°. This would reduce the bverall r.m.s. phase érrdr estimate
(Tabl; 4.1) from 1.5° to about 0.8°. More important, perhaps, than the

actual reduction of errors is their increased stability and the

~elimination of the enormous task of periodic readjustmeht of the



¢

\) >

electrical lengths of the Yines. The initial trimming of the-lines would
also be simplified.

- There are a number of difficulties which would have to be overcome
in implementing this compensation system. One potential p}oblem is

associated with the assumption made in the preceding analysis that there

- is no significant dispersion in the transmission lines over the frequency

.range of interest. If this assumption is not valid, then one cannot assume

that T(ft) = r(le), and equation (5.8) must be replaced by
6= 20F L) [T (F)-T(F )] + (0) [x,=x(F )] (5.11)

where x = r(le)/r(ft) is a measure ofy the dispersion in the cable. It

is clggr from (5.11) that dispersion will tend to increase the r.m.s.
phé%épzrrors, but the increase is not serious provided that x does_not
exceed 0.0] or so. Judging from the discussion of dispersion in Sec.3.3.4,
this criterion can probably be met by standard coaxial cablés such.as

RG-62A/U.
Another possible source of problems i§ IM distoftion in the
seeﬁnd’mixer due to products generated by the test signal. The test
signal-to~noise ratio must be quite high if the compensator loop is to
achieve low phase errors, so that we are injecting a relatively stréng
signai into the FDM spectrum. The choice of ft must be made carefully
in order to minimize this problem. ‘

Recently developed continuously-variable analog delay lines using
the “bucket-br}gade“ concepf offer possibilities for delays having lower

cost and bqtteh reproducibility- than the lumped-constant type mentioned

above. Bucket-brigade delay lines can be synthesized from discrete ‘



componénts [79], or integrated on a chip using bipolar [80], MOS [81],
or gharge-coupled device [82] techniques. The major drawback of this
method for the present application is that it makes use of sampling; the
delay line consists basically of a series of sample-and-hol& units
forming what might be thought of as an analog shift register. As in a
digit?l shift register, the delay time is a functién of the clock
frequency (sampling rate). A filter is needed at the output of the delay
line to attenuate the unwanted products generated by the sampling
process, which would otherwise add to the IM problems in the second
mixer. The filter does not have to be an elaborate one, particularly if
the sambling rate is well above the minimum (Nyquist rate) of twice the
highest frequency present in the FDM spectrum; if channel filters are
ingluded in the FDM system, they would serve the purpose nicely.

If the FDM system parametefs remain as given in Sec. 3.3.1, then

the Nyquist rate would be in the neighborhood of 6 MHz. |t would be

-

preferable to use a sampling rate of at least 10 MHz to keep the sampling

sidebands well separated from the original spectrum. For n bucket-brigade

stages, the delay line provides a delay variation of [79]:

n ,
ar(max) - At(min) = —— (1 - 4 - (5.12)
2f _(min) a
s
where fs(min);= minimum sampling rate used (not the theoretical minimum)
as= fs(max)/fs(mln) '
For example, if we had n- = S,ffs(min) = 10 MHz, and fs(max),= 10.5 MHz#
then the delay would be variable from }38 ns to 250 ns, thus providing
the 12 ns range called for in equation (5.2). The sys;ém is obviously

- \
very flexible, with the delay range adjustable simply by changing the

-t -

<
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frequency range of the voltage-controlled clock osci]]ator. The present
maximum frequency of operation is of the order of 5 MHz fér MOS and 20
MHz for charge-coupled devices [83], while bipolar bucket-brigades have
been built [80] which operate at 30 MHz or more. Much of the research in
the field of bucket-brigade electronics has concentrated on overcoming
problems such as incomplete charge transfer [84] whose effects manifest
themselves when the number of stages is very large, but these limitations
should be of little concern,{n this application since only a smali
number of stages is needed. Other aspects of the devices such as noise
figure would have to be investigated more closely due to the low level
of signals involved.

In summary, the phase compensation system described aﬁpegrs to be
feasible, its chief disadvantage being that its use is limited to the
transmission lines. The design of the system is such that it could bé
omitted in the initial phase of array operation and added at a later
date if it js felt to be needed. An amplitude compensation system based
on the same concept could be developed if the diéparity in cable
attenuation-temperature coefficients proves to be larger than anficipated:
Neither type of compensation system seems promising as a basis for an

automatic FDM equalization scheme.

5.1.2 Discontinuous Compensation Systems

A more ambitious compensation scheme uiilizing a test signal in

" the ceﬁéér of the radio telescope's paésband has some distinct

'advantages over the system just described. More of the tfgnsmission and
signal processing cfrcuitry can be included in the compgnsatiqn'loop,

and a continuously-variable delay line is not required. The phase-and -
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amolitude equalization needed for the FDM system can also be provided by
such- a schemef On thelother hand, continuous operatjon of this type of
' .compensation system is'not possible, and one must therefore deal wijth
the compﬁications arising from periodic interruptions sin observations.
Since-eaqh channel is compensated separately, the system is a rather
complex one.

One possnble compensat ion system is outlined in Flg 5.3. As
-usual, only two FDM channels are shown for: clarlty This system is
similar in some respects to one descrnbed by Smith [85] lntended for
coherent feedlng of widely- spaced antennas; however, in the lafter

system.the a}?EFHa_output and the LO signal share the same transmission

path, no ampli{ude compensation is included, -and no multiplexing of

'K
®

antenna outputs is involved.

The operation of the~compensation system is- as foildws: A testJ
signal-at the‘center frequency of the array is generated b*gan'oscfllator
at the observatory and distributed to the’arraj elements by means of a“' -
distribution system sfmilar to those dsed for the L0 signals. The test
signal is coupled into the remote electronlcs in place of* the antenna
‘output, and it is plcked off after thansm|55|on at a po:nt precedlng the
beam-formnng circuitry. The phase shift of the lntervenlng path is
compared to a reference phase shift, and the phase of the LO, sngnal at
the second mixer is adjusted until the two become equal A similar
,feedback scheme standardlzes the channe] gajn by sett!ng a variable d E
attenuator. NS
- The swutching needed in the compensatcon system would likely be

provnded by diode swutches, al though electromechanlcal devlces are also

a-possibitity, particularly if a lightning protectlon,system (Sec. 2.5)
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is incorporated into the switching arrangement. Theftime spent In
""compensation mode'' depends on the response times5 of the phase- and <:/\\
amplitude-control loops; since . the changes needed will be small,‘the ’
compensation period will probably be of the order of a second or less,
so that the reduction in observation time would be negligible provided
that the compensation is not performed too frequently. ltlis important
that the phase shifters and atgenuatprs have memory, allowing them to
hold the values reachee during compen§Etion mode uhtfl the next -
compensation pepiod. |
It should be noted at fhis point that the LO signal at the second
mixer could be produced by a voltage-controlled osc?llator (vCO) rather
than derived from the first LO via a phase shifter as shown in Fig. 5.3. ”r\
We would then have 'a phase-locked loop configuration known as a (7/>
transiag{on loop [86]. If the Toop filter is of second order, the \Joop
" will have frequency memory; that is, the VCO will tend to }epain at :FE‘
locked frequency when the input sfgnel is removed, by virtue of the
k charge stored in the lntegrator However, due to voltage offsets and
other. imperfectlons in the phase detector and lntegrato? ‘the VCO will
slowly be driven away from its initial frequency. Because of this drift,
" the interval between compensation periods would have to be kept very
small A phase shlfter operated by some type of seryomechanism wpich
latched between compensation periods_would prpbably provide superior
performance. From the s’w@ndpoint of‘hanges in the fransmission system,
'.the interval could.llkely,be several minutzg, but ‘the lh!itagions in,
memory of the devices could prove to bé the ' llmltlng factor.

4" Output from the  test oscillator may have to be reduced during

- “''observation mode' in order that radiation and switch leakage do not

g .. .
. T @.
a o A
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result in a detectable signal in the receiver. There will undoubtedly be
technical problems to be overcome in connection with the-switching, such
as transient suppression, but none of these are seen to be insurmouhtable.
To estimate the phase excitation errors which wiil occur when a
compensation system of this type is employed, we return to the estimates
of Tablg;h.l. There are several sources of phase error which are not
included in the cempensation; in this category are IM crosstalk, inter-
chennel crosstaik, and tHe beam-forming circuitry. For other sources,
such as transmission l;ne reflections and inter-cable crosstalk, the
.compensation is correct only at the center frequencr of the channel.
It may be possible to lower the errors in the beam-forming system from
the previousiy-estimated values since this system is now relieved of the
task of providing FDM phase equalization, but no reduction will be
assumed here. The r.m.s. phase error within the compensation system

should be about 0.2°, resulting main]y from errors in the test signal

distribution system. Using this value and the estimates of Table k4.1 for

) -

the uncompensated error sources, the overall phase error estimate becomes

s = 0.6° : (5.13)
It must be ert ir mind that those error sources which were excluded
‘Jfrom the original estimates (i e,, positional errors; mutual coupling,
and various unforeseen sources of small errors) ta;e on even greater
srgnlficance here, and this estimate should thus be treated with caution.
~
lt has not yet been shown that the'phase compensator performs

adequately over the full bandwldth belng transmitted. It is likely that

the compensatlon will become Iess effective with increasing departure
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froh'the center frequency, and we must ascertain whether ‘this will
significantly affect the estimate of (5.13). The tétal phase shift in a
given channel is made up of frequency-dgpenaent terms such as those
resultingjfrom the filters and transmission lines, plus termé which are
independent of frequency (due to LO pﬁase at the mixers). It is thé
frequency-dependent phase shifts which concern us here. y

f

We begin by. examining the action of fhemcampensator for/changes
.in the transmission lines, ignoriﬁg for the momeht the other séurces of
’phase\shift in the channel. In a particulafxbhannel who;e transmission
line is id?ntified in the following by the subscript 1, the total phase
shift at the center of the IF passband fj may'be—expressed as

.. = Z"ijlj + A¢‘j (radians) . (5.]4)_

1]
where T, . = the phase delay of the line at f,
1 ¢ Y ]
84y ; = the remainder of the channel phase shift, in%&in&the '
"variablenphase shift of the compensator : ,

The action of the compensator is to adjust A¢lj such that

| ) ) L2

;% e ~ A - (5.15)
where Qs is the standard phase shift as shown in Fig. 5.3. Similarly, in’
a second channel transmitted at fk over a cable having phase delay rzgat -
this frequency, we have a phase shift of . - _ i

PV ’ ‘ \
Sk ™

2nfk'Ier'+ A¢2k = 0 ; (5.16)

b
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and °Ij = 0y, 35 desired.

~®  Let us now examine the situation at the frequency fo + Af, which
corresponds to fj - 4f and fk - Af in the first and second channe[s,
respectively. Assuming_th;t Af is sufficiently small that tﬁe phase
&elay‘at fj - Af does not differ.appreciably from- the delay at fj’ the
phase shift in the first channel atefj - Af s

o, .(f. ~ Af) = 2x(f, - Af ~+ .
. IJ( ] Af) n( i T )T]J A¢IJO

\\

= ¢s - 2ﬂAfrlj : (5.17)

A similar exbression applies to the second channel. The difference in

phase shift between the two channels is’

A = |o].j(fj - of) - o) (f, -“Af)l

| o (5.18)

= ZﬂAfITZk - le

If we assume for the moment that the delays in (5.18) have thé“same mean

x@.s. phase error at f_ + Af is given by
DA

4Vvalue T and r.m.s. value T ns Independent of channel frequency, the

8 = 200F[(x )2 - @22 © (5.19)

Comparing this expression to the r.m.s. phase erro;v?or uncompensated
\ . § A s \ . ‘
cables given in gQuétion (5.4),, we see that (5.19) is identical to the
latter extept for a Teduction in magnitude by tle factor Af/f'F,

& v - -
. : . ’
L4 B
M -
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.

The dominant cause of random delay differences is the spread in.
phase-temperature coefficientuKp amongst the cables. In Sec. 2.4.4, the .
uncompensated error from this source was estimated at 6rms = 0.72f|F°

for RG-62A/U cable near the extremes of the temperature range; in ‘the .

case of compensation, the error is eliminated at the center f requency
- » . . 4\!‘
and, according to (5.19), it is reduced to

B ] | - &
Grms 0.724Af degrees (5.20) \\

«

.- ~

at the frequency f + Af, where Af is expressed in MegaHertz. At the
extremes of the maximum bandwidth of 200 K%s;we have Af = 0.1, which
corresponds to ‘an r.m.s. error, from (5.20), of 0.07°. The error is

proporfionately smaller as the center frequency is approached. It is

¢

clear that the compensator will do an adeeyate jop_of reducing the phase
errors resultine from transmissio; Iine teggereture changes even when
the full bandwidth is considered, and no chang in the error estimate of
(5.13) Is called for. o

in the preegsing analysis, the assumption was made that the cable - -
delay is independent of frequency. wﬁaae this assumption isjfairfy |
reasonable for the small frequency changes Af which we, are COpsidering
'within a channel, there may be sufficlent disperslon present to
_Invalidate the essumgﬁion for the larger inter-channel differences. The
phase equelizatQOnfﬁeeded to combat:dlsperslée (see Sec. 3.3.4) is not
feliy provlded:bY“tbe cdmpensation‘system,'and delay differences.between
channels of 0;12\(about 13 ns) will give rise to band-edge phase.
B discrepancies of the order of 0. 5°, according to (5 18). The solution

v

would be to Insert a fixed delay of « - 'I -
-4 S -

[
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Arj = t(fl) - T(fj) . (5.21)

into each channel with le = fj (j=2,3,...,m); f‘ is the Jowest channel

L

center frequency, corresponding to the maximum delay. Whether this .-
. N .
expedient will be necessary depends on the results of dispersion

measurements to be made on the cable after allocation of the channel
frequencies. If the delay differences due to dispersion are reduced to
the order of.a few- nanoseconds, then no signiffzant deterioration in
phase exFitation should resulg.

The area in which the compensation system will be least effective

is in the bandpaés filters. The phase shift changes over the bandwthh

will not be simply a constant phase offset or a change in slope of the

-

phase characteristic. Although the compensator would likely provide some
measure of error reduction in moét»instances, the amount of reduction is
highly dependent on the nature of the changes. 1f, for example, the

phase phanges resulted from a shift .in overall filter. -response to a

K
sllghtly dlfferenf'center ffequency, 4hen V|rtually complete compensation

is provided by a constant phase shift*if the filter's phase characteristic

‘is approximately finear. On the other hénd, if the changes appear at the

.

Hénd edges but not at the center frequency, the com;ensator wil fajl to
proyide'any error reducfion. The- actual perfo}mance will lie somewhere
7betweeﬁ these nud ext}emes: Suppose we chpose a.conservative estimate of *
25} reduction.bf ﬁhase'érfors (r.ﬁ.s.) in the,bandpass'filfers; then,

~

using .the esqimafés of Table 4.1, the estimate 6f4(5.l3)'fof overall .

phase error in the ‘compensated array, is

6 . = 0:7° ' ‘ o ‘ (5.22)‘
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One remainiég component of the transmission system whifh has not
yet been considered is the amplitude equalization network (Sec. 3.3.5).
This is basically a highpass filter, but it will not have an abrupt
attenuation characteqistic, and its phase slope will likewise be quite
gentle. The change in phase shift over an IF passband.will probably be
only a few degrees; in contrast, the four-stage Butterworth input filter
hfs a phase shift whfch varies from -180° to +180° over #ts 3 dB
bandwidth. The equalization network QOes not appear to pose any problems
ip regard to the effectiveness of the phase compensator.
The amplitude compensation portion of the compensator shown in
Fig. 5.3 is perhaps of less Importance than the phase compensation, but
it would nevertheless be very useful. In particular, it would supp lement
the amplitude equalizer, making it adaptive to small changes in the
channel gaias. I'f the test signal distriaution system is similar to the
one describea previouSly;for LO distribution, the r.mi:. amp]ifudenerror
\ ; . .

within the compensation system would be expected to be about 0.05 dB.
Like the phase compensator,”the ampli tude compensator becomes.leSs
effectlve as the bandwidth lncreases, and this. estlma;e may thus be

. overly optum?stlc. Agaip it .is the fllters which are most problematlc'
however. ;he amplitude‘cﬁaqges max*?ngvs gp be more amenable than phase
changes to compensation at a single f;ehuency. For5ins£ance§»one chaﬁge
Aexpected in the input'filtef is avvariat{on'in insertion loss caused by .
the dependeaqe of inductor Q factor on temperature. This change is

~uniform over the passband and fhe combensatlon wiil hence be fully‘

&

effective. If the r. m.s. amplitude errors |n the filters are assumed to

. o

be reduced to approxlmately one-ha‘f of ‘their estimated values with no
.

- compensatjon" and the other errors in the compensatqr are es;imated at

LI



5.8 x IO_3 (0.05 dB), then the estimate of Table 4.1 for overall r.m.s.

amplitude error becomes

VA = 0.014 (1.4%) | ‘ (5.23)

rms

»

This error is doﬁingted by the r.m.s. error in the beam-forming
circuitry, which was previously estimated at 1.2%; if this figure can
be iﬁproved upon in practice, the reduction of amplitude error levél to
less than that gi;en by (5.23) ma?;;e possible. '
| On the basis of this preliminary analysis, a.discontinugus
compensatioﬁ system would seem to be a highl; useful adjunct to the

array feeder system. There do not appear to be any insurmountable
obstacles to implementing such a systém, but experimental work will be
needed to confirm the feasibility of fhe dﬁ;ign and to study the
technical probléms involved. It may seem odd th;t the -overal] phase

error reduction provided by this more elaborate compensator is ;pparently
not a great deal better than For the continuous c;mpensator of the
previous section. The fact éhat the phase error es;imates differ only
slightly may be attributable in part to more pessimistic error eséimates
in the case of the discontinuous compensator, but the méjor reason is

’

again the dominance of the beam-forming circdiitry as a source of error.

R
h N

There is another distinction between the two compensator systems
which shéuld be kept in mind. Manylof the original error estimates of
Chapter % weré made wlth fhevproviso‘that calibraﬁioh procedures be
carried out frequéntlylenough to maintain fhe erfor levels given. Since

the, continuous compensaEOr'inqludes‘only the transmission’ lines, the

requirement’ for these~pr6cedures still remajins insofar as the other

171
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components are concerned. The discontinuous system, on the other hand,
includes many of these components, notably the remote electronics; the
need for frequent recalibratidn is thereby reduced or eliminated in
these cases? In other words, the discontinuous compensator is superior
in terms of maintaining a low level of excitation err;rs over &
substantial period of time without demanding large amounts of time and
labor on the part of the operators. This aspect of maintainability is of
the utmost importance; because of it, a compensation system would
definitely be an asset‘even if it provided no reduction in excitation
errors. One further advantage of the discontinuous compensator is that

it eliminates the neéd for having the same LO pﬁése, or at least a known f
phase, at each first mixer. The requfrements on LO amplitude uniformity
can also be eased somewhat, but large departures from the nominal
éonversibn gain'are not acceptable. The L0 distribution system must have
good short-term phase and amplitude stability, but it is no loﬁger
necessary -to carefully choose the coupling points and adjust attenuators
in qrder to gét suitable LO signals. Of course, the previous

specifications demanded of the LO system are now transferred to the test

signal distribution system, but there is only one of these, compared to
Ed N . . .

the m LO distribution systems needed for m-channel FOM transmission. In
this respect, as well as its abil ties in the area of equalization
ment ioned earligr, the existence of a discontinuous compensation system

would make FDM ;ransmi%sion a bonsiderably;moreuattractive.proposition.

i - - -
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5.2 The Effects of Excitation Errors on Sidelobe Levels

e
Up to this'point, no aftempt has been made to relate the

excitation errors to the antenna pattern produced, ner has'the pattern
needed to fulfil the astronemical objectiv;s of the array been explicitly
statee in terms of sidelobe levels. The reason for this omission is that
complete answers to these quesfions are not yet available, and mucn.work

remains to be done in these areas. Some studies of the effects of‘errors
on the patterns of the individual compbnent arrays have been carried out

[5], but the pattern of the Tee configuration after cerrelation has yet
to be examined. Aé mentioned in Sec. 1.3.2, some criterja c&%cerning the
' neeessary r.m.s. sidelobe level have been formulated [2], but they have
-not been related to the particular power pattern of the Tee array. The
intention of this,Section'fs to make a brief statistical study of the
effecf§ of excitation errors on certain sectors of the iee,pattern,fin

P .

the hope of gaining some insight into the effect on the array pattern in

general of errors of the magnitudes estimated in the preceding work.

5.2.1 Sidelobe Levels Off the Array Planes (

We begin by considering the component arrays separately, under
.. the assumption that they are rectangulér“arrays Uu\physfcal tapering)
" with Gaussnan electrical tapering (to 6% |n voltage at the extreme ends

* relatrve to the intersection of mhe Tee) on the long dlnens:ons and no

Hfaperlng on the short dtmenSIOns. The level of the sade!obes in the

-. o

$a-error patterns of ‘these arrays has been shown to be of the order of

4

-85 dB |n.d|rections which are well away from the fan(Eﬁpms [5].

fxcitation errors are now introduced, the sidelobe levéis will rise.

* ]
- ) N ~

i

(:’)’ .
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The field intensity v in a particular direction now' gcomes a random

variable whichl is described statistically by a modified Rayleigh
. >

ijpbability density function (p.d.f.) given by [87]: -

2 2 2
p(v) = TZv/oz) exp[-(a“+ v )/oz] IO(Zav/o ) (5.24)
where a = the field intensity of the no-error pattern in that direction
Io(x) ='modiffed Bessel function of the first kind of order zero

ard the parameter 02 is related to thqdfxcitation errors by .

A

A
-2 2 \2 2 32 e
o [a )7+ )] Z(gpd), 170} 9q) 15.25)
p R P,q A
N ,
where Arms = r.m.s. fractional amplitude error
Grms = r.m.s. phase error, radians.
qu = voltage weighting of the array eigment whose position is

denoted b; the indices (p,q)
The factor multiplying the sum of the meén;square errors in equation
(5.25) has beén gomputed to be 1/905 g;r the cast-west array and 1[1150
for the north-soutH array, assuming the use of the Gaussian electrical'
taperipg as described at the beginning.of this section.

For that part of the apray pattern where the contribution of the

errors to the field intensity predominates (v% >> aZ). equation'(S.Zﬁ

R ".l
=~ :
* 3 M

can be simpliffed. Since I _(x) = 1 for small arguments, the p.d.f.. o
(5.24) approaches the Rayleiéh p.d.f.:
A Y

p(v) = (2v/6?) exp(ftzqu). - ‘ (5.26)

e
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" The power pattern of the Tee array after cross-correlation is

equal to the product of the voltage patterns of the component arrays,

so that if the north-south -and east-west arrays have normalized field

intensities in a given direction of v, and v, respectively, then the

normalized power pattern of the Tee has the value W = ViV, in this

..direction. In directions where the statistical patterns of the two

arrays are dominant (i.e., away from the array planes), v, and v, may

be, considered to be independent random variables described by the p.d.

of equation (5.26). The statistics of the Tee power pattern for these

directions can thys be described by the p.d.f. of the product random

N

variég]e w [88]:

_ +o
p(w) = [ {[P(v])P(W/vl)]/Ivll}dv]

\

+x

]

since p(v) = 0 for v < 0. To simplify the analysis, we shall assume that

p(v') = p(vzf, ignbrinb the difference in 02 for the two arrays.
Substituting for p(vl) and p(ﬁ/v]) from (5.26) into (5.27), we get
boo® a2 ] 2
p(W) = (WW/o") [ exp{(-W/o )[(V]/W)+(W/v])]}(dv]/v])
0 .

3 .‘ {
’ v «

?

I'f we' make the substitution u = loge(yflw).,xhis becomes °
s e
‘ P(Y) = (2N/qé)[ exp[(-ZW/oZ)(cosh u) ldu -

-0
o

.

T -

].O{Ip(v,)p(w\:.])]/v,}d\»l | o, (52D
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or, p(W) = (Qw/oh)f eXD[(‘ZW/oz)(cosh u) Jdu (5.29)
' 0

Using the relation [89)

K (x) = [ exp[;x(co$h u) Jdu (5.30)
° 0

where Ko(x) is the modified Bessel function of the second kind gf order

valid for the directions'in which the statistical patterns of the

AN
.

3

t

‘,relatlvely unlform sudelobe level for these d:rectnons

zero, we can write (5.29) in the form

b(W) = (uw/o“)Ko(zw/oz) (5.31)

This p.d.f. is shown graphically in Fig. 5.4; Fts shape is not unlike ,
that of the Rayleigh p.d.f. of equation (5.26). Since the mean value of
the Rayleigh- dpstrlbuted random varlables v, and v, is /“(012), the mean

sidelobe level js
ﬁﬂ - 2, .
= yv, = mo/h . ' . (5.32)

1t is important to realize tﬁa this is not an average sidelobe level

oyer*the power pattern, It is ra her an ensemble average for many

— .

identical Tee arrays wuth the samq r.m.s. excitation error-ﬂbvels. It is

cohpdhqht arrays domiqfte the no-error patterns, which results in 3
. Lo
R . \-
‘ A nllghtenlng functlon than the p.d. F is the>d|str|bution
functiq‘ﬂPI w ] glvnng the probabfllty that a glven svdelobe tevel w
wtll be egCeeded : af Vo . - ‘.“ . ) .

. . . e . . ) .
Cw . . . .
¢ ' r . ' . 'L . »
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. between the values compu@i;for th# two dsnponent arrays.

-]

[pW)aw

W
o

P[W>Wo]

(_k/ol')jww[Ko(zwoz) Jdw

(o]

f/ zKo(z)dz ‘ (5.33)

z
(o]

[

where z = éW/OZ and z = Zwo/oz} The,integra] in (5.33) can be evaluated

©

from tables '[90], yielding the relation

.
. 7

POGW] = 2 K (z) = (20 /o7)K, (2w /07) | "~ (5,34)
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where K (x) = the modified Bessel function of. the second kind of order one.

The distribution function in equatlon (S 3&) is shown in th 5.4

for two case;! one is for the excitatign error levels estumated ln '
ﬁ

Chapter 4 (Table 4.1), and the other is for the reducedﬁﬁrror'l?VgL§

., 8
v, -

resulting from the addition of a discontinuous compensation systemi;as?;
estimated in Sec. 5.1.2..The va]ue of 02, as‘d;fihed by equation (5.25),

was approxlmated by [(A ) +(6rﬁ;) ]/lgﬁ; which falls nearly midway

i

[}

Some 'of the saluenglfeaturei of ;hgtprobabllity distribution just

ot “ [

~derived are summarlzed'ln Table 5.]. I't can be seen from (5.32) that, the

¢ o

compensator should give an average reductlon in sndelobe level,pff the

v

'array planes of“about 5 dB Judglng from prellmlnary‘studles of the Tee

a
array patternvneeded to fulfil certain astronomical objectlyes [2] and

fvom tﬁe specifiéations placed on other'arrays sudh a% the Molonglo

+ LN

Cross [IO], the proposed array will probably requnre a sidelobe level of

-60 dB or better in these dlrections "To be reasonab]y confldent, say

/ _—
B ] ) - . - l-l'\,‘ ]

,
* ' . . : . ‘@ cuet

£
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Fig. 5.5 Probability of Exceeding a Given Sidelobe Level

i
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. ¢
' TABLE 5.1 Predicted Sidelobe Levels With andwithoutd;¢mpensation . -
' | o . S T
o Sidelobe Level (dB) Far from Array Planes -
F e ‘ . - " -
eeder P . [ 99%
System g ‘ Megn ’ Most Pro;a?]g anflde;ce
' v (-(g\fh)g o (=0.30%) (=2.90°)
. N /.f‘ L - o ‘
‘ | . . —7: “ ] . 4
) Uncompensa}ed {4 11.2 x 10 -61 -65 < ~55
(Table 4.1) :
CWith < ; - . -
Compensator: 3. x10 7| -66 | . -70 <-60
(SeC. '5. 1.2) ’ . ’ ' ' - ‘
. s , . 4
S :://:> " L o LT )




a4

. -for large x, we find that (5.24) approaches

‘very mych larger than the statlstlcal contrtbutlon, this p :d.f.

approaches the Dlrac<delta function, and the‘aPPfOX'mat'O" v = 3 can befg

180

4

902,5§hat this level is achieved, one must have r.m.s. excitation errors

no greater than about 1° in phase and 2% in amplitude. The use of the

'

compensator would significantly improve the chances of achieving or

[N

bettering the -60 dB level.

Al

5.2.2 Sidelobe Levels In the Array Planes

.

We now consider those portlons of the component array patterns
Bt ‘which the no';rror pattern is domlnant (a >> ¢ ) This leads to
another simplificatioh of the general p.d.f. of equation (5.24). Using
the asymptotic expression .

1 (x) > e”//2nx ' (5.35)

Y

p(v) = (1/0/0) expl-(v-a)%/o?] + (5.36)

. r

This is the p.d.f. for a'Gaussian. (normal) distribution with mean a ﬁnd

standard devuatlon o/«’ﬂ In directlons where the no-error pattern is

‘

<,
a. »

"

-Made. Thfa'fs the case for mos t of‘the fan beam resbonse.of a componendt,

‘sméQH and very large angles, as

{
array. The sidelobe level for a partidular zenith. angle ® in the array .
¥.

plane of array #1 (north- south) ,can, hence be glven, except for very\

W(e) = ‘v, a,(6) - B (53

; -
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where vy © the statistical sidelobe level at -large angles for array #1,
as described by equation (5.26)
a2(e) = no-error sjdelobe level in tﬁe fan beam of array #2 at zenith

angle @

The sidelobe level ip the other array plane can be similarly described
B

by w = V,y3y- The mainpeam of the Tee array is ‘assumed to be aimed in the
direction of the zenjth. To find the normalized fan beam response a; (8),
A oo ¥
we make use Of equation (1.1): (: L //EL,,///(/
?!_ ‘ : 7 v
sin["diNi(Sln 8)] - . - .
a;(e) = LT  (5.38)"
N.sinlnd; (sin 6)] L
4.
where N, = the number of elements across the short dimension of array #i v,
d, = the spacing of these elements, wavelengths

. o Q, . .
The distribution function for v, is found by inﬂsgﬁating the p.d.f.

in (5,26):

P[vi>vo] = fvp(vi)’dvi =\\ekp(-v§/6?) - ,_(5'39)
o ' » : )

‘To ijustrate fhe use of equation,(5,37), suppose we are intérested in
a Partucular dlrectlon in the north-south array plane for which thi'b

east-west -array fan beam has a reladive fleld lntensnty of =20 d8, or

82 = 0. 1 *We WiSh to pred:ct the sudelobe level of the Tee array in thns :

LR e L4

direcfjon; this is not pOSSlble but we can state the probability that a

ggven leyvel W'\Q not be . exceeded If, for example, we choose to.find the

4]

\

s'de-lobe level thCh we can be 953 certain of not excteding, we set . S

P[v >v ] = 0 05 in (5 39) and find that v, = |J730L.‘ReCal}ing_from Sec.
>:2- ' that @) - [(Arms) +(6 )_]/lléo. and substituting:v, = 1730, -
\‘-{.f a R K, o | I
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©

and a, = 0.1 into (5.37), we have ' R N
W= (0.1 (73 )2 (s )22 (s0) /2 -
SV S ems fﬁ; '
v
i "

1.7 x 10 (-38 dB)

,for the error estimates in the case of no compensation. In a similar

" fashion, one could estimate worst-case array plane response by choosing
e \ ) e £,
- a suitable confidence level, finding the corresponding field intensity ,

from (5.39), and multlplylng the approprlate fan beam response from
(5.38) by this field intensity. In connection with (5 38), the tentatixg

parameter values for the proposed array are N] = 8, d] = 5/8 (north*
_ south array), and N, = L, de = 1/2 (east-west array) - ko
! \ &
The analysns of thls and the preceding sectcfn appllé? only to

+

cer:§+n parts of the Tee array patterh~ furthermorep the effects of

.maknng changes in the ba51c array structure, such’ as the removal q?
'

elements for physical tapertng, cannot be deduced from these resd]ts

" Despite these Ilmltatlons, however, the results are |nd|cat|ve qf how

/

- i

well the array can be expected to perform, and they will’ perhagé serve , -

as a Stimulus for further StﬂdY in thls important area il

-

£ d

: ] 4 - o o - N o
5.3 Decorrelation and Delay Error Compénsation : //, o T
i oo I Ly . o ! : . - «

. ' ‘ /'. ’
In a two-element correlatuon snterferometeFT\the response in the

V dlrectlon of a gcven source is maximlzed by arranglng that the antenna
- |
butput signaJs resultnng from thls source are completely correlated at

the-detector input. If only a single frequency f is recev&ed, the Q5

X



v 4 -
. are ofs equal length. ) R : %

L) . ! y

I \4.'-~

" correlation coefficient: for the two sigflals is simply g

Y & cos 2nf 1 ‘ ' (5.40)

" where T is the time delay‘betwegn the arrivals at the two antennas of

P . s . y
the wavefront from the source. To achieve unity correlation, a phase

shift of ¢ = wao} radians must be inserted into the transmission line

.. .
of the antenna nearest the source, assuming that the transmissipn lines

°
>

+ If we now accept a rectangular bandwidth B centered on‘fg? the

. . . < e .
,cqrreWation coefficient departs from unity at frequencies othgr than fd’
- a..’:' - e \ . ‘i\ "'
“and it is now given by i Lo
- N A . . )
> . . . G .
‘ '31; b . - @ -
[ . N ) .
/% e y(f) = cos 2n(f - fo)r . MU . (5.41)
.- _{' ’ 4 ’ = " -

for a.given frequency f within thquan.'The overall correYation

’ i . . "
coefficien;’%s obtained by integrating (5.41) over the bandwidth:

L4

f - ) .
y(8) = [ y(f)af = -S-'—:-T-%'i = tinc 1B (5.42)

fl. .
where f’ = fo - B/2 and'f2 = fo + B/2. The loss in sensitivity which.

results from v(B) falling be 1ow unity is known as a decorrelation 10ss.
For unity correlation in-qhis case, a time delay t must be inserted into
the appropriate transmission.line.

>

In an instrument such as the proposed Tee array;thch is operated

as a cross-correﬂption phased arrayQ all of tﬁe*element 6utputs witﬁ)n

a'bemponent arréy_are phase shifted and summed before corre)atioh takesJ

& s 1
. . .
. il ’ ' c
&

-

3a .
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v / ‘ v
place; the output voltage of the north-south array, for example, could

L4
»’*be\gﬁg:fssed in the form

et = Ta v (0 | ©(5.83)
a,b

where Vabéx)'= voltage output from element (a,b) after phasing, due to
a point soufﬁe in a given dlrectton

g ab = welghtJng of'element (&,b) set by/{rne grading functton

-

Similarly, the east-west array has an output of “

VeuSt) = T g4V q(t) (5. 44)
c,d .,

--The correlator performs thjl[unEtlon of multlplylng the array outputs,
X A

followed. by time averaging integration) of the product. The-output ‘of

y 4 4
the correlator can thus be exprbssed as
¢ . »
—_— /
Vo = Vs (Vg (t)
. ’ - .. ‘
* Z " 9abIcd ab(t)v (t) , ’
a,b,c,d
) (5u)
« 9., 9., ’ | - (5.
a,b,c,d ab.cd abced | _ |

el
- .

‘where the coefficifpt Y.bed ts, from (5.42), |
J ' | , ‘ o X ///
Yaped = SiNC (Atabcd)s - | (5.46)

Atabc& is the-time difference in arrfval at the correlatdr of thé outputs

184
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gk
from eiements'(a b) and (c;d) corresponding to the same wavefront from
the source Ideally, all of the correiation coefficients given by (5. 46)

wnii be unlty, if they are not, the correlator 0utput V will be reduced

from the maximum possible value py the factor

N

185

Z V sabgcdyabcd , : o

y = ubcd ' . (5.47)

° RN
: a,b,c,dﬂap cd

L

- This coefficient, which is a function of bandwidth and source directjon,

- feeder system having no delay errors). The coefficient of equation (5.47)

indicates how the sensitivity of the radio telescope is reduced by the
deiey errors ATabcd' Without delay compensation, the array will have
perfect’correiation only for sources at tne zenith (assuming an’ ideal
is plotted in Fig. 5.6 as a fanction of bandwidth for the proposed Tee
configuration. The deiay errors were assumed td.be solely a function of
source dlrection and element position, and to simplify the computftion
the elemerits were partitioned fnto groups of 32 (four north-south by

eight east-west), the arrival-time of a wavefront being assumed to be

the same for all members of a given group. It can be seen that the

- decorrelation loss becomes quite large, except in the caseoof directions

near the zenith or very small bandwidths.

The preb]em of deiay errors i§ #Hore serious than it. appears from
the standpoint of loss of sensitivity A delay error of the type under

discusslon is\actuaily a systematic phase excltation error which appears

when one attempts to scan away from the zenith. The error is zero at

midband'and linear across thelbandwidth, and.‘unlike the phase errors

e

discussed previously, It Is entirely predictabie. The delay error.

ectually manifests itself as an amplitude error; as can be seen from

7

g v
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| Fig. 5.6 CorrelatronAVersus‘Béﬁﬁbfﬁth for Various Scan Angles'
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equatlon (5.45), the coefficient Yabeg Nas the effect of making the

element welghtlngs a functlon of source direction, which wulh result in .

\
customary (see [3], for example). to require that the r.m.s. value of

changes in~the array pattern as 't is scanned. For this reason, it is

"Yabcd be maintained at a value of 0.99 or greater. For the maximum
bandwidth of 200 KHz, the delay difference corresponding to this valpe

is, from (5.46), . ‘ ' i

Aﬁab‘cd = 0.39 ps | % (5.48)

. .
\ . ’

w8
b
(o

- ‘To:eetimate the accuracy witn which the compensating delays must
be set, suppose that eaeh element output passes through a delay whith
can be varied in steps of §t. The errars which appear due to this
quantizatidn have a uniform djstribution f;;m -81/2 te +8§1/2. The defey‘
diffe}ence‘Ai;bcd between the outputs of elements (a,b) and (c,d) after
compensation will be the difference between the quantization errors for
these eiements. The probablllty dlstrlbution for At abed is found by
assumlng these errors to be independent and convolvnng the unlform p.d.f.

with ntself the result is @ Simpson (triangular) distribution [88]

whose p.d.f. is given,by\

[}

At + 41

—_— - for -§t s At 0
(Gt) ‘ o : -
p(A'r) =< - A ,
) ¢ st - At » ‘ . -
‘ ~ for ' 0 s AT <8 (5.49)
(61)° . : o - '

¢ ' . v

' where At abed has been‘kt:reviated as At. The mean square de;ay dlfference ;

’ F— . . . -
~

Is then found to be

< ’
R . . .
o ; R ——
- - : [PEPLEENN
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w—er vy

P

+61 i PR | :
(60)? = f (ax) prr)d(Ar) = (81)%/6 (5.50)

-8t

x

and the r.m.s. delay difference is

(80) ~ = 61/ T (s

3.

Substltuting the value for At abed found in‘equation‘(5.48) for (AT)

in (5.51), we flnd that the maximum step size in the compensatlng delays

for an r.m.s. correlation coefflC:ent of 0.99 is
H

A s
st(max) = 0.96 us o (5.52)"
'
for-a bandwidth of 200 KHi. E’Z actual delay step size"wlll depend on
the frgqpency at which }he‘delays will operate; this_wl}l likelr he the
center frequency fé.xsince it is deslrable th;t the‘delay settings ndt
interact with those-of the phasé shifters in the beam-forming network,

the delay step snze should be an lntegral multlple of l/f (80.9 ns).

, ‘\' ' Placement of the compensating time delays in.the transmlsslon

'

. system.would be feasuble only lf the multlple beams of the array were

“v lntlmately connected with the beamqformlng clrcultry, they were not

SN

’ very clogely spaced Slnce we do not wish to place such a Ilmltatlon on
the flexlblllty of-the array,'at least a portl0n of the'delays must be
":nserted wlthln the beam-forming process, as was done ln the Molonglo(,w/

'Cross delay compensatlon system [11]. BecaUse the delays are so

av

"consldered separately in the exclsptlon error astlmates of Chapter 4, It o

'ls possible, fh fact, that varlable delays rather than phase shlfters

“could be. used fdn beam formatlon. Thls posslblllty ls practicable only lf :

5
N e

2 E b-' ) .. .’ o " " ) ‘ ’ - * ' > )

S T o e e
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-

~s

the beam-formlng network operétes at f ; o’ othenﬂnse, the delays do not
provude the phase shifts needed to scan the response of the array. The.

1

matter of beam formation is a.complex one and wnll not be consudered
further he‘re. Varh)us methods of lmplementlng_variable delays were £
discussed‘lnySee.mS.l.l.
A The\range ot compensatino delays required for the array is a-

function of lts‘slze and the.mamimum angles from the zenith that the
beam will be scanned. These angles were given in Sec. 1.3.2. For the
eastéwest array, the maximum zenith angle will be about 30°, which
corresponds to a detay gradient over the length of the array (5 km) af
about 8 3 us. For the north- uth array, the maximum angle will be
about 67 " resultlng in a-gr nt of 7.7 us across this array This is » ,;
for beamlng south of the/éenlth tbe northern zenlth angle need only be
38° to reach the north celestial pole, which gives a delay gradiedt of
5.1 us in the oopo;ite sense. ‘

| One posslble system'for organnzsng the compensatlng delays is to
insert a fixed delay of 7 7 us for the elements near the center of the
Tee. Then the extreéf northern elements of the north-south array would
'reqUIre delays varlable from zero to 12.8 us, and the elements?at the
ends of the east-west array would requlre delays variable from 3.5 to
1. 9 us. The delay range needed for the lntermediate elements decgéases uls

t

proportlonately as the center of the Tee is approached.

. T
] . s . [4
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- answered concerning the Tee array conflguratlon and the type of sugnal\

CHAPTER 6 . j)-

« o A}

SUMMARY AND CONCLUS IONS

- . : . .

\\ The work of the preceding chapters obviously doés ‘not represent

J

a complete feeder system-design; numerous questions remain to_ be

b3

processing to be done, and the ultimate desagn w;ll be contingent on’

the results of further studies in these areas. Nevektheless, a basuc

framework has been developed, around which the array design can take

shape as new nnformatlon becomes_availablgi‘zzze potentiai pitfalls,

and methods of avoiding them,_haye been pointed out. ,n summary; the

following are -some of the more 5mportant conclusions whjch have been
. i

{ - -

reached regarding the feeder system desigz:

ould-consist'of lndependent
o

feedllnes of equal length (approximately 2.5 km). The number of;iines .

(1) The basic feeder configuration

S -
needed is N/mn, where N is the total number of elements, m is the

-

number of FDM channels per line, .and n .is the subarray size. From _

« > ‘o - - / —~—
considerations of cost, attenuation, and phade stability, RG-62A/U

' . ‘4 . ) . ‘A. 'b‘ A "
appears to be the best available coaxial.transmiss;on’line for use in

’

the feeder systefn.

(2) Frequency conversion before transmissuon offers a number of

advantages over direct transmisslon at 12 MHz, includiﬁb 1ower

_ attenuation, smaller phase errors. and the possiqality ‘of - using FDM.

:The most sultable range for. IF transmission ls approxim tely‘_q? MHz.
3

The limits on this range are qulte flexlbie. the upper limit is roughly

o equal;to the frequency at wblch the cable‘attenuatio equals }he galn‘

Q

SRR T [T R

?’x);
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’

of the remote,electnonics The LO sngnal needed for frequency

4

conversion can.be accurately'distributed by means of the Swarup -and

4

Yang technique.

(3) Frequency-division multiplexing appears to be the 6nly

practicable method of transmittinghseVeral independent signals’on a
single transmissioh line. The implementation'of FDM becomes quite simple
if channel filters preceding the second mixers can be shown to be
unnecessary. At presen} a system of 4\o 6 channels ls envus:oned
.w1th spacnng between channel centers of out 0.5 MHz. A larger number
~ of channels is conceivable, dependlng upon the outcome of |nvest|gations
concerning IM crosstalk and automatic compensator systems. ‘ y

(4) The r. m.s.°excitation errors.in the array (without automatic
compensators) ‘have been estimated ?t 1. 5 in phase-and 2.1% in )
amplitude. These values are based upon the supposition that a -large 1
. amount of day-to—day maintenance and readjustment will be carried out.
The r.m.s. errors can be reduced to an estimated 0 7° and 1.4% by the
use of phase and amplitude compensatlon in the feeder system. The
“"numbers involved are somewhat questionable; a more realistic statemenit
'regardlng the feeder system excitation errors is~that they iikely can’ .

be reduced}to the polnt where they are dominated by the other sources

of ernor ( otabiy the beam-forming system, mutual coupling of the array
elements, and positional errors) | , ) | |
_ (5)»A phase and ampiitude compensation system is a necessity if 1{ ; -
accurate array excitation is to be maintained without expending an"v_;jfiv | ;?(%
enormous number of man-hours re-trimmlng the transmission lines, | N |

adjusting attenuators, and so forth A compensator such as the oneéf'f"

Q"described in Sec. 5 l 2 is preferredhwsince it encompasses virtually ~~‘f

,_.H.; !



i and orientetlons if posltlonel errors are t be kept small ‘with respect

. Lo B - 7 .‘ . : . ‘ "92 .
~f ’ ) ’ ‘ " -

-

all system qomponents from antenna .element to beam-formlng network. It
/

also snmpllfles the lmplementatnon of FD? by prOVidlng automatlc
equalizatlongand by- making LO dlstribution les dlff(cult .
‘ " (6) The probability ‘of achieving s delobe levels of tlre: order of

~60 dB or better at awgles far from the array pianes appears to be . \\\

qunté’high especially i€ the discontlnuous compensator is in use. It

s . .

has not yet been ascertained whether the overall entenna pattern is
adequate under these, circumstances.-’ ' oL 5‘/12 R
To consolldate these results ahd make the array design more R
-definife,'further studies are needed lh;ainumber of areas. Among them
are: | |
(l) A detailed study‘of the Tee array radiation pattern, »

including the effects of mutual coupling, excltation errors, phystcal

- »

,tapering, and subarrays, is required The excitatlon error *evels,
r
subarray size, and other parameters must be related to thelr effebts
on the pattern; and dec\sions must then be made cpncernlng the

specif!cations needed to fulfill the astronomical- objectives of the

array. - G '_ T _” o -

(2) Other aspects of the antenna deslgn such as the constructl0n -
of the elements and ‘thelr supports must be investigateﬁ. It has been’ o
shown that rather tlght tolerances must be laced on element locatlonsl)i:_

7 to electrical errors._Protection of the array. from 'lshtﬂ'ﬂg dan

(2‘another importent fecet of the antenna design whlch demands further _}
._,,smdy B R O I Bk s .

(3) A thorough survey of beam-forming.technlques must be carrled

R SRR T

». : e
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out to determine which is bes't sulted to the proposed array. A number

Bl
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" of |nterestlng pOSSiblllties have been suggested includlng the»use of

.test its feasibility In particular, Y crosstalk and the need for

’

digital signal procesS|ng and the use of variable delays rather than
\

phase shifters to scan the beams Operation as a correlation array with

electrooptlcai processnng is another possubnllty. ' - -

“

(4) Experlmental work on the proposed FDM system Is needed to

[
channeJ fllters must be evaluated .as suggested in Sec. 3.3.2.

(5) Experlmental work on phase and amplitude compensator designs.
is required.. Thé dlscontlnuous nature of the more complex desldn of

Sec. 5, i 2 pOSes,a number of probiems in the areas of switching,

/

construction of a varlable phase shifter with memory. and 50 on.

(.‘ 3 .

(6) Some questions ~concerning cable'characteristiés which have

L ®

been raised in ‘this work should be- resolved -by measurements . The

3 S

‘ .spacing needed between cables to prevent slgniflcant lnter-cable -

rcrosstaik levels mu;:jﬁ% determined Phase delby measurements over/the

4
IF Fange must. be made to determine:whether small compensating delays

‘'~

13

p - ‘are/heeded in the channels to combat dlspersion. BRE o

1)// ) (7).A gqod dealjof WOrk remains to be done - in the area of.

v P _///électronics design, particularly in the reyote units. The proposed

P
/

p o
eighth-order Butterwoqth input fllter anﬁ other fllter configurations ,"

e shnuld be studled wl%i‘t-reg.erd to their reproducibi”tv &ﬂd the""'al

";,/‘;'b stability. Other areas fortfurther work lnclude gain stability and lM

v

‘:J;generel‘ptudy of . measure&ent end adjuat_
";:[“lielectFON'C compdnent? ga? be matthed ln phase end ampiitude

"";cheracteri tles.»nu'f' ' ‘T., : i~f>"l S f;* | _;,-.'fh.ﬂ7v; Q:ffb

performence of the mixers, design of the ampli;lde equailzer, end a

A

- -

’".techniques by which the o

4
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