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Abstract—This task force paper presents multi-domain tools and
their interfacing issues to perform simulations that require exper-
tise in multiple areas of physics, such as electrothermal, electro-
mechanical, electrochemical, and electromagnetic simulations, etc.
Features of single multi-domain simulation tools, which are ca-
pable of simulating more than one system such as electrical chem-
ical, mechanical, etc., are discussed. In addition, programs that are
not capable of performing multi-domain simulation independently
but can be interfaced with other programs to perform multi-do-
main simulation are also covered. Two case studies are reported
where multi-domain simulations are performed in offline and real-
time environments through the interfacing of more than one simu-
lation tool.

Index Terms—Interfacing, multi-domain, multi-physics, simula-
tion tools.

I. INTRODUCTION

T HE USE of computer simulation in industry is rapidly
growing. Computer simulations are routinely used to op-

timize product properties and to reduce product development
cost and time to market. In the past, it was considered sufficient
to simulate subsystems separately; however, the current trend
is to simulate increasingly complex physical systems composed
of subsystems from multiple domains, such as mechanical, elec-
tric, hydraulic, thermodynamic, and control system components
[1]. For example, the design and manufacturing of integrated
circuits (ICs) and systems needs reliable simulation tools that
also take into account the systems’ behavior in different en-
vironmental conditions. Predefined standard conditions (e.g.,
constant temperature) are not always a reasonable assumption
since the circuit behavior is influenced greatly by these condi-
tions. Other physical aspects, such as electromagnetic fields and
strong and weak coupling between components, are also impor-
tant as efforts to integrate not only electronics but micromechan-
ical, optical, and other parts on the same chip are underway. As a
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result, a multi-domain/physics-based simulation is increasingly
becoming a necessity. At the same time, the availability of inex-
pensive work stations with high-performance parallel computa-
tional capability has made this type of multi-domain simulation
a reality.

In the power and energy systems sector, generation from dis-
tributed sources, such as wind power, photovoltaic cells, fuels
cells, biomass, and other renewable energy sources and storage
are being constantly added to the grid [2]. The increased pen-
etration of energy from these sources into the power grid is
changing the system dynamics to a new level where modeling
and simulation of renewable technologies using multi-domain
simulation tools has become essential due to the use of compact
power-electronic devices/converters. The modeling and simu-
lation of power systems containing such new technologies in-
volves multiple disciplines since their outputs are influenced
not only by electrical properties but also by other factors, such
as ambient temperature, wind velocity, chemical conditions (in
case of fuel cells and battery systems), etc. For example, stacked
power-electronic switches, such as insulated-gate bipolar tran-
sistors (IGBTs) and gate-turnoff thyristors (GTOs), are consis-
tently used in grid interface converters for renewable sources.
These converters are modular in nature and several of them
are assembled together so that they can be used at higher volt-
ages. Such an assembly of power-electronic devices is called
the power-electronic building block (PEBB) [3], which needs
careful attention in the design process to remove the generated
heat in the block. Moreover, power systems developed for the
nonterrestrial system, such as the one used in modern vehicles,
aircraft, and electrical ships poses significant challenges (due
to the higher requirements for reliability and redundancy, com-
pactness and reduced weight) while removing the heat gener-
ated from various components and converters [4]. It is therefore
essential to run a thermoelectric cosimulation for designing and
commissioning of such a system. Therefore, the study of power
system dynamics must include multi-domain physics associated
with them so that accurate responses can be obtained.

The aim of this task force paper is to give a brief overview of
the challenges associated with using multi-domain simulation
tools, and their possible interfacing methods. This paper will be
useful to practicing engineers and researchers who are dealing
with the modeling and simulation of complex power and energy
systems and their components that require multi-domain repre-
sentation as well as the use of a variety of potentially different
simulation tools. Two case studies are presented that illustrate
the effectiveness of interfacing these tools.

0885-8977/$26.00 © 2011 IEEE
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Fig. 1. Block diagram demonstrating the multi-solver requirement for simu-
lating multi-domain systems [4].

II. CHALLENGES IN MULTI-DOMAIN SIMULATION

A. Multi-Rate and Multi-Solver Tools

As the dynamic behavior and time response of the subsystems
involved in a multi-domain system might be significantly dis-
parate, using a single simulation time step or solver is not very
efficient. In some cases, multi-rate, multi-solver approaches
may yield the better solution. For example, thermal, mechan-
ical, or chemical systems are not as fast as an electrical system.
A multi-rate cosimulation is the optimal way in systems. A
complex system can be decoupled into the respective physical
domains, modeled with the best available tools for each domain,
and then interfaced using multi-rate transition To illustrate the
complexity of the problem, let us consider an automotive
example consisting of a sensor for acceleration measurement
built on a wheel of a car together with an electronic-control
system to prevent locking [4]. Normally, piezoresisitive ele-
ments are used for the sensors which are temperature sensitive
which requires the influence of heat developed between system
parts to be modeled. The usual technique used in silicon-based
accelerometers is that a piece of metal is attached as weight on
a bendable silicon tongue whose deformation is detected by
four piezoresistive elements consisting of a Wheatstone bridge.
Other electronic components, such as analog-to-digital (A/D)
conversion, signal conditioning units, etc. are also attached to
the same chip or a nearby circuit. To simulate such a system, it
requires the system to be represented into different subsystems
as shown in Fig. 1.

The described system can be considered as an integration
of the electrical system, thermal system, and electromechan-
ical system. Even though the electrical system can be repre-
sented through ordinary differential equations (ODEs), the other
two systems require the solution of partial differential equations
(PDEs). Similarly, hydropower systems as shown in Fig. 2, con-
sisting of hydraulic, mechanical, and electrical systems need a
multi-domain simulation approach to obtain better accuracy and
efficiency. In most studies, the three systems are studied sepa-
rately and the coupled interactions between these systems are
either ignored or too simplified, resulting in reduced accuracy
of the study [6].

For simulating such multi-domain systems, the widely dif-
ferent time constants pose significant challenges. For example,
the time constant of the electrical system is much smaller than

Fig. 2. Coupled multi-domain systems [6].

that of thermal, electromechanical, or the hydraulic system. The
simulation of such a system is challenging due to the interdepen-
dency between subsystems and their time-varying behavior with
largely different dynamics. Decoupling of such interdependent
subsystems would also require intelligent techniques to mini-
mize errors. Moreover, different subsystems require different
solvers with obviously different accuracy constraints. There-
fore, for efficient simulation of such systems, a multi-rate, multi-
solver, and/or multi-domain tool could be the best option.

B. Issues Related to Hardware, Software, and Interfacing

To perform multi-domain simulation, there are also chal-
lenges related to the type of hardware, software, and interfacing
between various hardware components. Generally, two types
of simulation platforms are used for multi-domain simulation:
homogeneous and heterogeneous. A homogeneous platform
involves one specific type of digital hardware media, such as
central-processing unit (CPU), digital signal processor (DSP),
or field-programmable gate array (FPGA), etc. On the other
hand, the heterogeneous platform involves a combination of
more than one type of hardware. Model interfacing on a homo-
geneous platform requires mostly interfacing through software
whereas on a heterogeneous platform, it requires both software
and hardware interfacing. Interfacing of data/signals between
multi-physics systems is more challenging in heterogeneous
simulators than in homogeneous simulators. For example, if
Matlab/Simulink models are used for real-time simulation of
an electrical system in a PC-based simulator, the modeling
of a simple thermal or mechanical system using CPU-based
standard programs or custom-developed code or using the sup-
plied toolboxes is quite straightforward. However, if a real-time
simulator such as RTDS (using IBM PowerPC processors and
DSPs) is used for real-time simulation of an electrical system,
and Dymola (on a PC) is used to model a thermal system,
real-time interfacing of these two platforms poses significant
challenges [7].

Multi-domain simulation can be performed either using a
single multi-domain simulation program (known as indepen-
dent multi-domain simulation tool) or by interfacing more
than one simulation tool (known as interfaced multi-domain
simulation tools). Although independent programs, such as Dy-
mola, Simulink, Comsol, and Ansys can perform multi-domain
simulations, these tools may not have sufficient simulation
capabilities in all areas of physics and engineering design. For
example, popular SIMULINK toolboxes can be used for the
simulation of control and electrical systems with good accu-
racy; however, the thermal toolbox available in SIMULINK
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is suitable only for rudimentary purposes and is insufficient
to simulate complex thermal systems consisting of chillers,
heat exchangers, and air conditioning units. Similarly, many
other multi-domain simulation tools may have good accuracy
and a set of built-in library components for particular types
of simulations and applications; however, they might lack the
capability of modeling and simulating other physical systems
at the required level of detail. With the objective of exploiting
the best features of each simulation tool, it would therefore,
be beneficial to have a complex system modeled with multiple
tools in separate domains, such as electrical, mechanical,
thermal, chemical, etc. and then interface them so that their
respective system dynamics and interactions can be preserved
with sufficient accuracy.

Cosimulation or multi-domain simulation require a data ex-
change between models of various subsystems. One way of ex-
changing data could be the use of shared memory or the use of
a fast communication network using a standard data-commu-
nication protocol. For simulators located geographically apart,
IP-based protocols may be used although with increased time
delay in the output which may affect the accuracy of the simu-
lation, especially for systems with low time constants. However,
if the simulators are located at the same physical location, data
can be exchanged by establishing a direct link between the sim-
ulators through input/output (I/O) terminals or digital hardware.
In either case, the challenging issues for performing multi-do-
main simulation through the interfacing of more than one sim-
ulation tool are:

1) decoupling the complex system into multi-physics domain;
2) modeling of multi-physics phenomenon in a common plat-

form in the most efficient way;
3) choosing the right hardware and software to perform the

cosimulation;
4) requirement of data compatibility, in case heterogeneous

simulation platforms are used;
5) requirement of a high-speed data-communication network

in case of a real-time communication requirement
6) bandwidth limitation for I/O interfacing;
7) communication latency.

III. INDEPENDENT MULTI-DOMAIN SIMULATION TOOLS

Table I provides a list of independent multi-domain simula-
tion tools with their specific features and areas of application. It
is a partial list of the most commonly used multi-domain tools
and is by no means comprehensive since this area of research is
continually growing.

IV. INTERFACING OF MULTI-DOMAIN SIMULATION TOOLS

Although tools mentioned in the previous section are consid-
ered independent multi-domain simulation tools, their strength
in all areas of physics is not the same. Some are widely used
for the simulation in a particular field whereas their usage in
the other fields is somewhat limited. For example, DYMOLA
is a very good tool for the simulation of thermal, hydraulic, and
mechanical systems, but for simulating an electrical system,
an Electromagnetic Transients Program (EMTP)-type tran-
sient simulator, such as SIMULINK/SIMPOWERSYSTEM

Fig. 3. Generic illustration of Dymola-Simulink interfacing in the Simulink
modeling environment [8].

or PSCAD/EMTDC may be a better choice for a transient
simulation. Therefore, to obtain the most accurate simulation
results, interfacing two or more simulation tools might be a
good idea. In this section, a few such interfacing examples are
discussed.

A. DYMOLA and MATLAB/SIMULINK

Models developed in Dymola can be interfaced with
SIMULINK as shown in Fig. 3. The DymolaBlock block, with
the Dymola logo, representing the Modelica model can be in-
terfaced to other Simulink blocks, and to other DymolaBlocks
[8]. The I/O lines of the block are ports which become visible
after the compilation of the model. The DymolaBlock is a
shield around a -function MEX block (i.e., the interface to
the C code generated by Dymola for the Modelica model).
Double-clicking on the DymolaBlock opens a form where the
name of the model and optional file names to be interfaced are
added. A Simulink model may contain several DymolaBlocks
as long as they all use different underlying MEX files. Details
about the interfacing procedure are available in [8]. Aside
from Simulink, Dymola can also be interfaced with low-level
Matlab files (e.g., Dymsim.m) which allows the use of Mod-
elica models from Dymola. Dymola also provides support for
real-time simulation (e.g., hardware in the loop) of Dymo-
laBlock on several platforms: dSPACE, Real-Time Workshop,
and RT-LAB. A case study involving SIMULINK-Dymola
interfacing for real-time simulation has been reported in [9]
where a closed-loop real-time simulation of a vehicle with a
climate control system model was developed in Modelica and
integrated with a controller model developed in the Simulink
environment. The integrated model was then simulated in an
Opal-RT real-time environment and Modelica’s capabilities in
creating models for real-time simulations were demonstrated.
Similar studies of multi-disciplinary simulations using either
real-time or offline simulation tools have also been reported
in [10] and [11], where Dymola or Modelica models were
interfaced with Simulink models to perform simulations of
complex multi-physics systems.

In the aforementioned interfacing technique, Dymola gener-
ates -functions from the Modelica models and then enables the
models to be simulated together with the rest of the models in
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TABLE I
LIST OF INDEPENDENT MULTI-DOMAIN SIMULATION TOOLS AND THEIR SALIENT FEATURES

the SIMULINK environment. However, it was reported that in
the case of some complex physical models, the Simulink solvers
are unable to cope reliably with the generated -function models
[12]. In such a case, another tool, Simelica, can be used to con-

vert Simulink models into equivalent Modelica models, and use
the Modelica environment to simulate the whole system. The
conversion is achieved while retaining the original structure of
the Simulink model. The equivalent Modelica models are built
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from a new library of components, known as the Advanced
Blocks library.

B. SIMPLORER With MATLAB/SIMULINK

C/C++ programs, MATLAB/Simulink, MathCAD, and other
specialized programs can be directly integrated into Simplorer.
This allows users to utilize customized code and existing feed-
back/control legacy designs. The direct integration of models in
their native environment avoids model translation, saves design
time, and enables communication and model exchange across
departments and between suppliers and users. An example of
multi-domain modeling of a hybrid-electric vehicle using Sim-
plorer and Simulink can be found in [34]. Therein, the overall
vehicle drive system is divided into multiple subsystems, in-
cluding electrical, mechanical, and control, which are then in-
terconnected using the distributed heterogeneous links. The par-
titioning into subsystems is carried out to maximize the use of
the domain-specific features of each simulation language (e.g.,
switching converters in Simplorer, and slow electromechanical
components in Simulink).

C. COMSOL With MATLAB/SIMULINK

COMSOL multi-physics also offers an extensive interface
to MATLAB/SIMULINK [6] and its toolboxes for a large va-
riety of coupled systems involving partial differential equations
(PDEs), 2-D or 3-D, nonlinear and time-dependent systems, and
preprocessing and postprocessing of simulation results. Using
the export feature in COMSOL, models can be used in Simulink
or state-space form to incorporate finite-element-based models
from COMSOL. If the time step in a time-dependent COMSOL
multi-physics model is very small compared to the time step
in the Simulink model, a static model can be exported. This
means that the terms of the equations that contain time deriva-
tives are neglected, so that the output of the COMSOL multi-
physics subsystem block can be computed from the input vari-
ables by solving a stationary PDE problem. For example, if
COMSOL multi-physics is used to model electromagnetic phe-
nomena as a part of a mechanical system, the dynamics of the
COMSOL multi-physics model can be neglected. By default,
COMSOL multi-physics uses general export (i.e., its solvers
will be called in every simulation step from Simulink). However,
for a linearized model, only a set of matrices is exported and
the COMSOL multi-physics solver does not need to be called
during the simulation, thereby making the simulation quite fast
for linear systems. In Simulink, the COMSOL multi-physics
model appears as an -function.

D. Interfacing Features of ANSYS

ANSYS Workbench can be interfaced to MATLAB/
SIMULINK, Mathematica, CASPOC, and other multi-do-
main simulation tools [35]. This allows the users to run
cosimulation in different domains (e.g., magnetic, mechanical,
electric circuits, thermal, and control systems simulations). An
example of multi-domain simulation for an electromechanical
actuator is reported in [36]. The cosimulation process of the
actuator is shown in Fig. 1. The electrical circuit and control
system is simulated in CASPOC while the magnetic-domain

Fig. 4. Cosimulation of ANSYS workbench with CASPOC.

variables (e.g., forces, coenergy, and inductances) are simu-
lated in the ANSYS Workbench. In each time step, CASPOC
reads the data from the ANSYS Workbench and accordingly
computes the voltage and position value of the actuator for the
finite-element (FE) model used in the ANSYS Workbench.

The ANSYS Workbench can also be integrated with other
simulation tools through the software MOR for ANSYS. Since
the finite-element models have high orders, the integration of
these models in multi-domain simulation is quite infeasible.
Lower order compact models that are good approximations
of the original high-order models can be extracted. The soft-
ware MOR for ANSYS extracts the low-order model from FE
ANSYS models. The reduced order models can be directly
implemented in MATLAB /SIMULINK, Mathematica, Python,
and CASPOC. They can also be used as templates in Saber
MAST, VerilogA, and VHDL-AMS [37].

An example of integrating ANSYS Workbench with
CASPOC through the software MOR for ANSYS is re-
ported in [38] and shown in Fig. 4. This cosimulation is a
detailed electrothermal simulation of an IGBT in a hybrid
electric vehicle. The accurate FE thermal model of an IGBT
module with three direct copper bondings (DCBs) is generated
in the ANSYS Workbench. Each DCB has four IGBTs and
six diodes. The software MOR reads the FE model matrices
from ANSYS Workbench. The low-order model is extracted by
using MOR for ANSYS. The reduced order model is directly
implemented in CASPOC for electrothermal simulations.

E. PSIM With ModelSim

The PSIM module, called the ModCoupler Module, can in-
tegrate PSIM to ModelSim for supporting VHDL code. The
power circuits are simulated in PSIM while the control sys-
tems are implemented in ModelSim in VHDL code. The digital
simulation of control systems facilitates the implementation of
nonlinear control strategies and online optimization. In addition,
since FPGA-based digital controllers are described in hardware
description languages such as VHDL, the cosimulation between
PSIM and ModelSim facilitates the hardware implementation in
FPGA [39].

An example of integrating PSIM with ModelSim is reported
in [36]. This cosimulation is a detailed case study of the digi-
tally controlled switching power converters. The cosimulation
includes the analog simulation of a dc-dc power converter and
the digital simulation of the control system. The communica-
tion link between PSIM and ModelSim is implemented through
the DLL block in PSIM and the FLI block in ModelSim. Both
blocks are described in C/C++. The cosimulation process be-
tween PSIM and ModelSim is shown in Fig. 5. The DLL block
receives the signals generated by the power stage and sends
them to ModelSim. The control signals generated by ModelSim
are sent to the analog simulator through the FLI block. These
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Fig. 5. PSIM and ModelSim cosimulation.

control signals are used as the input signals for the power stage
simulation.

F. VTB With MATLAB/SIMULINK

The virtual test bed (VTB) offers different ways to interface
with Matlab/Simulink [20]. First, the VTB library is equipped
with one library block that is able to perform run-time cosim-
ulation with Simulink. This feature basically allows a linking
Simulink diagram to a VTB schematic. A similar library block
allows invoking generic Matlab functions for run-time postpro-
cessing of the simulation results. An external toolbox also sup-
ports the automatic generation of the VTB native model starting
from a Simulink schematic. This feature is based on a cus-
tomization of the Real Time Workshop (RTW) available from
MathWorks. Finally, it is also possible to perform reverse inte-
gration (i.e., integrating VTB in a Simulink schematic). VTB is
equipped with automatic code generation features and the inte-
gration of this code in a standard Simulink -function is quite
straightforward.

A detailed case study involving the integration of three
tools to perform advanced analysis of the impact of com-
munication infrastructure on a ship-board power system is
discussed in [17]–[22]. The basic idea is to use the best tool
for each domain. As a result, VTB is adopted to model the
power system with wide penetration of power electronics in the
context of MVDC distribution onboard an e-ship; the power
converter control is implemented in Simulink; while OpNet is
used to model the communication among the converters. In a
similar fashion, MATLAB/SIMULINK offers an interfacing
facility to other software and together they offer multi-domain
simulation capability. For example, The PSpice SLPS and
Allegro AMS Simulator SLPS interfaces integrate the proven
PSpice technology from Cadence with MATLAB/Simulink. It
enables co-simulation of electrical and mechanical systems by
supporting the substitution of an actual electronic block, and
allows the designer to identify and correct integration issues of
electronics within a system.

In addition, the interfacing of different simulation programs
can also be achieved by using the distributed heterogeneous sim-
ulation links [40]. This approach enables cosimulation between
various programs using either fixed or variable communication
[41], which can be useful for interfacing multi-domain subsys-
tems with diverse dynamic time constants.

V. MULTI-DOMAIN SIMULATION CASE STUDIES

Two case studies involving multi-domain simulation are re-
ported in this section. The first case study is about performing
multi-domain simulation through the interfacing of two offline

Fig. 6. Linear actuation system divided into multi-domain subsystems.

simulation tools. The second case study involves multi-domain
simulation in a real-time environment.

A. Case Study1- Multi-Domain Simulation Using SIMPLORER
and Maxwell [43]

In this case study, VHDL-AMS modeling language is used
for the behavioral modeling of a linear actuation system that
contains subsystems and components belonging to different
physical domains, such as the solenoid (electromechanical),
the valve (hydraulic), and the driver circuit (electrical). Linear
actuation systems typically include electrical, mechanical, and
hydraulic components as well as control systems as shown
in Fig. 6. The system employs the mechanical motion of a
solenoid to control hydraulic flow. A digital subsystem controls
the excitation of the solenoid’s electromagnet by switching a
pair of transistors on the electrical side. The force from the
solenoid displaces a plunger in the mechanical domain. This
translational motion of the plunger serves to block and unblock
the flow of a fluid in the hydraulic domain. The solenoid plays
the role of an interfacing component between the electrical
and mechanical domains of the model. It is a multi-domain
component in itself, comprising the electrical driver circuit and
the mechanical plunger behavior.

1) Modeling of Electrical Subsystem: A simple dynamic bat-
tery model is used to power two bipolar junction transistors. The
transistors have been modeled at the system level and operate as
ON-OFF switches based on their input control signals. The tran-
sistors, along with the associated resistor, behave as a voltage
divider and provide the voltage control for the solenoid’s elec-
tromagnet. A free-wheeling diode is provided between the so-
lenoid’s electrical terminals to ensure a gradual decay of the
solenoid’s coil current when the plunger opens to unblock the
fluid flow. An ammeter is used to measure and feedback the so-
lenoid’s coil current to the digital control subsystem.

2) Modeling of the Digital Control Subsystem: The digital
subsystem consists of two parts: 1) a pure digital model called
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“digital control” developed in VHDL and 2) a mixed signal
VHDL-AMS model called “plunger detect” that identifies the
closing of the plunger. The control signals for the two transis-
tors are called ctrl1 and ctrl2, and the control stimuli are mod-
eled using behavioral PROCESS constructs in VHDL. Special
interface models called omnicasters are used to connect the dig-
ital control signals to an analog input of the transistor switches.
Omnicaster models are used to interface ports of different data
types in analog and digital domains. In this example, the omni-
casters function as 1 bit digital-to-analog (D/A) converters that
transform the digital BIT data to an analog quantity based on a
threshold value.

3) Modeling of the Mechanical Subsystem: The plunger is
modeled in the mechanical domain as a mass model with a
single conservative node (position is the across quantity and
force is the through quantity). A preloaded spring is represented
by a spacer-spring combination and the maximum displacement
of the plunger is limited with a limit stop model. When the sole-
noid is energized initially, the plunger closes the gap beginning
with an initial position of 0.0002 m to a final position of 0 m
as specified in the limit stop model. A force source is used to
model the force of gravity on the plunger with a force value set
to 9.8 m/s2 times the plunger mass in kilograms. The force at
different points in the mechanical subsystem may be measured
using force sensor models.

4) Modeling of Hydraulic Subsystem: A simplified hydraulic
system is modeled using an accumulator, a hydro-mechanical
variable orifice model, and a pair of pressure sources that pro-
vide differential pressure to enable hydraulic flow. The plunger
displacement in the mechanical domain is used by the variable
orifice model to either block or unblock the hydraulic flow due
to the differential pressure.

5) Modeling of Solenoid Subsystem: The modeling of the so-
lenoid is the most challenging due to the variation of inductance
with the position of the plunger and the coil current. This cannot
be represented by a constant lumped value of the inductance.
Due to the dependency of the inductance on a variety of geo-
metric and material parameters, a better prediction of the real
value of the inductance can be obtained using a finite-element
analysis (FEA)-based tool. However, this is not feasible due to
the large number of equations generated by the FEA method.
Therefore, model extraction technology was used to refine the
model behavior. The FEA solver was used to generate a lookup
table that included the nonlinear effects of the solenoid by per-
forming a parametric sweep. This lookup table was then used
to accurately simulate the solenoid behavior in a multi-domain
system. Details about the modeling of the solenoid are available
in [43].

6) Multi-Domain Simulation Results: The system dynamics
due to the opening and closing of the plunger are observed by
carrying out a transient simulation for 80 ms. Both control sig-
nals are reset for the first 10 s of simulation time and then ctrl1
is set to 1. This causes electromagnetic excitation of the solenoid
and as soon as a trigger from the plunger model is received in-
dicating that the plunger has closed at 10.5 ms, ctrl2 was set to
1 and ctrl1 was reset to 0 (see Fig. 7). This ensures that the min-
imum current required to keep the plunger closed is supplied.
The initial closing of the plunger causes a back electromotive

Fig. 7. Control signals from the digital circuit.

Fig. 8. Solenoid current, plunger force, and hydraulic flow with the change of
control signals.

force (emf) that is reflected as a transient dip in the solenoid
coil current (Fig. 8). The force exerted on the plunger displaces
it from its initial position of 0.0002 m to 0 m and the plunger
is held in this position until about 50 ms after its closing. The
hydraulic flow through the variable orifice is blocked during the
period that the plunger is closed and is continued again when the
plunger opens. After the second transistor is switched off, the
plunger opens and moves back to its original position of 0.0002
m due to the force of the spring, and a transient increase in the
solenoid coil current was noticed due to the back emf.

VHDL-AMS is a powerful modeling language and is well
suited for multi-domain mixed-signal simulation. The sole-
noid model based on the lookup table was simulated using
SIMPLORER Modeling Language (SML). Simulation results
shown in this case study were generated through the use of SIM-
PLORER and Maxwell products from Ansoft Corporartion.

B. Case Study 2 – Interfacing RTDS and OPAL-RT Simulators
for Thermoelectric Cosimulation [7], [44]

This is a unique case of multi-domain cosimulation where
two RTDSrs located approximately 3500 km apart were inter-
faced to perform thermal-electric cosimulation of an electric
ship. The electrical model was simulated on the RTDS simulator
at the Center for Advanced Power Systems (CAPS), Florida
State University (FSU), Tallahassee, FL, while the thermal
model was simulated on an OPAL-RT simulator located at the
University of Alberta (U of A), Edmonton, AB, Canada. The
two simulators exchange data in an asynchronous mode on
the Internet utilizing the TCP/IP and UDP protocols. Due to
the involvement of completely different types of hardware and
software environments in addition to the geographic separation
of the simulators, this is one of the challenging co\simulation
cases reported in the literature.
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Fig. 9. Hardware setup at the RTX-Lab (University of Alberta) for geographi-
cally distributed cosimulation.

1) RTDS Simulation Setup at CAPS-FSU: As shown in
Fig. 6, digital I/O ports on the RTDS are used to transfer data
between the RTDS and two microcontrollers using a time-di-
vision-multiplexing (TDM) scheme. The microcontrollers are
Rabbit RCM3200, with Ethernet, TCP/IP, and Modbus TCP
support, and custom C software was developed at CAPS-FSU
to support the TDM transfer and data buffering. One microcon-
troller unit is dedicated for input and one for output.

The simulation cases are constructed, downloaded to the sim-
ulator, and monitored and controlled using RSCAD software.
The software enables construction of cases using a graphical
schematic editor, provided with libraries containing models for
typical power system components, such as machines, transmis-
sion lines, and power-electronic components. In addition, the
software provides the user with the capability to develop new
components.

2) Simulation Setup at RTX-LAB (University of Alberta):
For geographically distributed simulation, a communica-
tion link was required for exchanging data between the two
simulators over such a long distance. Among the available
cost-effective options, the publicly available Internet was used
as the backbone of the communication link between the two
simulators. The high-speed Internet backbones used for inter-
connecting research networks in the U.S. and Canada (Florida
Lambda Rail, National Lambda Rail, and CANET), provide
high-throughput, low-latency communication.

Fig. 9 illustrates the hardware setup at the RTX-Lab where
Target node 1 was used as the main computation engine and
Host 1 was used to prepare the model using SIMULINK and
RT-LAB. The Host is connected to two network switches using
two network interface cards (NIC1 and NIC2) installed on
it.NIC1 communicates with the Target and NIC2 communi-
cates with the external world Internet (WAN) through the HP
switch and the Sonic Firewall. The main requirement of NIC2
link is to acquire the RT-LAB license from the license man-
ager running on a separate computer. A router was added and
configured to link the Targets to the WAN so that simulation
results can be sent directly to any remote computer such as the
gateway server located at the CAPS-FSU, Florida.

In addition to the operating systems (Windows and Linux)
required for Hosts and Targets, the Host computer also needs
MATLAB/Simulink and RT-LAB software which were basi-
cally used to create, compile, and load the thermal model into

Fig. 10. Hardware setup at CAPS-FSU for geographically distributed
cosimulation.

the Target. With the help of the Real-Time Workshop available
in Simulink, RT-LAB generates C/C++ code of the model and
then creates executable files which are loaded into the Target for
execution. A client communicator program, developed in C++,
was embedded with the Simulink model which allows the Target
to send data over the Internet to a predefined remote server with
a fixed IP address and to receive data from the remote server.

3) Server-Client Communication: A Server at CAPS was
dedicated for TCP-based data transfer, using custom networking
software developed in Microsoft Visual C++. This software con-
nects to both Modbus TCP slaves, and waits for a connection
from the remote simulation on the OPAL-RT system (Client).
After the remote connection was established, the gateway waits
for a transfer of a data set from the OPAL-RT system, and then
replies to the remote system with a data set from the RTDS. The
gateway program must also communicate with the two Modbus
TCP microcontrollers, sending data to one, and receiving from
the other. In turn, the microcontrollers communicate with the
RTDS via the TDM digital I/O scheme. The process was re-
peated, with the OPAL-RT system initiating each two-way data
transfer. The current data set was a set of 32 floating- point
values in each direction.

4) Modeling of E-Ship Electrical System: The architecture of
the electrical system of the e-ship is depicted in Fig. 11 which
shows a power generation system, load center, and a ship propul-
sion system. A 4.16 kV medium-voltage (MV) ring bus is pow-
ered by two 36 MW main gas turbine-driven synchronous gener-
ators (MTG 1 and MTG 2) and two 4 MW auxiliary gas turbine
generators (ATG 1 and ATG 2). The MV subsystem supplies
power to two 36.5 MW propulsion motors via variable speed
drives. The system was modeled using RSCAD and run on the
real-time-simulator RTDS at CAPS. Details about the modeling
of the notional electrical system can be found in [44].

5) Modeling of E-Ship Thermal System: In general, the
thermal-management system of an all-electric ship consists
of cooling fluids, such as chilled water, chilled air, or sea-
water-based heat exchangers and heat sinks, all controlled by
a system-level process control. However, for demonstration
purposes, metallic heat sinks are used which remove the heat
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Fig. 11. Notional architecture of the electric power system of an e-ship.

through natural air cooling or forced-air cooling methods. A
simple thermal model of a heat sink was implemented in the
OPAL-RT system in the SIMULINK environment.

6) Results of Cosimulation: To study the temperature re-
sponse of the thermoelectric cosimulation, the ship speed was
changed several times at regular intervals in the RTDS model.
The change in speed changed the power losses in various parts
of the electric system. These power losses were sent to the
OPAL-RT simulator through the established communication
link. The thermal model in the OPAL-RT simulator received
that data as input and calculated the temperature of each
heat sink. All of the temperature data were then sent to the
RTDS model where they were used for generating control
signals to take further actions. The power-loss signals that were
supplied by the RTDS model were from Propulsion Motor
Drive 1 (PMD1), Propulsion Motor Drive 2 (PMD2), Rectifier
(PREC), DC-DC Converter 1 (PCONV1), DC-DC Converter 2
(PCONV2), Main Turbine Generator 2 (PMTG2), and Auxil-
iary Turbine generator 1 (PATG1).

Fig. 12 shows the simulation results of an illustrative ma-
neuver where the speed of the ship was consecutively changed
between 25 nautical mi/h (knots) and 29 knots at an interval
of 100 s. It is found that with the increase of ship speed, the
power loss in the propulsion motor drives increases. The max-
imum power loss from PMD1 reaches a value of 3.6 MW (ap-
proximately 10% of the installed power) which leads to a cor-
responding maximum temperature of 53 C. Similarly, the min-
imum power loss was found to be 2.3 MW, which brought down
the temperature of the heat sink to 46 C. Similar results were
observed for PMD2 as well. During each change of ship speed,
a small transient overshoot in power loss was observed which
stabilized within a few seconds. Similar transient overshoots
were observed in the results of the propulsion motors and the
turbine-generator systems. Further results on this case study are
available in [3].

This case study demonstrates the multi-domain cosimulation
using distributed simulation resources which is suitable if the
two modeled systems have widely different time constants. Oth-
erwise, latency due to the geographical distance and communi-
cation delay may make the simulation unstable. However, if the

Fig. 12. Transient response of power losses and temperature changes for
propulsion motor drives when the ship speed has changed.

two simulators are located in the same place and data exchange
is performed through a faster network, such as direct digital con-
nection between the two simulators, simulations of systems with
smaller time constants would also be feasible.

VI. CONCLUSIONS

Multi-domain modeling and simulation are being used in the
industry to tackle increasingly complex problems. This task
force paper gives a brief overview of the issues and challenges
involved in multi-domain simulation tools which have the
common capability of simulating electrical networks along
with others. It also discusses how two or more multi-domain
simulation tools can be interfaced to perform special simulation
tasks. Case studies illustrate such applications where at least
two or more tools are interfaced to perform multi-domain
simulation. Special care is needed in designing cosimulation
through the interfacing of multi-domain simulation tools so
as to avoid numerical inaccuracies and instabilities due to
interfacing latency and data exchange.
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