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ABSTRACT 

Blasting is widely used in mining operations as the primary comminution process to reduce the in-

situ rock into fragmented material suitable for the subsequent transport and processing. The energy 

used is released from an explosive by detonation and transferred to the rock mass via a shock front 

resulting from the initial high pressure of detonation and continuing gas expansion pressure from 

the products of the explosion. Both play an essential role in fracture development.  

This research was focused on creating a practical methodology to measure not only the explosive 

energy in terms of “specific energy or pressure” and estimate how much of it is used for actual 

fragmentation, but also to create an easy to use tool to identify and develop optimization strategies 

for a bench blast in mines and quarries. 

To accomplish this, four stages were developed: a) Explosive characterization in terms of initial 

detonation pressure and subsequent gas expansion pressure generated, b) Fragment size 

distribution determination using an Image Analysis System, specifically WipFrag software, c) 

Rock tensile strength estimation using not only the widely recognized Brazilian Test, but also 

Digital Image Correlation (DIC) system, and d) a semi-empirical approach for pressure 

expenditure estimation at three radii from the center of the hole, representing the maximum zone 

affected by the blast, the outer limit of the crushing zone, and the area midway between borehole 

wall and maximum zone. 

It was observed that both the initial high detonation pressure and the subsequent gas pressure are 

essential for the tensile crack initiation and propagation, even though the methodology is not 

capable of estimating how much of each type of energy is used to create the resulting rock size 
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distribution.  For a daily blasting assessment, the technique is easy to follow and only a few 

variables are needed for it’s implementation. 
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1. INTRODUCTION 

 

1.1 Background and Problem Statement 

In common with many other industries, mining is increasingly competitive to achieve a low cost 

bottom line. As such, mining companies strive to increase efficiency through cost reduction 

whenever possible. All corporate foci, whether productive or non-productive in nature, are 

scrutinized, analyzed and modified frequently to changing operational and market conditions. It is 

thus essential that not only individual processes are clearly understood but also their impact on the 

entire operational system in a corporation. 

Surface mining operations are often viewed to commence with bench rock blast hole drilling and 

blasting to achieve fragmentation. These two processes determine the characteristics of the feed 

for subsequent loading, hauling, plant-processing or raw product delivery.  When analyzing 

blasting, documented studies define performance in terms of outcomes such as vibration, noise, 

movement (heave), toxic fumes released, or how the broken material influences the efficiency of 

other processes. Only a few contemplate energy release during blasting as an efficiency of 

fracturing and fragmenting in-situ rock; and how such energy release knowledge can be used as a 

key performance indicator (KPI) in blast efficiency assessment and design for a mining operation. 

Explosive energy partitioning is a topic frequently debated, with few researchers taking on the 

challenge. Ouchterlony et al., (2003) performed five full-scale tests in a limestone quarry using a 

mixed emulsion and estimated that 3 to 2 % of the explosive energy was lost as Seismic energy 

with only 0.1 to 0.2 % employed in fragmentation. Using a similar methodology, Sanchidrián, 

Segarra, and López, (2007) quantified that 1.9 to 6 % of the explosive energy, referred to it as heat 

content at constant volume (Q𝑉), was used as fragmentation energy. They stated that the kinetic 

and seismic energy efficiencies ranged from 3.3 to 10.3 % and 0.9% respectively. Hamdi, Bouden 

Romdhane, du Mouza, and Le Cleac’h, (2008) showed efficiencies of 11% and 6 % for micro and 

macro fragmentation respectively. Calnan (2015) estimated efficiencies of 0.2 to 0.5% for 

fragmentation following the work of Hamdi and Sanchindrian. 
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Clearly, greater understanding of energy partitioning is relevant to analyzing the ability of an 

explosive to fragment rock, but it is even more important to show the use of such knowledge in a 

clear KPI that may be applicable as an operational performance evaluation. In addition, any field 

applicable measuring tools or methodologies need to be practical, easy to perform, and quick, so 

as not to impede mining operations.  

1.2 Objectives 

The main objective of this thesis was to critically examine explosive sourced fragmentation energy 

utilized in blasting as detonation and gas pressures. In parallel, a study of the fragmentation 

outcome due to the explosive energy (pressure energy) transmitted to the intact rock, via analyzing 

particle size distributions obtained at a full field scale versus rock tensile strength at fracture 

observed through experimental laboratory testing was undertaken.  The two approaches were then 

linked through a common parameter study. 

The research work seeks to propose a practical and easy-to-use measuring tool, based on 

performing simple lab tests, oriented not only to assess required fracture energy, but also to 

implement improvement opportunities in the performance of operational blast design as a function 

of field explosive efficiency as a KPI.   

1.3 Research Limitations 

Breaking in-situ rock by blasting involves many complex mechanisms which occur over a very 

short period of time. There are many variables which make analysis difficult. Some of these are 

geo-mechanical in nature and therefore inherently variable, and some involve complex chemical 

reactions.  None are fully understood.  These issues make the topic controversial, and there is no 

agreement on the relative and proportional impact of detonation and gas pressures on final 

fragmentation. Researchers have adopted a variety of approaches, through both small and large-

scale studies, which have increased knowledge to further understand the complexity, but none 

provide a complete picture. 

This research was conducted at the Faculty of Engineering Surface Mining Research Laboratories 

at the University of Alberta, where it was not possible to perform any laboratory test using 

explosives. The author thus accepted some energy values reported by explosive manufacturers to 

characterize the ANFO explosive used, but in the context of understanding the manufacturer 

approach to measuring that energy. Also, to simplify some calculations, general equations and 
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basic assumptions were made, all of which are justified in this thesis. The approach adopted here 

was consistent with other researchers in the field. 

1.4 Summary of methodology 

The research was broken down in two areas. Initially, field-work was performed at a coal strip 

mining operation (Highvale Mine, Alberta; Sunhills Mining LP) to gather information on mining 

practice, blast design parameters and muckpile configurations. Also, rock samples were collected 

for laboratory analysis.  

Laboratory work was carried out to determine the mechanical characteristics of the rock.  The rock 

samples were cored and tested using a Universal Testing Machine following ASTM standards.  In 

addition, different approaches were taken to determine the tensile (fracturing) strength of the rock 

and the results compared.  

Finally, the collective data was analyzed to develop an easy to use measuring tool that can be used 

to determine the fragmentation efficiency and evaluate the blast performance in the field. 

1.5 Thesis Outline 

This thesis is organized in 6 chapters as described below: 

 Chapter 1: Current chapter. The background information, research objectives and 

limitations found during the study are described. Also, a brief description of the 

methodology used to undertake this thesis is introduced.  

 

 Chapter 2: A literature search that outlines the main concepts and theories currently used 

by academia and industry concerning the rock breakage process through blasting.  

Explosive energy, its propagation and its effect on the surrounding rock is discussed.  

Different particle size distribution measurement techniques are explained as a useful 

methodology for post blast assessment. 

 

 Chapter 3: Provides detailed information about the mining operation, geological 

information and blasting parameters currently used at Highvale mine. Additionally, an 

explosive energy determination is conducted.   
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 Chapter 4: States the methodology and calculations followed to determine the particle size 

distribution (PSD) of the fragmented rock at Highvale mine. 

 

 Chapter 5: Describes the methodology, calculations and analysis developed to identify the 

tensile mechanical properties of the rock sampled at the Highvale mine. Different 

approaches are taken for laboratory testing in assessing tensile strength. The results are 

compared, and their benefits and drawbacks are analyzed and presented.  

 

 Chapter 6: Detonation and gas energy are estimated. Fragmentation energy efficiency is 

established, and a practical measuring tool is introduced. 

 

 Chapter 7: Summarizes the major conclusions. Findings, limitations and possible future 

work are also discussed.  
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2. LITERATURE REVIEW 

Rock fragmentation through blasting is a complex process that involves many variables, which 

need to be clearly understood to ensure that the resulting broken material is sufficient for 

downstream requirements, whether for processing, aggregate or other use.  Small changes in 

variable magnitude have the potential to produce significant variations in the resulting 

fragmentation. 

There are several approaches used in the mining industry today to evaluate fragmentation and 

blasting performance; but in most cases, each variable parameter, from blasting to grinding, is 

analyzed as part of a collective system and not as individual parameters. Regardless, few 

approaches consider energy input and efficiency of a system as a means of achieving a required 

fragmentation, where key parameters, related to blast design to achieve a desired fragmentation, 

can be modified to better control the fragmentation distribution outcome. 

2.1 Blasting and Fragmentation 

In most mining operations, drilling and blasting are the first stages of the mining operational 

production chain. The in-situ rock needs to be broken into size fractions suitable for subsequent 

processes. The aim is to satisfy all successive production requirements, whether loading, hauling, 

crushing, grinding or product delivery. Hence, some of the most critical objectives in a blasting 

program should be:   

 An appropriate fragment size distribution for loading, hauling and subsequent crushing 

 Material with enhanced surface area permitting ore mineral to be better exposed for mineral 

processing  

 Stable final mine structures, such as like highwalls, pillars and roofs 

 Minimum impact on security and the environment 

Substantial documented evidence supports the premise that blasting can reduce the overall total 

cost of mining and processing. Kojovic, Michaux, and McKenzie, (1995) showed that 

incrementing powder factor by 16%, decreased mining cost for a net savings of $0.65/tonne. 

Brunton, Thornton, Hodson, and Sprott, (2003) determined a strong dependent relationship 

between crushed product particle size at 80% passing, P80, in a fragment size distribution and 

hydraulic excavator dig time to bucket pass ratio. Via Monte Carlo simulation, Brunton et al. 
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(2003) concluded that decreasing P80 from 600mm to 200mm reduced dig time to bucket pass 

ratio by 26%.   

Cebrian and Flores, (2015) demonstrated cost savings of $0.05 per ton were achievable through 

choice of explosive. They showed that such an improvement represented $1M/year cost savings. 

Asraei (2016) showed that for an open pit copper mine, an increment of 20% in powder factor 

reduced blasting and milling costs by $0.04 and $0.096 per tonne respectively. Kabwe (2017) 

investigated the impact of utilizing air decking in blast-holes on overall blasting cost. He found 

not only a cost reduction of $19.84 per hole, but also a reduction in the amount of fly rock and 

mean fragment size. 

To achieve improved fragmentation, the variables that affect the mode by which rock breaks must 

be considered; interpreting not only the impact of each, but also their influence one upon another 

in the overall fragmentation process. Variables fall into two groups – those that can be controlled 

and those that cannot. The characteristics explosives and blast design parameters are examples of 

variables over which we have some control; whereas variables such as rock type and structure are 

geologic and outside of our control, but with understanding of their influence, may be used to 

enhance a blast design. 

As energy for fragmentation is sourced from the explosive, it represents a variable that may be 

manipulated through composition and quantity to achieve a desired fragmentation outcome.  

According to the International Society of Explosives Engineers (ISEE, 2011), an efficient blast is 

achieved only when the explosive energy is utilized effectively; dependent on five factors: 

1) Energy distribution - which controls uniformity of fragmentation; where the borehole diameter 

is critical, as it defines the quantity of explosive per hole.   

2) Energy confinement – which is necessary for post-detonation expanding gases to increase the 

pressure within the borehole region and cause fracture extension.  Here the degree of competent 

stemming is an important design variable in controlling loss of gas pressure. However, knowledge 

of the rock mass geological and structural characteristics also figures largely here in defining the 

ability to contain pressure. 
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3) Energy level – defined as the amount of explosive energy exerted on the borehole surrounding 

rock; where an explosive contains a set degree of energy per unit weight, declared by manufacturer 

using proprietary methodologies of determination.  

4) Relief - the unrestrictive presence of a free face permitting the blasted rock to move outwards 

into an available expansion space. Here, Burden is the controllable factor that contributes to 

creating a free face. The size of the burden is also a function of the quantity of explosive, through 

control of borehole diameter and therein as a function, the extendable cracking radius.  

5) Explosive ratio - usually called powder factor (PF) or energy factor, representing the quantity 

of explosive required per unit volume of rock blasted. 

2.2 Rock Fracturing Process 

The rock fracturing process starts with the detonation of an explosive inside a borehole. Detonation 

is defined as a violent chemical reaction traveling through the explosive column at a velocity 

greater than the speed of sound in the explosive (ISEE, 2011). The resulting exothermic chemical 

reaction produces hot expanding gases at high pressure, which in turn bring about compression 

waves that are transmitted to the surrounding rock mass (Persson, Holmberg, and Lee, 1994).  

Depending on the explosive type, a detonation can be described as “ideal” or “non-ideal”.  

According to Lopez Jimeno, Lopez Jimeno, and Carcedo, (1995); and Cunningham, (2006), 

commercial explosives generate chemical reactions behind the Chapman-Jouet (C-J) plane, 

following principles of non-ideal detonation.  Figure 2.1 shows a schematic representation of the 

detonation process for both ideal and non-ideal theories. According to Cunningham (2006) and 

Zhang (2016), an ideal detonation follows the principles of (C-J) theory, where many assumptions 

are made, the most significant of which are: 

 No lateral expansion is produced 

 The detonation shock front is considered a flat (plane) wave front 

 The chemical reaction is instantaneously completed at the Detonation-Driving Zone (DDZ) 

which is located between the shock front and the C-J plane 
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Conversely, non-ideal detonation theory assumes: 

 The borehole walls are deformable  

 The shock wave front may be curved depending on the diameter of the borehole 

 There is a reaction zone behind the DDZ 

 

Figure 2.1 Ideal and Non-ideal detonation, after Cunningham (2006) and Zhang (2016) 

Regardless of the model adopted to explain the detonation process, researchers do agree rock 

breakage through blasting is caused by the action of energy resulting from the detonation process, 

defined as the shock energy, and that due to gas expansion, defined as bubble energy, after 

McHugh (1983); Lopez Jimeno et al. (1995); and Singh (1999).  However, there is no clear 

understanding or unified theory on which mechanism has greater influence on rock fracture, or the 

degree of fragmentation attributable to each energy source (Saharan et al., 2006; ISEE, 2011).  

Figure 2.2 illustrates the degree of fragmentation produced around a borehole due to the action of 

the shock (crushed and intense fracture zones) and bubble (extended fracture zone) energy. It is 

noteworthy that Figure 2.2 does not show the effect of free faces or geologic discontinuities. 
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Figure 2.2 Fragmentation around a blast hole, after Atlas Powder Company (1987) 

2.2.1 Shock and bubble energy contribution 

The  rapid chemical reaction on detonation produces a detonation shock wave, which propagates 

along the explosive column at 2000 to 7000 m/s (Saharan et al., 2006); where the detonation wave 

front propagates radially out through the rock medium, with the characteristics (Zhang, 2016) of: 

 A highly energetic stress wave  

 Ability to propagate through a solid, liquid and gas medium  

 The wave applies stress to the rock medium exceeding elastic limit 

 Pressure increases, with velocity 

 The sudden shock transition between the reacted and unreacted explosive creates a nearly 

vertical front and the shocked material experiences an abrupt increment in pressure, 

temperature and density 

The high pressure of the shock front expands the borehole size by pushing the walls out, exceeding 

the compressive strength of the rock. Near the borehole walls, this effect compresses and crushes 

the material, developing the “crushed zone”.  According to Esen, Onederra, and Bilgin (2003) and 
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Zhang (2016), the extent of which depends on the rock properties, explosive type, borehole 

diameter, coupling ratio and confinement. 

Researchers have attempted to estimate the shock front magnitude, despite difficulty in identifying 

exact limits after a blast and dependency on other variables. Atlas Powder Company (1987) 

indicated that the ratio between the radius of the crushing zone and the borehole might vary from 

1 to 3 hole diameters, Bastante, Alonso, and González (2014) between 1.2 to 4.7 and  Lu, Leng, 

Chen, Yan, and Hu (2016) from 1.2 to 5. 

Esen et al. (2003) created a model verified through full-scale field tests carried out by other authors 

and 92 laboratory-scale blasting tests in a low, medium and high strength concrete blocks, resulting 

in equation 2.1:  

rc = 0.812 rB(CZI)0.219 ,   CZI =
Pb

3

K ∗ σc
2

  and   K =
Ed

1 + vd
2.1 

Where rc is the crushing zone radius in (mm), CZI is a dimensionless crushing zone index, rB is 

the borehole radius (mm), pb is the borehole pressure (Pa), K is the rock pressure stiffness (Pa), σc 

is the uniaxial compressive strength of the rock (Pa), Ed is the dynamic Young’s modulus (MPa) 

and vd the dynamic Poisson’s ratio. For Ed calculation, Esen et al. (2003) suggested an equation 

as a function of the static Young’s modulus. 

Djordjevic (1999) proposed a two component model to obtain the blast fragmentation particle size 

distribution in which the crushing zone was estimated with the following relationship. 

rc =
rB

√
24σt

Pb

 2.2
 

Where σt is the tensile strength of the rock in Pa.  

As the shock wave propagates through the rock medium, its radial extension induces tensile 

stresses in the tangential direction, which in turn generates radial fractures (ISEE, 2011).   At 

greater distance from a borehole, the radial compressive shock wave decreases in amplitude and 

energy, thereafter propagating only as an elastic compressive stress p-wave (Persson et al., 1994) 

at velocities of 1000 to 5000m/s (Gokhale, 2011). When this p-wave encounters a free face 

boundary (air) or a defined change in rock material interface in the rock mass, a portion of the 
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energy is reflected back into the rock, generating spalling at the free or at inter- faces; while further 

portion of the energy may be transmitted as a compressive or tensile wave as a function of the 

incident face engagement angle and the relative change in material impedance (Atlas Powder 

Company, 1987; Persson et al., 1994; Lopez Jimeno et al., 1995; G. J. Zhang, 1996). According to 

Gokhale (2011) reflected waves generating spalling travel at velocities of 500 to 2500m/s; roughly 

half the speed of the initial stress wave, but do not exceed the compressive strength of the rock. 

However, as the tensile strength of rock is generally lower than the compressive strength, the 

tensile wave subjects the rock to stresses beyond the ultimate tensile strength, thus still causing the 

rock mass to further fragment in tension (Gkikizas, 2016). According to Atlas Powder Company 

(1987) and Persson et al. (1994), when the burden is insufficient for a given charge quantity, rock 

at the free face will likely experience spalling.  

2.2.2 Crack initiation and propagation 

The pressure at the detonation front creates shock energy ahead of the reaction product (gas) 

generation (Lopez Jimeno et al., 1995; Singh, 1999); and the high gas pressure generated by the 

reaction product, mostly as hot gases, creates a gas or ‘bubble’ energy and forces the gaseous 

products to flow through the newly initiated radial cracks (Lopez Jimeno et al., 1995; ISEE, 2011). 

The difference between the effect of this gas pressure energy and the crack initiating detonation 

shock pressure in generating a final fragmentation distribution is not clearly understood, due to the 

difficulty experienced by researchers in separating the two mechanisms given the short time frame 

within which the entire fragmentation process occurs. However, the challenge has encouraged 

researchers to progress a variety of analyses and theories.    

Atlas Powder Company (1987) stated that gas propagation extends towards crack tips, which 

permits further crack elongation. According to ISEE (2011), gas pressure also plays an important 

role in rock fragmentation close to the borehole, contributing to both widening cracks initiated by 

the shock wave and in crack path deviation generating the opportunity for cracks to cross and 

intersect with other radial cracks. Djordjevic (2001) stated that the shock energy is used almost 

entirely in initiating rock breakage, while gas pressures or heave energy moves the rock to create 

a muck pile. This interpretation is very generalistic and provides little value as to explanation of 

the fragmentation mechanism. 
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Some researchers have attempted to investigate fragmentation mechanisms through field 

measurement, using physical tools such as borehole pressure reaction liners and analysis and 

interpretation of the resulting pressure history inside a borehole. 

McHugh (1983) conducted experimental numerical simulation work, using two cylinders of 

Plexiglas; one being covered with a steel liner to retain the explosive gases to prevent gas 

penetration into fractures. An effective liner inducing confining pressure of 6.9 MPa was exerted 

on the charge, and the resulting crack extent post detonation were then physically measured. Even 

though the steel liner did not completely retain the explosion product gases, he concluded that the 

gas pressure not only penetrates the cracks but also, reaches the crack tip to further extend crack 

length. According to McHugh’s work crack length extends by a factor of 5 to 10 solely due to the 

impact of gas pressure. 

Singh (1999) used high strength concrete and Quartzite to conduct experimental work using steel 

liners inside fabricated and actual boreholes. The resulting fragmentation was compared with that 

obtained in boreholes without liners. He concluded that both shock and bubble energies contribute 

to the final fragmentation but, depending on the explosives characteristics, the gas energy may 

have a greater impact on the fragmentation process. 

Nie and Olsson (2001) investigated the action of the shock and bubble energy respectively on the 

fracturing initiation and propagation process. It is worth mentioning that their prior study had 

showed the action of the expanding gases was insignificant. To corroborate these initial findings, 

they performed small-scale experiments using steel tubes inside boreholes drilled in granite blocks. 

Regarding the fracture mechanisms, they concluded that the shock wave fractures the rock, while 

the gases move the fragments. In addition, they found that even though the gases did not have a 

significant effect on the rock breakage, there was a possibility that the movement of the fragments 

might cause the elongation of the previous cracks.   

Olsson and Nie wanted to further investigate the action of shock and bubble energy, and together 

with Bergqvist and Ouchterlony performed both full bench blasts in a granite quarry and laboratory 

scale blasts using granite blocks (Olsson, Nie, Bergqvist, and Ouchterlony, 2002). Two field tests 

were performed in the full bench blasts. In the first trial, steel tubes were used as liners inside 

twelve boreholes to avoid gas venting and escape through cracks. All the boreholes were charged 

with a nitroglycerine/nitroglycol explosive, with only 25% of the boreholes were stemmed.  In the 
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second trial, twenty-five boreholes were drilled and 60% were charged with the same explosive 

used in the first trial and the rest with an emulsion. Also, 10 boreholes were not stemmed.  Through 

measuring crack length, they concluded that the shock wave energy determined the length of the 

cracks and the gas pressure bubble energy had no substantial effect. However, they stated that no 

absolute conclusion could be drawn, because the results were not completely clear. 

Considering laboratory scale blast tests in granite blocks (Olsson et al., 2002), gauges capable of 

resisting pressures up to 10GPa, were installed inside the boreholes to record the time-pressure 

history. In some boreholes, steel lining tubes were also installed. These tests did not yield any 

important results regarding crack length initiation or propagation. 

Similar findings to those of  Olsson et al., (2002) were identified by Ledoux (2015). He performed 

small, medium and large-scale blasts in which carbon resistors were used inside lined and unlined 

boreholes in grout cylinders. He analyzed the relationship between the pressure history and the 

physically observed presence of cracks and fragmentation. In the small-scale tests he performed, 

there was no significant difference to the work of Olsson et al., (2002).  In the medium-scale tests, 

the results were inconclusive.  However, in the large-scale trials he conducted, the importance of 

gas pressure was more significant, to which Ledoux concluded was more likely to have an impact 

producing large rock fragments. 

Although it is evident that some researchers have followed research directions focused on shock 

energy and have dismissed the contribution of bubble energy in achieving rock fragmentation, 

their inconclusive results and analysis merely indicate a lack of complete understanding of the 

entire blast fragmentation mechanism.  It is the premise of the work that follows here that both 

shock and bubble energy make significant contribution to the overall fragmentation of rock, 

without summarily dismissing the contribution of any one component. 

2.3 Explosive Energy  

Rock fragmentation occurs by the action of energy imparted to the rock from the point of 

detonation through to shock and bubble (heave) energies. It is clear that input energy is sourced 

from the explosive, as the principal component in the process. It is therefore imperative, as a 

starting point, to understand the determination of the amount of energy that the explosive is able 

to release under ideal conditions and then progress such considerations from that datum.  
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Explosives are energetic compounds, such that energy is stored in the explosive as chemical 

energy, which is subsequently released on detonation to the surrounding rock (Persson et al., 

1994). There are two recognizable methodologies for calculating the amount of energy that the 

explosive releases on detonation.  One uses the principles of thermodynamics, while the other is 

based on experimental testing (Persson et al., 1994; Lopez Jimeno et al., 1995; ISEE, 2011). Each 

approach has benefits and drawbacks, but there is an adopted standard by manufacturers and users 

on the methodology favored for explosive energy determination.  It is necessary therefore to 

understand the theoretical concepts behind the analyses to enable further interpretation.  

2.3.1 Thermochemistry of the explosives  

Thermochemistry is the branch of the science concerned with the change in internal energy, heat 

transfer, kinetics and mechanisms of a system that take place when chemical reactions occur 

(Akhavan, 2004). The detonation process may be evaluated  on the principle that all energy stored 

in an explosive is released following the principles of thermochemistry, enabling the determination 

of the amount of theoretical energy available (Lopez Jimeno et al., 1995; Djordjevic, 2001). 

 Each explosive is considered to contain a defined amount of energy known as intrinsic or internal 

energy(U). Following the first law of thermodynamics, an incremental change in internal energy 

(∆U) of a system is equal to the heat supplied to the system (Q) less the amount of work (W) done 

by the system to the surrounding rock (Persson et al., 1994; Lopez Jimeno et al., 1995).  In this 

work, the internal energy ( ∆U) is considered as the potential thermal energy that could be released 

by the explosive. 

ΔU = Q − W    2.3 

The energy released (heat energy) in a chemical reaction can be calculated both at constant 

pressure (Qp) and constant volume (Qv) (Persson et al., 1994; Akhavan, 2004).  When the pressure 

is constant, the work down by the system is defined as: 

W = ∫ pdv
v2

v1

= pΔV 2.4 

Where p is pressure and v volume, then combining equations 2.3 and 2.4 yields: 

ΔU = Qp − pΔV 2.5 
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Knowing the equation of state: 

∆H = ∆U + p∆v 2.6 

Where ∆𝐻 is the change in enthalpy, substituting into equation 2.5, it can be re-written as equation 

2.7: 

ΔH = Qp 2.7 

This implies that the heat content when pressure is constant is equal to the change in enthalpy. 

Here the reaction products are doing work in addition to raising the temperature.  According to 

Persson et al. (1994),  Qp is also called Detonation Energy and may be referenced to the heat of 

reaction at the Chapman - Jouguet (C-J) plane.  During detonation, the reaction always releases 

energy, essentially an exothermic reaction, such that Q𝑝will always be negative. 

Qp = −( ΔU + p∆V) = −ΔH = − [∑ ni(ΔHf
0)

i

k

i=1

− ∑ nj(ΔHf
0)

j

l

j=1

 ]  2.8 

Where:  

ΔH is the change in enthalpy, ni is the number of moles of the ith species of detonation products, 

nj is the number of moles of the jth explosive used and (ΔHf
0) is the enthalpy of formation at 

298.15 K. 

If the analysis is considered at constant volume, since no work is done by the system (W = 0), all 

the internal energy is converted to heat and equation 2.5 is simplified as: 

ΔU = Qv 2.9 

According to Persson et al. (1994), Qv is also called the Explosion Energy where no work is done, 

as the volume remains constant before and after the explosion occurs.  

If we assume the generated product gases are ideal, where  

pΔv =  Δn RT 2.10 

Then using the standard enthalpy of formation, yields equation 2.11. 
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ΔU =  −Qv =  − [∑ ni(ΔHf
0)

i

k

i=1

− ∑ nj(ΔHf
0)

j

l

j=1

− Δn RT]   2.11 

 

Where: 

 Δn is the difference in moles between products and reactants and R is the ideal gas constant. 

To solve equations 2.8 or 2.11, it is assumed not only that the chemical reactions have reached an 

equilibrium but also that the products of the reaction have the same (Persson et al., 1994). 

In summary, if the internal energy of an explosive needs to be computed, the following equation 

can be used. 

ΔU = −Qv = −[ |Qp| −  Δn RT] 2.12 

Some researchers emphasize the importance of calculating the internal energy stored in the 

explosive as the heat content at constant volume as shown in equation 2.9 (Persson et al., 1994; 

Lopez Jimeno et al., 1995; José A. Sanchidrián et al., 2007), but others state that for practical 

reasons and because explosives are found in solid or liquid phases, the term p ΔV can be neglected 

such that equation 2.13 is acceptable (Fifer and Morris, 1993; ISEE, 2011; Klapötke, 2012) 

Qv = Qp = Q 2.13 

Regardless of the approach adopted, for an explosive of known chemical formula and density, the 

theoretical internal energy of an explosive can be mathematically calculated.  However, most 

commercial explosives have complex formulae which make calculations complicated and only 

solvable using computer aided analysis methods. Most computer models consider an “ideal” 

detonation following the principles of C-J theory, while others adopt a “non-ideal” detonation 

theory.  

A widely adopted thermochemical code, CHEETAH (Fried, 1994), developed from TIGER code 

(Cowperthwaite and Zwisler, 1974), uses thermodynamic formulae to estimate the amount of 

detonation product, temperature, volume, pressure and energy as stated by Lu (2001). CHEETAH 

uses C-J and Zeldovich-Neumann-Döring (ZND) theoretical principles to establish chemical 

equilibrium for a reaction (Fried, 1994). The use of such codes is widely accepted by the explosive 
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manufacturing industry as a reliable and practical method to characterize the explosives and define 

the heat content of complex chemical reactions. However, it is noticeable that each model makes 

its own assumptions and with appreciable discrepancy between models. In comparing the 

theoretical energy of explosives reported by different manufacturers, it is essential to understand 

the principles underlying the manufacturer’ energy calculation process and the assumptions made. 

Such knowledge is rarely declared by those manufacturers. 

Industry also uses the term Expansion work (Ewk) to quantify the energy from an explosive, also 

calculated via computer due to its complexity using the laws of thermodynamics (ISEE, 2011). 

The expansion work energy refers to the mechanical work done by reaction products on ‘pushing’ 

the borehole walls (Persson et al., 1994; ISEE, 2011).  If the internal energy of the explosive is 

entirely used to perform work, equation 2.14 may be used, where it is assumed that all the reaction 

products expand completely from the point of detonation relative to atmospheric pressure, under 

perfectly elastic efficient conditions. 

Q =  Ewk 2.14 

Some manufacturers calculate the actual work of an explosive using a ‘pressure cut-off’. Here, the 

theoretical output energy produced at a pressure below a selected defined cut-off is not considered. 

The latter is due to the fact that at the onset state, some reaction product escapes through cracks, 

often when gases have expanded to 10 to 20 times their initial volume (Persson et al., 1994). 

However, this depends on the quality of the rock mass (the geologic fracture density) and the 

explosive charge characteristics. 

2.3.2 Test methods 

Experimental tests have been developed to assess the volumetric potential, as the energy and 

breakage capacity of explosives, to acquire comparator indicators to rate the strength of different 

explosives.  The underwater detonation test, cylinder test, crater test and ballistic mortar test are 

some of the most widely used tests.  

In an underwater detonation test a charge of explosive is detonated underwater and two types of 

energy are measured: shock and bubble energy. The shock wave energy is a measurement of the 

brisance or “ shattering” capacity of the explosive, while the bubble energy indicates the explosive 

heaving action, expressed as a function of the volume of gas generated (ISEE, 2011). 



18 

 

Once detonation is initiated, a shock wave is produced and measured from a known position; then, 

the expansion of the detonation products create expanding gas bubbles that collapse when the 

hydrostatic underwater pressure exceeds the pressure inside the bubbles, creating a pulse (Lopez 

Jimeno et al., 1995). This process continues until the bubbles reach the surface and are vented to 

the atmosphere. The time between the primary shock wave and the bubble induced implosions are 

then used for calculation. This technique is considered suitable for comparing relative explosive 

strengths as long as the test conditions remain constant. The major drawback is that the impedance 

of water is much lower than rock.  

In the cylinder test, a set charge of explosive is detonated inside an annealed copper cylinder in an 

oxygen-free medium. Upon detonation, the cylinder wall expands, recorded as a function of time 

using a precise motion capture system (Persson et al., 1994; ISEE, 2011). This method is reported 

as giving a good indicator of expansion energy in turn linked to pressure  (Lopez Jimeno et al., 

1995).  However, the confinement provided by the cylinder is much lower than the actual 

resistance of rock borehole walls in the field. 

The main objective of the crater test is to identify the depth (defined as the scale depth of burial, 

SDOB) of the centroid of an explosive charge of set diameter, that will produce a defined target 

volume of fragmented rock (Lopez Jimeno et al., 1995).  According to ISEE (2011) field crater 

tests yield a volume fragmented for a defined set of SDOB conditions from which a strain energy 

factor may be determined. The drawbacks of this test are that to obtain a reliable conclusion a large 

number of tests are required and, where for each trial the geological characteristics of the in-situ 

rock mass are assumed to remain constant.  

Finally, in the ballistic mortar test, a steel mortar charged with explosives is attached to a 

pendulum. On detonation, the pendulum swing (angle or elevation) is measured proportional to 

energy release (ISEE, 2011). The calculated energy is reported relative to the swing obtained from 

a reference explosive; TNT or ANFO. The main disadvantage of this test is that the degree of 

explosive coupling is not similar to that found in rock blasting;, and the reaction products can 

expand 20 to 30 times the initial charge volume before any pendulum movement (work) is detected 

(Persson et al., 1994). Table 2.1 summarizes the main advantages and disadvantages of each test. 
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Table 2.1 Test methods for explosive energy determination 

Test Advantage Disadvantage 

Underwater test Shock and bubble energy measured Impedance of water << rock 

Cylinder test Good indicator of expansion energy 
Cylinder confinement << 

Resistance of borehole rock 

Crater test 

Determine strain energy factor as 

input for crater blasting 

 

Requires many trials and 

geological characteristics 

assumed constant 

Ballistic mortar test Calculates energy indirectly 
Explosive coupling differs from 

field conditions 

 

2.4 Particle Size Distribution (PSD) 

There are a number of modes of blast performance evaluation, through pre, post or during blast 

activity. 

In post-blast assessment, the blast outcome through fragmentation, muckpile configuration and 

fracture damage may be analyzed (ISEE, 2011). Characterization of broken material via particle 

size distribution are widely used in mining operations, leveraging visual recognition technology 

tools and algorithms. Analysis of a representative sample of the blasted rock mass is used to 

identify if downstream fragmentation requirements have been met.  Results are usually plotted as 

the percentage of material passing a standard screen size of decreasing mesh, generating a 

characteristic “S” shaped curve when plotted in semi-log format. Analysis of such distributions 

can yield indicators of the efficiency of the blast, as a function of the energy balance at the face 

through process plant comminution energy requirements. 

Several methodologies may be employed to determine the size distribution of blasted material, 

ranging from those that only require visual observation to more sophisticated computerized image 

analysis techniques. 

2.4.1 Methodologies used to determine the PSD   

Qualitative visual observation is one of the simplest and widely used field approaches, but is the 

most unreliable as a function of the visual interpreter (Lopez Jimeno et al., 1995). It does not 
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provide any quantitative outcome and depends on the expertise of the observer. It is commonly 

used for initial observation, which may be the only level of interpretation adopted by a mining 

operation.  It is predominantly used to assess larger size fraction product, representing oversized 

material indicating a higher powder factor, closer hole spacing or stronger explosive may be 

required.   

Screening of fragmented material by successive mesh size is one of the most accurate 

methodologies, but time consuming and costly. To get representative results, it is necessary to 

screen around one quarter of a blasted muck pile (ISEE, 2011) which due to operational constraint 

is effectively impractical.  

Photographic methods to discern fragmented rock particle size distribution, through manually or 

digital image processing technology is more practical.  Originally, delineation of fragments was 

performed manually using superimposed grids, which was time consuming and impractical (Lopez 

Jimeno et al., 1995). With improved visual recognition technology, image processing is today 

automated, making digital image analysis an acceptable, reliable and economical measuring tool 

to determine the size distribution of fragmented rock (Palangio and Maerz, 1999; Chow, Zeng, 

Baumann, and Tafazoli, 2012; Kumara, Hayano, and Ogiwara, 2012; Borana, Yadav, and Parihar, 

2018). 

Today, photogrammetry methods initially used in mining operations for surveying purposes have 

been adapted for blast fragmentation assessment to determine PSD. According to Lopez Jimeno et 

al., (1995) and ISEE (2011), such techniques are extremely accurate permitting analysis of broken 

rock in three-dimensional (3D) space. They also state that, to the point of publication in 2011, as 

sophisticated and often expensive tools are required, the technique has only been used in high 

profile cases, boulder analysis and geological studies. More recent (since 2011) technological 

advances have enabled access to cost effective systems, such as Unmanned Aerial Vehicles 

(UAVs) or “drones” which, together with photogrammetry techniques, offer new, economic 

systems for post-blast analysis. According to Bamford, Esmaeili, and Schoellig (2017) use of 

drone technology enhances results utilizing safe, affordable and efficient processes. (Bamford et 

al. (2017)  concluded that such techniques only take 20% of the time of conventional photographic 

image processing, with greater numbers of photographs making overall samples of a larger broken 
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rock mass more representative and finally, human exposure to risk through walking blasted muck 

piles is removed, negating excessive stoppages for mine operational activity.  

2.4.2 Digital Image Analysis 

Digital Image Analysis is the photographic-driven approach where image processing is undertaken 

using computer algorithms. In application to rock blast fragmentation, one of the first proponents 

of the technique were Carlsson and Nyberg (1983), during the first Symposium on Rock 

fragmentation by Blasting (FragBlast). The procedure calculates the PSD of a fragmented rock 

mass  as a3D distribution from 2D photographs using mathematical and statistical theory (Maerz, 

Palangio, and Franklin, 1996).   

Independent of how the image capture process is performed, the digital image analysis process 

may be divided into three general steps: image capture, image processing and reporting. 

2.4.3 Image Capture  

Generally, image acquisition is performed not only on muck piles, stockpiles or in surge bins, but 

also as fragmented rock is loaded (shovel bucket) or transported (truck bodies or conveyor belts). 

Depending on sampling location, photographs must be carefully taken. Two methodologies are 

used: a) A manual process – whereby photographs of muck pile faces are taken manually using 

sampling strategies and a common image location reference system, then uploaded to a processing 

system for analysis; and b) Automatic image acquisition – whereby systems that are usually fully 

automatic from image acquisition to processing employ real time analysis. 

2.4.3.1 Manual Processes 

Manual photographic sampling a muck pile after a blast has been proven reliable and practical to 

discern a PSD (Hosseini, Amirrahmat, and Khoshroo, 2004; Kahriman, Tuncer, Karadogan, and 

Ozdemir, 2005; Tosun, 2018). However, to decrease error, it is essential that orderly images are 

acquired in sufficient quantity and of adequate quality for subsequent processing. 

The quantity of pictures taken must be sufficient to represent the fragmentation of the entire muck 

pile. This will vary with the size and heterogeneity of the pile (Palangio and Franklin, 1996).  

Statistical theory dictates that a larger sample allows estimation to be more precise and more likely 

to detect differences. The greater the number of images, the better the estimation (Cunningham, 
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1996; Dahlhielm, 1996; WipWare, 2017). However, such an approach may involve sampling 

biases, which can be reduced or avoided by employing stringent statistical sampling techniques. 

According to Maerz (1996a), there are two methods that can be employed for sampling a muck 

pile: random and systematic. In the systematic method, best practice divides a muck pile into image 

sampling areas, avoiding overlapping images within a set area. In the random method, one or more 

of sectors are picked and pictures are taken randomly while the material is excavated. For 

systematic techniques, the material covered by all the sectors are photographed and the number of 

pictures remains constant for each one. 

WipWare technical service (WipWare, 2017) states seven possible methodologies to follow: 

1. Simple Random Sampling: Any process in which a device predefines the number of samples 

and time at which they are taken. For example, rolling dice to determine when and how many 

photographs to take. This process is repeated every day.  

2. Systematic Sampling: Intervals of time for sampling are predefined, and no matter the 

circumstances, the preset time is executed.  

3. Stratified Sampling: Rock material is divided into multiple piles with similar volumes, to obtain 

the same number of random samples from each pile.  

4. Probability Proportional to Size Sampling: Similar to 3 above, but the amount of material in 

each pile is not equal. Random photographs for each pile but proportional to their volume. 

5.  Quota Sampling: The volume in each pile are not equal and the number of photographs are not 

proportional to the volumes. According to WipWare (2017), this is not a recommended procedure. 

6. Cluster Sampling: The time interval for sampling a number of piles is held constant. This 

approach is not recommended since variations in the size of material are not considered.  

7. Accidental Sampling: Where samples are taken without any systematic or random process. 

Ironically, although this is the most used field technique it is the least reliable.  In general, end 

users have a poor understanding of statistical sampling. 

Image quality is an important consideration. Photographs need to be taken with suitable resolution, 

lighting, shot angle, lenses, filters and in some cases, scaling objects. According to Wagner (2015), 
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even though resolution is not considered an important property, higher resolution produces better 

results; where shooting and lighting features have equal or greater importance in image acquisition. 

Modern cameras generally have sufficiently high resolution for fragmentation analysis at 18 

Megapixel (MP) or greater resolution.  However, too high resolution generates oversized image 

files that slow processing time (WipWare, 2017). In fact, image resolution of 1280 x 960 pixels is 

sufficient to attain reliable analysis values; but dependant on particle and pile size, lens quality, 

shot distance and the area covered by a photograph (WipWare, 2019a).  

Lighting is critical in rock fragment edge detection, where lighting quality is assessed in terms of 

intensity, uniformity and contrast. Maerz (1996a) suggests that images should be taken under 

natural light, avoiding direct sun to prevent shadows. Ideally, each fragment should have a 

relatively lighter uniform color than the thin dark shadow that surrounds it (created by its 3D 

nature). When contrast is excessive, a fragment can be interpreted as many parts also called 

disintegration. When contrast is deficient, particles may be interpreted as merging into a larger 

interpreted fragment (fusion).  

The distance at which the images should be recorded is a function of the size of the pile, the number 

of fragments and the resolution of the camera; but there is no fixed relationship between such 

parameters. If images are recorded in too close a proximity, large particles may be omitted. If the 

shot is taken too far away, fines particles may not be identified. As a rule of thumb, if particles are 

visually discernable by human sight, an image recording system should similarly discern such 

particles.  Some researchers recommend that each image should contain at least 400 particles 

(WipWare, 2019a) or 500 to 1500 particles (ISEE, 2011). In addition, large fragments should not 

occupy more that 20% of the width of the picture (Santamaria, Morley, Franklin, and Wang, 1996; 

WipWare, 2019a). 

To scale images, as may be necessary, scaling objects should be located in the middle of images. 

One object is appropriate if all particles are located a similar horizontal distance from the camera 

or no slope is presented (Figure 2.3a). If an image represents a slope, good practice is to use two 

objects (Figure 2.3b), vertically separated across the rock pile (Maerz, 1996a; Tavakol Elahi and 

Hosseini, 2017; Split Engineering LLC, 2019a; WipWare, 2019a).  The final image scale will be 

linearly interpreted from the top to the bottom of the slope image, based on the two known scale 

object positions (Split Engineering LLC, 2019a). 
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Figure 2.3 Objects used to define scale 

Some researchers have used a mix of multiple images with one and two scaling objects in their 

studies to calculate one final PSD, also known as a Zoom-Merge technique (Maerz, 1996a).  Such 

an approach has been proven as a reliable and practical alternative to increase the size of sampling 

windows, and it is highly recommended for fragmented rocks with a wide range of particle sizes 

(Santamaria et al., 1996). 

In attempting to improve the fragmentation analysis process outcome and make image capture 

safer and faster, the latest versions of some software, like Split Desktop version 4 or WipFrag3 

iOS, have developed auto-scaling features, where scaling objects are not required (Sameti et al., 

2014; Split Engineering LLC, 2016; WipWare, 2019a). 

The most recent technological development in this area is the joint use of digital image analysis 

and UAV systems, also termed UAV image analysis. According to (WipWare, personal 

communication, February, 2019), in such application a drone with known flight path software 

takes several aerial photographs to generate a GeoTIFF orthomosaic image, which is then 

manually uploaded to the system for analysis. For reliable results, the camera should have a 

resolution greater than 6 MP, the image overlap should be around 80%, no scaling object is needed 

since an orthomosaic image has an embedded reference and the user must be aware that the system 

limitation occurs for excessively steep muckpile faces. 

2.4.3.2 Automatic Processes 

Field use development has led to the creation of completely automated analysis systems where the 

image acquisition process is fully automatic and can be performed in dynamic situations. For 

example, while the material is being loaded or transported to downstream processes by truck or 
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conveyor, real-time analysis is simultaneously performed. WipWare (2019b) and Split 

Engineering LLC (2019b) developed packages capable of measuring fragmentation in a shovel 

bucket, truck bodies, on conveyor belts, and in stockpile or surge bins with reporting verification 

to mining operation control systems.  

For automatic image acquisition, sensors are mounted on excavator booms, at fixed points along 

haul routes, in surge bin drawpoints, at dump areas or above conveyor belts, positioned to take 

sequential pictures that are then analyzed in real time (J. A. Sanchidrián, Segarra, and López, 2006; 

J. A. Sanchidrián, Segarra, Ouchterlony, and López, 2009; Chow et al., 2012). In such a system, 

cameras are set up in optimal positions to provide consistently reliable photographic results, at a 

known location and distance from the target material, so a scaling object is not necessary. In 

analysis, any gravity segregation that has occurred in a fragmented blast pile can be determined 

and then used as a baseline for further interpretation (Palangio and Maerz, 2005). 

2.4.4 Image processing and reporting 

On images being uploaded to a processing system, they are analyzed as 2D pixelated matrices via 

statistical and mathematical techniques (Maerz et al., 1996; Santamaria and Fratta, 1996). 

Generally, in processing images, it is necessary to (a) determine the image scaling, (b) delineate 

the individual fragments, (c) calculate the size of the fragments, (d) assign the fragments to a 

specific class size, (e) compute the size distribution and (f) report the results as a table or visually.  

a) Image scaling is a function of the mode used to capture the image. If obtained manually, 

the user should establish the size of the scaling object used to permit an algorithm to 

calculate a scale factor as the number of pixels over the known dimension [
𝑝𝑖𝑥𝑒𝑙𝑠

𝑙𝑒𝑛𝑔𝑡ℎ
], 

(WipWare Inc, 2017). When an auto-acquisition system is utilized, the orthomosaic images 

already have embedded scaling. 

b) The next stage is to create an outline profile of the rock edges using a delineation algorithm 

(Girdner et al., 1996; Maerzet al., 1996; Sanchidrián et al., 2009). This process, also called 

“Edge Detection”, can be performed manual or automatically, where the rate change in the 

light intensity across a particle is a critical consideration; hence, good contrast to define 

edges is of prime importance (Downs and Kettunen, 1996; Maerz, 1996a). According to 

Sanchidrián et al., (2009), the time required to achieve accurate results can be improved if 

the delineation process is performed automatically and then corrections performed 
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manually.  Although software marketed today is proprietary with no access to code or 

mathematical methods, Girdner et al. (1996) and Maerzet al. (1996) state that edge 

detection is performed in two stages. An initial delimitation of blocks using conventional 

image processing techniques followed by reconstruction techniques, the block edges are 

enhanced and the profile is finally defined. For a program to recognize a particle, the 

particle must be completely surrounded by a defined closed edge. 

c) Once the system has delineated the blocks or fragments to produce an overall profile or 

net, 2D size measurements of each individual particle are carried out to then, enable the 

generation of a 3D distribution using statistical theory. For size defining 2D measurements, 

a number of different approaches may be adopted. Franklin (1996); and Shanthi, Kingsley 

Porpatham, and Pappa, (2014),  identified the diameter of the particle as the most important 

parameter to determine, dependant on the method used to carry out the measurement. As 

an example, Sudhakar, Adhikari, and Gupta, (2006) and Franklin (1996), define the 

diameters of equivalent spheres.  

d) To obtain a 3D distribution, given an assumed particle shape, a third particle dimension is 

then assigned. Maerz (1996b) stated that particle shapes may be simplified as spheres in 

which the area of equivalent diameter can be estimated as: 

d2 =  
4

π
a 2.15

Where d is the diameter of a circle with an area equivalent of a (the area of a non-circular 

particle). 

e) Girdner et al. (1996) identified that Split Software computes PSD with an algorithm that, 

after delineating the edges of each particle, calculates a particle area and the major and 

minor axes of the best-fit ellipse to obtain its volume and the actual fragment screen size 

(de). After field verification, they suggested following equation to determine the actual 

fragment screen size.  

de = 1.16 ∗ minor  axis* √1.35 ∗
major axi

minor axi
    2.16 

f) The final step is reporting the result. Digital imaging analysis software generally represents 

a PSD as a histogram and cumulative curve.  
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Depending on the applied method as a delineation algorithm, particle shape assumptions, size 

measurement methods and statistical theory adopted, PSD computations may vary considerably 

by overall approach and available software. It is therefore important to understand software 

capability and features to understand the confidence in outcome, the level of reliable automation, 

flexibility in application and cost. Qian and Tran (1996) compared FragScan, WipFrag and Split 

software application options with conventional sieving analysis.  They concluded that WipFrag 

and Split reported similar results close to the sieving data, although all three programs 

underestimated fines.  

2.4.5 Benefits and Drawbacks of image analysis  

Digital Image Analysis is a widely used technique for post-blast rock fragmentation assessment in 

the mining industry, where major benefits were summarized by Maerz et al. (1996) and  Chow et 

al. (2012): 

 Practical, economical and feasible for any size rock fragments sampled. A major 

processing time advantage over sieving 

 Minimizing or eliminating field production or processing disruptions  

 Sampling, processing and reporting is fast and may be fully auto-implemented  

Conversely, potential sources of error that users need to be aware of to avoid inaccurate results 

include: 

 The image capture process may be subject to operator bias, making the process unreliable. 

Employing sampling strategies or relying on automated processes significantly reduces this 

source of error. 

 Delineation of the fragments depends on software algorithms, light quality and sharpness 

of the images. Essentially, a good image should have clear contrast between the body area 

of each particle and its edge, permitting an algorithm to delineate more accurately.  The 

main errors occurring in such processes include fusion and disintegration of the fragments. 

However, those effects can be reduced almost entirely by means of appropriate selection 

of edge detection variables, minimizing the manual edits required to account for false edges 

(Edgen and Franklin, 1996; Maerz et al., 1996). Excessive manual corrections give rise to 

further errors, added through the inherent user subjectivity.  
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 Sanchidrián et al.,(2006) conducted a study in which manual and automatic modes were 

compared, concluding that only manual corrections performed during the first minutes of 

processing are relevant in reaching greater accuracy.  

 Missing fines is an issue where most of the fines are either shadowed behind larger 

fragments or their relative size is very small relative to the overall image size, and hence 

systems are unable to delineate those small particles. Santamaria et al. (1996) proposed the 

analysis of multiple images taken at different scale (zoom-merge technique), arguing that 

any algorithm can delineate the smallest particle, as long as the system is able to detect the 

fragment edges at the smallest scale in more than a few pixels (e.g. 3 x 3). They concluded 

that such an approach yields reliable results and avoids not only the use of empirical 

calibrations for a solution, but also unnecessary and assumed extrapability of results.  

Maerz (1996a) confirmed this approach and suggested further the determination via an 

empirically calibration based on full scale sieving, was highly recommended for long term 

studies.  

 The last major source of error is associated with the mathematical approaches used by 

algorithms to construct 3D fragment distributions from 2D measurements. Through such 

approaches the shape of fragments is assumed, where empirical equations and probabilistic 

theory are applied (Girdner et al., 1996; Maerz et al., 1996).   

Summarizing in reference to specific mining applications: 

 Blast fragment muck piles: Image analysis provides a unique technique that analyzes run 

of mine material directly resulting from a blast. However, scaling objects are needed, where 

placement may have safety implications. Here, any manual process intervention likely 

introduces sampling bias (Palangio and Maerz, 2005). 

 Shovel excavation at mine faces: With no need for scaling objects, given the known set 

dimensions of shovel buckets, image analysis provides a useful study mechanism for 

bucket fill factor and excavation throughput and cost relative to downstream crushing cost. 

Providing ongoing feedback with excavation for blast design performance assessment, a 

non-disruptive and continuous sampling method is effected (Chow, Zeng, and Tafazoli, 

2011). However, as material may be further fragmented during shovel loading cycles 
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(Chow et al., 2012) and since a shovel cannot load oversize fragments, such measurements 

are excluded. 

 Truck haulage: Image processing is useful to study truck body fill factor where similar to 

the shovel case, there is no need for a scaling object given the known size of a truck body 

dimensions, which then permits a non-disruptive and continuous sampling method 

opportunity. However, again since the shovel does not pass oversize material to the truck 

body, such truck body measurements do not include oversize. Also the transported material 

may be further broken when dumped at load destination (Chow et al., 2012).  The fines in 

this instance may be more segregated due to the truck vibration during travel movement. 

 Conveyor belt haulage: Both from mine pit to processing plant and within processing plant 

performance, given the ability to position sensors above conveyors at set known distance, 

and there is no need for scaling objects. According to Palangio and Maerz (2005), sampling 

segregation may be assumed constant, given the conveyor movement generating a 

continuous sampling strategy which inherently reduces sampling bias. However, since the 

rock fragments are usually modified through excavation, primary truck haulage and 

crushing activities prior to image analysis in a processing plant, the outcome is not 

indicative of blasting design performance (Palangio and Maerz, 2005).    

 Feed or surge bins prior to primary crushers: According to Palangio and Maerz (2005), 

image analysis of surge bin contained rock fragments is an operational non-disruptive 

option in a mine, but it is not commonly used due to the need for special sensors identifying 

material flowing versus ‘stuck’ in a bin, to counter multiple images of the same broken 

rock skewing the outcome.  Further to relate such PSD back to a blast design would require 

knowledge on any particle deterioration stages from active excavation face through haulage 

to the bin location. 

2.5 Rock strength 

For engineering applications, it is important to understand the basic characteristics of the rock 

involved and in particular, to be able to characterize it in terms of strength. A huge amount of work 

has been done over decades to try to determine reliable ways to measure the compressive and 

tensile strength of rocks. 
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The unconfined compressive test is one of the most common techniques for rock strength 

classification and can be performed following the ISRM (2007) or ASTM (2002) standards, in 

which not only the unconfined compressive strength (UCS) of the rock is determined, but also 

Young´s Modulus (E) and Poisson’s ratio (v). Tensile strength (σT) is another critical parameter 

that influences the failure process in rocks or brittles materials, and can be measured through direct 

or indirect methods. The Direct Tensile Test (DTS) or Direct Pull Test (DPT) is a standardized 

procedure (ISRM, 1978; ASTM, 2008) in which a cylindrical specimen is subjected to a uniaxial 

tensile load until the sample breaks (Figure 2.4, a). The technique has been criticized mostly 

because the stress distribution along the cylinder is not uniform due to the heterogeneous structure 

of the material (Van Mier and Van Vliet, 2002; Sarfarazi, Faridi, Haeri, and Schubert, 2015) and 

both the linkage and gripping system configuration (Van Mier and Van Vliet, 2002; Freiman, 

2012). These issues increase the likelihood of producing eccentricity, which in turns can create 

flexing and torsion causing the rock to break before the ultimate tensile strength is achieved (Van 

Mier and Van Vliet, 2002; Toutanji, Matthewson, Effinger, and Noumowe, 2003). To overcome 

some of these difficulties, a “dog-bone” shape specimen has been proposed; however, if the shape 

is not extremely precise, most of the difficulties found in the regular cylinder shape are still found. 

Freiman (Freiman, 2012) states that DTS seems to be a simple test, but it is one of the most 

complex procedures to perform. 

Because of these difficulties the development of a simpler test was necessary. The need was for a 

test which could determine the tensile strength of a specimen without subjecting it to direct tension. 

One such test is the “Splitting” or “Brazilian” test (BT); an indirect tensile test which is one of the 

most widely used because the specimen shape and test requirements are easy to achieve. The test 

follows ASTM D3967–16 (2016b) or  ISRM (2007) standards. A compressive diametrical load is 

applied on a disc sample as shown in Figure 2.4, part b., and tensile failure is induced. 
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Figure 2.4 Test configuration for: a) Direct tensile test, and b) Brazilian test 

The compressive load generates tensile and compressive stresses through the specimen.  Hondros 

(1959) determined the stress concentration along the segment AB with equation 2.17 and segment 

CD with equation 2.18, when the load is applied over a finite arc and assuming an isotropic and 

linearly elastic rock (Mellor and Hawkes, 1971). He concluded that in the middle of the sample, 

point O, the rock experiences both tensile and compressive stresses, the latter being three times 

greater in magnitude, following Griffith criterion.  

σx =
2P

πDt
[1 −

16D2x2

(D2 + 4x2)2
]  and σy =

2P

πDt
[1 −

4D4

(D2 + 4x2)2
]   2.17 

σx =
2P

πDt
 and σy =

2P

πDt
[1 −

4D2

D2 − 4y2
]  2.18 

Where,  σx is a tensile stress, σy is compressive stress, P is the load at failure (N), D is the disc 

diameter (mm) and t (mm) the disc thickness.  

At the center of the disc, when x = 0, equations 2.17 and 2.18 can be reduced to equations 2.19 

and 2.20. Equation 2.19 is the standarized formula proposed not only by ASTM (2016b) when flat 

plattens are used, but aso, by ISRM (2007). 

σx =
2P

πDt
 2.19 
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σy = −
6P

πDt
 2.20 

For a BT to be valid, the crack must initiate at the center of the specimen and propagate outward 

along the diametral loading line; however, some researchers have questioned its validity stating 

that the crack initiation is more likely to begin near the loading point contacts due to the load 

concentration in this area (Fairhurst, 1964).  

To overcome this, some authors have proposed the modification of the shape of the loading platens 

as suggested in ASTM (2016b), or added an additional thin plastic cushion between the rock and 

the loading device (Yuan and Shen, 2017).  Others like Wang et al. in 2004, suggested a 

modification in a sample geometry in which a flattened disc sample is loaded along its parallel flat 

surfaces. This well-known test is recognized as Flattened Brazilian test (FBT) and authors like 

Elghazel, Taktak, and Bouaziz (2015); Liu, Dai, Xu, Zhao, and Feng,(2018); and  Wu, Ma, Cheng, 

Xu, and Huang,(2018) have used it in their research. 

2.6 Summary 

The above literature review has summarized the major contributions of previous researchers 

seeking to better understand the mechanisms of rock breakage through blasting. Those researchers 

have shown that the energy generated at detonation of an explosive creates shock and gas energy, 

which are specifically responsible for rock fragmentation. Some researchers have attempted to 

estimate the efficiency of the fragmentation process, indicating that only a small portion of the 

explosive energy, referenced as total heat content (Q), is used to fragment the rock, but none has 

fully quantified the influence of shock and gas energies on a resulting particle size distribution, 

and so did not consider such a KPI measurement useful in the blasting process performance 

evaluation.  

Further, the principal methodologies adopted by those researchers for compressive and tensile rock 

strength determination have been outlined, highlighting flaws and benefits. This review has 

permitted a focus on establishing a new approach to analyzing tensile strength and through this a 

new approach to evaluating the efficiency of tensile fracture propagation in rock blasting.  
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3. BLASTING CHARACTERIZATION AT HIGHVALE MINE 

This chapter provides some pertinent detailed information on the SunHills Highvale mining 

operation, specifically related to geology and blasting parameters in current typical use. The data 

related to the blast design parameters and blast bench geology were provided by the blasting 

engineer at the Highvale Mine. Explosive strength was initially taken from the technical data sheets 

provided by the explosive manufacturer, Maxam, where values were checked against reasonable 

assumptions used with blasting theory to develop similar values. Field trips to the mine were 

undertaken to gather specific blast design data, rock samples from the blast area to verify rock 

strength, and pre and post blast photographs for subsequent fragmentation analysis. 

3.1 Highvale mine 

The TransAltra Utilities wholly owned SunHills LP mining operation, otherwise known as the 

Highvale Mine, is a surface coal strip mine owned located at Duffield Alberta, on the south of the 

Wabamun Lake, West of Edmonton. The mine produces about 13.6 M tonnes of low-sulphur-

content thermal coal and 100 Mm3 of overburden and inter-burden annually (Elliott and 

Wedgewood, 2019). Currently, only 2 of the 7 developed pits are active (pits 5 and 9). Figure 3.1 

shows the mine location and permit boundary. 
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Figure 3.1 Pit boundaries for the Highvale mine, after SunHills Mining L.P. (2018) 

As noted by Fenton et al. (1985), the geology at the Highvale Mine originated from glacially thrust 

bedrock during the Pleistocene era.  Bedrock is 15 to 40 m thickness of Upper Cretaceous and 

Paleocene non-marine coal–bearing rocks (coal measures), with sub-horizontal inter-bedded layers 

of sandstone, siltstone, and mudstone (Fenton et al., 1985; Elliott and Wedgewood, 2019). 

According to Fenton et al. (1985), the coal deposit is identified within the Ardley Coal Zone 

formation which forms part of the Scollard formation (Langenberg, Berhane, Sweet, Marchionu, 

and Heaman, 2007). 

Mine development and production were initiated with blasthole drilling on a 9m x 10.3m 

equilateral triangle pattern using Ingersoll-Rand DMM3 and Drilltech DK75 rotary drills. The 311 

mm diameter blastholes are drilled from surface to coal contact for a 23m average hole depth. Prior 
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to ANFO (Ammonium Nitrate – Fuel Oil) explosive loading, wet holes were dewatered and lined 

to reduce adverse detonating conditions, increase explosive performance and reduce noxious as 

(NOx) emissions.  The holes were primed with double 0.45 kg PETN (Penta-Erytritol-Tetra-

Nitrate) booster-detonator combinations, placed together at about 1m off the bottom of the drilled 

hole; avoiding both coal contact that would generate dilution and reducing bottom hole water 

contact.  The holes are then loaded with RIOFRAG (Maxam ANFO product name) mini-prill 

ANFO to within 7m of the hole collar and stemmed with crushed angular rock. The firing pattern, 

delays and configuration vary according to operational requirements (muck pile configuration and 

rock displacement direction), but usually an echelon firing pattern is used.  The holes are initiated 

using DaveyTronic programmable electronic detonators used to prime the boosters.   

Once the overburden is blasted, a dragline moves along the strip and excavates the freshly blasted 

overburden sandstone/siltstone rock, casting it into the previous worked strip. The mine has 3 

operating draglines (Caterpillar (formerly Bucyrus) two 8750’s, and one 8050) varying in struck 

bucket capacity from 41 (8050) to 84 (8750) m3. The uncovered coal seams are then loaded into 

CAT 776 belly dump trucks in-pit, using a mixed fleet of backhoes, front-end loaders and electric 

and hydraulic shovels, and hauled to the mine-mouth thermal power plant. 

3.2 Blast design parameters analyzed from pit 5 

The field information analyzed in this study was gathered from Pit 5, located as shown in Figure 

3.2. Currently, Pit 5 is one of the two active pits, from which about 2M tonnes of the 13.6M tonnes 

per year coal are extracted per year.  
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Figure 3.2 Location of blast in analysis-pit 5, after SunHills Mining LP (2018) 

The average stratigraphy of pit 5 is illustrated in Figure 3.3.  From the top of the upper coal seam 

to surface, consisting of a lower shale layer approximately 3m thick overlain by a medium grained 

sandstone that can reach up to 20m thick. Finally, this sandstone is overlain by a shale layer about 

16m thick (Wedgewood, personal communication, September 2019).  

The total thickness of the coal, which includes 5 coal seams and thin layers of clay inter burden, 

is about 8m. The average thickness of the two upper seams ranges from 2.5 to 3m and 1m for the 

lower seams (Wedgewood, personal communication, September 2019). 

 

Figure 3.3 Stratigraphic diagram of pit 5 
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For the test area in pit 5 under consideration, from 745 to 714 m elevation above sea level (asl), 

the target bench is considered as generally a medium sandstone with a density ranging from 2.07 

to 2.32 t/m3. Note that the 16m shale layer was not presented in this area and a single geological 

unit was found.   

The blast design parameters employed by the mine in pit 5 are described in Table 3.1. Note that 

the bench height was measured from the top of the bench (745m asl) to the bottom of the coal seam 

(714 asl).  

Table 3.1 Drilling and Blasting design parameters at Highvale mine-Pit 5 

Blast design parameter Value 

Bench height (H) 31m  

Borehole depth (D) 23m  

Subdrilling (DS) 0 

Backfill (BF) 1m  

Borehole diameter (DB) 0.311m  

Borehole angle (  90o, Vertical 

Burden (B) 9m  

Spacing (S) 10.3m  

Drilled Pattern Staggered blast pattern geometry  

Stemming (C) 7m  

Explosive Column 15m  

Explosive density (kg/m3) 1050 

Numbers of rows 5 

Numbers of holes 37 

Explosive type Mini-Prill ANFO 

Firing pattern Staggered blast pattern with progressive delays 

Delay time 42ms between rows and 100ms between holes 

 

The blast was designed with 5 rows. The first 4 numbered from the existing ‘old’ highwall free 

face, termed the production rows, were drilled to the coal contact. The last row, closest to the ‘new’ 
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post-blast highwall, was drilled only to the intersection of the design highwall to minimize damage 

to the new highwall.  

Since most of the holes in pit 5 are ‘production’ rows, the analysis performed in this thesis is based 

on their loading configuration. A typical hole loading design for Pit 5 is shown in Figure 3.4. 

 

Figure 3.4 Typical design loading configuration for production holes 

It should be noted that the blast design is not always followed during blast operations’ 

implementation. According to mine records, an average of 1247 kg of explosive per production 

hole is used per blast, which translates to boreholes being charged with about 50 kg more explosive 

than stipulated by design. This implies that either (a) voids are present in the rock mass, resulting 

in more explosive being loaded than designed, or (b) additional explosive is loaded as normal 

practice, effectively modifying the blast design parameters. For simplicity it was assumed that the 

stemming column was less than 7m, so using the density of the explosive shown in Table 3.2 and 

a borehole diameter indicated in Table 3.1, the actual value of explosive column (L) was calculated 

as follows: 

L =  [
(

kilogram of explosive
Density of explosive

)

(
πDB

2

4 )

] = 15.63 m 3.1 

Knowing that L is equal to 15.63m, the new stemming value (Cnew) for production hole is 6.37m. 

It should be borne in mind that this is a theoretical equivalency only. 
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3.3 Explosive energy determination from the manufacturer information 

The explosive used in the field test was ANFO, Maxam trade named RIOFRAGTM, which is a 

mixture of high density industrial mini-prill (ammonium nitrate) and fuel oil (to 6% of the final 

product by weight). The mini-prills require specific fuel oils to be blended. At Highvale mine, 

CFE-150 is used which as recorded on the Material Safety Data Sheet (MSDS), it is a mixture of 

distillate fuel oil and obsolete base oils. See Appendix A 

Due to the complexity of the fuel oil composition, the total heat content in the chemical reaction 

was not possible to compute using equation 2.8 or 2.12 referenced in chapter 2. Instead, theoretical 

values reported by the manufacturer (table 3.2) in the Technical Data Sheet (TDS) were utilized, 

which inherently introduces an unquantifiable error.  The manufacturer adopts the AN strength 

reporting practice for evaluating relative energies with ANFO as a standard.  

Table 3.2 Explosive theoretical energy rating, after Maxam (2015) 

Average in-hole density (kg/m3) 1050 

Velocity of detonation (VOD) (m/s) (4300-6100) 

1Energy (kJ/kg) 3782.3 

Relative weight strength 𝑅𝑊𝑆𝑒 (%) 102 

Relative bulk strength (%) 127 

 

According to Maxam, the explosive manufacturer, in calculating absolute weight strength (𝐴𝑊𝑆) 

no cut-off pressure was used (Fortelka, personal communication, July 2019). Hence, it is assumed 

that AWS is equal to the total theoretical heat energy that the explosive is able to release through 

detonation (Q) having units of [energy/mass].   

Since RWS (heat content per unit of mass of explosives as related to the ANFO) is the value 

reported, AWS was computed using equation 3.2, and using AWSANFO equal to 3723.8kJ/kg 

AWSe = RWSe ∗ AWSANFO = 102% x 3723.8kJ/kg =  3798.3kJ/kg 3.2 

                                                 
1 ANFO as the reference explosive with a standard density and absolute energy of 840kg/m3 and 3723.8kJ/kg 

respectively and calculations are done with W-DETCOM code. 
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When comparing AWSe with the energy value reported in the TDS of 3782.3kJ/kg, shown in 

Table 3.2, there is a discrepancy of 16kJ per kilogram of explosive. This could be caused by 

rounding error, or because the energy value reported by the manufacturer is related to other type 

of energy. However, since the manufacturer only specified their methodology for AWS 

calculation, 3798.3kJ/kg  will be the Q thermal energy value used for future analysis.  

Q =  3798.3kJ/kg 3.3 

An appropriate ratio between AN and fuel oil by weight depends on the chemical composition of 

the fuel oil, which according to Lopez Jimeno et al. (1995); Gokhale (2011); and ISEE (2011), it 

should be about 94.3 : 5.7 and 94 : 6, at which not only Q, sensitivity and VOD reach their 

maximum values but also, the production of noxious gases are minimized.  At the Highvale mine, 

the amount of fuel oil in the mixture is 6.1% of the final product by weight, which agrees with the 

theory, see Figure 3.5.  

 

Figure 3.5 Variation of Q and fumes released with percentage of fuel oil, adapted from ISEE  

(2011) 

The velocity of detonation (VOD) indicates the speed at which the detonation wave travels through 

the column of explosive and hence, it can be used to evaluate an explosive performance. The 

theoretical VOD suggested by the manufacturer for RIOFRAGTMis from 4300 to 6100 m/s and  

Elliott and Wedgewood (2019), from field measurements, found that it reaches 5169.2 m/s under 

the Highvale mine geologic conditions. This is indicative of an explosive with a specific mixture 

of AN and fuel oil, generating a specific explosive density, performing within the geometric and 

geologic confinement within the boreholes used. Additionally, the VOD measured at the mine 
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indicates that the explosive is effectively unaffected by water and has not been deteriorated with 

age (ANFO cycling).  

3.4 Rock strength measurements 

Through field observation, it was noted that the target field blast bench consisted mostly of a 

medium grained sandstone, but there were no records of its specific strength. Hence, a first step 

for rock characterization was collecting rock samples from the bench area for laboratory analysis. 

Four blocks of rock were gathered (see Figure 3.6 part a) at the mine, and taken to the Surface 

Mining Research Laboratories at the University of Alberta where they were initially cored as 

shown in Figure 3.6 part b.  

 

Figure 3.6 Part a) Block samples collected. Part b) Coring process 

The first laboratory test performed was a Point Load Index Test (PLT) following the ASTM 

D5731–95 standard test method (ASTM, 2016a). This is a recognized indirect test for uniaxial 

compressive strength (UCS) determination of rock, in which a compressive concentrated point 

load is applied between two conical platens to a rock specimen until failure. The procedure and 

rock preparation are simple, making it a practical and cost effectively technique. It is worth 

mentioning that the ASTM recommends three procedures for Point Load Strength Index 
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determination (axial, diametral and block or irregular) and depending on the methodology used, 

not only the specimen shape and dimensions change, but also the formulation associated. Authors 

like Bieniawski (1974), Li and Wong,(2013) have proved the consistency of the results, no matter 

the approach followed. Also, according to Rusnak and Mark, (2000) the axial test is more 

analogous to UCS test.  

In this analysis, 16 discs of rock were prepared using a cut-off diamond blade saw; then tested 

following the axial test suggested by ASTM PLT test procedure (ASTM, 2016a), with the results 

summarized in Table 3.3 and Figure 3.7.  The length to diameter ratio was about 0.5 with an 

average length of 23.13mm. The Point Load tester (RockTest model PLI) was used with an 

effective piston bearing area of 9.48 cm2. The load to failure (P) in kN, was obtained using equation 

3.4. 

P = Mp x Ae 3.4 

Where Mp is the maximum pressure reading from the machine in kPa and Ae is the effective area 

of the piston bearing area in m2. 

Once the load at failure was obtained, the uncorrected point load strength index (Is) was calculated 

by the equation below, where De is the equivalent core diameter in mm. 

Is =
P

De
2

                      De =
4(length x diameter)

π
3.5 

Since not all the specimens have a same diameter of 50mm, a size correction factor (F) was applied 

by equations 3.6 and 3.7 as suggested by ASTM (2016a). 

Is(50) = F x Is   3.6 

F = (
De

50
)

0.45

 3.7 

Where Is(50)is the size corrected point load test index, and F is the correction factor. 
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Table 3.3 Values obtained through Point Load Test (PLT) 

Sample 
Length 

(mm) 
Length/Diameter 

P 

(kN) 

 Ae 

(mm2) 

Is 

(MPa) 

Is(50) 

(MPa) 

1 25.2 0.51 9.14 1,251.5 5.74 5.18 

2 25.2 0.52 8.32 1,231.0 5.31 4.78 

3 26.0 0.53 7.68 1,283.5 4.70 4.27 

4 25.3 0.52 7.43 1,234.5 4.73 4.26 

5 26.0 0.52 9.54 1,296.7 5.78 5.26 

6 25.0 0.58 5.59 1,073.0 4.09 3.57 

7 25.0 0.59 7.87 1,065.7 5.80 5.05 

8 24.8 0.58 7.62 1,055.0 5.67 4.93 

9 25.1 0.58 6.50 1,077.1 4.74 4.14 

10 25.1 0.51 10.39 1,230.3 6.63 5.97 

11 25.0 0.58 7.32 1,069.0 5.38 4.69 

12 26.4 0.52 10.12 1,335.8 5.95 5.46 

13 26.4 0.52 8.44 1,330.2 4.98 4.56 

14 26.0 0.52 9.71 1,311.4 5.81 5.31 

15 26.0 0.52 11.07 1,308.9 6.64 6.06 

16 26.5 0.52 10.03 1,338.0 5.89 5.40 

 

 

Figure 3.7 Part broken samples under Point Load Test (PLT) 

Authors like Bieniawski, (1974); Hassani, Scoble, and Whittaker, (1980); Smith, (H. J. Smith, 

1997); Alitalesh, Mollaali, and Yazdani, (2015); Elhakim, (2015); ASTM (2016a)  have published 



44 

 

several equations to correlate UCS and PLT for sandstone or other sedimentary rocks. However, 

the Bieniawski approach is one of the most used and the suggested value by the D5731-16 ASTM 

(2016) standard. The approach suggests that for a UCS determination, a correction factor (K) must 

be applied by equation 3.8. However, as the diameter of the samples was not identical, the value 

of Is(50) was used instead of Is. For this analysis, K will be equal to 23 as stated by D5731-16 

ASTM (2016). 

UCS = K x Is 3.8 

The average UCS calculated for the 16 samples was 113.4 MPa, with a standard deviation of 15.44. 

However, it should be noted that since a correction factor was used, the UCS value estimated is 

just an indicator of the resistance of the rock. According to Bieniawski (1974), the rock is located 

in the lower limit of a high strength material. 

To further investigate the mechanical parameters of the rock, and to corroborate the results 

obtained from PLT, two UCS tests were performed following the procedure suggested by D7012–

14 ASTM (2014) standard.  Initially the end surfaces of the samples were cut and ground to ensure 

their flatness and parallelism. The average length of the samples was 102 mm and the length to 

diameter ratio of 2:1. The specimens were tested in a Material Testing System Series 793 (MTS 

testing machine) at a constant strain rate of 2.46x10−5/s. The axial strain was obtained from the 

MTS machine, and an Epsilon Extensometer- E86505 was used to record the lateral 

(circumferential) deformation of the samples. The resulting graphs are shown in Figure 3.8. 
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Figure 3.8 UCS test results  
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The average Young’s modulus (E) was calculated using a linear least squares fit of the straight 

line of the Axial stress-strain curve. The Posisson’s ratio (v) was estimated by dividing the E value 

previously calculated and the slope of lateral strain ratio which was calculated using the same 

approached used for E (linear least squares fit).  

Table 3.4 UCS, Young's Modulus (E),  Poisson's ratio (v) and Shear Modulus (G) of the 

Sandstone at Highvale mine 

 Test 1 Test 2 Average 

UCS (MPa) 94.05 120.2 107.1 

Young's Modulus - E 

(MPa) 10654 10796 10725 

Poisson's ratio 0.28 0.28 0.28 

Shear Modulus – G (MPa) 8100.3 8043.4 8071.4 

 

Comparing the Uniaxial Compressive Strength values obtained from PLT and UCS tests, it can be 

seen that the results are close, indicating that the PLT is a practical and reliable estimation tool for 

UCS determination. The values obtained by the UCS test confirms that the sandstone at Highvale 

mine is a strong sedimentary rock. It is worth mentioning that for future calculation, the average 

values indicated in Table 3.4 will be used in Chapter 5.  
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4. PARTICLE SIZE DISTRIBUTION (PSD) 

Broken material is commonly characterized using a particle size distribution (PSD), permitting a 

fragmentation performance evaluation. In the extractive industries and civil engineering fields, 

image analysis systems (IAS) have been widely accepted as field tools to determine and analyze 

the shape and size distribution of fragmented or crushed rock. Documentation published since 

1980 show progressive technological and reliability improvement, that have made IAS trusted 

tools for post-blast assessment  (Carlsson and Nyberg, (1983); Maerz et al., (1996); Maerz (1996a); 

Qian and Tran, (1996); Dahlhielm (1996); Palangio and Maerz, (1999); Moser, Grasedieck, 

Olsson, and Ouchterlony, (2003); Ouchterlony (2003); Chow et al., (2011); Debnath and Jha, 

(2013); Shanthi et al., (2014); Choudhary and Mishra, (2016). 

 In this chapter the PSD of blasted rock generated at pit 5 in the Highvale mine has been determined 

using Wipfrag 3 software (WipWare, 2019b) as the post-processing tool selected for image 

analysis. The tool was carefully chosen based on widest use by the mining industry in Canada and 

US. 

4.1 Determination of particle size distribution at Highvale mine 

As cited by Palangio (1995), WipFrag is an IAS originally developed in the mid 1980’s by the 

University of Waterloo; initially named the Waterloo Image Enhancement Program (WIEP).  The 

system was created with the goal of determining the size distribution of blasted rock using 

increasingly powerful computational technology.  Although the mathematical algorithms used by 

WipFrag are proprietary, in general, the software uses 3 general stages: image capture, image 

processing and reporting. According to Maerz et al., (1996), the system creates a 3D distribution 

from a 2D matrix of pixels via applying geometric probabilistic theory.  

4.1.1 Rock pile sampling and Photograph  

As photographs represent the input data for the WipFrag system, it is essential not only to carefully 

select the location and viewpoint from which images are taken, but also to assure that such images 

do in fact reflect the actual rock fragmentation. At the Highvale mine, the blast muck pile and the 

dragline bucket were selected as suitable locations to acquire images. However, the muck pile, as 

the immediate post-blast view was chosen for two reasons:  
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a) Only a simple camera was necessary to take the photographs, and by employing sampling 

strategies, the introduction of errors or bias could be reduced to a minimum. According to Palangio 

and Maerz (2005), and Shahram and Nima (2009), using the dragline bucket option would have 

required a robust camera mounted within an operational hazardous location and a more 

sophisticated system to maintain integrity should have been necessary.   

b) The fragmentation of the muck pile resulted from the explosive energy only; whereas further 

fragmentation, could be produced by the action of loading by a dragline bucket. 

The next step was to discern which one of the WipWare (host company) licenses offered was the 

most convenient. Given the two options: WipFrag for iOs App and Windows; the difference was 

how the images are acquired and speed of output.  According to WipWare Inc,  (2019b), WipFrag 

for iOs App is characterized mainly on the ability to analyze images with or without scaling 

objects, making it more convenient for steep muck piles, where placing scaling objects introduces 

a safety concern. WipFrag for iOs App produces essentially instant output.  However, use of the 

application is limited by the view point options for image acquisition, and represents a new and 

largely undocumented unproven option. Conversely, WipFrag for Windows processes images 

incorporating scaling objects or images taken by drones with onboard GPS negating the need for 

scaling objects. With WipFrag, output is generated post image acquisition.  

However, after careful consideration of the site access safety challenges, the iOS App license was 

chosen on the grounds of flexibility to analyze images with and without scaling objects. It is worth 

mentioning that blast bench heights at the Highvale mine range from 22 to 35 m, which pose 

significant safety risk for access to place scaling objects. The drone option was discarded after 

trialing, as the Highvale mine steep slopes would likely produce biased results (WipWare, personal 

communication, February 2019). 

Images were taken immediately after a blast, once it was safe to do so. An initial observation of 

the muck pile was undertaken to identify a representative sampling area. Figure 4.1 shows the 

scale of the muck pile in the manual observation phase immediately post blast.  
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Figure 4.1Initial inspection of the muck pile 

Fifteen images were acquired for varying location over the surface of the muck pile, using a 

random sampling methodology. The choice of image location was primarily based on (a) access 

safety, (b) minimizing delay in dragline operations and (c) avoiding image overlap within the same 

acquisition sector. The auto-scaling software feature was not applied given the (i) mine operational 

constraints and (ii) the inability to achieve mandatory technical specifications in the field. To scale 

images, wooden survey laths of length 51cm (20”) were used.  As recommended by Maerz (1996a),  

and  Santamaria, Morley, Franklin, and Wang (1996), to achieve more reliable results and due to 

the heterogeneity of the muck pile, the Zoom-Merge technique was applied. Thus, in some images 

two scaling objects were placed (Figure 4.2 a), while for images where fragments were evidently 

smaller, the camera was zoomed in with only one scaling object (Figure 4.2 b).   
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Figure 4.2 Images with one and two scaling objects: The Zoom-Merge technique 

 

4.1.2 Image Processing and Reporting 

Given natural lighting conditions (for a given sun azimuth), a few images presented shadows 

between fragments, as evident in Figure 4.2, making auto delineation of particles unreliable, in 

which major errors generated in “fusion” of particles into a larger fragment. As such, boundary 

delineation was initially performed automatically by the software, followed by manual editing to 

improve the accuracy of the net. Figure 4.3 shows the image from figure 4.2(b) with final net 

delineation. Some zones at the image border were excluded from the analysis as (a) the particle 

images were insufficiently sharp, (b) some fragments were truncated at the image edge, or (c) the 

image displayed regions outside the muck pile such as landscape or sky. Additionally, on analysis 

the scaling object was removed from the image, figure 4.3. 
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To maintain a consistent analytical methodology, the same analysis procedure was performed for 

all images even though shadows were observed in only few images. Finally, the fifteen images 

were merged to attain the PSD presented in Figure 4.4. 

 

 

Figure 4.3 Fragments edges delineated 
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Figure 4.4 Particle Size distribution of Highvale mine-pit 5 
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4.1.3 Results analysis 

In Figure 4.4, the cumulative percent passing is represented by the blue trace, generated from the 

data shown to the right of the plot. The percent passing (vertical axis) indicates the amount of 

material smaller than a specific size that would pass a screen size (horizontal axis). The co-plotted 

histogram indicates the amount of material that would be effectively retained for each bin passing 

size. By default, the software divides the range of data values into 25 size classes or bins.  

The horizontal bars evident in the plot indicate the average sphericity (SPH) measured per size 

class. According to (WipWare, personal communication, February 2019), SPH values are 

calculated in a 2D plane as the ratio between the longest dimension of the particle, also called 

“length”, over the longest perpendicular dimension (width), having values from 0 to 1.  The 

average SPH for all the distribution was 0.68, indicating that the particles are far form being 

spheres or cubes and are more likely to be elongated. 

For the blasted rock analyzed, the mean particle size (D50) was 72.25mm. Of interest to 

downstream crushing operations in processing (had it been applicable to the mine) D80 was 

239.33mm which would be a prospective feed size (F80) in crushing consideration. The smallest 

and largest particle size delineated was 1.47 mm and 734 mm respectively.  

The effectiveness of cast or bench blasts for dragline operations through PSD for blasted rock is 

sparely reported in the literature. Price Waterhouse Coopers (PwC) Mining Intelligence and 

Benchmarking (2014) study, states that for maximum dragline performance,  the biggest particle 

size should be smaller than one third the bucket width. Frimpong, Somua-gyimah, Nyaaba, and 

Gbadam (2019) proposed a size distribution ranging between 0.1% and 26 % of the dragline bucket 

width.  

Table 4.1 illustrates actual values from field measurements at the Highvale mine and suggested 

values for improved dragline performance. Given the literature indications above and knowing the 

dragline bucket size and width of 76m3 and 5m respectively, the Highvale mine has an opportunity 

for improved dragline performance through blasting practices. Effectively the explosive energy 

(shock and gas energy) could be better distributed to assure a blasted rock muck pile with fewer 

“fines” and greater larger fragments. 
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Table 4.1 Actual values from field measurements at the Highvale mine and suggested values for 

improved dragline performance 

Actual dragline bucket size and width: 76 m3 and 5m respectively. 

 
Actual Size 

Distribution indices 

at Highvale mine 

Indices proposed for maximum dragline 

performance 

(PwC Mining Intelligence 

and Benchmarking, 2014) 

(Frimpong et 

al., 2019) 

Minimum fragment 

size (mm) 
1.47  5 

Mean fragment size 

(D50) (mm) 
72.25   

Maximum fragment 

size (mm) 
734 1667 1300 
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5. TENSILE STRENGTH DETERMINATION  

The tensile strength (σT), was first introduced by Griffith (1920), an important rock parameter for 

fracture initiation and propagation. Several direct and indirect approaches to its determination 

exist, based on repeatability, practicality and economy. In this chapter, the widely recognized 

Brazilian Test (BT), is used not only for rock tensile strength estimation but also as a tool, 

specifically here, to compare the mechanism of rock failure for fracture propagation during 

blasting.  

In addition, a new approach to estimate σT is introduced, and the results are compared with those 

obtained from the BT and the pull (direct tension) testing techniques. The results are analyzed and 

compared, and their benefits and drawbacks detailed. The methodology is summarized in Figure 

5.1 below:  
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Figure 5.1 Graphical representation of the methodology followed for tensile strength determination 
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Brazilian tests were performed in the Surface Mining Research Laboratory facilities at the 

University of Alberta, using the same MTS machine and data acquisition system previously 

introduced in Chapter 3.4. 

5.1 Initial Brazilian test procedure 

The initial tests were performed following the ASTM D3967–16 (2016b) standard test method for 

Splitting Tensile Strength of Intact Rock Core Specimen. 

5.1.1  Experimental set up and results 

Core samples were taken from blocks of rock gathered at the mine and cut into small discs with 

an average thickness to diameter ratio of 0.5. In total, 4 samples were tested (Group 1) using flat 

platens and a constant test rate of 0.15 mm/min.  On average every test lasted 6.12 min and the 

applied force and axial displacement were recorded. Figure 5.2 shows the broken samples.  

 

Figure 5.2 Broken samples in Group 1 after the Brazilian test 

For tensile strength determination, equation 5.1 as suggested by ASTM D3967–16 (2016b) was 

utilized assuming crack initiation occurred at the center of the sample where, theoretically, the 

maximum tensile stress is reached. 
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σt(BT) =
2P

πDt
5.1 

Where σt(BT)is the tensile strength of the rock in MPa,  P is the applied load at failure (N), D and 

t are the diameter (mm) and thickness (mm) of the samples respectively. Table 5.1 indicates the 

sample dimensions and the calculated σT(BT). 

Table 5.1 Tensile strength (σT(BT)) of rocks in Group 1 

Sample # 
Thickness t 

(mm) 

Diameter D 

(mm) 
𝛔𝐭(𝐁𝐓)(MPa) 

1 25.43 49.66 6.80 

2 31.71 49.34 7.84 

3 24.90 50.04 10.25 

4 25.27 49.92 6.55 

Average 26.83 49.74 7.86 

 

The average σT(BT) obtained was 7.86 MPa with a standard deviation (SD) of 1.69. It is noted that 

sample 3 presented the highest σT(BT)value recorded. However, by observation, there was no 

obvious visual difference between this and the rest of the samples. The discrepancy might occur 

due to the intrinsic small heterogeneities of the rock, so it was not discarded. 

Equation 5.1 assumes that the crack initiates at the center of the sample where the maximum tensile 

stress is reached. However, during the test, the fracture starting point was impossible to observe 

but two clear failure zones were identified: A Crushing Zone (CZ) at the loading contact points, 

and a vertical tensile crack along the sample diameter as illustrated in the Figure below. 
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Figure 5.3 Crushing Zone and a vertical tensile crack observed in Brazilian Test 

5.2 Application of Digital Image Correlation Technique (DIC) to tensile strength 

determination 

From BT, the failure displayed a CZ and a tensile vertical crack. However, it was not possible to 

confirm that the center of the samples experienced the highest tensile stress value at crack 

initiation. In order to confirm and explore this in a more scientific manner, a Digital Image 

Correlation Technique (DIC) was utilized. 

DIC was first introduced in the 1980’s by Sutton, Wolters, Peters, Ranson, and McNeill, (1983); 

and  Sutton, Mingqi, Peters, Chao, and McNeill, (1986). Since then, it has been utilized in many 

science and engineering applications. Authors like Tariq, Siddiqui, Naz, Ahmed, and Hussain, 

(2012); Lorenzino, Beretta, and Navarro, (2014); and L. Wang et al. (2018) used the technique to 

characterize crack initiation and propagation; Yi-Qiu, Lei, Meng, and Li-Yan, (2012); and Bilotta, 

Ceroni, Lignola, and Prota, (2017) assessed the mechanical behaviour of different materials and 

Sztefek et al., (2010); Tiossi et al., (2012); and Karimi, Shojaei, and Razaghi, (2017) made great 

contributions to understanding the mechanical behaviour of bones and arteries in the human body. 

According to Correlated Solutions (2018); image analysis methods, via DIC techniques are able 

to track movement of groups of pixels called subsets (a user defined parameter), along a continuous 
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surface on a sample marked with a speckled pattern. For the subset tracking process, the system 

identifies the same subset in each photograph by comparing grey levels at each pixel inside the 

subset, that then relates their relative positions between the reference image (usually before load 

application) and each subsequent image taken while the object is loaded.  Once the subset 

recognition is done, the displacement and deformation vectors are calculated (Correlated 

Solutions, 2018) and assigned to a unique point within the subset.  

The continuous surface is analyzed as a mesh of subsets separated, as a function of distance called 

“step size” which is a user defined parameter that should be ¼ of the subset size (Simonsen, 2016). 

As stated by Correlated Solutions (2016), each point is considered independently and generates a 

local mesh of triangles, each one with a defined strain tensor which is then interpolated and 

smoothed to get the strain value for every existing data point on the sample.  

The DIC system is composed of one (2D system) or two cameras (3D system), data acquisition 

hardware, grids or calibration targets and the analysis software. Since the main application of the 

DIC technique is to calculate displacement and strain, it has been extensively compared with strain 

gauges or extensometers measurements. According to Wei, Karuppanan, and Latif, (2013); Patel 

and Martin, (2018); and Kavdir and Aydin, (2019), there is no doubt that DIC measurements are 

in a good agreement with all more established strain measurement approaches, and in addition, it 

has the additional benefit of giving full-field strain data for every point in the area of analysis. 

5.2.1 Experimental set up  

The MTS machine and flat platens were the same as previously introduced. In addition, two 

cameras, one LED flood light and a data acquisition system connected with DIC software were 

installed. The final configuration is presented in Figure 5.4.  
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Figure 5.4 Experimental set up for Brazilian Test and DIC methodology 

The cameras used were 4 MP resolution (2048 x 2048 pixels) Nikon units with a fixed focal length 

(f) of 90mm. The distance between the cameras and the cameras and the specimen was designed 

to optimize the overlap between the images, so that the field of view of both cameras completely 

covered the area of interest. To accomplish this, the cameras were installed symmetrically in front 

of the sample, as shown in Figure 5.5. Once the cameras were positioned, they were focused 

carefully on the surface ‘painted’ speckles.  Best practice was followed to zoom in to a particular 

area on the specimen and focus the cameras at this point.  
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Figure 5.5 Distances set for Brazilian Test and DIC approach 

In order to allow enough light into the camera, a large aperture (low f number) was necessary. 

However, this resulted in a very small depth of field (DOF), which in turn, made the speckles on 

the images unfocused in some areas.  Therefore, improvement was introduced using a LED flood 

light, so it was possible to obtain suitably bright images with small values of aperture and workable 

DOF. It should be noted that an LED light was selected to avoid any wave interference that could 

cause noise in the measurements. Initially the light was located behind and in the middle of the 

cameras, but this caused excessive light reflection which in turn interfered with the strain 

measurements. To avoid this, the light was located next to one camera (one corner of the set up 

configuration) and some opaque fabric was attached to the metallic platens in the MTS machine 

as shown in figure 5.4. 

After positioning the LED light, the aperture and exposure time were adjusted. Aperture is defined 

as the opening in the lens that governs the amount of light that enters the camera. It is usually 

designated with a f-number.  The larger the number the less light passes through the lenses, and 

vice versa. An aperture value of f11 was used and an LED light was positioned so as to allow the 

correct combination of focus, aperture and exposure time. The exposure time or shutter speed, 

which controls the time that the cameras shutters remain open between shots, was adjusted at the 

beginning and during the test as suggested by Correlated Solutions (2007). For all the samples, 

values of 22 to 19 ms were used to get suitable images. 
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5.2.2 Specimen preparation 

Initially all the core samples were cut by using a cut-off diamond blade saw and following the 

specifications suggested by the ASTM D3967–16 (2016b) standard. In total 15 samples with an 

average thickness to diameter ratio of 0.33 were tested and divided into 3 groups as shown in the 

table 5.2.   

9 samples were obtained from one block of rock. Of these 4 were smaller (Group 2 in Table 5.2) 

and 5 were larger (Group 3 in Table 5.2).  In addition, 6 samples from another block of rock, were 

analyzed, all of similar size (Group 4 in Table 5.2).   

Table 5.2 Samples dimensions for DIC application on Brazilian Test 

 
Sample # 

Thickness t 

(mm) 

Diameter D 

(mm) 

Group 

2 

1 15.65 50.69 

2 16.79 50.50 

3 16.34 50.55 

4 13.87 50.63 

Average 15.66 50.59 

Group 

3 

1 26.30 82.02 

2 26.97 82.46 

3 25.91 81.92 

4 26.49 82.49 

5 27.11 82.49 

Average 26.56 82.27 

Group 

4 

1 17.69 50.47 

2 16.95 50.82 

3 16.29 50.58 

4 18.17 50.58 

5 16.81 50.52 

6 16.52 50.98 

Average 17.08 50.66 

 

An appropriate subset recognition is only possible if the pattern is random and highly contrasted. 

To avoid unwanted reflection or over brightness, the “speckling” paint must be flat (ie not glossy). 

In addition, The speckle or contrasting pattern as stated by Correlated Solutions (2018) can be 

drawn using  spray paints, ink, stencils, printing, etc.  During the development of this thesis, a fine 
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felt tipped pen and a brush were used to draw the speckles. Initially, one face of the sample was 

sanded with extra fine 220 and 320 grit sandpapers to ensure their smoothness. The sanded surfaces 

were cleaned using a brush and solvent wipes. After 12 hours at room temperature (to ensure the 

samples were completely dried), the cleaned surfaces were covered with a flat white paint shown 

in Figure 5.6. Even though the paint was “fast dry”, 12 hours was allowed before the speckles were 

drawn.  

 

Figure 5.6 Flat white paint used for sample preparation 

The pen used was a retractable black ultra fine point marker (a “sharpie”) as shown in Figure 5.7. 

Even though this technique worked well, it was time consuming, which was not convenient when 

preparing many samples. 
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Figure 5.7 Retractable black ultra fine point marker used for sample preparation 

Creating speckles using the brush technique involves charging the brush with black paint and 

strumming the bristles to produce a spray of paint, Figure 5.8. This technique produced much faster 

results but required practice to achieve consistency. The main issue was that without care overlarge 

speckles were generated which fell outside the required subset size range. 
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Figure 5.8 Tools used with the brush technique 

Preparing one 50mm average diameter sample using the felt tip pen took about 40 min but only 

about 5 min with the brush.  In total 5 samples were prepared using the pen method and 10 with 

the brush. Figure 5.9 shows an example of each method.  

 

Figure 5.9 Speckle pattern drawn using an ultra fine point marker (left) and a brush (right) 
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5.2.3 Running the test and analysis of results 

The test rate for the BT was set as 0.15 mm/min and the mean time to failure for all the samples 

tested lay between 3 and 5 min. Figure 5.10 shows the broken samples in each group and Table 

5.3, the σT(BT) of the samples. 

 

Figure 5.10 Broken samples using Brazilian Test and DIC methodology 

Table 5.3 σT(BT) values for Group 2, 3 and 4   

 𝛔𝐓(𝐁𝐓) (MPa)  

 Group 2 Group 3 Group 4 

Sample 1 8.56 10.20 11.01 

Sample 2 6.01 7.71 7.23 

Sample 3 10.38 10.12 11.25 

Sample 4 7.68 10.68 5.65 

Sample 5   11.13 7.74 

Sample 6     7.95 

Average 8.16 9.97 8.47 

 

Comparing the results above (Table 5.3) with those obtained during the first BT attempt (Table 

5.1), the results appeared similar. However, to verify this initial observation, the data was 

statistically analyzed.  
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A statistical technique called Analysis of Variance (ANOVA), was used to compare the mean 

values of σT(BT) for groups 1, 2, 3 and 4. However, since ANOVA requires a normally distributed 

sample population, a normality test (Shapiro-Wilk test) with an alpha level of 0.05 was first 

performed. The results shown in Table 5.4 evidence that the data in each group were normally 

distributed, and therefore the ANOVA analysis was used.  

Table 5.4 Normality test results of σT(BT) for Group 1, 2, 3, and 4 

 

Number of 

Sample 
P-value Decision 

Group 1 4 0.273 Can't reject normality 

Group 2 4 0.993 Can't reject normality 

Group 3 5 0.125 Can't reject normality 

Group 4 6 0.345 Can't reject normality 

 

To perform the ANOVA, a significance level of 0.05 was selected, the null hypothesis (H0) stated 

that there was no significant difference among the means of the groups whereas the alternative 

hypothesis (HA) stated that at least one of the means was significant different. The results are 

shown in Table 5.5: 

Table 5.5 ANOVA test to compare the means of σT(BT) for Group 1, 2, 3, and 4 

 
DF Sum of Squares 

Mean 

Square 
F value P value 

Between 

Groups 
3 12.313 4.104 1.233 0.332 

Within Groups 15 49.919 3.328   

Total 18 62.232    

 

Since the P-value was greater than 0.05, H0 was accepted. In other words, even though the samples 

tested were taken from different block of rocks, the results can be treated as significantly similar 

since they are part of the same population or type of rock. Also, it should be noted that the 

variations in sample dimensions between the groups did not affect the resulting σT(BT). Taking all 

the samples for group 1,2,3 and 4, the average σT(BT) was estimated as follow: 
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σt(BT) = (8.67 ± 1.86)MPa   5.2 

The above tests were also monitored using the DIC system. However, it should be noted that 

sample 5 of group 4 was not recorded due to an experimental error, and was hence not included in 

the following results. For DIC analysis, the system was programmed to capture 2 images per 

second (its maximum rate frame). The equipment was calibrated before each group was tested, as 

recommended by Correlated Solutions (2007) using a 12 x 9 mm grid and taking 20 reference 

images.  

The correlation process was performed using VIC-3D with a subset size of 40 and step size of 10. 

The program gave full-field strain values on the surface in every image taken throughout the test. 

In all the tests, at the early stage (usually for loads less than 12% of the peak load), the values 

calculated showed only random behaviour, possibly caused by small displacements between the 

sample and the loading platens (also stated by Belrhiti et al. (2017)).  After this erratic stage, the 

values clearly started to show one of two “typical” behaviours as explained below (Type a or Type 

b): 

a) Type a: 57% of the samples displayed this type of behaviour.  Here, from the start of the 

test, a distinctive area of high strain in all directions, (horizontal (εx), vertical (εy) and 

shear (εxy )), was evident in the area where the load was applied, the “Crushing Zone”. 

Also, the level of strain increased with increasing load. 

 

Another feature was that the highest values of εx and the smallest values of  εy were found 

to occur along the vertical plane connecting the loading points. The positive εx values 

found here, created a characteristic tensile zone, as predicted by the theory behind the BT. 

However contrary to the theory, the highest values were not at the center of the sample but 

at the top and bottom edges in the crushing zone. The same plane also experienced vertical 

compressive strains (-εy) and once again these peaked in the crushing zone. The values of 

shear, εxy , in the same plane were close to zero. Figure 5.11 (a) shows the force vs axial 

displacement curve recorded during the BT for sample 3 in group 3. It can be observed that 

the sandstone presents a typical brittle fracture. Figure 5.11 (b) shows the sequence of strain 

values observed at different times during the test.  
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Figure 5.11 Sequence of strain values during BT for Type a fracture behavior. (a) Force 

vs Axial displacement curve. (b) Strain values calculated from DIC  
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a) Type b: In this type of behaviour no Crushing Zone is evident at the start. Just after the 

erratic stage, the center of the sample was subjected to high values of tensile strain(εx), 

which then propagated in the vertical plane as predicted by the BT theory. However, at 

certain point, this propagation stopped, and the behaviour became very similar to that in 

Type a, the highest εx appearing at the top and bottom edges where a CZ appeared. Figure 

5.12 (a) shows the force vs axial displacement curve recorded during the BT for sample 1 

in group 4. Figure 5.12 (b) show the sequence of strain values observed at different time 

during the test. 

 

Figure 5.12 Sequence of strain values during BT for Type b of fracture behavior. (a) Force vs 

Axial displacement curve. (b) Strain values calculated from DIC  
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In Summary, it was clear in all the tests that two distinct areas of interest developed before failure: 

The Crushing Zone (CZ) and Tensile Fracture Zone (TFZ).  The strain behaviour in the CZ was 

characterized by high values in all directions. It should be noted that in both Type a and Type b 

failure modes, the area of maximum horizontal strain (εx) did not necessarily appear at both 

crushing zones, sometimes just at one. On the other hand, along the TFZ, the values of εxy for all 

the samples were almost zero (-4.08x10-5),  εy  equal to −1.52εx for group 2, −1.55εx  for group 

3 and −1.79εx for group 4.  

5.2.3.1 Stress determination from DIC methodology 

Up to this point the conclusions have been drawn from strain values, but it would be more 

significant to know the full-field stress condition to which the rock was subjected along the vertical 

loading plane just before failure. This information could be used to analyze the TFZ created during 

rock breakage by blasting.  

Assuming a homogeneous, isotropic and linear elastic rock, both the theory of elasticity and 

Hooke’s law were used for stress determination in a plane stress condition from strain values 

measured by DIC approach. The following equations were used (Timoshenko and Goodier, 1951): 

σx =
E(εx + vεy)

1 − v2
 5.3 

σy =
E(εy + vεx)

1 − v2
 5.4 

τxy = εxyG 5.5 

Where σx is the horizontal stress (MPa), σy is the vertical stress (MPa), τxy is the shear stress 

(MPa), E is the Young’s Modulus (MPa) and v the Poisson’s ratio, G shear modulus (MPa). 

The values of E, v and  G where previously calculated in Chapter 3, Table 3.4. 

The stress condition calculated just before failure along the vertical plane connecting the loading 

points is illustrated in Figure 5.13 for type a and 5.14 for type b failure modes.  
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Figure 5.13 Stress distribution calculated along the vertical plane for Type a failure 

 

Figure 5.14 Stress distribution along vertical plane for Type b failure 

For both failure modes, along the vertical plane, τxy with and average value of 0.35 MPa for all 

the samples, did not present significant difference between the contact under the platen and at the 

center of the samples. However, considering σx and σy; peak values were reached near the loading 

contact areas and decreased towards the center to a defined point of stress reaction change where 

they experienced a steady state at which tensile failure cracks propagated (TFZ). 
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The CZ experienced multiple stresses but not a predominant or distinct stress pattern. On the 

contrary, in the TFZ, σy and σx displayed a clear relationship, numerically correlated by equations 

5.6, 5.7, 5.8, and graphically shown in Figure 5.15.  

 For Group 2:  σy =  −2.20σx ± 0.31 5.6 

  For Group 3: σy =  −2.26σx ± 0.21 5.7 

 For Group 4: σy =  −2.57σx ± 0.39 5.8 

 

Figure 5.15 Ratio between σy and σx for each group 

For σx the following Figure shows the mean values and SD obtained in each group (see Figure 

5.16). 
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Figure 5.16 Average tensile strength in the Tensile Failure Zone per group 

In order to confirm that Group 2 was not anomalous, normality and ANOVA test were conducted 

to verify the statistical similarity between the means. The results are summarized in Table 5.6 and 

5.7 respectively.  

Table 5.6 Normality test results of σx for Group 2, 3, and 4 

 

Number of 

Sample 
P-value Decision 

Group 2 4 0.58028 Can't reject normality 

Group 3 5 0.10917 Can't reject normality 

Group 4 5 0.78647 Can't reject normality 

 

Table 5.7 ANOVA test to compare the means of σx for Group 2, 3, and 4 

 
DF Sum of Squares 

Mean 

Square 

F 

value 

P 

value 

Between Groups 2 2.394 1.197 2.079 0.171 

Within Groups 11 6.335 0.579     

Total 13 8.729       
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Again, all groups are random samples from the same population. In other words, the data seems to 

be part of the same type of rock. Also, an important feature concluded was that the dimension 

differences between the group samples were not statistically significant to change the stress 

concentration around the TFZ.  Consequently, the groups were analyzed as a one single group.  

As expected, the results followed a normal distribution as seen in Figure 5.17. The results indicated 

that the average value of σx just before failure in the TFZ was 4.72 MPa with a SD of ± 0.82.  

 

Figure 5.17 Histogram of σx for all the samples in Group 2,3 and 4 

Sample 1 in group 4 presented the least value (3.11 MPa) and sample 1 in group 2 the highest, 

(6.3MPa). Neither sample showed any notable variations in their grain size or macro-structure, 

and the SD found in the distribution observed in Figure 5.17, was deemed acceptable. 

From the fracture process perspective, the mean value of σx calculated in the TFZ just before 

failure, can be interpreted as the maximum tensile stress that needs to be exceeded in order for the 

rock to approach fracture by tension along the vertical loading plane. Therefore: 

σx =  σt(S) = (4.72 ± 0.82)MPa  5.9 

Where σt(S) is the tensile strength of the material calculated from strain values in MPa. 
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Just prior to failure, the findings showed a completely different stress distribution to that predicted 

by BT theory as follows: 

a) The maximum tensile stress did not appear at the center of the sample as predicted. On the 

contrary, the maximum stress concentration was found to be at the CZ, and therefore, it is 

assumed that the fracture starts inside this area and propagates towards the center of the 

sample. In order to determine the exact initial fracture point and propagation velocity, a 

much higher frame rate camera would be required.   

b) The ratio between σy and σx is not -3 as implied by equation 2.17 and 2.18 (BT theory). 

Instead, the ratio, estimated by analyzing all the sample groups together can be expressed 

as: 

 
σy

σx
= (−2.36 ± 0.34) 5.10 

c) It is clear from the results in these tests, using flat platens, that ASTM D3967–16 (2016b) 

does not consistently apply. 

5.3 Pull test approach 

The Direct Tensile Test (DTT) or Direct Pull Test (DPT) is a standardized procedure where the 

rock specimen is subjected to direct tensile force until failure. The rationale behind conducting this 

test was to provide a comparator for the other two methodologies.  

In total 5 samples were tested following the ASTM D2936-08 (2008) standard for Direct Tensile 

Strength of Intact Rock Core Specimens using a “Digital Tritest 50” testing machine with a 

maximum capacity of 50kN.  The constant test rate in tension was set up at 0.4 mm/min and the 

mean time to failure was 10 min. The average length to diameter ratio for all the samples was 2.18.  

The set-up configuration included two cylindrical caps of aluminium with a length of 33 mm and 

a diameter of 50.8 mm. The linkage system was designed to prevent any bending or flexural 

stresses along the specimen connected via four steel threaded eye bolts, 62 mm long and 12.7 mm 

in diameter; four grade 3 chains, each one with 3 links having a diameter of 6.3mm; four grade 5 

bolts with a diameter of 6.3mm, eight washers and four nuts. The testing set up was designed as 

shown in Figure 5.18. 
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Figure 5.18 Testing set up for Pull test 

The cylindrical end caps were glued to each end of the sample (which were cut, trimmed and 

ground flat and parallel to each other) using a crystalline, high tensile strength epoxy, brand name 

“Araldite” (Araldite, 2019). The samples remained at room temperature for at least 24 hours to set. 

5.3.1 Results and discussion 

The tensile strength was calculated using equation 5.11 as suggested by ASTM D2936-08 (2008).  

σt(PT) =
P

A
 5.11 

Where σt(PT) is the tensile strength of the rock calculated in MPa,  P is the maximum applied load 

in tension (N) and A is the cross-sectional area diameter (m2).  

Figure 5.19 presents the two failure mode observed, and Table 5.8 shows the sample dimensions, 

σt(PT) and the fracture location. These samples are  “Group 5”. 
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Figure 5.19  The two characteristic crack locations in rock samples after Pull test 

Table 5.8 Sample dimensions for Direct Pull Test 

 

Sample 

# 

Length 

(mm) 

Diameter 

D (mm) 

Tensile strength 

𝛔𝐭(𝐏𝐓) (MPa) 
Facture 

location 

Group 

5 

1 116.84 50.80 5.08 At the middle 

2 107.95 50.55 5.63 Top in rock 

3 114.30 50.55 5.45 Top in rock 

4 101.60 51.05 6.37 Top in rock 

5 111.00 50.00 5.37 Top in rock 

 

In addition the Force vs Time curves recorded during the tests are presented in Figue 5.20.  
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Figure 5.20  Resulting Force vs Time curves in pull tests  

From Figure 5.20, it is observed that the tests fall into two groups which similar tensile values and 

testing time: Samples 1, 3 and 5 with smaller σt(PT), and samples 2 & 4 with greater elapsed test 

time values. However, all the samples exhibited similar brittle failure behavior. An initial “settling 

zone” was encountered at the beginning due to the slack in the linkages being taken up. This was 

followed by a distinctive linear-elastic zone ending in a slightly curved area just before failure. In 

addition, all the samples presented the same slope of the linear elastic zone.  

Equation 5.12 indicates the final σt(PT) estimated using this approach.  

σt(PT) = (5.58 ± 0.48)MPa 5.12 

The pull test is recognized in rocks mechanics as a methodology in which the actual tensile strength 

of the rock is obtained, but as found during these tests, there are many variables that make the test, 

in some cases, impractical. These include the specimen preparation, the linkage system and rock 

geological characteristics. 
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5.4 Comparing Tensile strength obtained by Brazilian test, DIC methodology and Pull test 

Three methodologies have been used for tensile strength determination and the results are 

summarized in the following Table 5.9. 

Table 5.9 Tensile strength values obtained by BT, DIC and PT 

Experimental Technique 𝛔𝐭 (𝐌𝐏𝐚) 

Brazilian test (BT) σt(BT) = (8.67 ± 1.86)MPa 

Digital Image Correlation (DIC) and stress 

determination 
σt(S) = (4.72 ± 0.82)MPa 

Pull test (DPT) σt(PT) = (5.58 ± 0.48) MPa 

 

The pull test resulted in a lower value than the BT with a mean σt(BT) to σt(PT) ratio of 1.55. This 

ratio was very close to that obtained by (Patel, 2018) in a granite rock (1.35) and (Sarfarazi, 

Ghazvinian, Schubert, Nejati, and Hadei, 2016) in concrete (1.5). It is hence widely accepted that 

the BT overestimates the tensile strength value.  

Comparing the mean values of σt(PT) with σt(S) and σt(BT), differences of 0.86 and -3.09 MPa 

respectively were found.  If the tensile strength given by the DPT were accepted as representative 

of the actual tensile strength of the sandstone as the ASTM standards stipulates, σt(S) gave an 

accepted value of tensile strength.  

It is interesting to note that the values obtained by the DPT suggested that the rock can support 

stresses in tension of up to 5.58MPa before failure, but according to DIC methodology, the tensile 

fracture zone reached values of only 4.72 (+/- 0.81) MPa before failure. The differences might be 

explained because insufficient information was gathered by DIC approach before failure. A higher 

speed camera might have recorded different strain values just before failure. According to the 

results observed, the stresses in x direction at the TFZ were uniform but were also incrementing 

as the load was increased, so there is a possibility that the final strain value just before failure were 

greater. Figure 5.21, shown the variation of the horizontal stresses of one point inside the TFZ at 

the middle of the one sample (sample 1 group 4) for all the pictures.  
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Figure 5.21  Typical variation of the horizontal stresses of one point inside the TFZ. 

It should be noted that the variation of the horizontal stress per pictures taken follow a cubic 

equation, so extrapolating the values reached in the last picture on to a “next” picture basis, the 

tensile stress would never reach the results obtained by DPT. This is an interesting point that could 

be analyzed in future work.  
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6. FRAGMENTATION ENERGY IN ROCK BREAKAGE BY BLASTING  

The energy required for rock fragmentation through blasting is derived from the explosive 

thermodynamics at detonation, then transmitted to the intact rock via shock waves and gas pressure 

to effect breakage. Ideally, all the energy would be conserved and focused to fragment the rock, 

or as may be deemed necessary for more efficient loading operations to move (or “heave”) it to a 

piled format. However, the process is never 100% efficient; with noise, flyrock, loss through 

existing fractures and voids, vibration and heat as undesirable points of energy loss. 

The concept of “energy partitioning”, examining input and output energy distribution, is complex 

and comprises many variables that need to be understood in order to refine blast design strategy. 

A starting point is the determination of input energy derived from the explosive chemistry and an 

estimation of the efficiency of the blasting process. Once this has been established, one can 

consider more specific controllable factors in blast design, which can be altered and modified to 

effect an improved end result. 

This chapter examines blast fragmentation and size distribution as a function of the pressure 

generated on detonation of an explosive; producing an instantaneous shock wave followed by gas 

products’ expansion; to estimate the efficiency of the blasting process. For clarity, it is pertinent 

to mention that pressure, P is expressed in SI base units as Pascal (Pa), but it is also proportional 

to specific energy having units of Joules per cubic meter, also Pascal(J m3or⁄ Pa ). So, P may be 

expressed as energy per available unit volume of explosive, or energy per unit volume of rock 

blasted, to fragment a given volume of rock.  

The final outcome of the interpretation and analysis, indicated through the work described below, 

is a practical measuring tool developed not only for efficiency determination but also as an easy-

to–use means of evaluating and monitoring the effectiveness of the blasting process. All the 

calculations here are based on a single borehole, from which it is assumed that applicability could 

be extended and be representative for a larger field application to a blast pattern. 

6.1 Explosive energy determination in terms of detonation and gas pressure  

Energy determination of RIOFRAGTM explosive, using the values reported by the manufacturer 

was previously introduced in chapter 3. The final energy value, expressed as the total energy 

released by the explosive through the detonation (Q), via thermodynamics’ principles, was 
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calculated as 3.80 MJ/kg, or 4.74 GJ/hole, based on an average 1,247 kg of explosive used in one 

blast production hole. However, the objective of this research was to establish how much of that 

total energy was effectively converted into detonation and gas pressures. 

According to ISEE (2011), the detonation pressure (PDet) is defined as the high pressure reached 

at the commencement of the Reaction Zone resulting from the detonation process. It is widely 

accepted, used and calculated with the blasting industry as equation 6.1: 

PDet =  
ρeVOD2 

4
 6.1 

Where in this case,ρe = 1,050 kg/m3, the explosive density and VOD is the velocity of detonation 

(m/s) (see Chapter 3).  Elliott and Wedgewood (2019) recorded VOD values with an average of 

5,169.2 m/s at the Highvale mine.  Substituting these values into equation 6.1, PDet was estimated 

as 7,014.7 MPa.  

PDet is the initial high pressure shock front impacting the borehole wall. This effect expands the 

borehole by pushing the walls out, compressing and crushing the material and creating the majority 

of the “fines” in the resulting muckpile. 

Gas pressure (PGas) is defined as the pressure exerted by the gases expanding into the rock 

fractures. It is also known as the Borehole pressure, and according to ISEE (2011), it is about 45 

to 50 % the magnitude of PDet.  This estimation is however dependent wholly on the geologic 

nature of the rock mass being blasted, where huge variation would be generated through higher 

degrees of rock mass natural geologic fracture, through which such gas pressure could be lost. 

Knowledge of the explosive chemical reaction is required to determine the PGas. Given the 

variability of fuel oil content in ANFO explosive preparation and the proprietary composition of 

RIOFRAGTM, a widely accepted equation for ANFO was used as representative of the chemical 

reaction, equation 6.2. Note that the base diesel fuel molecule (CH2) was utilized in this 

formulation.  

𝟑NH4NO3 + 𝟏CH2 →  CO2 + 𝟕H2O + 𝟑N2 6.2 
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Since the molar mass (Mm) of Ammonium Nitrate (NH4NO3) and CH2 are equal to 80.04 g and 

14.03 g respectively, it was evident that 254.16 g of explosive were used in equation 6.2. In 

balancing the chemical equation, Table 6.1 and equation 6.3 were derived for 1,247 kg of explosive 

Table 6.1 Moles of reactants and products in explosive chemical reaction for ANFO 

  Moles Explosive mass (g) Relative weight (%) 

Reactants 
NH4NO3 14,719 1,178,179 94.5% 

CH2 4,906 68,821 5.5% 

Products 

CO2 4,906   

H2O 34,345   

N2 14,719   

 

𝟏𝟒, 𝟕𝟏𝟗NH4NO3 + 𝟒, 𝟗𝟎𝟔CH2 →  𝟒, 𝟗𝟎𝟔 CO2 + 𝟑𝟒, 𝟑𝟒𝟓H2O + 𝟏𝟒, 𝟕𝟏𝟗N2 6.3 

Once the equation was established, PGas was defined via the ideal gas equation, 6.4: 

Pgas =
nRTe

V
 6.4 

Where: 

 n is the number of moles of products and equal to 53,971 moles (see equation 6.3). 

 R is a universal gas constant equal to 0.0821 
𝐿 𝑎𝑡𝑚

𝑚𝑜𝑙 𝐾
.  

 V, equal to 1,187.6 L is the borehole volume filled with explosive. This was calculated as the 

area of a circle with a diameter equal to a borehole diameter (DB) times the actual charge 

length(L).  DB and L were estimated in Chapter 3 and shown in Table 3.1 and equation 3.1 

respectively.  

 Te is the temperature of the explosion in (K), expressed as the maximum temperature that the 

gaseous products reach in an adiabatic process (Akhavan, 2004). As the reaction proceeds, 

assuming no expansion or change in volume in the borehole, all of the energy liberated (Q) is 

used to heat the gasses resulting from the reaction, incrementing their temperature to Te. The 

ultimate value of T𝑒 depends on the specific heat capacity of the gaseous products. 
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According to Smith, Van Ness, and Abbott  (2005), in a closed system of n moles of product, the 

energy balance can be express in terms of the mean molar heat capacity at constant volume 

(CV) and the change in temperature (∆T) as follows: 

Q = n∆U = n ∫ CvdT
T2

T1

 6.5 

However, since Cv is temperature dependant, an evaluation of equation 6.5 is compleed as 

empirical equations (Smith et al., 2005) in which some characterteristic constant of the products 

is needed. For the sake of practicality the methodology used in this research to determine Te 

followed from Akhavan (2004), and applied by Britton, Skidmore, and Otuonye  (1984). Knowing 

that T2 is equal to Te and the number of  ith product in the gas mixture, equation 6.5 may be written 

as equation 6.6 where 𝑇𝑒 can be isolated as equation 6.7. 

Q = (∑ nixCvi) x(Te − T1) 6.6 

Te =
Q

∑ nixCvi 

 − T1  6.7 

Where Cvi is the mean molar heat capacity at constanct volume for each gaseous product in the 

product mixture at  Te. 

To solve equation 6.7, the mean molar heat capacities of the gaseous products at different 

temperatures were required (see Table 6.2). The  Q value, calculated as 4.74GJ/hole, T1 was 

assumed as 293.15K (Standard Temperature), and n moles was as indicated in equation 6.3.  

Using final temperatures estimates of 2,700 K and 2,800 K and applying equation 6.7, two different 

Q values were calculated as shown in Table 6.3. 
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Table 6.2 Average molar heat capacities at constant volume  Cv ( J mol-1
K

-1) for gaseous 

products at different temperatures after Akhavan, (2004). 

Temperature (K) CO2 H2O N2 

2,700 47.51 37.48 25.70 

2,800 47.74 37.85 25.82 

2,900 47.97 38.20 25.93 

3,000 48.17 38.53 26.03 

 

Table 6.3 Q values calculated at different explosion temperatures 

𝑻𝒆 (K) Q calculated (GJ/hole) 

2,700 4.57 

2,800 4.80 

 

From the Table above, the following graph was constructed as a linear relation to find the 

final Te  . 

 

Figure 6.1  Q vs Te  curve to find final Temperature of explosion for RIOFRAG 
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As such, Te was calculated as 2,773 K.  

Having defined each value for equation 6.4, It was concluded that PGas was equal to 1,048 MPa or 

15% of PDET.  

One reason for the difference determined here, versus values reported by ISEE (2011) and 

Cunningham (2006) could be that at high temperature, the gaseous products do not behave as an 

ideal gas. If this were so, it would be necessary to apply a compressibility factor (Z) to equation 

6.4. Unfortunately, the advanced chemistry and modelling required for this does not fall within the 

scope of this research. However, future work in this area could consider such a variation. 

6.2 Measuring the efficiency of rock fragmentation in bench blasting 

In rock breakage, two dominant fracture zones are created: a Crushing Zone (CZ) and a Tensile 

Fracture Zone (TFZ), as illustrated in Figure 6.2. According to ISEE (2011), upon detonation, the 

shock front pushes the borehole walls out and the shock or compressive wave induces high stresses 

that far exceed the strength of the rock. The combination of these two effects crushes the rock near 

the borehole wall by subjecting them to high stresses, creating the CZ. As the compressive wave 

propagates outward, its radial extension creates hoop stresses that exceed the tensile strength of 

the rock, and so create radial cracks (ISEE, 2011) (TFZ).  

Comparing blasting theory and the results observed during the BT procedure described in Chapter 

5, both processes present similar CZ and TFZ. The new adaptation of the BT allowed the 

recognition of the stress pattern through the TFZ, indicating that the crack initiation occurred at 

the CZ, but with tensile radial fracture propagation into the TFZ.  Taking into account these two 

failure modes and understanding that in rock blasting, generally and particularly for brittle rock 

like the bench blasts at Highvale mine, the majority of the fragmentation was produced in the TFZ. 

The stresses observed through the modified BT were thus used for estimating the blasting process 

efficiency. 
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Figure 6.2  Schematic representation of the Crushing and Fracture Tensile Zone in Rock 

breakage by blasting and Brazilian test 

To understand and estimate the influence of each type of pressure on the final size distribution, the 

TFZ in one hole was considered at three different radii from the center of the hole, representing 

the maximum zone affected by the blast (at the hole spacing limit), the limit of the crushing zone 

in closest proximity to the borehole and including fragments representative of a minimum fragment 

size evaluation, and the area midway between the borehole wall and the maximum zone affected, 

by 50% of progressive circumferential area, as illustrated in Figure 6.3.  At each of the three 

evaluation zones, the diameter (DMax,  DCZ and D50), the circumferential perimeter (CMax, CCZ, 

C50), and average particle size (XMAX,  XCZ , X50) were initially determined to then, estimate and 

compare the number fractures created in the field at those zones, per fragmentation analysis 

outcomes, to the expected ideal values at 100% energy usage. To focus the analysis, all calculations 

honoured blasting theory and the PSD actual results obtained in the field.   
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Figure 6.3  Diagrammatic representation of the areas defined for energy efficiency estimation in 

rock fragmentation in a bench blast 

6.2.1 Methodology for characterizing the tensile failure zone around a blast hole  

6.2.2 Maximum zone 

Under ideal conditions, in a staggered drilling pattern forming an equilateral triangle grid in which 

the spacing is equal to 1.15 times the burden (the blasthole pattern adopted at the Highvale mine), 

the impact of the explosive energy must reach at least a distance equal to one spacing (10.3m) in 

order to maximize the energy distribution that the pattern offers. Under this assumption, a diameter 

of 10.3 m (DMax) will be used to determine the circumference CMax using equation 6.8. 

CMax = πDMax = π x10.3m = 32.36 m 6.8  

Since CMax is at the maximum distance from the borehole, the average particle size associated with 

this area (XMax) will be the maximum particle size measured using Wipfrag (0.734 m), and 

previously calculated in section 4.1.2. 
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6.2.3 Middle zone 

C50 was calculated midway by equal area between CMax and the borehole wall as illustrated in 

Figure 6.3. Initially the total area affected in one blast hole (AT) was estimated as 83.25 m2 using 

equation 6.9, given DMax= 10.36 m and the borehole plan-section area (AB) = 0.076 m2. 

AT =
πDMAX

2

4
− AB 6.9 

Since C50 was located in the middle of the total area, the latter can be written as follows: 

AT = A1 + A2 6.10 

 and … . A1 = A2    ∴     
AT

2
= A1 6.11 

Using equation 6.11, A1 was equal to 41.6 m2. To calculate the circumferential perimeter, C50, the 

diameter of this area D50 was used. For this, equations 6.12 and 6.13 were employed. 

A1 =  
πD50

2

4
− AB     ∴         D50 = √

4(A1 + AB)

π
= 7.29 m  6.12 

C50 = πD50 = 22.89 m  6.13 

The average particle size associated with this area (X50) was then, the mean (D50) particle size 

measured using Wipfrag (0.072 m). 

6.2.4 The limit of the Crushing Zone 

Estimation of the extension of the CZ in the field is a complex topic and few authors have 

attempted to determine it. Some have recommended an approach which could be applied to any 

type of rock and explosive, while others have developed semi-empirical equations which require 

some rock and explosive parameters to be considered. The following graph summarizes the range 

of values, as  
rc

rb
⁄  ratios, that have been suggested by prior researchers. Where rc and rbare the 

CZ and borehole radius respectively. 
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Figure 6.4  Values for 
rc

rb
⁄  suggested by prior researchers 

The values suggested by Djordjevic (1999) and Esen et al., (2003) were calculated using equations 

2.1 and 2.2  respectively (see Chapter 2), the dynamic Young’s modulus equation suggested by 

Esen et al., (2003) and assuming the same value for dynamic and static Poisson’s ratio. Atlas 

Powder Company (1987) recommended an interval for any field conditions presented; where 

Bastante et al.,(2014) calculated the interval for a granite rock and using ANFO as a blasting agent. 

Lu et al., (2016) developed a model which was based on data reported in the literature; where, the 

investigation involved quartzite, granite, limestone and Siltstone rock types, with ANFO and 

Emulsion as explosives.  

From Figure 6.4, the most common interval for 
rc

rb
⁄ ratio lies between 1 and 5. For CZ assessment 

here, at middle value of 3, was taken as representative. This was in good agreement with the ratio 

calculated using the equation recommended by Esen et al., (2003). According to Lu et al., (2016), 

the equation proposed by Djordjevic (1999), overestimated the crushing zone while the one 

suggested by Esen et al., (2003) is closer to reality. Finally, here for the Highvale mine, rc was 

determined at 3 times the borehole radius, and CCZ as follows: 
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CCZ = πDCZ = π x 0.933 m = 2.93 m 6.14 

Where DCZ is the diameter of the CZ measured from the center of the borehole in m.  

To calculate the average particle size associated with CCZ (XCZ), a relationship based on areas was 

established. The area of the crushing zone (ACZ) was initially determined by equation 6.15 and 

expressed as a percentage of the total area (AT). This percentage was applied to the PSD and the 

size fraction with the same percentage passing was used as the average size in the CZ. 

ACZ =
πDCZ

2

4
− AB 6.15 

Using equation 6.15, ACZ was calculated as 0.73% of AT. So, the size value of D0.73 from the field 

measured PSD was used as XCZ, equal to 0.007 m. 

The following Table summarizes the values above, calculated by circumference. 

Table 6.4 Perimeter and average particle size determined at CMAX, C50 & CCZ. 

 

Circumference 

- C (m) 

Average particle Size - 

X (m) 

Maximum Zone 32.36 0.734 

Middle Zone 22.89 0.072 

Outer limit of the 

Crushing Zone 
2.93 0.007 

 

6.2.5 A practical tool for pressure expenditure estimation 

The borehole has been divided into 3 circumferential zones that account for the TFZ and where 

the pressure expenditure will be estimated. The first step was the determination of the actual 

number of radial fractures (ARFi) crossing each 𝑖𝑡ℎ circumference using equation 6.16, and the 

values indicated in Table 6.4. 

ARFi =
Ci

Xi
 6.16 

The values obtained via equation 6.16 were then compared with the ideal or maximum number of 

radial cracks crossing each 𝑖 circumference (MRFi). Key to this however is an understanding of 

the distribution of pressure energy at the outer edge of the CZ and in the TFZ. Clearly, PDet is the 
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pressure available to create the CZ, so by means of a relationship between the detonation pressure 

and tensile strength of the rock, the maximum number of radial cracks crossing the CZ may be 

determined.  However, for the TFZ, the relationship is not that simple because there is no unified 

theory to quantify the amount of gas or detonation pressure used to create radial fractures during 

rock fragmentation. In order to determine the distribution of pressures, a pragmatic approach was 

taken, and pressures were estimated empirically and sequentially from the pressure in the previous 

zone. 

Without any knowledge of the rock mass and the pre-blasting rock mass fracture density it is 

difficult to know how much pressure (particularly gas pressure) at sequential stages of the fracture 

process is lost through existing fracture network venting to the atmosphere.  In the case of the 

Highvale Mine test site, the rock mass exhibited bedding layers at the shale/sandstone/coal 

contacts; but there were no fractures evident at those contacts, nor at any orientation in any form 

within the mass prior to blasting.  As such, the target blast zone was deemed to be essentially 

intact.  During blasting, observation of the blasting event identified minimal ejection of stemming 

material suggesting that good blast energy containment within the pattern was achieved on 

detonation.  With this in mind, the analysis that follows assumes conversation of energy in the 

progressive sequential evaluation of available energy to effect fragmentation. 

Outside the scope of the work described here would be a future work evaluation of the impact of 

energy containment as a function of rock mass fracture density, as may be evaluated through a 

rock mass rating system.  This would potentially set the next logical evaluation step in moving this 

research area forward. 

The energy conservation assumed sequential steps are thus: 

The first consequence of detonation is at the CZ. Here, the maximum number of radial cracks 

crossing (CCZ) were computed using equation 6.17. Comparing the results obtained from equation 

6.16 and 6.17, the percentage of pressure used at the limit of the CZ (%Pu,cz) and remaining 

available shock pressure to produce further fracturing beyond CZ (Pa,cz ) were calculated with the 

following equations 6.17, 6.18 and 6.19. 

MRFCZ =
PDet

στ
  6.17 
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ARFCZ

MRFCZ
 x 100 = %Pu,cz  6.18 

PDet (1 − Pu,cz ) =  Pa,cz 6.19 

Should be noted that MRFCZ indicates the number of tensile radial cracks that emanate from the 

CZ due to the detonation pressure and represent the starting point for radial tensile crack 

propagation. This explains why the tensile strength στ was used into equation 6.17. 

The next sequential area of interest occurs at C50. Here PGas and Pa,cz are both involved in the 

fracturing process, so equation 6.17, 6.18 and 6.19 were re-written as follows:  

MRF50 =
Pgas +  Pa,cz

στ
  6.20 

ARF50

MRF50
 x 100 = %Pu,50  6.21 

(Pgas + Pa,cz) (1 − Pu,50 ) =  Pa,50 6.22 

Finally, for the case of CMax the pressure involved was the remaining pressure at C50 (Pa,50). Here, 

equation 6.20, 6.21 and 6.22 were expressed as: 

MRFMax =
Pa,50

στ
  6.23 

ARFMax

MRFMax
 x 100 = %Pu,Max  6.24 

 Pa,50 (1 − Pu,Max ) =  Pa ,Max 6.25 

The following table summarizes the energy expenditure values estimated at each circumference.  
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Table 6.5 Values calculated to measure the blasting process efficiency  

𝑪𝒊 
Pressure involved 

(MPa) 
𝑨𝑹𝑭𝒊 𝑴𝑹𝑭𝒊 %𝑷𝒖,𝒊 𝑷𝒂,𝒊 (MPa) 

𝐶𝐶𝑍 𝑃𝐷𝑒𝑡 = 7,015 448 1,486 30.2 4,899 

𝐶50 𝑃𝑔𝑎𝑠 +  𝑃𝐴𝐶𝑍 = 5,946 317 1,260 25.2 4,451 

𝐶𝑀𝑎𝑥 𝑃𝐴50 = 4,451 44 943 4.67 4,242 

 

Knowing the input pressure (PDet +Pgas) and the available pressure at the end of  

CMax (Pa,Max), it was concluded that 52.6% of the energy was lost and therefore, 47.4% used to 

fragment the rock (the overall efficiency of the process). 

6.2.6 The simplified ‘cookbook’ approach for operations 

In this section, a “cookbook” flow chart is presented to illustrate the steps that could easily be 

performed in the field to estimate the efficiency of the blasting process. This methodology analyzes 

the pressure expenditure at three different locations from the borehole, which in turn allows an 

opportunity for blast design improvement to meet operational rock fragmentation requirements. 

The process is simple and practical, and only a few steps are needed for blast assessment.  

For a given mine location and geology, the BT evaluation of στ used in part 5 (rock tensile strength 

determination) is unique, such that calibration by mine site and geology is required to make the 

“cookbook” approach viable.  

If, as is suggested for future work, a rock mass is blasted, then rock mass rating (RMR) would 

impact the outcome of the “cookbook approach”, requiring a relationship between RMR and 

percentage energy or pressure to be investigated. 
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Figure 6.5  Flow chart  
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6.3 Outcome and discussion 

Form table 6.5, 4,242 MPa is then either the pressure lost or wasted as vibration (peak particle 

velocity), noise (airblast), heat, rock movement and flyrock (projectiles) or simply insufficient to 

generate further rock fracture extension, during the blasting process. This corresponds to 52.6% of 

the input pressure into the system (PDet +  Pgas). This means that 47.4 % of the energy was used 

to actually fracture the rock.  

The values obtained are greater than those found by (Ouchterlony et al., 2003; José A. Sanchidrián 

et al., 2007; Hamdi et al., 2008; Calnan, 2015). However, the methodology that these four 

researchers specifically and in comparison followed used the same mathematical relationships 

between rock fracture toughness and final surface area of broken rock, so it is not surprising that 

their findings are similar; and different from the findings here. One aspect that might introduce 

significant error into this prior research is the high impact associated with particle shape into their 

estimations. Cubic shapes of broken rock were assumed by all the authors, which indeed, it is one 

of the most uncommon geometries for blasted rock. 

There is a possibility that the value of energy used for rock fragmentation, might be due to the 

small gas pressure value calculated using the ideal gas equation. As mentioned, PGas was found to 

be 15% of the detonation pressure while authors like ISEE (2011) and Cunningham (2006) 

suggested about 45 to 50% of PDet. Future work in this area could consider such a variation. 

Table 6.5 not only indicates the final efficiency of the blasting process as a number, as has been 

done before, it also presents three important areas for analysis (at the hole spacing distance, limit 

of the CZ and the midway between them). For example, at the Highvale mine, where the blasted 

rock is excavated by dragline, the efforts can be focused on incrementing the %𝑃𝑢 at the C50 and 

CMax areas. One technique to accomplish this, would be the use of air decking to decrease the 

initial detonation pressure transmitted to the surrounding rock in the CZ, but as such effectively 

increase the amount of gas pressure reaching the further C50 and CMax zones, as less initial fractures 

are required for propagation. This would reduce the proportion of oversize fragments as greater 

gas pressure would extend small size fraction fractures further.  Also, this could be used as a 

strategy to reduce the amount of explosive required per hole to effect the same size distribution 

but with only less small size fraction closer to the borehole, and in turn costs. 
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The operational performance of the blasting process can also be measured based on the results 

indicated in Table 6.5, and new target KPI’s may be established per operational requirements. 
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7. CONCLUSIONS AND FUTURE WORK 

In an ideal rock blasting process, 100% of the energy released at detonation would be used to 

achieve the desired fragmentation outcome, but in reality, much of this energy is consumed 

generating noise, heave, flyrock, vibration and heat. To attempting reduction of such unwanted by 

products, we need to know how much of the input energy is actually used in rock fragmentation 

and understand how such energy can be better utilized to obtain a fragmentation size distribution 

meeting mining and milling input requirements.  

Initially, field data and representative rock samples were collected at the Highvale Mine test site, 

along with photographic images of blasted rock piles. The method of capturing the images was 

vital to the success of the subsequent process, and previous analyses of muckpile characteristics at 

the mine site were important to determine the appropriate tools for capturing and processing such 

images to generate blasted rock particle size distributions. Consistent sampling techniques were 

employed to reduce possible error associated with the image assessment process itself.  It is 

suggested that the mine itself could utilize such techniques for routine blast performance 

evaluation, employing a more standardized approach to capturing and processing images.  

The amount of explosive energy released by the detonation process was determined in terms of 

gas pressure (PGas) and detonation pressure (PDET). PDET was estimated using a widely accepted 

equation defined as one-fourth of the explosive density times the square of the velocity of 

detonation; whereas, for PGas estimation, a new approach was proposed via for simplicity, in 

illustrating the principle of application, the ideal gas equation. The PGas was estimated as 15% of 

the PDET, a lower value than the 50-45% currently adopted in the mining industry. The discrepancy 

may be explained via assuming the blast gases to behave as ideal gases. It would be interesting to 

analyze PGas  by applying a non-ideal approach, but outside the scope of this study. 

Laboratory work was carried out to determine the mechanical properties of the sandstone from the 

mine.  Point Load tests (PLT) and the unconfined compressive strength (UCS) tests were 

undertaken with values of 113.4 MPa and 107.1 MPa obtained respectively.  The results were 

similar, where the value obtained by the UCS test was within the range calculated by the PLT. It 

is noted that the PLT values were obtained using a correction factor (K) of 23 as suggested by 

D5731-16 ASTM (2016). However, if more data had been obtained from UCS tests, a regression 
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analysis could have produced a more accurate K value for the sandstone under test. The PLT was 

confirmed as an appropriate tool for UCS estimation 

The tensile strength of the rock was tested in 3 ways, a Brazilian Test (BT), an experimental 

technique using a Digital Image Correlation Technique (DIC) and a direct Pull Test (DPT).  The 

results from these were recorded as  σt(BT), σt(S) and σt(PT) respectively. 

 The BT revealed two mainly failure zones: A Crushing Zone (CZ) at the loading contact 

points, and a vertical tensile crack along the sample diameter (the TFZ). The average σt(BT) 

calculated was 8.67 ± 1.86 MPa.   

 DIC technology proved a useful tool for full-field strain measurements while conducting a 

BT test. This approach coupled with the BT revealed two different types of failure when 

the diametral compressive load was applied into the specimen (type a and type b).  In both 

test, CZ and TFZ were identified just before failure. The main differences between types a 

and b were observed just after failure initiation. Immediately on taking yield load, 57% of 

the samples (type a) displayed high values of strain in all directions, in the area where the 

load was applied (CZ). These increased with load. On the contrary, in 43% of the samples 

(type b), no CZ was evident at the start, but the center of the sample was subjected to high 

values of tensile strain(εx), which then propagated in the vertical plane as predicted by the 

BT theory. However, this propagation eventually ceased and the behaviour became very 

similar to that in type a.  The difference could be related to the nature of the contact between 

the sample and the loading platens. Small variations in the flatness of both likely created 

discrepancies at the onset of loading. However, it is noted that this had no influence on the 

CZ and TFZ created at the end of the test or just before rock failure. 

 Stress values were obtained from strain measurements applying theory of elasticity. An 

average value of 0.35 MP was calculated for  τxy  along the vertical loading diameter, while 

σx and σy reached peak values near the loading contact areas and decreased towards the 

center eventually reaching a steady state when solely tensile failure cracks propagated in 

the TFZ. The mean value was interpreted as the maximum tensile stress required for the 

rock to fail in tension along the vertical loading plane. Accordingly, σt(S) calculated was 

4.72 ± 0.82 MPa. 
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 However, as the BT theory predicts, the DIC approach revealed a maximum stress at the 

CZ. So, it was assumed that fracture initiated within this area and propagated towards the 

center of the sample. The 𝜎𝑦/𝜎𝑥 ratio was estimated to be -2.36 ± 0.34 while the theory 

predicted -3.  It was concluded that the BT overestimates the result, and since the crack 

initiation was not apparent at the center of the sample, the use of this approach for tensile 

strength determination when flat platens are used is suspect. However, for simplicity and 

ease of field application, the tensile strength was initially calculated using the BT, and then 

adjusted per the indications of the DIC approach to show that the tensile strength was in 

fact about 50% of the BT evaluation.  

 Comparing the mean values of σt(S) and σt(BT), the result obtained by the DPT suggests a 

higher tensile strength. There are two potential explanations for this. The first is associated 

with the amount of “energy” or in this case, “tensile stress” needed to initiate or propagate 

a tensile fracture. As noted by the DIC approach, the tensile crack initiates at the CZ where 

high pressure is needed but, the pressure associated with its propagation at the TFZ is less. 

The difference might also be explained where insufficient information was achieved from 

the DIC approach before failure due to the slow image capture rate. Further work using BT 

with cameras at a higher frame rate capture would undoubtedly enable a more substantiated 

conclusion to be drawn. 

A practical methodology for blasting performance assessment was introduced in which the 

minimum, mean and maximum actual fragment size was analyzed proportionate to the PGas 

and PDET ‘spent’ to actually fragment the in-situ rock. The results showed, as expected, a high 

value (52.6%) of input pressure lost or unused in breaking the rock.  The results suggest that 

tensile fractures in rock breakage by blasting are produced by the combination of the effect 

produced by the detonation and gas pressure. However, the evaluation is unable to predict 

which mechanisms has more effect on crack development. PDET was dominant in the crushing 

zone, and in initiating the radial cracks, but it also likely that it continues to propagate some of 

the tensile fractures that reached the C50 zone and quite possibly the CMax area.  

The blast performance approach illustrated by this research work allows measurement of the 

efficiency not only of the entire blasting process, but also, if it is desired, how much energy 

was required to produce a minimum, mean and maximum fragment size. This latter 
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contribution allows mining operations to focus their efforts on improving the results 

proportionate to operational mining and milling needs.  
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