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Similarly, the set of weights that determine how a computational unit within a neural network responds to a particular input x can be represented with a set of variables w1, w2, …, wn, or an N-by-1 weight vector w (see Figure 1). Typically, units within a neural network sum the weighted inputs and the bias, and then compute an output value based on a pre-specified activation function (see Figure 1).
The input vector x consists of an array of values (in this case four). The computation performed by a single unit within a neural network consists of multiplying each of these values times a weight (w1-4), summing the products together, and then transforming that sum into another value y using the function f. The function f, called the activation function, can take many different forms. One simple activation is the step function, which assigns any value greater than a fixed threshold a value of 1, and all below a value of 0. So, in the example above with a step function having a threshold of 2, if x = (1 1 1 0), then y = 1, and if x = (0 0 0 1), then y = 0.
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A widely used unsupervised neural network, called a self-organizing map (SOM), has an architecture in which the response properties of spatially adjacent units are structured such that they respond to similar inputs (see Figure 3b), and uses a learning algorithm in which the outcome of competition between units determines changes in weights (Kohonen, 1995). 
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