
Camera based Primary Separation Vessel Interface Level Detection
and Estimation Utilizing Markov Random Field based Image

Processing

by

Zheyuan Liu

A thesis submitted in partial fulfillment of the requirements for the degree of

Master of Science

in

Process Control

Department of Chemical and Materials Engineering

University of Alberta

©Zheyuan Liu, 2016



Abstract

The level of the froth middling interface in primary separation vessel plays an im-

portant role in overall bitumen recovery in conventional oil sands bitumen extraction

process. To maintain the interface within a certain range of level, the accurate mea-

surement is always desired. Online camera detector usually has the best performance.

However, it is not always reliable. The objective of this thesis is to develop a new

approach to improve the reliability of camera sensor, which is Markov random field

based image processing technique.

An experimental setup was designed to simulate the liquid interface. Oil and water

were used to form an interface because they are immiscible under normal condition.

An online camera was installed to capture the image contain the interface level. Two

differential pressure sensors were also installed, and the actual interface height could

be determined based on those measurements.

A Markov random field based supervised image segmentation technique was pro-

posed to convert the raw image to a binary image. The interface level could be

determined based on the vertical profile of averaged horizontal pixel values of the

segmented image. The interface level estimations obtained using image processing

technique were validated and compared with the estimations using traditional dif-

ferential pressure sensors for various operating conditions. All results showed the

agreement. An extended iterated conditional modes algorithm was proposed by in-

troducing the k-means clustering as the initial estimation in the aim to reduce the
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computational cost. A customized neighborhood system was designed and aimed to

reduce interface estimation variance.

An approach of Gaussian mixture model and Markov random field based unsuper-

vised image segmentation was also proposed. Expectation maximization algorithm

was used to estimate the parameters in the model. The segmented images were com-

pared with those obtained using Gaussian mixture model based unsupervised segmen-

tation approach, and only the segmentation obtained using proposed Markov random

field based approach agreed with those using the supervised technique. Interface level

estimations were also compared and showed the agreement.

To predict the segmented image and interface level, the spatial temporal Markov

random field based auto-logistic model was proposed to obtain the prediction. A two-

step approach was proposed: the observed image at the future time was predicted

using a modified random walk model, and then the image segmentation at the future

time could be estimated using the proposed spatial temporal Markov random field

based auto-logistic model. Both predicted observed image and segmented image at the

future time were validated by comparing with the real observation and segmentation.

Though a number of pixels were mis-segmented, the interface level prediction was

still agreed with real estimation.
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Chapter 1

Introduction

1.1 Industrial Background

The oil sands of Alberta are the world’s third largest oil reserves. However, the

average cost of producing oil from oil sands is high, as compared to other global oil

producers. The high cost of oil production can be attributed to currently used water-

based thermal heating technology such as hot-water extraction for open-pit mines and

in-situ steam assistant gravity drainage (SAGD) for extraction of viscous bitumen

from sand, clay and water mixture of oil sands. Even though in-situ extraction can

provide smaller foot-print both economically and environmentally, the conventional

extraction based froth flotation technique is still the dominant process at current

time. The primary separation vessel (PSV) is the core unit in the entire process of

extracting bitumen from open-pit mined ore.

In the conventional bitumen extraction process, PSV is the main unit where bi-

tumen gets extracted from water, clay and sands based on froth flotation. The sepa-

ration vessel is usually operated by adding certain chemicals and hot water, injecting

air and stirring continuously. Adding certain chemicals and hot water into the vessel

is aiming to increase temperature and reduce bitumen viscosity, injecting air is aiming

to let bitumen attach air bubbles and float on the top, and continuous stir is aiming

to let mixing and separation more efficient and effective. As a result, three layers are

formed in primary separation vessel due to density difference, they are bitumen froth

layer on the top, tailings at the bottom, and the layer sandwiched in the middle is
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named as middling layer. Figure 1.1 shows a schematic diagram of three layers in

PSV. Froth layer contains the majority amount of bitumen, the most sands sink down

and present in tailings, and water and clay remain in the middling layer.

Figure 1.1: The detailed illustration of primary separation vessel with interface level
detectors.

The maximum of bitumen recovery for the entire process depends on a number

of process variables. It has been shown that the interface level between froth and

middling layers plays a significant role to overall bitumen recovery [1, 2, 3]. The

interface should be maintained at an optimum level [2, 3] to provide both economical

and environmental benefits [1]. To control and maintain the froth middling interface

level, the accurate detection and estimation are important. Many detectors are in-

stalled on PSV; differential pressure cell (DP Cell), density profiler, and camera are

three types of detectors that are most commonly used in industry currently. They are

also indicated on the schematic of PSV in Figure 1.1. In industry, the froth middling

interface level is usually measured by a combination of these three types of detectors
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because each of them has advantage and disadvantage.

The main advantages of conventional DP cells are: easiness in installation, easi-

ness in data collection, and inexpensiveness in the cost. Whereas, the level detected

by DP cells is usually inaccurate because the density of mixture is difficult to esti-

mate. The density profiler is vertically installed inside of the PSV as shown in Figure

1.1. It directly measures the densities at different horizontal levels. The density

profiler is selected as level detector since all three layers are formed due to density

difference. In theory, density profile should have a sharp change at the interface of

two layers by assuming complete mixing in each layer. However, the performance

of the density profiler is not always ideal. In addition, the density profiler, which is

powered by nuclear, is usually expensive to install and maintain. For camera inter-

face level detectors, the main advantage is that cameras can visually monitor level

changes via a sight glass, which is emphasized in the Figure 1.1. Camera is usually

the best interface level detector, however, it is not always in good performance [1].

Under some specific conditions, for example, viscous bitumen and blurs are adhered

on the sight glass or the interface level is out of sight glass range, camera based level

detection usually fails. This is one of main challenges for froth middling interface

level detection and estimation in industrial currently.

1.2 Motivation and Objective

As introduced in the industrial background, camera based PSV froth middling inter-

face level detection usually has the best performance but not always. As a result, we

are motivated to develop a new approach to improve the accuracy of camera based

interface level detection under various conditions, which is the image processing tech-

nique. Markov random field (MRF) is the most commonly used theory in the area

of image analysis [4]. Consequently, the objective of this thesis is to develop a new

approach for camera based interface level detection and estimation using Markov

random field based image processing technique.
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1.3 Experimental Design for Simulating PSV Froth

Middling Interface

To experimentally study the PSV froth middling interface based on image processing,

we proposed to use the immiscibility between canola oil and distilled water to form

an interface. A flow-loop equipment was designed to allow two process liquids, canola

oil and distilled water, to form an interface level as a simulation of the interface

between froth and middling layers of conventional primary separation vessel. Images

of interface could be captured using an on-line camera.

1.3.1 Experimental Setup

Figure 1.2 shows the schematic diagram of the experimental setup. As shown in the

figure, there is a main vessel and two holding tanks. The main vessel represents the

PSV and two immiscible process liquids, canola oil and distilled water, are filled in

the vessel to form an interface. Since canola oil has relative low density, it represents

the froth layer in conventional PSV and distilled water represents the middling layer.

Two discharge pumps are used to drain oil and water from main vessel into two

holding tanks respectively. Other two recycle pumps are used to pump two liquids

from holding tanks and recycle them as the input of the main vessel. Two differential

pressure sensors (DP Cell) are installed on the main vessel: one at the bottom to

measure the total pressure from the bottom of tank up to the liquid surface on the

top, and another one installed at 40.64 cm height from the bottom to measure the

pressure from the height of 40.64 cm to top liquid surface. Two liquid level controllers

(LLC) are used to control two discharge pumps and maintain the total liquid height

as well as interface height at optimal levels. Two flow meters measure the input flow

rates of oil and water respectively before mixing. Two flow rate controllers (FRC) are

employed to control the recycle pumps in order to obtain images of interface under

different operation conditions. The OPTO22 system and LabView program are used

to control the process and record the data as a function of time. An online camera is

placed beside the main tank at the height around interface level to capture images of
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interface. The Point Grey software was used to convert and store the numerical data

of images. The photographic picture of real experimental setup is shown in Figure

1.3.

Figure 1.2: The process flow diagram of experimental setup. FRC represents flow
rate controller, and LLC represents liquid level controller.

1.3.2 First Principle Model of the Experiment

As shown in the process flow diagram in Figure 1.2, the top DP Cell measures the

pressure at a level above the interface, and the bottom DP Cell measures the total

pressure at the bottom of tank. As a result, the height of interface level can be

estimated using first principle based on two pressure measurements. The notations of

different liquid heights are needed to be specified beforehand. Table 1.1 summarizes

all liquid heights that will be used in computing interface level height.

It is important to note that h1 is the measurement of total height of liquid in the

PSV. Because the measurement of DP Cell is in in ·H2O (inch water) and the liquid

in the tank is not only water, the value of h1 is the equivalent height of same amount
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Figure 1.3: The photographic picture of experimental setup of PSV interface simu-
lation. The yellowish liquid is the canola oil, and the transparent liquid is water. The
black camera stands on a tripod and been placed beside the main tank.

liquid of distilled water. Since the density of oil is smaller than water, h1 should be

less than the real total liquid height. Same as h2, the value of the measurement also

should be less than the real level difference between the top surface and the level

where the top DP Cell installed. The constant height, hcon, is the distance from the

bottom of the tank to the level where the top DP Cell is installed, indeed equal to

40.64 cm.

Based on the pressure difference between the measurements of two DP Cells, we

can obtain the following equation:

ρwg(h1 − h2) = ρwghi + ρog(hcon − hi) (1.1)

where ρw and ρo are the densities of water and oil respectively, and g is the acceleration

due to gravity. Rearrange equation (1.1) and the interface level can be directly

calculated as:

hi =
ρw(h1 − h2)− ρohcon

ρw − ρo
(1.2)
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Table 1.1: Summary of liquid heights in first principle model.

Symbol Description

hcon constant height, 40.64 cm

hi interface height

h1 bottom DP cell reading

h2 top DP cell reading

A key assumption that was made for this first principle model is perfect mixing

and ideal separation. And to make the above first principle calculation valid, the

interface level has to be maintained below the level where the top DP Cell installed.

In other words, interface level must be below the height of 40.64 cm.

This first principle estimation will be used as benchmark to compare with the

interface level estimation using image processing technique.

1.4 Thesis Contributions

The main contribution of this thesis is the development of an approach for interface

level detection and estimation using Markov random field based image processing

technique. Besides the method of estimating interface, a number of novelties on

MRF based image segmentation are proposed as well. Specifically, the detailed con-

tributions are summarized as follows:

1. Developing an approach for interface level detection and estimation based on

image segmentation on raw interface image. The interface level is estimated

based on the vertical profile of averaged pixel values for all horizontal levels of

segmented image.

2. Proposing an extended iterated conditional modes (ICM) algorithm to improve

the initial estimation of traditional ICM algorithm using k-means clustering.

This enhancement will reduce the computational cost compared with the max-
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imum likelihood estimation as the initial estimation in traditional ICM algo-

rithm.

3. Designing a customized neighborhood system in order to reduce the variance of

interface level estimation.

4. Proposing mean field approximation (MFA) in approximating the Gibbs dis-

tribution of Markov random field in aim to estimate model parameters using

expectation maximization (EM) algorithm under a single framework.

5. Developing an approach on dynamic prediction of image segmentation and in-

terface level. This approach will combine spatial temporal Markov random field

(ST-MRF) and auto-logistic model to achieve the prediction of segmented image

and interface level in future time.

1.5 Thesis Outline

The reminder of this thesis is organized as follows:

Chapter 2 introduces Markov random field and optimization framework of MRF

based image processing. The extended ICM algorithm and proposed customized

neighborhood system are applied by performing supervised image segmentation on

experimental images of oil and water interface. The proposed approach of interface

level detection and estimation is applied and results are compared with those obtained

using first principles.

Chapter 3 presents an unsupervised image segmentation on the same experimental

images of interface. Gaussian mixture distribution is assumed on raw pixel values,

and mean field approximation is applied on Gibbs distribution of latent Markov ran-

dom variables. Model parameters are estimated using EM algorithm under a single

framework. In this chapter, the estimations of interface level based on unsupervised

image segmentation are compared with the results obtained using supervised image

segmentation in chapter 2 as well as first principle model.
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In chapter 4, a dynamic approach of predicting image segmentation and interface

level is developed. First, a predicted image can be obtained using a modified random

walk model. Then, the prediction of image segmentation is predicted using a spatial

temporal Markov random field based auto-logistic model. Finally, the predictions of

image segmentation are compared with the segmented images obtained in chapter

3, and interface heights are compared with the actual heights obtained using first

principles.

Chapter 5 draws the conclusions of thesis and provides some future work direc-

tions.
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Chapter 2

Markov Random Field based
Supervised Image Segmentation
with Extended ICM Algorithm and
Customized Neighborhood System

2.1 Introduction

Image processing is now broadly applied in various areas such as computer vision,

medical imaging, and various industrial applications. In general, image analysis in-

cludes de-noising, restoration, segmentation, surface reconstruction, edge detection,

texture analysis, visual integration and many other applications [4]. Markov random

field (MRF) theory provides a feasible way to study and model context dependent

entities such as image pixels [4]. According to Bishop [5], a Markov random field,

also known as Markov network, is defined to “have a set of nodes each of which corre-

sponds to a variable as well as a set of links each of which connects a pair of nodes”.

Unlike the Bayesian network, the dependence between each pair of random variables

in Markov random field is undirected, therefore, MRF is also called undirected graph-

ical model. In this and the following two chapters, the Markov random field theory

will be used as the basis of image analysis.

Image segmentation is one of the applications of image processing using Markov

random field theory. Image segmentation can be defined as a process of partitioning

10



an image into several segments in the aim to simplify the representation of the image

[4]. For both industrial operation and laboratory experiment, the liquid interface

is a boundary between two different media. Therefore, images which are captured

using online camera contain two different media and an interface in between. Im-

age segmentation technique can be applied for those images. Two segments can be

partitioned for each image and the interface level can be determined based on the

segmented image.

In this chapter, the main novelty is the proposed Markov random field based image

segmentation approach for oil and water interface level detection and estimation using

the images captured by online camera. The raw image will be segmented to a binary

image, and then the interface level can be estimated based on the vertical pixel profile

of segmented image. To improve the algorithm for MRF based image segmentation,

an extended version of iterated conditional modes (ICM) algorithm is proposed by

introducing the k-means clustering as the initial estimation in the aim to reduce the

computational cost. A customized neighborhood system is also proposed to improve

the accuracy of interface level estimation and reduce the estimation variance. Since

all parameters in the mathematical models in this chapter are assumed known, the

proposed approach belongs to supervised image segmentation problem.

The remainder of this chapter is organized as follows: section 2.2 and 2.3 introduce

the Markov random field as well as optimization approach in detail. The extended

ICM algorithm, customized neighborhood system and the interface level estimation

approach are explained in section 2.4. The detailed image segmentation results, the

procedure of interface level estimation, as well as the discussion on extended ICM

algorithm and customized neighborhood system are shown in section 2.5, and finally

conclusions are drawn in section 2.6.
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2.2 Introduction of Markov Random Field

2.2.1 Markov Random Field and Neighborhood System

Literally, Markov random field, also known as Markov network or undirected graphi-

cal model, is a set of random variables that follow Markov property. In time sequence

process, Markov property means that the conditional probability distribution of fu-

ture state depends only on the present state. The sequence of states having such

property is also called Markov chain or Markov process. However, having no time-

series information in static image processing, Markov property, in this case, refers to

the spatial dependence between each pixel and its neighbors. Therefore, in order to

define the Markov random field, a term so called neighborhood system needs to be

specified in advance.

The neighborhood system defines a way that how image pixels are related. In

image processing, each image lattice is called a site and denoted as s. The set that

contains all sites of an image can be denoted as S = {s = (i, j) | 1 ≤ i ≤ H, 1 ≤ j ≤

W, i, j,H,W ∈ I}, where H and W are the height and width of image in pixels.

According to Li [4], every site in S is related to other sites via neighborhood

system. A neighborhood system for S can be defined as:

N = {Ns | ∀s ∈ S} (2.1)

where Ns is the set of sites neighboring the site s. The neighboring relationship has

the following two properties:

i A site is not neighboring to itself, s /∈ Ns

ii The neighboring relationship is mutual, s ∈ Ns′ ⇐⇒ s′ ∈ Ns

In the image processing problem, pixels are regular lattices, the set of neighbors of s

is defined as the set of pixels within a circle centered at s and radius of
√
r.

Ns = {s′ ∈ S | [dist(s′, s)]2 6 r, s′ 6= s} (2.2)

where dist(A,B) denotes the Euclidean distance between A and B, and r is the order

of the neighborhood system. In the first-order neighborhood system, also called the
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4-neighbor system, every interior pixel has 4 neighbors, as shown in Figure 2.1 where

pixel i, j is the site considered and 4 sites labeled as 1 are first order neighbors.

Similarly, the second-order neighborhood system, also called 8-neighbor system, is

shown in Figure 2.1 (b). Other than the neighbors in first order system, there are

four additional neighbors labeled as 2 in 8-neighbor system.

Figure 2.1: Neighborhood system on a lattice of regular sites. (a) first-order neigh-
borhood system, (b) second-order neighborhood system.

A clique c for (S,N) is defined as a subset of sites in S which consists all possible

single and multiple sites. The single-site clique contains one site and the multiple-

site clique consists of more than one site. As shown in Figure 2.2, single-site clique

and pair-site cliques are shown in (a) and (b) for first-order neighborhood system.

The diagonal pair-site cliques in (c), triple-site cliques in (d) as well as quadruple-

site cliques in (e) along with (a) and (b) are all possible cliques in second-order

neighborhood system.

Having the neighborhood system being specified, the Markov random filed can be

formulated in the following ways: F is said to be a Markov random field on S with

respect to a neighborhood system N if and only if [4]:

P (f) > 0,∀f ∈ F (2.3)

P (fs | fS−{s}) = P (fs | fNs) (2.4)

where F is the set of random variables where F = {Fs | s ∈ S}, and f is the label of

each random variable. Pixels are considered as random variables in image analysis.
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Figure 2.2: Cliques of a regular site and its 1st and 2nd neighborhood system. (a)
and (b) for 1st order system only and (a) ∼ (e) for 2nd order system.

Therefore, in equation (2.4), fS−{s} is the set of pixel labels of set difference, fNs is

the set of labels in the neighbors of s and

fNs = {fs′ | s′ ∈ Ns} (2.5)

In the above definition, equation (2.3) and (2.4) explain the positivity and the

Markovianity of the random field respectively.

The images captured by camera are often corrupted by the noise. The Markov

random field is usually assumed as latent or underlying variables in image processing.

Each pixel has a corresponding observation, denoted as ds, which is assumed to be

independently observed. The observations of the entire image contain all pixels’

observed intensities d = {ds | s ∈ S}. In image processing, the labels for both

random variable and observation take discrete integers. The observed pixels usually

take values between 0 and 255, and the labels of random variable can be different

from various situations or problems.

Figure2.3 shows an illustration of a recognition of Markov random field and corre-

sponding observations. All white nodes denoted as f ’s represent random variables in

MRF, and the corresponding observations are those grey nodes denoted as d’s. The

links between f ’s represent the dependence of random variables in the field, and each

observation is only dependent on its corresponding random variable. To explain the
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neighborhood system in this illustration, by considering the variable fi,j, its first-order

neighbors are fi,j−1, fi−1,j, fi,j+1, and fi+1,j. The second-order neighborhood system

includes all eight neighbors around it, which are {fi−1,j−1, fi−1,j, fi−1,j+1, fi,j−1, fi,j+1,

fi+1,j−1, fi+1,j, fi+1,j+1}.

Figure 2.3: An illustration of Markov random field and corresponding observations.
White nodes are random variables, grey nodes are observations.

2.2.2 Gibbs Distribution and Markov-Gibbs Equivalence

A set of random variables F is said to be a Gibbs random field (GRF) on S with

respect to N if and only if its configurations obey a Gibbs distribution [4]. A Gibbs

distribution, which is also called Boltzmann distribution, has its probability density

function taking the form

P (F = f) =
1

Z
e−

1
T
U(f) (2.6)

where Z is a normalizing constant called partition function that can take form of

Z =
∑
f∈F

e−
1
T
U(f) (2.7)

T is a constant that is usually assumed as 1, U(f) is the energy function. The energy

is the sum of clique potentials over all possible cliques and can be expressed as:

U(f) =
∑
c∈C

Vc(f) (2.8)
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where Vc(f) is clique potential. C is the set of all cliques.

A Markov random field is featured by the local property, namely the Markovianity.

A Gibbs random field is characterized by its global property, namely Gibbs distri-

bution. According to Hammersley-Clifford theorem, the local property of MRF and

global property of GRF are equivalent. Literally, the theorem states that F is an

MRF on S w.r.t N if and only if F is a GRF on S w.r.t N [4]. There are many

proofs for the theorem, one of which can be found in [4].

2.3 Modeling of Images using MRF

In section 2.2, the preliminaries of Markov random field have been introduced. The

idea of Gibbs-Markov equivalence is important because it shows the prior knowledge

of MRF to obey Gibbs distribution. The next step is to develop a optimization

framework to model MRF and to achieve image segmentation. To do that, we need

to build an observation model beforehand.

2.3.1 Observation Model

Recall the observation given as d = {ds | s ∈ S} where S = {s = (i, j) | 1 ≤ i ≤

H, 1 ≤ j ≤ W} is usually a rectangular array of pixel values in the size of H ×W ,

and every pixel takes a value in the observation’s label set. An observation d can

be considered as a transformed or degraded version of an MRF realization f [4].

The transformation may include geometric transformation and blurring, so that the

transformed images are often unclear. The degradation is usually because of random

factors such as noise [4]. Practically, the observation model of image processing has

no blurring, linear transformation as well as independent and identically distributed

(i.i.d) Gaussian noise. Simply, the observation model can be expressed as:

d = f + e (2.9)
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where e ∼ N (0, σ2). As a result, the conditional probability distribution of d given f

is

P (d | f) =
1∏m

s

√
2πσ2

e−U(d|f) (2.10)

where the energy function for likelihood distribution is defined as:

U(d | f) =
∑
s∈S

(fs − ds)2/2σ2 (2.11)

and m = H ×W is the number of total pixels [4].

2.3.2 MAP-MRF Framework

Bayesian framework helps to obtain statistical inferences, synthesiszing maximum a

posteriori (MAP) solution, incorporating the prior informations. It has been found

in many applications [4]. In 1984, Geman and Geman [6] first formulated statistical

image analysis problems based on Markov random field using maximum a posteriori

solution. It has been called MAP-MRF framework.

The objective of MAP solution is to maximize the posterior probability, which

can be represented as:

arg max
f∈F

P (f | d) (2.12)

According to the Bayes rule, the posterior probability can be computed by using the

following equation:

P (f | d) =
P (f, d)

P (d)
=
P (d | f)P (f)

P (d)
(2.13)

where P (f, d) is the joint probability distribution, P (d | f) is the conditional proba-

bility density function (p.d.f) of the observation d, also called the likelihood function

of f for d, P (f) is the prior probability of f , and finally P (d) is the density of

observation d, which is a constant when the observation is given. Therefore, the pos-

terior probability is proportional to the product of likelihood function and the prior

probability, which is

P (f | d) ∝ P (d | f)P (f) (2.14)

As a result, the objective of MAP estimation can be rewritten as:

arg max
f∈F
{P (d | f)P (f)} (2.15)
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In the image analysis problem based on MRF, P (f | d) is indeed the posterior

probability distribution of an MRF. According to Markov-Gibbs equivalence, the prior

probability follows a Gibbs distribution

P (f) =
1

Z
e−U(f) (2.16)

where the parameter T in equation (2.6) is assumed as 1 and U(f) is called prior

energy function. Based on the observation model mentioned in section 2.3.1, the

likelihood probability can be found in equation (2.10). By substituting equations

(2.10) and (2.16) into equation (2.14), it can be concluded as:

P (f | d) ∝ e−U(d|f)e−U(f) (2.17)

Consequently, the posterior probability can be written as:

P (f | d) ∝ e−U(f |d) (2.18)

where

U(f | d) = U(d | f) + U(f) (2.19)

is defined as posterior energy and U(d | f) is called likelihood energy. Therefore, to

maximize the posterior probability P (f | d) is equivalent to minimizing the posterior

energy function U(f | d), which is

arg min
f
U(f | d) (2.20)

The only parameter that needs to be determined is the variance σ2 of the noise

distribution. Once σ2 is determined, the minimum of posterior energy U(f | d) based

on MAP-MRF solution can be completely achieved.

According to Li [4], the procedure of the MAP-MRF approach is summarized as

the following steps:

1. Define a neighborhood system N on S and the set of cliques C for N .

2. Define the prior clique potentials Vc(f) and then give the prior energy U(f).

3. Derive the likelihood energy U(d | f).

4. Sum U(d | f) and U(f) up to yield the posterior energy U(f | d).

5. Minimize the posterior energy U(f | d) to find the MAP estimation.
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2.4 Proposed Approach

There are many existing optimization approaches to obtain the minimum of energy

function in MAP-MRF framework. Due to the complexity of interactions between

labels, optimal solutions are usually computed by using iterative search techniques

[4]. The minimization problem leads to local minimization or global minimization.

For a given neighborhood system N = {N(f) | f ∈ F}, a configuration of MRF

reaches local minimum of energy U w.r.t. N if

U(f ′) 6 U(f) ∀f ∈ N(f ′) (2.21)

A local minimum is considered as a global minimum if the neighborhood is defined

to include all other configurations, namely

N(f ′) = {f | ∀f ∈ F, f 6= f ′} (2.22)

Generally, local search is the basis for most minimization algorithms [4]. ICM

algorithm, known as iterated conditional modes (ICM), is the algorithm that is most

commonly used in image analysis based on MRF. However, it suffers from some dis-

advantages, for instance, more iterations to convergence leading to large computation

time. In real time application such as PSV image detection, it is desirable to have

an algorithm that has smaller computation time. Further, it is necessary to have

the estimation with low variability. Hence, to address these lacunae, in this section,

an extended version of ICM algorithm will be proposed by combining with the cus-

tomized neighborhood system. The approach to detect and estimate interface level

will also be proposed in this section.

2.4.1 Extended ICM Algorithm

The basic idea of the ICM algorithm is to maximize local conditional probabilities

sequentially since it is difficult to maximize the joint probability of an MRF [6].

Given the observation d and all other labels except site s in k ’s iteration f
(k)
S−{s}, the

algorithm iteratively updates each f
(k)
s into f

(k+1)
s by maximizing P (fs | d, f (k)

S−{s}),

which is the conditional posterior probability w.r.t. fs [4].
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There are two assumptions made in computing the conditional posterior proba-

bility P (fs | d, f (k)
S−{s}):

1. Observations are conditionally independent given f . Each ds depends only on

fs and has the same conditional density function P (ds | fs). As a result,

P (d | f) =
∏
s

P (ds | fs) (2.23)

2. Each fs depends on the labels in the given neighborhood system Ns.

According to equation (2.14) and based on these two assumptions, the conditional

posterior probability w.r.t. fs in k ’s iteration is:

P (fs | d, f (k)
S−{s}) ∝ P (ds | fs)P (fs | f (k)

Ns
) (2.24)

Based on MAP-MRF framework in section 2.3.2, maximizing the conditional posterior

probability is equivalent to minimizing the corresponding posterior energy function.

Therefore, f
(k+1)
s can be iteratively updated using the rule:

f (k+1)
s ←− arg min

fs
U(fs | ds, f (k)

Ns
) (2.25)

where

U(fs | ds, f (k)
Ns

) = U(ds | fs) +
∑
s′∈Ns

U(fs | f (k)
s′ ) (2.26)

The likelihood energy of each pixel U(ds | fs) is also called potential of observation,

and
∑

s′∈Ns U(fs | f (k)
s′ ) can be called potential of neighborhood.

In image segmentation problem, the objective is to partition the original image into

a segmented image that clearly shows the contrast in regions. Therefore, there must

exist the difference in pixel intensity in the original image. For example, Figure 2.4a

shows an observed image, which has white background with some black areas. The

segmentation result is shown to the right, which highlights the dark region and sets the

background in pure white. As a result, unlike image restoration problem, where noise

distribution is assumed as one i.i.d Gaussian, the noise of image segmentation problem

usually has multiple distributions. In the extended ICM algorithm, we assume the
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(a) Original image (b) Segmented image

Figure 2.4: The demonstration of image segmentation based on extended ICM algo-
rithm.

noise is Gaussian distributed with identical variance but different means. Since the

image segmentation in this chapter is supervised, all parameters are known.

According to Li [4], the initial estimator f (0) has the significant impact on either

the final outcome or computational cost in the use of ICM algorithm. In the problem

of image segmentation, since there are multiple means in the observed image pixel

values, a k-means clustering method is proposed to obtain the initial estimation as the

extension of ICM algorithm. It can be shown that the segmentation result converges

rapidly.

The algorithm can be summarized as:

1. Perform k-means clustering to obtain the initial estimation f (0).

2. For each pixel, calculate potentials of observation for different means as well

as the potential of neighborhood. Using equation (2.26), the posterior energies

can be computed by summing up potentials of observation and potential of

neighborhood.

3. Using equation (2.25), we can conclude the MRF recognition by selecting the

minimum posterior energy among those calculated in step 2 based on different

means.
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4. Compute the percentage of pixels that are changed between the current and

previous iterations.

5. Repeat steps 2 to 4 until pixel change is less than a given threshold, 0.01%.

6. Exit the iteration and the segmentation result can be obtained.

2.4.2 Customized Neighborhood System

In the MRF based image processing, first and second order neighborhood system,

which has been introduced in section 2.2.1, are the most commonly used. However,

neighborhood system can be modified based on different situations. For the liquid

interface level estimation, a customized neighborhood system was proposed to aim

better segmentation results. Figure 2.5 shows the proposed customized neighborhood

system. All lattices labeled by n are considered as neighbors of the center lattice

labeled by i,j. We can see that this neighborhood system adds two more pixels in

horizontal direction by comparing with the traditional first order system. The mo-

tivation of adding two more neighbors horizontally is because the interface is ideally

leveled and pixels should have more chance to be the same in horizontal direction.

By using this new designed neighborhood system instead of first order system, seg-

mentation results are expected to improve by showing a sharper change at interface.

The detailed results and discussion will be provided in section 2.5.2.

Figure 2.5: The customized neighborhood system.
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2.4.3 Interface Level Estimation Based on Vertical Profile

By performing image segmentation using extended ICM algorithm with customized

neighborhood system, the interface level can be estimated based on the vertical profile

of segmented image. The reason why to use vertical profile is same as the idea of

developing the customized neighborhood system; that is, interface level between two

immiscible media is ideally horizontal. Each vertical profile of the pixels in segmented

image should be similar. Therefore, an averaged vertical profile can be calculated.

From there, the level of interface can be determined using the averaged vertical profile.

The detailed procedure is explained in section 2.5.1.

2.5 Results and Discussion

2.5.1 Segmentation Results and Interface Level Estimation

All image processing results are obtained using MATLAB. Raw images captured using

camera have 600 pixels in both horizontal and vertical directions. In MATLAB, the

raw image, which is the observation, is stored by a matrix having the same size,

namely 600× 600. All values in this matrix are integers in the range of [0, 255]. Each

value represents the pixel intensity of the corresponding pixel. In our experiment, all

raw images are in grey scale. In general, the lower pixel intensities represent darker

region in the image and higher pixel values represent lighter area.

Figure 2.6 shows the raw image of the experimentally simulated interface level

captured using online camera. A clear contrast can be seen such as lighter color

is shown on the top and darker color is shown at the bottom. The lighter region

represents oil due to the lower density and the darker region represents water. There

is a froth region in between, which is the transient region between oil and water and

the interface level is a level in this region. Based on this raw image, our goal is to

partition this grey scale image into a binary segmented image so that the boundaries

of that froth region and interface level can be estimated from there.

By applying the proposed extended ICM algorithm, the black-white binary seg-

mented image can be obtained and shown in Figure 2.7. The white region on the
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Figure 2.6: Raw image of interface level captured by camera. Whiter for oil and
darker for water. Image was obtained when total flow rate in was 2L/min.

top of the figure represents oil and the black region represents water. In other words,

image segmentation can also be interpreted as pixel classification. In this work, being

segmentation problem, the pixels are classified to binary classes, that is, +1 and -1,

corresponding to oil and water respectively, based on the observed pixel intensities

and defined neighborhood system. By analyzing this segmentation result, there is

a transient zone between pure oil and pure water, which corresponds to the mixing

froth region in raw image. This could be due to the following reason: by assuming the

ideal separation of oil and water, interface should be a horizontal level just in between

two immiscible liquids. The liquid in each region should be homogeneous. However,

no matter in real industrial application or in our lab-scale experiment, the ideal sep-

aration and homogeneous layered media is practically difficult. Mixture boundaries

and interface level can be estimated by analyzing this transient zone.

Due to physical property of liquid mixing, the liquid composition is assumed ho-

mogeneous horizontally not vertically. Based on the approach proposed in estimating

interface level, the averaged MRF recognition pixel label is calculated for each hor-

izontal level, and a vertical profile of averaged pixel labels over all horizontal levels

24



Horizontal pixel number
100 200 300 400 500 600

V
er

tic
al

 p
ix

el
 n

um
be

r

100

200

300

400

500

600

Figure 2.7: Segmented image by applying MRF and extended ICM algorithm. White
for oil and black for water.

could be plotted as shown in Figure 2.8a. Based on this figure, we can see that the

averaged pixel value keeps constant at +1 from the top until a level around 350. Then

it gradually decreases as level gets lower. Finally, once the averaged pixel value goes

down to −1, it remains constant again at −1 until the level reaches the bottom of the

image. Based on this vertical profile, three sections can be clarified as +1, (+1,−1),

and −1. And the entire image can be correspondingly divided into three regions:

pure oil, mixture, and pure water respectively. The boundaries of region separation

can be estimated as the lowest none +1 level and the highest none −1 level. Figure

2.8b shows those two boundaries in the vertical MRF pixel profile plot.

Having determined the boundaries of mixture region, the next step is to iden-

tify the interface level between the two boundaries because the exact interface level

estimation needs to be compared with the set point level of the interface in the con-

ventional feedback control loop. In theory, when +1 is labeled for oil and −1 is labeled

for water, the interface level should be at the position where averaged horizontal pixel

is in between +1 and −1, that is zero. However, the segmented result from raw image

does not always have exactly zero in averaged horizontal pixel labels. Therefore, we
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consider the interface is at the level that the corresponding averaged horizontal pixel

label that is closest to zero, that is, the absolute value reaching the minimum. By

following this criterion, the interface level could be easily determined and be shown

in Figure 2.8c. Dashed lines indicate the estimation of froth boundaries. The solid

line in between indicates the level of interface, and the solid dot on the line is the

averaged pixel value at interface level, namely, the one that is closest to zero.
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(a) Pixel profile
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(b) Profile with boundaries
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(c) Profile with interface

Figure 2.8: The vertical profile of averaged MRF recognition pixel for interface level
estimation. (a): vertical averaged MRF recognition pixel profile. (b): the vertical
profile with the boundary indication. +1 for oil, -1 for water, every label other than
+1 or −1 locates in the mixture region. Dashed lines are the upper and lower bound
of mixture region. (c) the vertical pixel profile with indication of interface level es-
timation. Solid line indicates the interface level, blue solid dot is the corresponding
averaged pixel label at interface.

The boundaries of mixture transient region and the estimated interface level could
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then be transferred onto both segmented and raw images and are shown in Figures

2.9a and 2.9b respectively. By looking at segmented image with boundaries and

interface level, all pixels in froth zone fall in the region bounded by two dash lines.

The solid line shows the level where interface is. It is also reasonable because the

majority of pixels between upper bound and interface are in white and the majority

of pixels between interface and lower bound are in black. By ignoring those shadows

caused by reflecting lights, the boundaries and interface line exactly show the levels

where changes occur.
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(a) Segmented image
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(b) Raw image

Figure 2.9: Mixture boundary and interface level shown on segmented and raw im-
ages.

The raw images captured using online camera are different under different oper-

ating conditions. We collected several raw images under the operations of different

input flow rates. The raw image shown in Figure 2.6 was captured when the total

input flow rate was 2L/min. Figure 2.10a shows the raw image that was captured

when the total input flow rate was 1.5L/min. The same segmentation algorithm and

analyzing approach were applied on this image. Figures 2.10b, 2.10c, and 2.10d show

the segmentation result, segmented image with boundaries and interface, and the

raw image with boundaries and interface respectively. It can be concluded that the

transient region shown in Figure 2.10a is thinner than the one shown in Figure 2.6.
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The reason for that is because the lower flow rate results less froth formed. Therefore,

the transient zone is thinner and interface level is clearer in this case. The results of

boundary and interface level estimation agree with both segmented and raw images

as shown in Figures 2.10c, and 2.10d.
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(b) Segmented image
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(c) Segmented image with interface
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(d) Raw image with interface

Figure 2.10: Raw and segmented images with interface level indication for another
operating condition. The raw image was captured when total input flow rate was
1.5L/min.

A total of 10 raw images were captured under various operating conditions. By

using the proposed interface level estimation approach based on the vertical profile

of averaged pixel values, the interface level can be estimated and represented by a
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vertical pixel number. This vertical pixel number is in a range of 1 to 600, where 1

means the highest level on the image and 600 means the lowest level. The real heights

of interface levels can be computed using the following calibration equation:

h̄i = −0.01 · IF + 39 (2.27)

where h̄i is the real height estimated using image segmentation technique, and IF is

the vertical pixel number of interface level. Table 2.1 tabulates the interface heights

of 10 images estimated using first principle model in chapter 1 and the image seg-

mentation technique. All errors are less than 1%, therefore, the interface estimations

based on image processing agree with those first principle estimations.

Table 2.1: The interface heights estimated using supervised image segmentation
technique and corresponding errors as compared with the first principle estimation.

Image

Number

First Principle

Estimation

Supervised

Image Segmentation

Interface

Height

(cm)

Interface

Height

(cm)

% Error

1 35.04 35.09 0.8%

2 35.94 35.93 0.2%

3 35.98 36.01 0.5%

4 36.01 35.98 0.5%

5 35.99 35.95 0.7%

6 35.82 35.80 0.3%

7 35.80 35.78 0.3%

8 35.75 35.72 0.5%

9 35.71 35.70 0.2%

10 35.67 35.66 0.2%
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2.5.2 Performance Improvements Owing to the Extended ICM
Algorithm and Customized Neighborhood System

There are two main contributions in the proposed algorithm: one is to extend conven-

tional ICM algorithm by combining k-means clustering as the initial guess; another

one is to develop a customized neighborhood system in the case of interface level de-

tection and estimation problem. To verify the efficiency of these two enhancements,

the extended version is compared with original ICM algorithm in terms of iterations

and computational time; the customized neighborhood system is compared with first

order neighborhood system in terms of interface estimation variance.

Figures 2.11a and 2.11b show the comparison between ICM algorithm and our

proposed extended version with respect to iterations and computational time respec-

tively. Same 10 images were used to perform both algorithms. The horizontal axes

indicate the corresponding image number. Both figures show that both iterations

and computational time are significantly reduced by applying the extended ICM al-

gorithm. The reason for this improvement is because of the more accurate initial

guess. Therefore,using k-means clustering method based on observed image to obtain

the initial estimation is an efficient way to improve the algorithm in terms of compu-

tational cost reduction. The numerical values of iterations and computational time

that are plotted in Figures 2.11a and 2.11b are tabulated in Table A1 in appendix A.

As for the enhancement of customized neighborhood system, the comparison re-

sults are shown in terms of interface level estimation variance. The variance is defined

as the summation of the squared difference between the averaged MRF pixel value

at estimated interface level and every other averaged MRF pixel value in mixture

transient region. It can be formulated as the following:

var =
∑

f̄∈(−1,+1)

(f̄ − f̄IF )2 (2.28)

where f̄ represents the averaged MRF pixel value shown in Figure 2.8, and f̄IF is the

averaged value at interface level and corresponds the solid dot shown in Figure 2.8c.

According to the definition mentioned above, the lower variance indicates the thinner

transient zone. Therefore, the lower variance is always desired.
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Figure 2.11: The comparison between ICM algorithm and Extended ICM algorithm
with respect to computational cost.

The same 10 images were used for analyzing the difference of interface height

estimation and the variance when using first order neighborhood system and the

proposed customized neighborhood system. Figure 2.12a shows the comparison of

interface height estimation when using two neighborhood systems. It is obvious that

interface estimations for all images can be considered to be the same, the differences

are negligible. Figure 2.12b shows the comparison of interface estimation variance

when using the first order and the proposed customized neighborhood system. Unlike

the comparison of interface height estimation, the estimation variances when using

customized neighborhood system for all 10 images are lower than the variances when

using standard first order neighborhood system. It can be concluded that using the

proposed customized neighborhood system not only has the accurate estimation of

interface height, but also can reduce the estimation variance. All numerical values

are tabulated in Table A2 in appendix A.

The percentage of improvement for both extended ICM algorithm and customized

neighborhood system are shown in Table 2.2. The extended ICM algorithm mainly

improve the estimation in terms of computational cost. The computational time

was reduced from 30% to 64%, and 47.9% on average. The customized neighborhood

system achieves the reduction of variance in interface level estimation. The percentage
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(b) Interface estimation variance

Figure 2.12: The comparison of interface heights estimation and corresponding
variances of image segmentation results by using 1st order neighborhood system and
customized neighborhood system. The height estimations are similar, but the variances
are lower when the customized neighborhood system is used.

of interface variance varies from 9% up to 52%, and 31.6% on average.

Table 2.2: The percentage improvement when using new proposed extended ICM
algorithm and customized neighborhood system.

Image Number 1 2 3 4 5 6 7 8 9 10

Ex-ICM 53% 46% 62% 64% 61% 46% 30% 32% 40% 46%

Cust. NS 9% 52% 24% 42% 48% 29% 21% 24% 34% 34%

2.6 Conclusions

In this chapter, a Markov random field based supervised image segmentation tech-

nique was proposed for addressing primary separation vessel froth middling interface

level detection and estimation. An approach of interface level detection and estima-

tion was proposed based on the vertical profile of averaged pixel values of segmented

image. The interface levels estimated using image processing technique were com-

parable with the estimations using first principle. In addition, an extended ICM
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algorithm was also proposed, which was aiming to reduce the computational cost of

conventional ICM algorithm. The comparison results showed the reduction of com-

putational cost when using extended ICM algorithm. A customized neighborhood

system was proposed in order to reduce the interface estimation variance. It also has

been shown that using customized neighborhood system could not only obtain more

accurate interface level estimation but also lower interface estimation variance.
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Chapter 3

Gaussian Mixture Model and
Markov Random Field based
Unsupervised Image Segmentation
using EM Algorithm and Mean
Field Approximation

3.1 Introduction

In the previous chapter, we introduced Markov random field (MRF) based super-

vised image segmentation. An extended ICM algorithm was proposed by integrating

k-means clustering to the ICM algorithm. Furthermore, a customized neighborhood

system was also proposed to replace conventional first order neighborhood system to

obtain the improvement in reducing estimation variance. Both proposed approaches

improved the image segmentation results in terms of computational cost and estima-

tion variance. However, a main disadvantage is that all parameters in MRF math-

ematical model should be known before applying the algorithm. This is a common

shortcoming for all supervised machine learning problems. Therefore, the objective

of this chapter is to develop an approach for unsupervised image segmentation in

conjunction with parameter estimation algorithm.

The Expectation Maximization(EM) algorithm is a feasible approach to find the

parameters of maximum-likelihood estimation in an unsupervised way [7]. The EM
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algorithm has been proved to be a handy tool for the case when the given data

is incomplete due to missing values or hidden variables. In the MRF based image

processing problem discussed in chapter 2, all random variables could be considered as

the hidden variables. Therefore, the entire data set for the EM algorithm in the MRF

based image processing contains both observations and random hidden variables.

As mentioned in chapter 2, the main parameters were assumed to be known in

the observation model. Generally, the observation model for unsupervised image

segmentation problem is assumed to be the Gaussian Mixture Model (GMM) [8, 9,

10, 11]. As the images for segmentation purpose usually have significant differences in

pixel intensities among different regions, it makes the mixture model a natural choice

for observation model.

However, the image segmentation results obtained using the Gaussian mixture

model are usually poor by ignoring the spatial constraints, namely neighborhood

relations, among latent variables. Spatial dependence is important in image segmen-

tation as the neighborhood relation is the key assumption in the MRF based image

processing. To find a feasible solution by taking into account of spatial constraints,

we need to introduce another set of important parameters regarding the neighbors’

relationship in the MRF model. These parameters are the ones that explain the

penalty of conflict between the considered pixel and its neighbors in energy function

of prior Gibbs distribution. In the literature, there are a number of ways to account

spatial dependence in the GMM based image segmentation with different assumptions

and scenarios [10, 11, 12]. One way is to assume the weight of the GMM for each

pixel (random variable) follows the prior Gibbs distribution [10], another way is to use

clustering results in calculating spatial dependence [12], and the parameters of spatial

constraints can be assigned as specific numerical values in some cases[11]. Whereas,

none of existing methods is to estimate the Gaussian mixture model parameters as

well as the penalty parameter of MRF spatial constraints in a single framework. In

this chapter, we propose a new approach to account MRF spatial constraints and

simultaneously estimate parameters of the GMM and MRF spatial dependence using

the EM algorithm.
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Unlike the standard GMM based parameter estimation using the EM algorithm,

a main challenge of GMM and MRF based parameter estimation is the linked hid-

den variables in MRF. To overcome this challenge, we propose to apply Mean Field

Approximation (MFA) to solve the dependency problem between random variables.

And then the model parameters are estimated using EM algorithm. The final out-

come of segmentation is still based on MAP-MRF framework in conventional MRF

image analysis. The novelty of the proposed approach is elegantly estimating the

penalty parameter of MRF spatial constraints along with the Gaussian mixture model

parameters using the EM algorithm under the MAP-MRF framework yielding an un-

supervised algorithm for image segmentation.

The organization of this chapter is as follows: a detailed introduction to Gaus-

sian mixture model and mean field approximation will be provided in section 3.2, the

formulation of parameter estimation using EM algorithm will be demonstrated in sec-

tion 3.3, section 3.4 summarizes the entire methodology proposed in this chapter, the

experimental validation for interface level detection and estimation will be followed

in section 3.5, and finally the conclusions will be drawn in section 3.6.

3.2 Gaussian Mixture Model and Mean Field Ap-

proximation

3.2.1 Gaussian Mixture Model

As mentioned in chapter 2, pixel values of an image for segmentation purpose have

significant differences among distinct regions, therefore, the mixture model becomes

a reasonable choice for modeling the observed image.

Figures 3.1a to 3.1d show the histograms of pixel values of four different observed

raw images. All histograms illustrate a similar distribution of mixture model which

confirms the idea of modeling observed pixels using a Gaussian mixture model.

The observed image noise was assumed as Gaussian distribution with unit vari-

ance in chapter 2; however, based on the histograms shown in Figures 3.1a to 3.1d,

the assumption of unit variance was invalid. Therefore, in this chapter, the raw image
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Figure 3.1: Histograms of pixel values of four different observed raw images.
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data will be modeled by a Gaussian mixture model with two different Gaussian com-

ponents. In general, a Gaussian mixture model can be formulated in the following

form [5]:

P (ds | θd) =
K∑
k=1

wkPk(ds | θk) (3.1)

where ds represents an observed pixel, θd is the observation parameter set, k indicates

the Gaussian component in the mixture model, and wk is the weight of each Gaussian

distribution, which satisfies:
K∑
k=1

wk = 1 (3.2)

Totally, there are K Gaussian components in the mixture model. For each Gaussian

component, it takes the standard distribution form as:

Pk(ds | θk) =
1

σk
√

2π
e
− (ds−µk)

2

2σ2
k (3.3)

Consequently, observation parameter set θd includes the distribution parameter θk,

which includes the mean µk and the variance σk, and the weight for each distribu-

tion wk. Recall the random variables in the Markov random field, for each pixel in

the observed image ds, the corresponding latent variable fs is called the component

identity of ds in the GMM. This component identity actually indicates the Gaussian

distribution from which the observed pixel comes. The probability of this event oc-

currence is equal to the mixing coefficient of corresponding Gaussian component. An

illustration of the graphical explanation is shown in Figure 3.2.

3.2.2 Mean Field Approximation

In chapter 2, Hammersley-Clifford theorem has proved that random variables in the

Markov random field obey Gibbs distribution. The penalty parameters, which ex-

plain the correlation between every random variable and its neighbors, in the energy

function in equation (2.6) are estimated using the EM algorithm. While performing

maximum-likelihood estimation using the EM framework, one has to compute the log-

arithm of the Gibbs distribution. Due to the complexity of partition function, which
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Figure 3.2: Graphical representation of a Gaussian mixture model for an observed
pixel ds and corresponding latent Markov random variable fs where s = 1, ...,M .

can be shown in equation (2.7), it is impossible to factorize the Gibbs distribution

and then estimate the parameters in the Gibbs distribution using the EM algorithm.

As a result, seeking a distribution, which can be factorized to approximate Gibbs

distribution, is the key of GMM-MRF based unsupervised image segmentation under

the EM framework. Mean field theory (MFT) provides a perspective to achieve this

objective.

Mean field theory is widely used in physics as well as statistical mechanics and

has been applied in many areas such as neural networks and deterministic annealing

[13]. Originally, the mean field theory was proposed for dealing with a large number of

individual components which interact with each other in physics. It has been extended

to deal with uncertainty in the dependency of models in context of graphical models

in the area of image processing, neural networks, and artificial intelligence [13]. The

objective of applying MFT to our model is to obtain an approximate model such

that the inference is easy to compute. As illustrate in Figure 3.3, P (x) represents

a dependency distribution among individual components that are interacted. By

applying mean field approximation, we obtain independently distributed R(x) to

approximate P (x). As a result, instead of calculating the inference of P (x), it is
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more straightforward to compute the inference of R(x). In the image segmentation

problem, the priori Gibbs distribution is a such dependency model whose inference

is hard to compute. To estimate the parameters using the EM algorithm, mean field

approximation (MFA) is a good approach to find an approximate distribution and

make the inference calculable.

Figure 3.3: The illustration of applying mean field approximation to a distribution
having probabilistic dependence. P(x) is the original distribution, R(x) is the approx-
imate distribution by applying MFA.

A commonly used approach for obtaining approximate distribution is cross en-

tropy minimization [13]. The cross entropy, also known as Kullback-Leibler (KL)

distance or divergence, is a measurement of distance between two distributions. Since

Gibbs distribution is a complex distribution that the random variables are interacted,

it is difficult to graphically show the KL distance between the original distribution

and the approximate distribution. Let us take a simple Gaussian distribution as an

example. As shown in Figure 3.4a, the original continuous distribution q(x) will be

approximated by a zero-mean Gaussian distribution p(x). The KL distance between

the original and approximate distributions can be calculated using the following ex-

pression:

DKL(p ‖ q) =

∫ ∞
−∞

p(x) log
p(x)

q(x)
dx (3.4)

Figure 3.4b shows the graphical representation of KL distance, which is the shaded

area. The optimal solution of q(x) is to minimize the KL distance by tuning the
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variance of the approximate distribution p(x).

(a) original q(x), approximate p(x) (b) KL distance

Figure 3.4: The illustration of the approximation distribution and the corresponding
KL distance to the original distribution.

In our case, since the random variables in Gibbs distribution are discrete, the KL

distance between the original Gibbs distribution and the approximate distribution

can be formulated as:

DKL(R ‖ P ) =
∑
f∈F

R(f) log
R(f)

P (f)
(3.5)

where P (f) is the original Gibbs distribution that can be found in equation (2.6) in

section 2.2.2, R(f) is the approximate distribution that can be factorized to easily

compute the inference

R(f) =
∏
s

R(fs) (3.6)

and DKL(R ‖ P ) is the KL distance between R(f) and P (f). Similarly, the optimal

solution of R(f) is to minimize the KL distance between two distributions

R(f) = arg min
R(fs)

DKL(R ‖ P ) (3.7)

and the approximation R(f) can be shown by considering Markov property of random

variables, and it can be expressed as:

R(fs) ∝ exp
(
R(fNs) logP (fs | fNs)

)
(3.8)
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And finally, it can be concluded that

R(fs | fNs) ∝ exp
(
Us(fs | fNs)

)
(3.9)

The detailed derivation of equation (3.9) can be found in [4, 13].

3.3 Parameter Estimation using EM Algorithm

3.3.1 Problem Formulation

To formulate Gaussian mixture model and Markov random field based unsupervised

image segmentation problem using EM algorithm, it is important to define the data

set for the algorithm. The entire data includes observed pixel values, d’s and corre-

sponding latent random variables in MRF, f ’s. A graphical representation is shown

in Figure 3.5.

Figure 3.5: Graphical representation of data set including observations, d’s, and
latent random variables in MRF, f ’s.

The next step is to clarify all parameters that need to be estimated. As introduced

in section 3.2.1, parameters from Gaussian mixture model are means, µk, variances,

σk, and the mixing coefficients, wk. Another set of parameters explaining neighbor’s
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relationship can be defined as the following. An important assumption for the energy

function is that clique potentials take up to two sites [4]. Therefore, the energy

function takes the form

Us(fs | fNs) = V1(fs) +
∑

{s,s′}∈C2

V2(fs, fs′)

= αfs +
∑
s′∈Ns

βfsfs′ (3.10)

Since the single-site parameter, α, does not carry information of neighbor pixels and

is usually set to be zero, β is the only parameter that needs to be estimated [4, 10].

As a result, the energy function can be rewritten as:

Us(fs | fNs , θf ) =
∑
s′∈Ns

βfsfs′ (3.11)

where β is the penalty parameter of spatial constraints in MRF parameter set, θf .

Consequently, it can be concluded that the overall parameter set Θ is

Θ = {µk, σk, wk, β}

where k ∈ {1, 2, ..., K}, and we use the EM algorithm to estimate the parameter set

Θ.

The EM algorithm is an iterative approach, it contains two steps in each iteration:

E-step and M-step. E-step computes a Q-function by calculating the expectation of

likelihood of joint probability of observation and latent variables given the parameters

that are estimated in previous iteration. It can be formulated as

Q(Θ | Θ(t)) = E
[

logP (f, d | Θ) | d,Θ(t)
]

(3.12)

M-step is aiming to update parameters by maximizing the Q-function that is derived

in E-step in the same iteration, that is

Θ(t+1) = arg max
Θ

Q(Θ | Θ(t)) (3.13)

Once all parameters are updated, the next iteration starts with E-step again by using

updated parameters. The following sections 3.3.2 and 3.3.3 provide the detailed EM

algorithm derivation.
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3.3.2 Expectation Step

In this section, the Q-function derivation will be demonstrated in detail. Start with

the joint probability

P (f, d | Θ) = P (d | f,Θ) · P (f | Θ) (3.14)

By substituting the equation (3.14) into equation (3.12), the Q-function can be ex-

pressed as:

Q(Θ | Θ(t)) = E
[

logP (f, d | Θ) | d,Θ(t)
]

=
∑
f∈F

[
logP (f, d | Θ)

]
P (f | d,Θ(t))

=
∑
f∈F

[
logP (d | f,Θ) + logP (f | Θ)

]
P (f | d,Θ(t))

=
∑
f∈F

logP (d | f,Θ)P (f | d,Θ(t)) + logP (f | Θ)P (f | d,Θ(t)) (3.15)

It is obvious that the Q-function can be separated into two parts and one is related

to observations and another is related to MRF. Let two parts be denoted as:

Qd(Θ | Θ(t)) =
∑
f∈F

logP (d | f,Θ)P (f | d,Θ(t)) (3.16)

Qf (Θ | Θ(t)) =
∑
f∈F

logP (f | Θ)P (f | d,Θ(t)) (3.17)

Therefore

Q(Θ | Θ(t)) = Qd(Θ | Θ(t)) +Qf (Θ | Θ(t)) (3.18)

Two sub-Q-functions will be derived separately in the following.

For the first sub-Q-function Qd(Θ | Θ(t)), since the image pixels are assumed to

be independently observed,

P (d | f,Θ) = P (d | f, θd)

=
∏
s∈S

P (ds | fs, θfs) (3.19)
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By taking the logarithm,

logP (d | f,Θ) =
M∑
s=1

logP (ds | fs, θfs)

=
M∑
s=1

K∑
k=1

δfs,k logP (ds | k, θk)

=
M∑
s=1

K∑
k=1

δfs,k log
[
wkPk(ds | θk)

]
=

M∑
s=1

K∑
k=1

δfs,k
[

logwk + logPk(ds | θk)
]

(3.20)

where δfs,k is the dirac delta function that is defined as:

δa,b =

{
1 if a = b
0 if a 6= b

(3.21)

By substituting equation (3.20) into (3.16)

Qd(Θ | Θ(t)) =
∑
f∈F

M∑
s=1

K∑
k=1

δfs,k
[

logwk + logPk(ds | θk)
]
P (f | d,Θ(t))

=
∑
f∈F

M∑
s=1

K∑
k=1

δfs,k
[

logwk + logPk(ds | θk)
] M∏
s=1

P (fs | ds,Θ(t))

=
M∑
s=1

K∑
k=1

[
logwk + logPk(ds | θk)

]∑
f∈F

δfs,k

M∏
s=1

P (fs | ds,Θ(t)) (3.22)

To simplify the above equation, it can be shown that [14],

∑
f∈F

δfs,k

M∏
s=1

P (fs | ds,Θ(t)) = P (k | ds,Θ(t)) (3.23)

where

P (k | ds,Θ(t)) =
w

(t)
k Pk(ds | θ

(t)
k )∑K

k=1w
(t)
k Pk(ds | θ

(t)
k )

(3.24)

Finally, we can conclude the derivation of sub-Q-function related with observation by
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combining equation (3.22) and (3.23)

Qd(Θ | Θ(t)) =
M∑
s=1

K∑
k=1

[
logwk + logPk(ds | θk)

]
P (k | ds,Θ(t))

=
M∑
s=1

K∑
k=1

log(wk)P (k | ds,Θ(t)) +
M∑
s=1

K∑
k=1

log
(
Pk(ds | θk)

)
P (k | ds,Θ(t))

(3.25)

Regarding the derivation of second sub-Q-function, Qf (Θ | Θ(t)), as shown in

equation (3.17), we use the mean field approximation of Gibbs distribution. It has

already been shown in equation (3.9), that the exact approximate distribution can be

written as:

R(fs | fNs , θf ) =
1

Z ′s
e−Us(fs|fNs ,θf ) (3.26)

where

Z ′s =
∑
fs

e−Us(fs|fNs ,θf ) (3.27)

and

Us(fs | fNs , θf ) =
∑
s′∈Ns

βfsfs′ (3.28)

In the work of this chapter, the energy function is assumed as auto-logistic model

which means all random variables take binary values from {0, 1}. By combining

equations (3.26), (3.27), and (3.28), the approximate distribution can be simplified

as:

R(fs | fNs , θf ) =
exp

(
−
∑

s′∈Ns βfsfs′
)

1 + exp
(
−
∑

s′∈Ns βfs′
) (3.29)

Therefore, the prior distribution of random variables in the MRF can be approximated

as:

P (f | Θ) = P (f | θf )

≈ R(f | θf )

=
M∏
s=1

R(fs | fNs , θf )

=
M∏
s=1

exp
(
−
∑

s′∈Ns βfsfs′
)

1 + exp
(
−
∑

s′∈Ns βfs′
) (3.30)
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By taking the logarithm of P (f | Θ), the factorized expression can easily be converted

to a summation of logarithm, namely

logP (f | Θ) =
M∑
s=1

logR(fs | fNs , θf )

=
M∑
s=1

log

[
exp

(
−
∑

s′∈Ns βfsfs′
)

1 + exp
(
−
∑

s′∈Ns βfs′
)]

=
M∑
s=1

(
−
∑
s′∈Ns

βfsfs′
)
− log

[
1 + exp

(
−
∑
s′∈Ns

βfs′
)]

(3.31)

Finally, equation (3.17) can be written as:

Qf (Θ | Θ(t)) =
∑
f∈F

M∑
s=1

logR(fs | fNs , θf )P (f | d,Θ(t))

=
∑
f∈F

M∑
s=1

K∑
k=1

δfs,k logR(fs = k | fNs , θf )
M∏
s=1

P (fs | ds,Θ(t))

=
M∑
s=1

K∑
k=1

logR(fs = k | fNs , θf )
∑
f∈F

δfs,k

M∏
s=1

P (fs | ds,Θ(t))

=
M∑
s=1

K∑
k=1

logR(fs = k | fNs , θf )P (k | ds,Θ(t)) (3.32)

For deriving equation (3.32), we have assumed two conditions: the first one is

R(fs = k | fNs , θf ) = R(fs | fNs , θf ) (3.33)

The second condition is that the neighborhood information in the conditional prob-

ability is from previous iteration, thus,

Qf (Θ | Θ(t)) =
M∑
s=1

K∑
k=1

logR(fs = k | f (t)
Ns
, θf )P (k | ds,Θ(t)) (3.34)

3.3.3 Maximization Step

The next step is to maximize the Q-function obtained in the Expectation step to

iteratively update parameters. The overall expression of Q-function can be concluded
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by combining equations (3.18), (3.25), and (3.34), that is

Q(Θ | Θ(t)) =
M∑
s=1

K∑
k=1

log(wk)P (k | ds,Θ(t))

+
M∑
s=1

K∑
k=1

log
(
Pk(ds | θk)

)
P (k | ds,Θ(t))

+
M∑
s=1

K∑
k=1

logR(fs = k | f (t)
Ns
, θf )P (k | ds,Θ(t)) (3.35)

Based on equation (3.35), we observe that wk, θk and β can be separately maxi-

mized, since they belong to three independent terms. Therefore, our objectives can

be expressed as the following form:

w
(t+1)
k = arg max

wk

M∑
s=1

K∑
k=1

log(wk)P (k | ds,Θ(t)) (3.36)

θ
(t+1)
k = arg max

θk

M∑
s=1

K∑
k=1

log
(
Pk(ds | θk)

)
P (k | ds,Θ(t)) (3.37)

β(t+1) = arg max
β

M∑
s=1

K∑
k=1

logR(fs = k | f (t)
Ns
, θf )P (k | ds,Θ(t)) (3.38)

To find the updating expression of w
(t+1)
k , equation (3.36), we need to introduce the

Lagrange multiplier λ with the constraint that
∑

k wk = 1, then solve the equation:

∂

∂wk

[
M∑
s=1

K∑
k=1

log(wk)P (k | ds,Θ(t)) + λ

(∑
k

wk − 1

)]
= 0 (3.39)

The detailed derivation of updating weights, w
(t+1)
k , and Gaussian distribution

parameters, θ
(t+1)
k can be found in [14], and results are given as following:

w
(t+1)
k =

1

M

M∑
s=1

P (k | ds,Θ(t)) (3.40)

µ
(t+1)
k =

∑M
s=1 dsP (k | ds,Θ(t))∑M
s=1 P (k | ds,Θ(t))

(3.41)

(σ2)
(t+1)
k =

∑M
s=1 P (k | ds,Θ(t))

(
ds − µ(t+1)

k

)(
ds − µ(t+1)

k

)T∑M
s=1 P (k | ds,Θ(t))

(3.42)
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Updating pair-wise potential parameter, also named penalty parameter, β, is one of

the main contributions in this work. To find β, we maximize Qf (Θ | Θ(t)) by taking

the derivative of equation (3.34) and set it to zero,

∂

∂β

[
M∑
s=1

K∑
k=1

logR(fs = k | f (t)
Ns
, θf )P (k | ds,Θ(t))

]
= 0 (3.43)

Substitute equation (3.31) into the above equation

∂

∂β

[
M∑
s=1

K∑
k=1

{(
−
∑

s′∈N(t)
s

βfsfs′
)
− log

[
1 + exp

(
−
∑

s′∈N(t)
s

βfs′
)]}

P (k | ds,Θ(t))

]
= 0

(3.44)

M∑
s=1

K∑
k=1

[(
−
∑

s′∈N(t)
s

fsfs′
)
−

exp
(
−
∑

s′∈N(t)
s
βfs′

)
·
(
−
∑

s′∈N(t)
s
fs′
)

1 + exp
(
−
∑

s′∈N(t)
s
βfs′

) ]
P (k | ds,Θ(t)) = 0

(3.45)

Rearrange equation (3.45)

M∑
s=1

K∑
k=1

(
−
∑

s′∈N(t)
s

fsfs′
)
P (k | ds,Θ(t))

=
M∑
s=1

K∑
k=1

exp
(
−
∑

s′∈N(t)
s
βfs′

)
1 + exp

(
−
∑

s′∈N(t)
s
βfs′

)(− ∑
s′∈N(t)

s

fs′
)
P (k | ds,Θ(t)) (3.46)

Denoting A = exp
(
−
∑

s′∈N(t)
s
βfs′

)
, the above equation can be rewritten as:

A

1 + A
=

∑M
s=1

∑K
k=1

(
−
∑

s′∈N(t)
s
fsfs′

)
P (k | ds,Θ(t))∑M

s=1

∑K
k=1

(
−
∑

s′∈N(t)
s
fs′
)
P (k | ds,Θ(t))

(3.47)

Let the right hand side of equation (3.47) be denoted as B which should be a constant

value in each iteration. As a result, the above equation can be simplified as:

A

1 + A
= B (3.48)

By solving the above equation, we can obtain

A =
B

1−B
(3.49)
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Therefore,

exp
(
−
∑

s′∈N(t)
s

βfs′
)

=
B

1−B
(3.50)

and the new β can be updated as:

β(t+1) =
log
(

B
1−B

)
−
∑

s′∈N(t)
s
fs′

(3.51)

where

B =

∑M
s=1

∑K
k=1

(
−
∑

s′∈N(t)
s
fsfs′

)
P (k | ds,Θ(t))∑M

s=1

∑K
k=1

(
−
∑

s′∈N(t)
s
fs′
)
P (k | ds,Θ(t))

(3.52)

Next, we summarize the parameter estimation methodology in a concise way.

3.4 Summary of Methodology

The proposed approach encapsulates the EM based parameter estimation for both

observation model and MRF spatial dependence as well as MRF based image segmen-

tation in a single framework. The observation model parameter update expressions

are dependent on themselves while the update of neighborhood parameter β requires

MRF estimation from previous iteration and has been discussed in section 3.3.2.

The strategy for MRF estimation is same as the one introduced in chapter 2, which

is energy minimization under MAP-MRF framework. The details can be referred

to section 2.3.2. Once both the parameters and MRF estimation are converged, the

unsupervised image segmentation results are obtained for discussion and further anal-

ysis. Before the iterative procedure starts, it is imperative to define a neighborhood

system and the initial guess of both GMM parameter and MRF estimation.

By comparing with the conventional GMM based image segmentation algorithm,

the main improvement of the proposed algorithm is taking Markov random field

spatial constraints into account in every iteration of parameter estimation progress.

Figures 3.6a and 3.6b show the complete flow charts of the methodology for EM al-

gorithm based GMM and GMM-MRF unsupervised image segmentation. The added

steps in (b) are due to the consideration of neighborhood system.
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(a) GMM (b) GMM-MRF

Figure 3.6: The flow charts of EM algorithm based on (a) GMM and (b) GMM-MRF
unsupervised image segmentation.
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3.5 Experimental Validation for Interface Level De-

tection and Estimation

The proposed unsupervised algorithm in this chapter will be validated using the

same experimental images that were used in chapter 2. MATLAB was employed to

perform image analysis. The proposed algorithm will be validated in two aspects:

the validation of Gaussian mixture model for observed images, and the validation of

interface level detection and estimation by considering spatial constraints.

3.5.1 Gaussian Mixture Model Validation

The proposed algorithm for unsupervised image segmentation in this chapter was

developed based on the assumption of pixel values in the observed raw image fol-

low a mixture of Gaussian distribution. To validate this assumption, the observed

pixel values distribution was estimated first and EM algorithm was used to estimate

all parameters of the Gaussian mixture distribution. The comparison between the

observed pixel values distribution and the estimated Gaussian mixture distribution

for four different images are shown in Figures 3.7a to 3.7d. They correspond to the

histograms shown in Figures 3.1a to 3.1d. In Figures 3.7a to 3.7d, all dashed lines

represent the observed pixel values distributions, and solid lines represent the esti-

mated Gaussian mixture distributions. All figures show the agreement between the

observed pixel values distribution and the estimated Gaussian mixture distribution.

Therefore, the assumption of using Gaussian mixture distribution for the modeling is

valid.

3.5.2 Validation of Image Segmentation and Interface Level
Detection and Estimation

In this section, both image segmentation results and the interface level estimation

will be shown by comparing the algorithm based on the GMM of observed image

and the proposed algorithm based on both observed image as well as MRF spatial

neighbors. As shown in Figures 3.8a and 3.8b, two raw images were selected to
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(a) Distributions of image 1
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(b) Distributions of image 2
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(c) Distributions of image 5
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(d) Distributions of image 8

Figure 3.7: The observed pixel values distribution and the estimated Gaussian mix-
ture distribution for four different images.
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perform both algorithms. Figures 3.8c and 3.8d show the segmentation based on

observed pixel values without considering the MRF neighborhood constraints. Figures

3.8e and 3.8f show the segmentation by considering both observed pixel values and

the MRF neighborhood constraints. Here, the neighborhood constraints refer to the

MRF spatial neighbors’ dependence between every single random variable in MRF

and its neighbors. Based on these segmented images, it is obvious that observation

based segmentation is sensitive to image noise. For instance, both Figures 3.8c and

3.8d show a number of white dots or even large region in the area that should be

theoretically in black. By comparing with the original raw images, those errors are

caused by some sticky oil droplets attaching on the wall of the tank. In contrast, the

two segmented images obtained using proposed algorithm are more robust to those

noises caused in real experimental situations as shown in Figures 3.8e and 3.8f. The

reason for the robustness of proposed algorithm is because of the consideration of

spatial neighbors in the Markov random field.

Having obtained the segmented images, transient zone boundaries and interface

level can be estimated based on the approach of using vertical profile of averaged

pixels, which was proposed in chapter 2. Figures 3.9a and 3.9b indicate the estimated

transient zone boundaries and interface levels in the segmented and observed images.

Figure 3.9a shows the levels based on the segmentation result of Gaussian mixture

model, the corresponding levels are indicated in the raw image as shown in Figure

3.9b. The levels that are indicated in Figures 3.9c and 3.9d were estimated based

on the segmentation result obtained using proposed approach. It can be clearly

seen that the GMM based segmentation fails in estimating interface level, especially

for estimating the lower boundary. However, the segmentation result obtained by

performing the GMM-MRF algorithm can provide the reasonable estimation for both

interface and transient zone boundaries as shown in Figure 3.9d.

Table 3.1 shows the comparison of the interface heights using different estimating

methods, which are first principle estimation, the GMM based image segmentation,

and the proposed GMM-MRF based image segmentation. Considering the first prin-

ciple estimation as the benchmark, the estimation errors in percentage of two algo-
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(a) raw image 1
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(b) raw image 2
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(c) Observation based segmentation
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(d) Observation based segmentation
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(e) Neighborhood based segmentation

Horizontal pixel number
100 200 300 400 500 600

V
er

tic
al

 p
ix

el
 n

um
be

r

100

200

300

400

500

600

(f) Neighborhood based segmentation

Figure 3.8: The comparison of the segmentation results between two algorithms for
two different images. (a) and (b) are raw images, (c) and (d) are the segmented
images based on GMM only, (e) and (f) are the segmented images based on GMM-
MRF. 55
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(a) Observation based
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Figure 3.9: The estimation of interface levels of segmented images based on two
algorithms. (a) and (b) are based on GMM only, (c) and (d) are based on GMM-
MRF. Dashed lines are upper and lower boundaries of transient zone, solid line is the
estimated interface level.
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rithms based on image segmentation can be obtained and are also shown in Table

3.1. By comparing the percentage errors between two image segmentation algorithms,

it can be concluded that the proposed GMM-MRF based image segmentation algo-

rithm has the better performance. The averaged error of proposed algorithm is 0.27%,

which is lower than the GMM based algorithm’s averaged error 1.25%. Therefore,

the proposed algorithm performs well in estimating interface level and the mean field

approximation for Gibbs distribution is also valid.

Table 3.1: The interface heights and corresponding errors based on two algorithms
in image segmentation as compared with the first principle estimation.

Image

Number

First Principle

Estimation

Image Segmentation

GMM GMM-MRF

Interface

Height

(cm)

Interface

Height

(cm)

% Error

Interface

Height

(cm)

% Error

1 35.04 34.93 1.8% 35.05 0.2%

2 35.94 35.86 1.3% 35.92 0.3%

3 35.98 35.91 0.7% 35.99 0.3%

4 36.01 35.94 1.2% 36.03 0.2%

5 35.99 35.93 0.8% 36.00 0.2%

6 35.82 35.75 1.2% 35.84 0.3%

7 35.80 35.70 1.7% 35.82 0.3%

8 35.75 35.67 1.3% 35.76 0.2%

9 35.71 35.63 1.3% 35.74 0.5%

10 35.67 35.60 1.2% 35.68 0.2%

Considering the interface heights estimated using the proposed GMM-MRF based

algorithm as the results of unsupervised image segmentation, they can also be com-

57



pared with those estimations obtained using supervised learning method discussed in

chapter 2. Table 3.2 tabulates both supervised and unsupervised estimation results

as compared with the first principle estimation. The corresponding errors in percent-

age are also shown in Table 3.2. None of errors is greater than 1%, which confirms

the agreement in estimation of interface level for both supervised and unsupervised

approaches.

Table 3.2: The interface heights and corresponding errors of supervised and unsu-
pervised image segmentation as compared with the first principle estimation.

Image

Number

First Principle

Estimation

Supervised

Image Segmentation

Unsupervised

Image Segmentation

Interface

Height

(cm)

Interface

Height

(cm)

% Error

Interface

Height

(cm)

% Error

1 35.04 35.09 0.8% 35.05 0.2%

2 35.94 35.93 0.2% 35.92 0.3%

3 35.98 36.01 0.5% 35.99 0.3%

4 36.01 35.98 0.5% 36.03 0.2%

5 35.99 35.95 0.7% 36.00 0.2%

6 35.82 35.80 0.3% 35.84 0.3%

7 35.80 35.78 0.3% 35.82 0.3%

8 35.75 35.72 0.5% 35.76 0.2%

9 35.71 35.70 0.2% 35.74 0.5%

10 35.67 35.66 0.2% 35.68 0.2%

Furthermore, the interface estimation variance can also be calculated using equa-

tion (2.28) for both segmentation results obtained using the GMM based and the

proposed GMM-MRF based algorithms discussed in this chapter. Figure 3.10 shows
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the comparison of interface estimation variance when using the GMM based and the

proposed GMM-MRF based algorithms. The estimation variances for the GMM-

MRF algorithm are lower than those using the GMM based algorithm except image

9, where the performance of both algorithms is comparable. Therefore, it can be

concluded that the proposed GMM-MRF based algorithm outperforms the GMM

based algorithm in terms of segmentation result, interface level estimation and the

estimation variance due to the consideration of MRF neighbors.
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Figure 3.10: The comparison of interface estimation variances by using GMM and
GMM-MRF based algorithms.

As for the computational cost of the proposed algorithm, it takes almost same

number of iterations and has more computational time due to the calculation on

penalty parameter of MRF spatial dependence.

3.6 Conclusions

In this chapter, a new algorithm was proposed to obtain unsupervised image seg-

mentation. Gaussian mixture distribution was considered for the modeling of the
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observed images. Based on Markov random field framework, the mean field approxi-

mation method was used to obtain the approximate distribution of Gibbs distribution

in MRF. All model parameters were estimated using the EM algorithm. This pro-

posed approach improved the GMM based segmentation algorithm by considering the

spatial neighborhood in MRF. The advantage of the proposed algorithm was provid-

ing a new approach with consideration of the spatial constraints such that the penalty

parameter of spatial constraints and the parameters in observation model could be es-

timated simultaneously in a single framework. Furthermore, the proposed algorithm

also improved the segmentation result, interface level estimation and the variance of

the estimation as compared with those results obtained using the GMM based ap-

proach. Nevertheless, a shortcoming of considering neighborhood in the algorithm

was increasing the computational cost though it provided more accurate results.

60



Chapter 4

Dynamic Prediction of Binary
Image Segmentation and Interface
Level using Spatial Temporal
Markov Random Field based
Auto-logistic Model

4.1 Introduction

In the previous chapter, we demonstrated that the Markov random field based unsu-

pervised image segmentation can be used to determine interface level detection based

on images obtained using a camera. The observed image was modeled by a mixture of

Gaussian distribution. The mean field approximation was used to obtain an approx-

imate distribution of Gibbs distribution in the MRF, such that the inference of the

approximate distribution is easy to compute. The model parameters were estimated

using the EM algorithm. The interface level height estimations were found to agree

with those estimates obtained using first principle model. The unsupervised estima-

tions were also comparable with the estimations obtained using supervised learning

method proposed in chapter 2. However, the height of interface level in the primary

separation vessel (PSV) is a process variable, which changes over time and its predic-

tion could be helpful for economic operation and improved control. As a result, the

objective of this chapter is to consider the time series dependence in the modeling of
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sequential images for predicting the dynamic interface level.

As illustrated in the previous two chapters, single image is usually modeled by

a two-dimensional Markov random field or spatial Markov random field. Therefore,

by stacking images along time axis, it forms a three-dimensional data consisting of a

sequence of images, and such data can be modeled using the spatial temporal Markov

random field (ST-MRF) model [4, 15, 16, 17, 18]. Typically, spatial temporal MRF

can be applied for various video-based or sequential imaged based applications [4].

For example, spatial temporal MRF has been applied in video-based moving object

detection and segmentation for the use of traffic monitoring [15, 16, 17]; the ST-

MRF can also be used in contextual image classification for analyzing geographical

sequential images [18]. Figure 4.1 illustrates a schematic diagram of spatial temporal

Markov random field. The illustration shows three images along time axis at time

instants of t − 1, t, and t + 1, and each image has the same spatial dimensions with

height of h and width of w. Here, f represents the latent random variable in the

MRF, and d represents the corresponding observed pixel intensity. Similarly with

the definition of neighborhood system of two-dimensional MRF, the first order neigh-

borhood system of the ST-MRF is defined to consist of six nearest neighbors in the

three-dimensional volume [4]. For example, by considering the black node labeled

as f at time of t, the first order neighborhood system of this node contains spatial

neighbors, which are four grey nodes labeled as f at time of t, as well as two temporal

neighbors, which are the grey nodes labeled as f at time instants of t− 1 and t+ 1.

The highlighted solid lines between the black node and its spatial neighbors represent

the spatial cliques. Similarly, the highlighted dashed lines between the black node

and its temporal neighbors represent the temporal cliques. Furthermore, the solid

lines between black node and the corresponding observed pixel d in grey represents

the observation clique. All three cliques will be considered in the modeling of the

ST-MRF.

Logistic model is defined as a regression model where the dependent variables are

categorical [19]. According to Besag [20], auto-logistic model is similar to the classical

logistic model [21] by emphasizing the explanatory variables are surrounding array
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Figure 4.1: An illustration of spatial temporal Markov random field (ST-MRF).

variables themselves. The reasons for proposing auto-logistic model in the image

segmentation prediction are: first, the image segmentation is binary in the case of

interface level detection, and second, spatial temporal MRF based image segmentation

considers the dependence of both spatial and temporal neighboring variables, which

are equivalent to those surrounding array variables in auto-logistic model. Besag [20]

was the first person who proposed to use auto-logistic model in the modeling of binary

data with nearest-neighbor system. The auto-logistic model has also been applied to

model some typical type of data along with spatial temporal Markov random field,

for example, spatial temporal binary data [22, 23]. However, none of the existing

work combines the spatial temporal MRF and auto-logistic model in the modeling

and processing images. In this chapter, we propose a spatial temporal MRF based

auto-logistic model to obtain the prediction of binary image segmentation as well

as the interface level based on experimental sequential images. The novelty of this

work is to apply ST-MRF and auto-logistic model for image processing by considering

typical temporal dependence in process systems engineering.
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The remainder of this chapter is organized as the follows: an overview of prob-

lem statement and framework formulation are introduced in section 4.2, the detailed

mathematical formulation for image segmentation prediction is demonstrated in sec-

tion 4.3, a summary of the methodology and the algorithm are given in section 4.4, the

validation of proposed algorithm as well as numerical results of prediction is shown

in section 4.5, and finally section 4.6 concludes this chapter.

4.2 Problem Statement and Formulation

In many conventional chemical engineering processes, the prediction of process vari-

ables at future time can be obtained using the model based on present and past

process information.Therefore, the temporal neighbor set of ST-MRF model in such

situations only contains the one at previous time instant. Figure 4.2 shows the graph-

ical representation of the problem that is dealing with in this chapter. To predict the

image segmentation at future time instant of t+ 1 by having the observation, dt, and

MRF inference, ft, at present time, we propose a two-step approach to obtain the

segmentation prediction, ft+1. The first step is to predict the observation at t + 1

based on the current observation, dt, using a modified random walk model. The sec-

ond step is predicting the MRF inference at t + 1, ft+1. A spatial temporal Markov

random field auto-logistic model will be employed in this step by considering spatial

and temporal neighborhood dependence as well as the predicted observation obtained

in the previous step. For example, as shown in Figure 4.2, consider the black node

labeled as f at time instant of t + 1, the prediction is dependent on four spatial

neighbors at time of t+ 1, one temporal neighbor at time of t, as well as the directly

linked observation, d̂. The observation at the next sample is predicted based on the

present one. All related nodes of MRF configuration and observation in predicting

black node are labeled in grey as shown in Figure 4.2.

The formulation of the framework is given as the following:{
d̂t+1 = dt + et (4.1)

ft+1 = F(d̂t+1, fNs,t+1, ft) (4.2)
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Figure 4.2: The graphical representation of spatial temporal Markov random field
based segmentation prediction.

where equations (4.1) and (4.2) model the steps 1 and 2 as mentioned above respec-

tively. The random walk model described in equation (4.1) will be discussed in detail

in section 4.3.1. Equation (4.2) models the ST-MRF where F represents the logistic

function and fNs,t+1 denotes the set of spatial neighbors. The detailed derivation of

equation (4.2) will be demonstrated in section 4.3.2.

4.3 Mathematical Model for Image Segmentation

Prediction

The problem of predicting image segmentation is formulated in equations (4.1) and

(4.2). In this section, the detailed model development will be discussed and demon-

strated. In section 4.3.1, a modified random walk model will be developed to predict

the observation at one step ahead. Other than the completely random noise in conven-

tional random walk process, the noise in this modified model is a weighted summation

of three Gaussian noises. This modification is aiming to obtain a better prediction
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of the observation in our specific case. The parameter estimation of three Gaussian

noises is an off-line process, and then the dynamic prediction of observation can be

implemented on-line. Having obtained the predicted observation, the MRF inference

prediction at one step ahead can be predicted using the spatial temporal Markov

random field based auto-logistic model where the parameters of the model can be

estimated using generalized linear regression [22, 23]. For this step, the parameter

estimation and MRF inference prediction can be implemented on-line.

4.3.1 Dynamic Observation Model based on Modified Ran-
dom Walk Process

A model of predicting observation will be developed based on a modified random

walk process. We will use a sequence of five images for off-line noise parameter

estimation. These images were captured during one operation in every 10 seconds.

The time points for five images are denoted as t0, t1, t2, t3 and , t4. Assuming that the

observed image at present time is obtained by adding a Gaussian noise on each pixel

of the image at previous time instant. Therefore, we can obtain four sets of image

noise and each set is computed by taking the difference of observed image pixels

between time ti and ti−1, where i ∈ {1, 2, 3, 4}. Based on the physical property of

liquid mixture, liquid is ideally homogeneous horizontally, and interface level moves in

vertical direction. Therefore, the noises are plotted for every horizontal level and are

shown in Figures 4.3a to 4.3d. Based on four figures, there are several observations

can be made:

1. four noise figures have the similar profile, which means the dynamic observation

can be modeled using one model under same operation condition;

2. the mean value of each level’s noises are approximately zero, but variances are

different at different levels;

3. noises can be divided into three classes according to different variances.

Consider the noise profile between t0 and t1 as an example, Figure 4.4a indicates three

Gaussian noises as e1, e2 and e3. By comparing with the raw image at t0 shown as
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Figure 4.4b, the noise with largest variance, corresponding to the intermediate region,

e2, is sandwiched between two regions having lesser variances, e1 and e3, corresponding

to top and bottom regions, respectively. As a result, noise at a particular level can

be assumed to be composed of these three elements and therefore we are motivated

to use a modified random walk process to develop the model.

(a) Noise profile between time step t0 and t1 (b) Noise profile between time step t1 and t2

(c) Noise profile between time step t2 and t3 (d) Noise profile between time step t3 and t4

Figure 4.3: The plots of horizontal levels’ noises between each pair of contiguous
images.

As shown in equation (4.1), a random walk process is described by adding a

random noise to the previous state. However, based on the noise figures in our image

prediction, we propose a noise of weighted summation rather than a single noise
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(b) The raw image at t0

Figure 4.4: The indication of three Gaussian noises based on horizontal levels.

source. The overall noise model can be expressed as:

et = w1,te1 + w2,te2 + w3,te3 (4.3)

where e1, e2, e3 are Gaussian noises and w1,t, w2,t, w3,t are the corresponding weights.

Weights are self defined and aiming to obtain the best noise term at each horizontal

level. It has to be noted that weights are a function of time, and they will be different

when the time is propagating. Furthermore, weights are a function of levels, which

mean we are predicting the observed image level by level. This is reasonable because

the noises are distinct at different levels, and the appropriate noise could be computed

using the equation (4.3) for each level. Our self defined weights can be computed using

the following equation:

win,t =
exp(−(ηit −mn,t)

2)∑
n exp(−(ηit −mn,t)2)

n = 1, 2, 3 i ∈ [1, 600] (4.4)

where i is the horizontal level index, ηit is the averaged pixel value of i’th level at time

t, and mn,t is the mean of observed pixel values corresponding to the three sections

where three Gaussian noises are distributed. The values of mn,t can be obtained

based on the Gaussian mixture distribution fitting, which has been shown in previous

chapter. Taking the image at time instant of t0 as an example, the observation

68



distribution and fitted Gaussian mixture distribution are shown in Figure 4.5. The

selection of m1, m2, and m3 are also indicated on the graph. The values of m1 and m3

are selected as the modes of the Gaussian mixture distribution, and m2 is defined as

the pixel intensity that has the smallest probability between m1 and m3. Figure 4.6

shows the vertical profile of averaged pixel value for every horizontal level, ηt. The

data at time t0 is used as an example for the illustration. According to the principle

of mean values selection as mentioned above, m1, m2, and m3 are shown in the figure

of ηt. It clearly shows that three mean values are individually distributed into each

corresponding section.
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Figure 4.5: The observation distribution and fitted Gaussian mixture distribution
with the indication of three mean values.

Having determined the weights in equation (4.3), the parameters of three Gaussian

noises will be estimated next. All noise data that were shown in Figures 4.3a to 4.3d

are used in parameter estimation. A Gaussian mixture model (GMM) is assumed

and parameters are estimated using Expectation Maximization (EM) algorithm. Let

us denote the overall noise as ε = {ej, j = 1, 2, ...,M}; then the Gaussian mixture
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Figure 4.6: The vertical profile of averaged pixel value for every horizontal level.
Determined three mean values, m1, m2, m3 are also indicated.

model can be expressed as:

P (ε | Θ) =
3∑

k=1

αnPn(ε | θn) (4.5)

where αn are the GMM weights, Pn(ε | θn) are Gaussian noises that can be individ-

ually formulated as:

Pn(ej | θn) =
1

σn
√

2π
exp

(
− (ej − µn)2

2σ2
n

)
(4.6)

and θn = {µn, σn} are Gaussian noises parameters. To use EM algorithm for GMM

parameter estimation, a latent variable set has to be defined. Denoting y as the latent

variable for each noise, the Q-function of the expectation step can be written as:

Q(Θ,Θold) = E
[

logP (ε, y | Θ) | ε,Θold
]

=
∑
y∈Y

log(L(Θ | ε, y))P (y | ε,Θold) (4.7)
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where the log-likelihood expression can be expressed as:

log(L(Θ | ε, y)) =
M∑
j=1

log(αyjPyj(ej | θyj)) (4.8)

and the conditional probability of unobserved data is:

P (y | ε,Θold) =
M∏
j=1

P (yj | ej,Θold) (4.9)

Combining equations (4.7), (4.8) and (4.9), the Q-function can be defined as:

Q(Θ,Θold) =
∑
y∈Y

M∑
j=1

log(αyjPyj(ej | θyj))
M∏
j=1

P (yj | ej,Θold) (4.10)

Same as the derivation of EM algorithm in chapter 3, a dirac delta function:

δa,b =

{
1 if a = b
0 if a 6= b

(4.11)

is introduced in the Q-function derivation. Therefore, equation (4.10) can be rewritten

as:

Q(Θ,Θold) =
∑
y∈Y

M∑
j=1

3∑
n=1

δn,yj log(αnPn(ej | θn))
M∏
j=1

P (yj | ej,Θold)

=
M∑
j=1

3∑
n=1

log(αnPn(ej | θn))
∑
y∈Y

δn,yj

M∏
j=1

P (yj | ej,Θold) (4.12)

It can be proved that [14]

∑
y∈Y

δn,yj

M∏
j=1

P (yj | ej,Θold) = P (n | ej,Θold) (4.13)

Finally, the Q-function of E-step can be expressed as:

Q(Θ,Θold) =
M∑
j=1

3∑
n=1

log(αnPn(ej | θn))P (n | ej,Θold)

=
M∑
j=1

3∑
n=1

log(αn)P (n | ej,Θold) +
M∑
j=1

3∑
n=1

log(Pn(ej | θn))P (n | ej,Θold)

(4.14)
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The detailed derivation of the maximization step can also be found in [14]. The

estimation of new parameters in terms of old parameters can be summarized as fol-

lows:

µnewn =

∑M
j=1 ejP (n | ej,Θold)∑M
j=1 P (n | ej,Θold)

(4.15)

(σ2)newn =

∑M
j=1 P (n | ej,Θold)

(
ej − µnewn

)(
ej − µnewn

)T∑M
j=1 P (n | ej,Θold)

(4.16)

The EM algorithm is an iterative process, as it updates the parameters based on

the old estimation in previous iteration until the estimates converge. The eventual

results of Gaussian noise parameter estimation are tabulated in Table 4.1. We can

see that the means of three distributions are close to zero, and the variances of three

distributions agree with the real noises that are shown in Figure 4.3. The overall noise

distribution, three estimated Gaussian components and the mixture distribution are

plotted in Figure 4.7. This figure shows the agreement between the overall noise

distribution and the mixture of three estimated Gaussian noise distributions.

Table 4.1: Estimated parameters of three Gaussian components in the noise model.

Parameters
Noise Components

e1 e2 e3

mean, µ 0.18 0.96 0.01

variance, σ2 10.40 24.41 3.06

4.3.2 Spatial Temporal Markov Random Field based Auto-
logistic Model

In this section, we propose to use spatial temporal Markov random field in the mod-

eling of image segmentation prediction. To achieve the prediction of image segmen-

tation in time-series, we add the temporal dependence to the model. Since the MRF

inference, which is namely the segmentation of image, is binary in our interface esti-

mation problem, we propose the auto-logistic model for such spatial temporal binary
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Figure 4.7: The estimated Gaussian mixture distribution for entire noise distribution
as well as three Gaussian components.

data. A key assumption is that the model we propose follows Markov chain across

time for each lattice and the transition probability is auto-logistic [22]. Therefore, the

transition probability of an (h×w)-dimensional matrix Markov chain can be defined

as:

Pr(ft | ft−1) =
1

C
q(ft | ft−1) (4.17)

where C is a normalizing constant and q(ft | ft−1) can be defined as:

q(ft | ft−1) ≡ exp

{
θd,t

M∑
s=1

d̂s,tfs,t

+ θspa,t

M∑
s=1

∑
s′∈Ns

[
fs,tfs′,t + (1− fs,t)(1− fs′,t)

]
+ θtem,t

M∑
s=1

[
fs,tfs,t−1 + (1− fs,t)(1− fs,t−1)

]}
(4.18)

Here d̂s,t is the predicted observation that was obtained based on the model in previous

section, f denotes the random variable in MRF and takes binary value from the set

73



of {0, 1}. The subscript s represents the number of site, and Ns is the set of spatial

neighbors of site s. We propose to use conventional first-order neighborhood system,

which means that for a given site at i-th row and j-th column in spatial dimension,

Ns(i, j) = {fi−1,j, fi,j+1, fi+1,j, fi,j−1}. θd,t is the parameter of observation, θspa,t is

the coefficient corresponding to spatial neighborhood, and θtem,t corresponds to the

temporal dependence.

For a given starting time instant of t0, the joint distribution of ft0+1, ..., ft condi-

tional on ft0 is:

Pr(ft0+1, ..., ft | ft0) =
t∏

t′=t0+1

Pr(ft′ | ft′−1)

=
1

Ct−t0

t∏
t′=t0+1

q(ft′ | ft′−1)

=
1

Ct−t0
exp

{
t∑

t′=t0+1

(
θd,t′

M∑
s=1

d̂s,t′fs,t′

+θspa,t′
M∑
s=1

∑
s′∈Ns

[
fs,t′fs′,t′ + (1− fs,t′)(1− fs′,t′)

]
+θtem,t′

M∑
s=1

[
fs,t′fs,t′−1 + (1− fs,t′)(1− fs,t′−1)

])}
(4.19)

Next, we will derive the full conditional probability for each random variable. For

the lattice at s-th site and t-th time point, fs,t, according to Bayes rule, the full

conditional probability in terms of the joint distribution in equation (4.19) can be

written as:

Pr(fs,t | {ft0 , ft0+1, ..., ft} \ fs,t) =
Pr(fs,t, {ft0+1, ..., ft} \ fs,t | ft0)
Pr({ft0+1, ..., ft} \ fs,t | ft0)

=
Pr(ft0+1, ..., ft | ft0)

Pr({ft0+1, ..., ft} \ fs,t | ft0)
(4.20)

where the denominator in equation (4.20) is the integration of joint distribution over
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fs,t,

Pr({ft0+1, ..., ft} \ fs,t | ft0)

=
∑
fs,t

Pr(ft0+1, ..., ft | ft0)

=
∑
fs,t

Pr(fs,t, {ft0+1, ..., ft} \ fs,t | ft0)

= Pr(fs,t = 0, {ft0+1, ..., ft} \ fs,t | ft0) + Pr(fs,t = 1, {ft0+1, ..., ft} \ fs,t | ft0)
(4.21)

Therefore, the full conditional probability of fs,t can be expressed as:

Pr(fs,t | {ft0 , ft0+1, ..., ft} \ fs,t)

=
Pr(ft0+1, ..., ft | ft0)

Pr(fs,t = 0, {ft0+1, ..., ft} \ fs,t | ft0) + Pr(fs,t = 1, {ft0+1, ..., ft} \ fs,t | ft0)
(4.22)

Let us express the right-hand-side of equation (4.22) in the form of

exp
(
A+B(fs,t)

)
exp

(
A+B(fs,t = 0)

)
+ exp

(
A+B(fs,t = 1)

) (4.23)

where

A ≡
t∑

t′=t0+1

(
θd,t′

∑
s̃6=s

d̂s̃,t′fs̃,t′ + θspa,t′
∑
s̃6=s

∑
s′∈Ns̃

[
fs̃,t′fs′,t′ + (1− fs̃,t′)(1− fs′,t′)

]
+ θtem,t′

∑
s̃6=s

[
fs̃,t′fs̃,t′−1 + (1− fs̃,t′)(1− fs̃,t′−1)

])
(4.24)

consists of the terms not involving fs,t, and

B(fs,t) ≡ θd,td̂s,tfs,t + θspa,t
∑
s′∈Ns

[
fs,tfs′,t + (1− fs,t)(1− fs′,t)

]
(4.25)

+ θtem,t

[
fs,tfs,t−1 + (1− fs,t)(1− fs,t−1)

]
(4.26)

consists of the terms involving fs,t. Consequently,

B(fs,t = 0) = θspa,t
∑
s′∈Ns

(1− fs′,t) + θtem,t(1− fs,t−1) (4.27)
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and

B(fs,t = 1) = θd,td̂s,t + θspa,t
∑
s′∈Ns

fs′,t + θtem,tfs,t−1 (4.28)

Due to equations (4.27) and (4.28), the expression in equation (4.23) can be rear-

ranged as:

LHS =

exp
(
A+B(fs,t)

)
exp

(
A+B(fs,t = 0)

)
exp

(
A+B(fs,t = 0)

)
exp

(
A+B(fs,t = 0)

) +
exp

(
A+B(fs,t = 1)

)
exp

(
A+B(fs,t = 0)

)
=

exp
(
B(fs,t)−B(fs,t = 0)

)
1 + exp

(
B(fs,t = 1)−B(fs,t = 0)

) (4.29)

Therefore, the full conditional probability can be finally expressed as:

Pr(fs,t | {ft0 , ..., ft} \ fs,t)

=
exp

{
θd,td̂s,tfs,t + θspa,t

∑
s′∈Ns fs,t(2fs′,t − 1) + θtem,tfs,t(2fs,t−1 − 1)

}
1 + exp

{
θd,td̂s,t + θspa,t

∑
s′∈Ns(2fs′,t − 1) + θtem,t(2fs,t−1 − 1)

} (4.30)

The full conditional probability can be simplified as the following expression due to

the assumption of Markov property in MRF:

Pr(fs,t | {ft0 , ..., ft} \ fs,t) = Pr(fs,t | fs′,t : (s′, t) ∈ Ns,t) (4.31)

where Ns,t is the set of neighboring sites in both spatial and temporal dimension.

Finally, the Markov random field based auto-logistic model can be developed as:

Pr(fs,t | fs′,t : (s′, t) ∈ Ns,t)

=
exp

{
θd,td̂s,tfs,t + θspa,t

∑
s′∈Ns fs,t(2fs′,t − 1) + θtem,tfs,t(2fs,t−1 − 1)

}
1 + exp

{
θd,td̂s,t + θspa,t

∑
s′∈Ns(2fs′,t − 1) + θtem,t(2fs,t−1 − 1)

} (4.32)

Having specified the model structure, the next step is to estimate model param-

eters. Preliminarily, a key assumption made in parameter estimation is that for a

MRF inference at a specific time point, model parameters are same for every site in

the random field. Generaly, generalized linear regression (GLR) is commonly used

in parameter estimation of auto-logistic model [22, 23]. Generalized linear regression
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usually transfers non-linear regression problem into linear regression through a link

function with the corresponding distribution of random variables [24]. Due to the

binary variable in logistic model, binomial distribution and logit link function will be

used in the general linear regression. The logit link function is defined as:

X · β = log
( κ

1− κ

)
(4.33)

where

κ =
exp(X · β)

1 + exp(X · β)
(4.34)

By comparing equation (4.34) with equation (4.32), we can obviously conclude that

κ is the probability when random variable, fs,t, is equal to 1,

κ = Pr(fs,t = 1 | fs′,t : (s′, t) ∈ Ns,t) (4.35)

and then,

1− κ = Pr(fs,t = 0 | fs′,t : (s′, t) ∈ Ns,t) (4.36)

Therefore, the logit link function can also be expressed as:

X · β = log

(
Pr(fs,t = 1 | fs′,t : (s′, t) ∈ Ns,t)

Pr(fs,t = 0 | fs′,t : (s′, t) ∈ Ns,t)

)
(4.37)

The parameter set contains all parameters that were mentioned in ST-MRF model

as well as an intercept parameter θ0; therefore, the entire set can be expressed as

β = {θ0, θd,t, θspa,t, θtem,t}. Correspondingly, the regressor X is the combination of

observation, spatial neighbors, the temporal neighbor, as well as a constant, X =

{1, d̂s,t, (2fNs,t− 1), (2fs,t−1− 1)}. An important note needs to be emphasized is that

the model of the image at the start point t0 is an exception of the ST-MRF modeling

because no temporal dependence can be considered for initial segmentation. However,

we still use the MRF based auto-logistic model by eliminating the temporal term in

both parameter set and regressor.

Finally, since MRF estimation is dependent on spatial neighbors, an initial guess

of MRF is always required to start the estimation of MRF at every time point.

A method to provide improvised initial guess which is dependent on previous MRF
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estimation will be mentioned and discussed in section 4.5.2. The parameter estimation

is iteratively updated until the random field inference converges. For every iteration,

once the parameters are estimated, κnew can be updated by using equation (4.34) and

the updated MRF estimation can be obtained by using the following strategy:

fnews,t =


1 if κnew ≈ 1

0 if κnew ≈ 0
(4.38)

4.4 Summary of Methodology

To summarize the mathematical model that was developed in previous two sections,

we start from the framework we proposed in section 4.2. We proposed a two-step

algorithm to estimate the prediction of MRF inference. A graphical representation

of proposed framework in estimating Markov random field across time is shown in

Figure 4.8. The dash arrows represent the first step, which is predicting current

observation based on the true observation at previous time instance. All other solid

arrows indicate the second step of the estimation. It can be summarized that, as time

propagates, the MRF estimation is dependent on the predicted observation and the

initial guess of MRF at current time point, as well as the MRF inference at previous

time step. Both predicted observation and the initial guess are obtained based on the

true observation and estimated MRF at previous time instant, respectively.

Regarding as the first step, the observation prediction, the detailed algorithm was

provided in section 4.3.1 and the procedure of prediction is shown in Figure 4.9. From

the flow chart, we can summarize that:

1. once the true observation dt was obtained, a Gaussian mixture distribution was

fitted and three mean values m1, m2, m3 were determined based on the fitted

Gaussian mixture distribution;

2. then the self-defined weights of three Gaussian noises were calculated for each

horizontal level using equation (4.4);

3. the overall noise, et, which is the weighted summation of three Gaussian noises,
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Figure 4.8: The graphical representation of proposed framework in estimating
Markov random field across time. Dashed arrows represent the first observation pre-
diction step as expressed in equation (4.1), solid arrows represent the second MRF
estimation step as expressed in equation (4.2). As time propagates, the MRF estima-
tion is dependent on the predicted observation and the initial guess of MRF at current
time point, as well as the MRF inference at previous time point. Both predicted obser-
vation and the initial guess are obtained based on the true observation and estimated
MRF at previous time point respectively.

was computed using equation (4.3), and parameters of three Gaussian noises

e1, e2, e3 were estimated off-line;

4. finally, the predicted observation for future time was obtained by using random

walk model in equation (4.1), which adds the computed noise on current true

observation.

For the second step, Markov random field estimation based on ST-MRF auto-

logistic model, the detailed derivation of the model and parameter estimation were

demonstrated in section 4.3.2. A flow chart of the procedure on how to develop the
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Figure 4.9: The detailed procedure of observation prediction.

ST-MRF auto-logistic model as well as how to estimate model parameters is illus-

trated in Figure 4.10. The spatial temporal Markov random field auto-logistic model

of predicting MRF inference at future time was initially built based on predicted

observation, d̂t+1, the present MRF estimation, ft, and the initial guess, f gt+1. Then,

generalized linear regression was performed to estimate model parameters, βnew. The

MRF inference was updated based on new estimated parameters. If the MRF es-

timation did not converge, the estimation of random field from previous iteration,

f oldt+1, was used in developing model and estimating new parameters. Once the MRF

estimation converges, the final estimation of future time,ft+1, was obtained. For the

MRF estimation at initial time instant of t0, the procedure of estimating ft0 was sim-

ilar as the procedure described above, but eliminated the consideration of temporal

dependence due to the lack of temporal dependence for the starting image.
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Figure 4.10: The detailed schematic diagram of Markov random field estimation
based on ST-MRF auto-logistic model.

4.5 The Prediction of Image Segmentation for In-

terface Level Estimation

In this section, two sets of sequential images were obtained using the same experi-

mental setup, and are used to validate the proposed methodology of predicting image

segmentation for interface level estimation in this chapter. The experimental design

and setup are shown in chapter 1. Two sets of sequential images were obtained under

different operating conditions: one for total flow rate 1.25L/min and the other for

total flow rate 1.75L/min, respectively. For convenience of notation, we denote the

total flow rate of 1.25L/min as low flow rate, and the total flow rate of 1.75L/min as

high flow rate. Each set of images has five images in total, and the time instants of

five images are denoted as t0, t1, t2, t3, and t4. The images at t0 are starting images,

segmentation prediction starts from the time point of t1. MATLAB was employed to
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perform image processing and plot figures.

According to the algorithm, observation prediction will be validated first in section

4.5.1. Then section 4.5.2 will show the prediction of image segmentation for estimating

interface level by comparing with the results that were obtained using unsupervised

algorithm in chapter 3. The improved initial guess for this oil-water interface level

estimation will also be discussed in section 4.5.2.

4.5.1 Validation of Observation Prediction

In section 4.3.1, we introduced the methodology for predicting observation. To ob-

tain a better prediction, we proposed a random walk model with modified noise

term. Based on the off-line data training, the noise was determined as a form of

weighted summation of Gaussian distributions which is expressed in equation (4.3).

The weights were self-defined as a function of level, and were also changed as time

propagates. The goal of defining such weights was to explicitly assign the correspond-

ing noise to each level of image. Taking the data at time t1 as an example, to confirm

the validation of our self-defined weights, the vertical profiles of three weights for

every horizontal level are shown in Figures 4.11a, 4.11b, and 4.11c, respectively. It

is shown that nearly all the values for three weights are either 0 or 1, which means

among three noises: e1, e2, and e3, only the one that has weight of 1 is added for each

level. The weight of e1 has the value of 1 from the top up to a level of 300-ish, and 0

for the rest; w2 has the value of 1 for only about 30 levels in the middle; and w3 equal

to 1 for those levels at which w1 and w2 are equal to 0. These results match the noise

observation that is shown in Figure 4.4a in section 4.3.1. Therefore, the self-defined

weights are valid for predicting observed images.

As the next step, we validate whether the predicted observation agree with true

observation or not. Two figures are plotted to show the comparison between pre-

dicted observation and true observation in pixel intensities for entire image as well as

the overall distribution of pixel intensities. Figures 4.12a and 4.12b show the pixel

intensities of entire image in a 3-dimensional view. Figure 4.12a shows the true ob-

servation at time instant of t1, and Figure 4.12b shows the predicted observation for
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Figure 4.11: The plots of weights of three Gaussian noises for all levels.

t1 using the developed model based on the true observation at time instant of t0. We

can conclude that the prediction is acceptable because the overall pixel intensities

distribution is matched. The predicted image slightly appears noisy due to the added

random noise. Figure 4.13 shows the overall distributions of pixel intensities for both

true and predicted observation at a same time point. These figures are based on the

data at t2. Same as the comparison shown in Figure 4.12, the overall distributions

agreed with each other. However, the distribution of predicted observation is slightly

smoother. This might be caused by the off-line estimated noises that are based on

entire data set rather than the noise at present time.

4.5.2 Image Segmentation Prediction

The main objective of this chapter was to predict the segmentation of future time

point based on observed image and segmentation at present time. To validate the

algorithm which was introduced in section 4.3.2, we demonstrate the comparison
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Figure 4.12: The compare between (a) true observation and (b) predicted observation
on pixel intensities of entire image. Figures are plotted using the data at t1 as an
example.
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Figure 4.13: Pixel intensities’ distribution of true observation and predicted obser-
vation. Figures are plotted using the data at t2 as an example.

between the predicted segmentation as well as true segmentation at the same time

point. The true segmentation in this section refers to the segmentation result obtained

by using the unsupervised algorithm in chapter 3. Initially, a way to provide a good

initial guess of the segmentation will be discussed and demonstrated.

Based on the off-line data training experience, we noticed that the initial guess

of the segmentation is fairly important for producing a good prediction outcome.

Generally, there are two options for initial guess: the first option is to use the exact

random field estimation at previous time point, and another option is to generate a

totally randomized initialization. For option one, the main problem of using such ini-

tial guess is the high correlation between initialization and the temporal neighbors.

As a result, the outcome of MRF prediction is almost same as the previous MRF

estimation, which means the prediction is poor based on such initial guess. For the

second option, randomized initialization could occasionally results in a good predic-

tion of segmentation; however, contingency is the main disadvantage of using such
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initialization.

By combining the advantages of two initialization options mentioned above, we

propose an improved initial guess for the case of such image segmentation prediction

in a process; that is named as conditional randomized initialization. This initial guess

is randomized but conditioned on the segmentation at previous time point. The

main idea of generating such conditional randomized initialization is based on the

method proposed to estimate the interface level, which is plotting a vertical profile of

averaged random variables’ labels for every level. Here, we are trying to generate a

similar vertical profile as the initialization. The following summarizes the procedure

of how to create an initial guess:

1. a vertical profile of mean values for all levels is generated, and the value are

gradually decreasing from 1 to 0 in the range from 1 (top) to 600 (bottom). The

value of 1
2

is fixed at the level where the interface level of previous segmentation

locates;

2. a random field, f 0, in the size of (600 × 600) is generated by repeating the

vertical profile 600 times in horizontal direction;

3. then, f 0 is contaminated by a Gaussian noise with zero mean and variance of

1
9
, N (0, 1

9
);

4. finally, the initial guess of MRF, f gt+1, can be finalized with the following strat-

egy:

f gs,t+1 =


1 if f 0

s,t+1 ≥ 1
2

0 if f 0
s,t+1 <

1
2

(4.39)

where {s = (i, j) | 1 ≤ i ≤ 600, 1 ≤ j ≤ 600}.

Following the procedure as shown above, an example of the improved initialization

is shown in Figure 4.14 based on the assumption that the interface level at previous

segmentation is at 400-th level. Figure 4.15a shows a vertical profile of initial mean

values. Figure 4.15b shows the vertical profile of averaged random variable labels

for the initial MRF guess, which is shown in Figure 4.14. It can be seen that the
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initial guess of MRF, as shown in Figure 4.14, has the similar overall inference as the

true segmentation; however, the region around interface level is totally randomized.

Therefore, by using the method of generating conditional randomized initial guess,

the initialization is reducing both the correlation with temporal neighbors and the

contingency of randomization.
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Figure 4.14: The smart initial guess of Markov random field prediction for interface
level estimation.

Having specified the conditional randomized initial guess, the segmentation pre-

diction can be obtained by following the steps in the flow chart, which was shown in

Figure 4.10. Taking the third time point t2 as an example, the predicted image seg-

mentation for low flow rate and high flow rate are shown in Figures 4.16a and 4.16c,

respectively. Correspondingly, the true segmentation for both operations are shown

in Figures 4.16b and 4.16d. The comparisons of Figures 4.16a versus 4.16b as well as

4.16c versus 4.16d show the agreement. Only a number of noisy pixels above the inter-

face are considered as mis-segmentation. The statistics of those mis-segmented pixels
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Figure 4.15: The vertical profile of (a) initial means and (b) averaged random
variable labels of the initial guess.

are tabulated in Table 4.2 for all predictions. The number of mis-segmented pixels

varies from 1469 up to 5131. The percentage of mis-segmentation was calculated

by using the number of mis-segmented pixels divided by the total number of image

pixels, 360, 000. As shown in Table 4.2, the highest mis-segmentation percentage is

as much as 1.43%, which is a relatively small amount.

The validation of segmentation prediction can also be verified by comparing the

interface level estimation. Although there are a number of mis-segmented pixels ap-

pearing in the prediction of image segmentation, the accuracy of interface estimation

is not affected. First of all, for those four segmented images shown in Figures 4.16a

to 4.16d, the interface levels can be estimated based on the approach of interface level

estimation, which was proposed in chapter 2 and be visually shown on the images.

Figures4.17a to 4.17d show the same segmentation comparison with interface indi-

cated. It is difficult to specify the difference of interface estimation between Figures

4.17a and 4.17b as well as Figures 4.17c and 4.17d. To numerically compare the es-

timation, the interface heights of predicted segmentation were first calculated using
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(a) Predicted, low flow rate
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(b) True, low flow rate
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(c) Predicted, high flow rate
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(d) True, high flow rate

Figure 4.16: The comparison between predicted segmentation and true segmentation
for both low and high flow rate operations.

Table 4.2: The mis-segmentation between predicted and true segmentation in number
of pixels and percentage for both low and high flow rate operation.

Time

Point

Difference between Predicted & True Segmentation

Low Flow Rate Operation High Flow Rate Operation

Number of Pixels Percentage % Number of Pixels Percentage %

t1 2078 0.58% 4245 1.18%

t2 6418 1.78% 4069 1.13%

t3 1469 0.41% 4186 1.16%

t4 3027 0.84% 5131 1.43%
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the calibration equation in chapter 2 and then compared with those heights obtained

based on first principle method, denoted as actual interface height. All values along

with the percentage errors for both low and high flow rate operations are tabulated

in Table 4.3. Percentage errors are all less than 1%, thereby validating the proposed

approach.
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(a) Predicted, low flow rate
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(b) True, low flow rate
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(c) Predicted, high flow rate
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(d) True, high flow rate

Figure 4.17: The comparison between predicted segmentation and true segmentation
with interface indication for both low and high flow rate operations.

Additionally, considering the correlation along time series can not only achieve the

prediction of both the image segmentation and the interface level but also improve

the accuracy of the image segmentation and the interface level. Table 4.4 shows the
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Table 4.3: Estimation of interface heights based on predicted segmentation is com-
pared with the actual heights for two operating conditions.

Operating

Condition

Time

Point

Actual

Interface

Height

(cm)

Predicted

Interface

Height

(cm)

% Error

Low

Flow

Rate

t1 35.94 35.94 0%

t2 35.98 35.93 0.8%

t3 36.01 36.00 0.2%

t4 35.99 36.00 0.2%

High

Flow

Rate

t1 35.80 35.82 0.3%

t2 35.75 35.78 0.5%

t3 35.71 35.74 0.5%

t4 35.67 35.71 0.7%

comparison of the interface level estimation based on image segmentation between two

MRF based models by considering with and without time sequence correlation. MRF

is the model without considering correlation, and ST-MRF is the model considering

correlation. A clear improvement is shown by comparing the percentage error between

the estimations based on two models, which shows that the interface level estimation

is more accurate by considering the time sequence correlation.

4.6 Conclusions

In conventional chemical process, process variables are usually varied and recorded as

a function of time. The interface level of primary vessel is also a time varying variable.

Based on camera sensor and proposed image processing technique, we motivated to

consider temporal dependence in the modeling and achieve image segmentation pre-

diction. We proposed a two-step algorithm: first, a predicted observation model was
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Table 4.4: The comparison of the interface level estimation based on image segmen-
tation between two models by considering with (ST-MRF-based) and without (MRF-
based) time sequence correlation.

Operating

Condition

Time

Point

MRF-based

Interface Height

(cm)

% Error

ST-MRF-based

Interface Height

(cm)

% Error

Low

Flow

Rate

t1 35.89 0.8% 35.92 0.3%

t2 35.92 1.0% 35.95 0.5%

t3 35.95 1.0% 36.01 0%

t4 35.94 0.8% 36.00 0.2%

High

Flow

Rate

t1 35.77 0.5% 35.82 0.3%

t2 35.71 0.7% 35.78 0.5%

t3 35.65 1.0% 35.74 0.5%

t4 35.61 1.0% 35.69 0.3%

developed based on random walk process with the modification on noise term, and

then, a spatial temporal Markov random field (ST-MRF) auto-logistic model was

formulated to predict the segmentation at future time. The noise in the observation

prediction model was replaced by a weighted summation noise which was aiming to

obtain a better prediction on observed images. The ST-MRF auto-logistic model was

developed based on the assumption of Markov chain along time-series. Model pa-

rameters were estimated using the generalized linear regression. The first step of the

algorithm was validated by comparing the predicted observation with the real obser-

vation in overall distribution and the pixel intensities. The predicted segmentation

was validated by showing the percentage differences from the true segmentation in

the number of pixels that were mis-segmented as well as the interface level estima-

tion difference. The developed model and algorithm were confirmed by showing the

agreement with accepted inaccuracy.
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Chapter 5

Conclusions

5.1 Summary of This Thesis

This thesis is focused on addressing the problem on primary separation vessel (PSV)

froth middling interface level detection and estimation utilizing image processing

technique based on Markov random field (MRF) theory. Specifically, Markov random

field based image segmentation was proposed and applied throughout the thesis.

The industrial background of PSV froth middling interface level detection and

estimation, the motivation and objective of solving this problem using MRF based

image processing technique have been introduced in chapter 1. An experimental setup

was designed in order to simulate a liquid interface. An online camera was able to

capture interface images for the use of image processing. The first principle estimation

of experimental interface level was also derived as a benchmark to compare with the

estimation results obtained using image processing technique.

Chapter 2 introduced the basis of Markov random field based image segmenta-

tion: neighborhood system, Gibbs distribution, Markov-Gibbs equivalence and MAP-

MRF optimization framework. An approach for interface level estimation based on

segmented image was proposed. The extended iterated conditional modes (ICM) al-

gorithm and the customized neighborhood system were also proposed in supervised

image segmentation in order to obtain good segmentation results. Results have shown

that the interface level estimations based on segmented images were comparable with

first principle estimations. In addition, the proposed extended ICM algorithm could
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significantly reduce the computational cost and the proposed customized neighbor-

hood system could decrease the estimation variance.

In chapter 3, the work was mainly focused on improving MRF based image seg-

mentation technique from supervised learning to unsupervised learning. Gaussian

mixture model was proposed to model the observed images. Meanwhile, mean filed

approximation was applied to obtain an approximate distribution of Gibbs distri-

bution. Expectation maximization (EM) algorithm was used to iteratively estimate

model parameters of both observation model and hidden MRF model under a single

framework. The proposed approach in this chapter, on one hand, could achieve unsu-

pervised image segmentation; on the other hand, it improved the image segmentation

results by considering the spatial constraints in the latent Markov random field. The

interface level estimation algorithm based on segmented image was also applied in

this chapter and results were comparable with first principle estimations as well.

In chapter 4, a model for dynamic prediction of image segmentation and the inter-

face level was developed based on spatial temporal Markov random field (ST-MRF)

and auto-logistic model. A two-step approach was proposed: first of all, the observed

image was predicted based on a modified random walk process; in the second step,

the image segmentation could be predicted using spatial temporal Markov random

field based auto-logistic model. For the first step, based on the recorded image data,

the noise in the random walk model was modified as a weighted summation of three

Gaussian noises. For the second step, the auto-logistic model was developed based

on ST-MRF and model parameters were iteratively estimated by generalized linear

regression. The image segmentation prediction errors were acceptable, and interface

level estimations based on segmented images were also comparable with first principle

estimations.

5.2 Directions for Future Work

In this thesis, we have proposed a new approach for camera based PSV froth mid-

dling interface level detection and estimation, that is Markov random field based
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image processing. The original intention of proposing image processing technique in

such problem was trying to address the interface level detection under some com-

plex situations such as when the conventional camera based detection approach fails.

To further investigate image processing technique in detecting interface level, some

directions for future work could be summarized as the following:

1. One common situation that conventional camera based interface level detection

fails is that the interface level does not present in the range of sight glass.

To experimentally simulate such situation, one can paste a black cover on the

transparent tank and make an artificial sight glass. To estimate interface level,

one possible solution is to develop a vertical profile of pixel intensities, then

match the portion that is shown in sight glass, and the interface level could

be estimated based on the relativity between the portion in sight glass and the

overall profile.

2. According to experienced site engineers, another common situation that the

conventional camera detection usually fails is when viscous bitumen or blurs

are adhered on sight glass. Markov random field based image processing could

denoise those adhered blurs and bitumen on the image based on typical neigh-

boring dependence. And then the interface level could be more accurately

detected and estimated.

3. Regarding the unsupervised image segmentation, the proposed Gaussian mix-

ture model could only estimate the rough overall distribution. To obtain a more

accurate estimated distribution of observed image, a mixture of beta distribu-

tion could be proposed, and the corresponding terms of energy function might

also be modified.
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Appendix A

Appendix to Chapter 2

Table A1: The summary of comparison between ICM and extended ICM algorithm
in terms of computational cost.

Image

Number

Iterations Computation Time (s)

ICM Ex-ICM ICM Ex-ICM

1 7 3 13.59 6.46

2 6 3 11.68 6.33

3 6 2 11.84 4.48

4 6 2 12.09 4.37

5 6 2 11.75 4.62

6 6 3 11.87 6.44

7 6 4 11.70 8.13

8 6 4 11.86 8.11

9 7 4 13.66 8.17

10 6 3 11.96 6.49
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Table A2: The summary of comparison between 1st order and customized neighbor-
hood system in terms of interface estimation and variances.

Image

Number

Interface height Estimation (cm) Interface Estimation Variance

1st Cust. 1st Cust.

1 35.08 35.09 21.15 19.27

2 35.94 35.93 9.07 4.34

3 36.01 36.01 5.26 4.00

4 35.98 35.98 5.45 3.19

5 35.96 35.95 3.39 1.78

6 35.81 35.80 13.94 9.86

7 35.78 35.78 4.59 3.62

8 35.73 35.72 8.00 6.08

9 35.71 35.70 11.04 7.31

10 35.67 35.66 8.92 5.93
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