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Abstract

In an optical CATV transmission system, clipping-induced impulsive noise is
generated when the signal current falls below the threshold current of the lnser diode in the
transmitter. This thesis contains a theoretical and experimental study of the clipping
mechanism in a direct modulation optical transmitter and the resulting impulsive noise that
is observed in the optical receiver,

A theoretical time-based shot noise model is developed to mathematically represent
the clipping process. The clipping events are modeled as a Poisson sequence of short-
duration pulses having random areas. Analysis of the receiver response to the clipping
process, results in theoretical expressions for the characteristic function ol clipping-induced
impulsive noise and the Bit Error Ratio (BER) of a digital signal in the presence of
combined Gaussian and impulsive noise in a hybrid analog/digital lightwave system,

Experiments on low-pass filtered and down-converted impulsive noise reveal that
the amplitude probability density of clipping-induced impulsive noise has a Gaussian-
shaped central region and very pronounced tail regions, It is also observed that consccutive
clipping events have a high probability of occurring 167 ns, 1.5 us, or 4 us apart in an

NTSC CATV system with unmodulated carriers.
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1. Introduction

The use of fiber optics in modern communication networks has become widespread
over the past several years. The maturity of lightwave technology and the reduction of
optical component costs have progressed sufficiently that, for many communication links,
it has become viable to exploit the inherent advantages of optical fiber transmission.
Optical fiber transmission offers the advantages of high bandwidth, low lors, immunity to
electrical interference, and insensitivity to temperature changes. In some communication
systems, it is economically feasible to replace the existing copper-based transmission
medium with optical fiber in the interest of increasing the system noise performance,
increasing the system bandwidth, or reducing the system operating costs.

Although the most extensive use of fiber optics has been for long-distance trunking
applications in the telephone industry, there has also been substantial growth in the area of
Community Antenna Television (CATV) broadcasting. The vision of a broadband network
delivering integrated voice, data, and video services to the home [1] has been aggressively
marketed towards consumers in the form of an “information superhighway™. As a result,
multichanne! lightwave video transmission has been a very active research area as engineers
and scientists strive to understand the performance characteristics of future CATV systems.
One of the main performance limitations that have been identified in recent studies is
clipping-induced impulsive noise, which is the basis of the work in this thesis.

In this introductory chapter, a brief historical perspective of CATV distribution is
given leading up to the subject of clipping-induced impulsive noise as a fundamental
performance limitation. This is followed by a section presenting the research objectives

and organization of this thesis.
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1.1 Historical Perspective
In this section, the evolution of the CATV network from a fully copper-bused
structure 1o a fully-fiber based structure is discussed. The recent progress towards digital

video transmission is subsequently described. Finally, the problem of clipping-induced

impulsive noise is presented.

1.1.1 Evolution From Copper to Fiber in CATV Systems

The purpose of the first CATV systems was to receive off-the-air broadcast signals
and to distribute them, via coaxial cable, to areas where the reception of TV signals using
conventional TV antennas was poor or non-existent. These areas were typically far from
TV broadcast antennas situated in other cities. The high signal quality and variety of
channels offered by CATV systems resulted in its increased popularity even in arcas where
the reception of airbome TV signals was adequate. As a result of the large demund for
CATYV services, CATV networks have been extensively deployed in many urban arcas in
North America.

The typical structure of a copper-based CATV distribution network is shown in
Figure 1.1 {2). The television signals are distributed to subscribers with a tree-branch type
network. The head end facility receives high quality video signals from satellites, off-air
broadcasts, and distant-feeds. These video signals are combined, and transmitted over
supertrunks to regional distribution sites called hubs. At each hub, the CATV signals arc
distributed to subscribers with amplifiers, splitters, and taps. The amplifiers in the system
are used to compensate for the power loss due to coaxial cable attenuation and signal
branching. Current coaxial trunks may contain up to 30 electronic amplifiers in cascade
[2}, each of which contributes to the degradation of the TV signal as it progresses towards
the subscriber termination. A high number of cascaded amplifiers may result in
unacceptable levels of distortion and noise. The use of optical fiber for supertrunking

pushes the high quality signals available at the head end closer to each subscriber.



Head
End

<4+—<¢ >—>

# \F
Amplmers i Supertrunks
| -

NG NN

--41 <4+—<4—<«¢

Subscriber

Figure 1.1: Typical Copper-Based CATV Distribution Network

Hybrid fiber/coax netwoiks are one of the leading architectural choices for the
delivery of current and future video services [3]-[S]. One hybrid fiber/coax technique,
dubbed the “fiber backbone”, is illustrated in Figure 1.2 [6]). In this scheme, the network
is divided into smaller service zones, each of which is fed by an optical link from the head
end. Conversion nodes in each service zone are used to convert the optical signal to an
electrical signal that is distributed with the existing electrical local network. The popularity
of the fiber backbone structure stems from the economic advantage of reusing the existing
electronic equipment and the improvement in reliability and performance realized by

replacing the lengthy cascades of amplifiers with optical supertrunks.
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Figure 1.2: Hybrid Fiber/Coax Distribution Network

One might suggest that the continuing evolution of CATV networks may eventually
lead to an all fiber network. There has been a great deal of discussion both in favor and
against the need for extending the fiber plant into individual residences. Presently, the
concept of an all fiber system is generally considered to be economically unfeasible because
of the low demand for the additional services that fiber can provide and the high cost

associated with rewiring subscriber’s homes and replacing existing receiver circuitry with

optical equivalents [6].

1.1.2 The Introduction of Digital Video Transmission
In early optical video systems, subcarrier multiplexing employing the analog
Vestigial Sideband Amplitude Modulation (AM-VSB) format was used because of its low

cost, ease of implementation, and compatibility with existing TV sets. These advantages
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are offsct by the strict noise and distortion requirements for multichannel AM-VSB

transmission [2]. Advances in the theory and application of digital information processing
and transmission have led to rapid progress in the area of digital video transmission.

Digital video transmission offers the advantages of robustness, flexibility, and
compatibility with the anticipated broadband digital network of the future. The introduction
of digital video in commercial broadcasting has been ensured by recent proceedings of the
Federal Communications Commission (FCC) which is seeking to standardize the format
for the next-generation high-definition television (HDTV) [7]. The FCC is working with a
consortium of communications equipment manufacturers and academic institutions, dubbed
the Grand Alliance, to optimize the transmission format for future HDTV broadcasting.
The format currently under consideration uses a digital modulation technique called N-VSB
which was developed by Zenith. The video information is digitized and highly compressed
using the MPEG-2 protocol resulting in a proposed digital symbol rate of 10.76 MHz [8].

In the evolution from an all-analog to an all-digital video network, there will be a
transition period when digital channels are wansmitted with existing analog channels
simultaneously. The physical implementation of this transport scheme using fiber optics is
called the analog/digital hybrid lightwave system. Analog/digital hybrid systems have been
the subject of many recent studies {9]-[21] and have resulted in the identification of
clipping-induced impulsive noise as a significant performance impairment of the digital

channels.

1.1.3 Clipping-Induced Impulsive Noise
In directly modulated systems, clipping of the optical signal is a consequence of the
input current-to-output optical power transfer characteristic of the laser in the transmitter.

As shown in Figure 1.3, when the laser drive current is higher than the threshold current

1, the laser transmits an optical equivalent of the input modulating current. However,
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when the modulating current falls below threshold, the output optical power stays near

zero. The result is a clipped optical signal.

Laser Optical &

Output Power
Output
Waveform
I 7
.
I

Lep Laser
: Input
: | Clipping Current
: |
Input
Waveform \u |

Figure 1.3: Laser Threshold Clipping

It has been observed that clipping imposes limits on the minimum attainuble Bit
Error Ratio (BER) of a digital channel in a hybrid system [10]. In recent ekperiments, the
time domain response of clipping noise in a digital channel has been investigated by turning
the digital signal off and connecting an oscilloscope to the channel output at the recciver
[9], (10}, [13). It has been revealed that the noise in the channel consists of large
amplitude, randomly occurring excursions called impulses. An example of this impulsive

noise waveform is shown in Figure 1.4,
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Figure 1.4: Impulsive Noise Waveform

To minimize the effect of clipping, one might suggest that the amplitude swing of
the laser modulating current be reduced such that clips do not occur. Although this
approach does eliminate the degradation due to clipping, the reduced amplitude of the
optical signal also results in a decreased signal-to-noise (SNR) power ratio at the receiver.
For subcarrier multiplexed AM-VSB/digital systems, the reduction of modulation amplitude
to eliminate clipping can result in an unacceptably low SNR or insufficient channel
capacity. The design of a practical hybrid AM-VSB/digital optical system involves design
trade-offs where a balance is sought between the analog channel requirement of high SNR
and the digital channel requirement of low BER [11]. The final design solution usually
results in an amplitude modulation level that guarantees some degree of clipping in the

system.



1.2 Research Objectives and Organization of Thesis
Based on the current status of hybrid analog/digital optical CATV systems and the
limited extent to which clipping-induced impulsive noise is currently understood, the author

has established the following research objectives for this thesis:

1) Qualitatively determine how impulsive noise is generated from the clipping

process.

2) Develop a mathematical model to predict the behavior of clipping-induced
impulsive noise.

3) Experimentally characterize the amplitude and time domain statistics of

clipping-induced impulsive noise.

This thesis is organized in the following manner. Chapter 2 contains a bricl
summary of the transmission methods of a subcarrier multiplexed AM-VSB lightwave
system as well as the relevant system impairments. In Chapter 3, a review of the frequency
domain analysis of laser diode clipping is followed by the development of a time domuin
model. The resuits of the model include the characteristic function of the impulsive noise
process and an expression for the BER of an Amplitude-Shift Keyed (ASK) or Quadrature
Amplitude Modulated (QAM) digital channel in a hybrid system. The implementation of an
experimental fiber optic CATV system is discussed in Chapter 4. In Chapter 5, the results
of experiments on clipping-induced impulsive noise are given and discusscd. Finally, the

conclusions of this study are given in Chapter 6.



2. Transmission of Analog Video Signals over Optical Fiber

2.1 Transmission Methods

This section introduces the theoretical principles of a Subcarrier Multiplexed
(SCM), Vestigial Sideband Amplitude Modulated (AM-VSB) optical transmission system.
This technique of transmitting several video signals simultaneously, which is applicable to
many media including coaxial cable, optical fiber, and free space, is chosen for study
because it is compatible with the current North American standard for transmitting analog
television channels. This standard is called the National Television Systems Committee

(NTSC) format and was first authorized in the United States by the FCC in 1953 122].

2.1.1 Subcarrier Multiplexing

There are many multiplexing methods that can be used to transmit several television
channels simultaneously down a single fiber optic communication link. Some of these
methods include Time Division Multiplexing (TDM), Wavelength Division Multiplexing
(WDM), and Subcarrier Multiplexing (SCM). SCM offers the advantages of flexibility and
upgradability when it is utilized in broadband networks {23]. Another advantage is that an
optical subcarrier multiplexed signal can be converted, with minimal receiver hardware
complexity, to an electrical signal that is compatible with the NTSC format. The block
diagram of a typical AM-VSB subcarrier multiplexed system is shown in Figure 2.1, and
the corresponding frequency spectrum of the electrical signal at the receiver is shown in

Figure 2.2.
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Figure 2.2: Frequency Spectrum of the SCM Signal at the Receiver

The subcarrier multiplexing technique is based on a mode of transmission called
Frequency Division Multiplexing (FDM). In FDM, the signal spectra for different channels
are positioned in frequency such that each signal spectrum can be separated out from the
others by frequency filtering. In Figure 2.1, the baseband signal for each channel is used

to amplitude modulate a series of carriers which are then frequency division multiplexed by
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using loca! oscillators (LO's) at different frequencies. The modulated sinusoidal carriers

are then combined to modulate the output optical intensity of the laser. Because the optical
frequency of the laser is considered to be the main carrier frequency, the LO frequencies are
called subcarriers to distinguish them from the main optical frequency. The subcarrier
multiplexed output of the laser is coupled into the optical fiber and is then detected with a
photodetector at the receiver. The photodetector converts the optical signal back to an
electrical signal which can then be demultiplexed to derive the original baseband signals.
The bascband signal for any channel can be obtained at the receiver by tuning a local

oscillator to the channel frequency and performing AM-VSB demodulation.

2.1.2 Amplitude Modulation: Vestigial Sideband (AM-VSB)

The technigues that could be used to amplitude modulate a CATV signal include
Single Sideband (SSB). Double Sideband (DSB), and Vestigial Sideband (VSB)
modulation. In the context of analog television broadcasting, the SSB modulation
technique is too expensive to implement, and the DSB technique requires too much
bandwidth [24]. Because AM-VSB modulation offers a compromise between SSB and
DSB, it is chosen as the standard technique used for modulating analog television signals in
North America.

In AM-VSB, one sideband is partially suppressed such that the demodulation
process reproduces the original signal, but the required transmission bandwidth is reduced.
Figure 2.3 shows an example spectrum of a VSB signal and the spectrum of an equivalent
DSB signal. If a large carrier is also transmitted with the VSB modulated signal, a simple
envelope detector circuit can be used to recover the baseband signal. If no carrier is sent,

synchronous detection must be employed to recover the original modulating signal.
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Figure 2.3: Example Spectrum of a VSB Modulated Signal and its
Equivalent DSB Spectrum

The spectrum of a television channel which follows the NTSC AM-VSB format is
shown in Figure 2.4 [22]. An NTSC television channel is allocated 6 MHz of bandwidth,
and the major frequency components of the channel, in addition to the picture itself, include
the video carrier, the sound carrier, and the color subcarrier. The video carrier is 1.25
MHz above the low frequency boundary, and the color subcarrier and audio carrier are
3.579545 MHz and 4.5 MHz above the video carrier, respectively, as shown in Figure
2.4. Because the video carrier is the most dominant frequency component in the 6 MHz
channel, the performance of experimental CATV AM-VSB systems is often evaluated using
only the video carrier of each television channel [25]. To simplify analysis and reduce
hardware complexity, the theoretical and experimental work in this thesis follows this
common practice to predict the characteristics of impulsive noise in practical CATV AM-
VSB systems. A listing of the carrier frequencies and the allocated bandwidth for the first
42 channels of the NSTC frequency plan are given in Appendix A.
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Figure 2.4: Spectrum of an NTSC Television Channel

2.2 Measuring System Performance

Because of the fragility of the analog television signals with respect to noise and
distortion, AM-VSE transmission of CATV signals over optical fiber was not technically
and financially feasible until the last 10 years [25]. The noise performance requirement of
an analog CATV system is more stringe. ' than an equivalent digital CATV system that
carries the same channels. In fact, because of the robust nature of digital transmission,
digital systems can withstand about 100 times more noise power than analog systems to
deliver the same quality video signal [26). However, the main disadvantage of using
digital transmission for the distribution of existing TV channels are the high costs
associated with converting the received signal into the required AM-VSB format.

To properly assess the performance of a CATV optical transmission system, the
contribution that each component in the transmission chain makes to the noise and
distortion in the CATV signal must be examined. In the following sections, we examine
and define mathematically the two main impairments in an optical CATV system: noise and
nonlinear distortion. Because the term "noise" is sometimes used quite generally, we

further define this impairment as Gaussian noise to include only the sources of noise that
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can be accurately characterized by a Gaussian probability distribution. The three dominant

sources of Gaussian noise are receiver front-end thermal noise, shot noise, and relative
intensity noise (RIN) [26]. Nonlincar distortion is a result of the nonlincar transfer
function between the original electrical signal in the transmitter and the electric signal in the

receiver and is caused by device imperfections and dynamic effects in the electrical and

optical components in the system.,

2.2.1 Modulation Index

The modulation index is used as a measure of the signal power relative to the total
transmitted power in analog fiber optic systems. Because the modulation index is a critical
parameter in the performance assessment of optical CATV systems and in the theory of
clipping-induced impulsive noise, it is important that its definition be unambiguous. This
section contains the definition for modulation index as it applies to a directly modulated
laser diode optical source.

A typical drive-current-to-optical-intensity transfer characteristic of a CATV laser
diode is shown in Figure 2.5 [27]. When the diode current is below the threshold current
(1), the laser emits minimal optical power. However, when the current is above
threshold, the output optical power is significantly increased and has a linear relationship
with the input current. If the laser is biased at a certain fixed current ([, ) and intensity

modulated about I, , the optical output power will consist of a fixed bias power (£,,,) and

a time-varying component which varies linearly with the modulating current.
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Figure 2.5: Analog Signal Modulation of a Laser Diode

The transmitted optical power can be represented by

P(t)= P (1+m(1)) 2.1)

where P,;,. corresponds to the optical power at the bias current () and m(1) is the

modulating signal. It should be noted that if m(t) has an average value of zero over time,

then B, is also the average transmitted optical power.
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In analyzing the performance of AM-VSB SCM systems, it is usually assumed that

the carrier for each channel is unmodulated (see Section 2.1.2), therefore, the modulating

signal in a single channel system can be represented by

m(t) = m-cos(2mf xt) (2.2)

where m is the peak modulation index and fg is the carrier frequency.

The peak modulation index is given by

P
m = —E2. (2.3)
Pblru
where P, and B, are defined in Figure 2.5.

If the transfer characteristic of the laser is assumed to be linear, and if the current u

threshold translates to negligible optical power, the peak modulation can also be defined in

terms of current by
I
m= —2t (2.4)
lbuu - Ilh

where I, I, and I, are defined in Figure 2.5.

In the case of a muitichannel CATV system, the modulating signal consists of a
sum of carriers at different frequencies, and the transmitted optical signal can be

represented by [28]

N
P(t)= Py, (1+ 3 m,-cos(2nft +6,)) (2.5)

iwi
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where N is the number of channels, m, is the peak modulation of the th channel, f is the

frequency of the | th carrier, and 6, is the phase of the ith carrier.

The root mean square (rms) modulation index for a channel can be defined as

My = % (2.6)

and the total rms modulation index u can be written as [28]
) O 2 am
= = y —L 2.7
w=)m, E 2 (2.7}

In the case where the peak modulation index m, is the same for all channels, the

total rms modulation index becomes

N 2
u= f_;" (2.8)

where m =m,.

2.2.2 Gaussian Noise

In single-laser lightwave SCM systems that do not employ optical amplifiers, there
are three main sources of Gaussian noise [29]): front-end thermal noise, shot noise, and
relative intensity noise (RIN). The qualitative analysis of these types of noise can be
performed in terms of equivalent currents at the output of the photodetector in the receiver.
The equivalent circuit for an optical receiver is shown in Figure 2.6, and includes another
current source to represent the signal current that is generated by the PIN photodetector.

The signal and noise current sources have an additive relationship as shown in the circuit

diagram.
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Figure 2.6: Noise Equivalent Circuit for an Optical Receiver

2.2.2.1 Front-End Thermal Noise

Thermal noise generated in the receiver front-enc' by a preamplifier can be converted

to an equivalent mean square input current expressed in A2(29):

. 4kTFB
=% (2.9)

where k is Boltzmann's constant, T is the absolute temperature, F is the noise factor of

the preamplifier, B is the receiver effective bandwidth, and R,, is the equivalent resistance

of the photodiode load.

2.2.2.2 Shot Noise

Shot noise results from the quantum nature of light and can be represented by the

following mean square current [29]:

(i3) = 2q%P.B (2.10)
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where g is the electronic charge, 9 is the detector responsivity (in Amps/Watt), and Z, is

the average received optical power.

2.2.2.3 RIN Noise

Even at a constant bias current, the output light of any semiconductor laser will
exhibit intensity and phase fluctuations which are classified generally as relative intensity
noise (RIN). The equivalent mean square photocurrent of RIN noise at the photodetector

in the receiver can be represented by [29]

(i2y)=RIN(9P,)'B .11
where RIN is defined by [27]

AP
RIN = ¥ (2.12)
PL

where (APf ) is the mean square fluctuation of the laser output intensity and P is the

average intensity.

2.2.2.4 Carrier-to-Noise Ratio (CNR)
The performance of analog systems with respect to sources of Gaussian noise is
measured by the ratio of the rms carrier power to rms noise power [27]. The Carrier-to-

Noise Ratio (CNR) is given by

(2.13)
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where (r‘fm) is the mean square signal current and, for the case of an AM-VSB carrier, is

expressed as

(i) = é(m,mpo)’ (2.14)

Substituting equations (2.9), (2.10), (2.11), and (2.14) into equation (2.13), we

can express the CNR as

Sm3e)
CNR = - (2.1%)
KTEB | 24%P.B+ RIN{RP, B

®

2.2.3 Nonlinear Distortion

The concept of nonlinear distortion can be illustrated by considering a system which
accepts an input signal, x(¢), and generates an output signal, y(1), as shown in Figure 2.7.
In a practical communication system, the output is usually a function of the input:

y(t)= f(x(1)) (2.16)

where f(e) is the transfer function of the system as shown in Figure 2.8.

x(f) — System p—— y(t) = f(x(t))

Figure 2.7: A System with Input x(t) and Output y(t)
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By using a Taylor series expansion, the output signal can be expressed in terms of
powers of the input signal by expanding the system transfer function about the bias point.
For example, if the system input was biased at x =0, the output could be represented by

{29], [30)

_d"f(0) x"(1) _ df(0) __I_d’f(O) s
y(r)—”z-;,——dx,, o —ff0)+—dx x““z.f—dx’ xX()+... (2.17)

In an ideal AM-VSB system, the signal produced at the receiver, y(t), would have a linear

relationship with the original signal at the transmitter, x(¢), such that
yt)=c, +¢, x(t) (2.18)

where ¢, and c, are constants. It can be seen by comparing equations (2.17) and (2.18)

that a deviation from linearity can result when the higher order terms in the expansion of the
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system transfer function are non-zero. Nonlinear distortion can aiso be caused by a
dynamic behavior of the transfer function f(e) if it changes over time.

In a practical system, the departure from linearity is caused by many fuclors
including nonideal performance of the RF circuitry in the transmitter and recciver, fiber
transmission nonlinearities, and laser diode nonlinearities.  Nonlinearitics in fiber
transmission are principally due to reflections in the optical link and the effects of fiber
dispersion [26). Laser diode nonlin.arities originate from the dynamic response and static
characteristics of semiconductor las:rs (23], The dynamic response is governed by the
photon-electron interaction mechanism inside the laser cavity and can be evaluated by the
laser rate equations which are intrinsically nonlinear. Sources of distortion due to the static
characteristics of semiconductor lasers include small departures from linearity in the region
above the threshold current on the laser power-versus-current curve, The laser threshold
characteristic is also a source of nonlinearity, and is the focus of this study.

When multiple carrier frequencies pass through a nonlinear system, signal products
other than the original frequencies can be produced. These undesirable signals are referred
to as intermodulation products and can severely impact the quality of CATV channels [27].
In many experimental CATV systems, the intermodulation products are observed to spread
over the entire CATV frequency band as shown in Figure 2.9 [9]. Intermodulation
distortion arises from the interaction between two or more different subcarrier frequencics,
and the mos: dominant types are second order and third order distortion. Intermodulation
between two different frequencies f, and f, results in second order distortion products
appearing in the frequency domain at |f, # f;| and two tone third order products al
|2£, % f;| and |2, # £|. Intermodulation between three different frequencies f,. f;. and

£, results in third order distortion products at |f, £ f, # fi|-
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If the original SCM signal contains a large number of equally spaced carriers,
several of the intermodulation products will land at or near the same frequency and will be
additive on a power basis. This effect is referred to as beat stacking and results in distinct
frequencies within each 6 MHz CATYV channel bandwidth at which second order and third
order distortion dominate. The Composite-Second-Order (CSO) distortion is defined as the
ratio of carrier power to the total power of the largest second order beat stack within a
particular channel [31}. Similarly, the Composite-Triple-Beat (CTB) distortion is defined
as the ratio of carrier power to the total power of the largest third order beat stack. CSO
and CTB are used as a measure of the performance of multichannel AM links and are
specified in terms of dBc. For NTSC channel allocations, the CSO products land 1.25
MHz above or below the video carrier of a channel, and the CTB products land on the
video carrier itself. Figure 2.10 shows an example of CSO, CTB, and other

intermodulation beat stacks in a 6 MHz bandwidth [9].
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3. A Model for Clipping-Induced Impulsive Noise

3.1 Laser Characteristics

The technological progress of optical CATV systems has been quite rapid recently
and has resulted in the development of lasers that are designed to meet the stringent linearity
requirements of analog transmission. The noise and distortion requirements of directly-
modulated AM-VSB systems have resulted in the preference of distributed feedback (DFB)
lasers which have the important gualities of extremely low RIN noise, high output power, a
highly linear power-current characteristic, and stable analog performance during aging
(25), [32], [33). The power-current characteristic, sometimes referred to as the L-I curve,
for a typical CATV DFB laser is shown in Figure 3.1 (32], [34]. The L-I curve is shown
to have three operating regions: the LED region, the linear lasing region, and the saturation
region. When the drive current is below threshold, the spontaneous emission of photons
occurs inside the laser cavity, and the laser acts as an edge-emitting light-emitting diode
(LED). Stimulated emission is achieved when the input current is raised above threshold at
which point the slope efficiency is significantly increased as the diode operates in the linear
lasing region. Power saturation occurs at high output levels and is characterized by a

downward curving section of the function,
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Figure 3,1: L-I Curve for a Typical CATV Laser

The analysis of nonlinear distortion generated by a CATV laser can become quite
involved if one wishes to closely model the relationship between input current and output
optical power of an actual laser. The dynamic effects of photon-electron interaction when
the laser is modulated can be accounted for by using the semiconductor laser rate equations
as the basis for analysis [35]. In the interest of minimizing the mathematical complexity of
the theoretical development in this thesis, the model for clipping-induced impulsive noise
developed in this chapter is based on the assumption of an idealized CATV laser transfer
characteristic as shown in Figure 3.2. The transfer function is static and assumed not to
vary with time. This characteristic contains a flat region below the threshold current where
no optical power is transmitted. When the drive current is above threshold, the laser output
is assumed to be perfectly linear with the input. The effect of output saturation at the top of
the curve is neglected as it is assumed that the bias current is sufficiently low and the rms
modulation index of the SCM signal is small enough that the total drive current never

reaches the saturation region.
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3.2 Frequency Domain Aaalysis

In the past 6 years, many papers have been published with detailed analysis,
including computer simulation and mathematical models, to predict the intermodulation
distortion due to the laser threshold characteristic [28], [36]-[49]. An understanding of the
relationship between the clipping mechanism and the CSO and CTB performance of an
optical AM-VSB system is helpful in designing the system such that the highest possible
modulating signal power is transmitted while meeting the nonlinear distortion requirements
of the system. The nonlinear distortion requirements for a specific CATV system are
usually specified by the maximum allowed CSO and CTB. In this section, a2 model for
predicting the CSO and CTB, which was published by Shi er al. {43], is presented. The
theory in this section is not new, but it is included in this thesis to provide a comparison

with a novel time-based approach which is developed in Section 3.3.
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3.2.1 Modeling the SCM Signal as a Gaussian Process

For an N-channel AM-VSB system, the towal laser drive current [, (1) can be

written as
Iw,(f)=lbm+1‘"(f) (3-”

where, as shown in Figure 3.2, 1, is the constant bias current and /.(7) is the

modulating portion of the drive current and can be written as

N N
()= X 1 cos(2nft +6,) = 3 m(ly, —1,)cos(2mfe+6,)  (3.2)

im} im}

where 6, is a random variable uniformly distributed over the interval (0, 2x). and 7, is

the peak amplitude of each carrier expressed in terms of current. In the equation above, il
is assumed that all carriers have the same peak modulation index m. In the clipping
condition, the total drive current /,,(¢) can fall below the threshold curmrent /. This can
only occur if N1, > (I, - 1) or, equivalently, Nm > I

When the number of channels N becomes large and tends to infinity, the individual
carriers can be modeled as statistically independent random processes having zero mean
and a variance of Iﬁm, /2. Because /(1) represents a sum of these random processcs, il
can be modeled as a Gaussian random process by the Central Limit Theorem [28]. The
mean of this process is zero, and its variance ol is the sum of the variances of the

individual carriers:

ol =N

[ L -L)Y _
2

2 Wity =14V (3.3)

where 1t is the total rms modulation index previously defined in equation (2.8).
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Figure 3.3: Physical Representation of the Gaussian Approximation

The physical representation of the Gaussian approximation is illustrated in Figure
3.3. The laser output power waveform is represented by a Gaussian random process s(r)
which is centered about the constant bias point. The total output power is positive for the
majority of the time, but, in the rare instance of a large excursion, can reach a value of zero
and cause a clip to occur. The probability density of the amplitude of s(1} is illustrated in

Figure 3.3 by the function p,(x) and is represented by the well known equation {50]

2

1 X
p(x)= 72_;;;,“’{_33?) (3.4)

where o is the variance of s(r) and is given by

ol= N—éL"’ _ n(Mhe) W, (3.5)
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The region of interest in the Gaussian distribution is the lower tail where the amplitude of

the sum of the bias point and s(¢) falls below zero. Although the valuc of the probability
density p,(x) may be small in this region, it is still finite and indicates that clips will occur
at some point in time. Because the output power stays at zero when the drive current fuils
below threshold, the transmitted optical waveform will have a value of zero for the duration
of each clip.

The use of the Gaussian approximation was first proposed by Saleh [28], and has
been used in most nonlincar distortion models. It should be noted, however, that the
Gaussian approximation is limited by the extent to which its assumptions are valid. For
example, the Central Limit Theorem applics 1o the cas: of an infinite sum of random
processes, but, in an actual system, the number of carriecs will be limited to N channcls.
Although it is generally accepted that the Gaussian approximation can be used for N > /0,
the inaccuracies of the model with respect to the behavior of large excursions should be
considered. While excursions in the SCM signal will never be larger than the sum of all the
carrier amplitudes (]I,,,( t )| <NI,,), for a Gaussian process there is always a finite
probability of a large excursion, and this probability tends to zero for infinitely large
excursions. Another discrepancy is also apparent when one considers that the Gaussian
process is assumed to be a random process. In contrast, the SCM signal is a delerministic
process which is governed by equation (3.2), and is, in fact, periodic in time. These
inconsistencies provide a source of error when using the Gaussian assumption and could
explain differences between theoretical predictions and the corresponding values measured

in an experiment.

3.2.2 The Spectrum of a Clipped SCM Signal
The spectrum of a clipped SCM signal can be evaluated by examining the

autocorrelation function of the laser input and output. The autocorrelation function of the
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modulating current of equation (3.2) is given by [45]

N
R, (T)= -;—I:M,ans{an,"r) (3.6)
int

When the signal is passed through a function g(e), which represents the laser threshold
characteristic as shown in Figure 3.4, the output signal becomes a clipped version of the
input. Under the Gaussian assumption, the autocorrelation function of the laser output

relates to the input autocorrelation by a power series given by [43)

= ni[R ()]
R = x| n — 7
(T) g}k![ o ]
3
=h’ h,R{t) ] [R,,,(zr)] ]h’ R, (T)
2" 6° ol

(3.7

in tn

with coefficients h, given by

?
T:— Ig(x)H,( Jexp(—%z—)dx (3.8)
l in

where H,(®} is the kth order Hermite function and o7, is the variance of the Gaussian

process.
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Figure 3.4: The Function g(x)

It is well known that the power spectral density of a stationary stochastic process is
given by the Fourier Transform of its autocotrelation function [50). Therefore, the power
spectral density of the clipped output signal can be derived by taking the Fouricr Transform
of equation (3.7). By taking the Fourjer Transform of each of the additive terms in (3.7)
individually, we can see that the second term represents the original input signal and the
higher order terms represent clipping nonlinear distortion. The higher order terms contain
powers of R_(t) and, because R, (7) is a sum of cosines at different frequencies, these
terms can be multiplied out to show the contribution at specific intermodulation

frequencies. As an example, the expansion of the second order term for the case of N =2

channels would give

2
I
thl: af‘l')] Zh [2 s lcos(2nfT)+ COS(ZJ%T)):I

in

( —pee } [cos’ (2nf,7) + 2cos(2af;t)cos(2nf )
+cos’(2nf,1‘)] (3.9)

=% [ ] [cos‘(Z:g}r)+ cos’(an,‘r)
+cos(2n( f, + f,)T) + cos(2r( f, - f,)7)]
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The two latter terms in the final expression show thc contribution at the |f, £ fi]
intermodulation frequencies.

By substituting (3.6) into (3.7), expanding the higher order terms, taking the

Fourier Transform, and collecting the terms that appear at the CSO and CTB frequencies,

generalized expressions for CSO and CTB can be derived. These expressions are [43]

K -

CS0 = E;—-“N-exp[m—fw-)y" (3.10)
K -

CTB = -W;N%m‘z exp(-m—zzﬁjr'z 3.11)

where 7 =(I+erf(1/mJN})/2. K, and K, are, respectively, the second and third

order power product count at frequency v.

3.3 Time Domain Analysis

Although there has been considerable effort in analytically determining the
frequency spectrum of a clipped SCM signal, only a couple of recent papers have applied
an analysis of a clipped SCM signal in the time domain [19], [47]. The theoretical analysis
in this section was developed concurrently with these recently published works and
contains many similar qualitative arguments and mathematical results of [19]. The use of a
time domain approach in this thesis is motivated by the search for a qualitative
understanding of the relationship between the clipping mechanism at the transmitter and the
resulting impulsive noise seen at the receiver. An understanding of this relationship would
be helpful in characterizing the behavior of clipping-induced impulsive noise in a CATV
channel and could be used to predict the Bit Error Ratio (BER) performance of a digitally
modulated channel in a hybrid analog/digital SCM system.
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3.3.1 The Clipped Signal as a Sum of Two Signals

The first step in a time-based analysis of clipping distortion is to represent the
clipped signal as a sum of two signals: the "desired" signal and an "error” signal.  The
error signal is equivalent to the negative of the desired signal when the desired signal is
below threshold and is zero otherwise. In Figure 3.5, the clipped, desired, and error
signals are represented by c(?), d(t), and e(t) respectively. For further insight. the
equivalent power spectra of tie three signals are shown below their time domuin
representations in Figure 3.5. As discussed in Sections 2.2.3 and 3.2, the spectrum of &
clipped SCM signal contains intermodulation products distributed over a wide range of
frequencies due to the nonlinearity of the laser threshold. Because, the desired signal is
simply the original SCM modulating waveform, its contribution to the clipped signal
spectrum is only at the carrier frequencies while the error signal accounts for the rest of the
clipped signal spectrum. We can thus model the error signal as a wideband rundom

process containing power at the intermodulation frequencies.

Clipped Signal = Desired Signal + Error Signal

Time Domain:
e(l) d(t) e(t)

AN M

Frequency Domain:

Wliliediwn D e

Figure 3.5: The Clipped Signal as a Sum of Two Signals
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It should be noted that, because the error signal is correlated and, in fact, directly

derived from the original desired SCM signal, the error process is not. in reality, an

additive random noise source. However, it is mentioned by Mazo [44] that i the desired

signal is written as the sum of the attenuated input and a noise e,,(?)

c(t)=Kd(t})+e,(t) (3.12)

where K is the attenuation, then e, (t) will become uncorrelated with d(t) as the
magnitude of the difference between the clipping level current and the bias point current
approaches infinity. Statistical properties of the level crossings for this asymptotic casc,
when the difference in current between the bias point and the clipping level is large, was
studied many years ago by S.0. Rice [51], and three particularly useful results are

discussed in the next section.

3.3.2 Asymptotic Clipping

The asymptotic clipping model is based on the representation of the SCM signal as
a Gaussian random process. The probability of large excursions for the Gaussian process
is very smali and approaches zero for an infinitely large excursion. As the difference in
current between the clipping level and the mean value of the Gaussian process becomes
very large, it can be shown that, in the limit, excursions below the clipping level have the

three following characteristics [44):

1) The sequence of excursions becomes a Poisson process.

2) The probability density of the time 7, between any downcrossing and
subsequent upcrossing becomes Rayleigh distributed.

3) The time dependence of the pulse between any downcrossing

and subsequent upcrossing is, asymptotically, parabolic.
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The fact that the sequence of downcrossing times approaches a Poisson process
indicates that, in the limit of infinitely large excursions, the downcrossings beconie
independent time events occurring at an average rale A. [f the spectrum of the Ganssian

process is considered to be flat between the frequencies £, and f,. the expected rate of the

Poisson downcrossings A is given by [44], [51]

14

3 _p1 72

A =[éf"——fh] exp(——’—z) 3.13
3f-1) 2u

where  is the total rms modulation index of the SCM signal as defined in cquation (2.8).

In Figure 3.6, A is plotted as a function of peak modulation index per channel for system

containing the first 42 channels of the NTSC frequency plan ([, = 55.25MH: and
f, =337.25MHz).
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Crossing Rate (Hz)

Figure 3.6: Downcrossing Rate vs. Modulation Index
for a 42 Channel System
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The probability density of the time duration of each excursion 7, is given by the

following Rayleigh distribution [44]:

2
LT B A 7
plt,)= z?"f“”[ 4[?;H 720 (3.14)
T,<0

L~

where r_,, is the average time duration and is related to the clipping rate 1 by (44]

- I I
T,= ﬁerfc( 'ZFJ (3.15)
In Figure 3.7, ?; is plotted as a function of the peak modulation index per channel and is

shown to range between 200 to 800 picoseconds for modulation indices of 0.03 w0 0.1.

For a typical modulation index of m = 0.04, the average duration is ?; =334ps and the

Rayleigh probability density of 7, is shown in Figure 3.8.
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Figure 3.7: Mean Excursion Duration vs. Modulation Index
for a 42 Channel System
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Figure 3.8: Probability Density of Excursion Duration for m=0.04

Using the three properties of asymptotic clipping discussed in this section, the error
process can be modeled as a sequence of parabolic pulses in the time domain occurring at a

Poisson rate with pulse duration following a Rayleigh distribution as shown in Figure 3.9.

N Q mf\r

o

eft)

Figure 3.9: The Error Process

3.3.3 Filtering the Clippec SCM Signal
The BER degradation of a digital channel in an analog/digital hybrid system s
caused by the additive noise in the digital channel. In an actual system, the additive noise

waveform can be observed by connecting an oscilloscope to the channel output and turning
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the channel off at the transmitter [9], [10], {13]. In the interest of predicting the output

noise waveform when laser clipping is the dominant source of noise in the system, we
investigate the cffect of fillering the subcarrier multiplexed signal after it has been clipped
by the laser threshold. This analysis of a clipped and filtered SCM signal will lead to an
understanding of how impulsive noise generated by laser clipping is processed by the
channel filters in the optical receiver, and how this bandlimited impulsive noise impacts on

the BER of digital signals.

3.3.3.1 Qualitative Analysis: Bandlimiting Effect of a Bandpass Filter

Center Frequency: f,

Fiber

AM-VSB I i - Photo- Empty
BPF Channel

Channels Detector

Figure 3,10: System Model of Clipped and Filtered Signal

A diagram of the system model is shown in Figure 3.10. The AM-VSB signal
modulates a Jaser with an ideal threshold characteristic, and the clipped signal is received at
the photodetector. For the purpose of illustration, it is assumed that the filter is a bandpass
filter (BPF) with a center frequeacy of £, and a bandwidth of Af,, . Figure 3.11 shows
the spectrum of the original SCM signal and the passtand of the BPF at the receiver. It is
assumed that none of the subcarrier frequencies land in the filter passband, and only

intermodulation products pass through.
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Figure 3.11: SCM Spectrum and BPF Passband
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At this point, it is useful to consider the representation of the clipped signal as the
sum of the desired signal and the error signal. Because the BPF is a linear system, the
principle of superposition applies, and the effect of the desired signal and the error signul
can be considered individually and then summed at the output [52). The representation of
the rlipped, desired, and error signals as they pass through the BPF is shown in Figure
3.12. Because the desired signal is simply the unclipped version of the SCM signal, it
does not contain any frequencies which land inside the filter bandwidth and therefore docs
not contribute to the filter output. As a pulse from the error signal passes through the filter,
it causes a transient response at the output which will eventually decay over time. The
transient response waveform is determined by the filter impulse response function and the
input pulse shape and time duration. Because the error signal is the only constituent of the
clipped signal that contributes to the filter output, the filter response to the clipped signal

can be determined by simply examining the filter response to the error signal.
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Figure 3.12: Response of the BPF to the Clipped Signal

As mentioned in the previous section, the error process in the asymptotic clipping
case can be modeled as a Poisson impulse train with pulse duration following a Rayleigh
density and shape following a parabola. The time domain and frequency domain
representations of the error process at the input and output of the BPF are shown in Figure
3.13. The frequency spectrum of the input error process consists of the intermodulation
products which are spread over the entire CATV band. Each pulse at the input of the BPF
causes a corresponding output transient response in the time domain. In the frequency
domain, this is equivalent to reducing the bandwidth of the error process to Afyy.
Considering the alterations of the error process as it passes through the bandpass filter in
Figure 3.13, it is readily apparent that the effect of the filter is to change the wideband error
process into a narrowband noise process. This narrowband noise process consists of a
sequence of filter transient responses which are stimulated by the sequence of paratlas at
the input. Because the duration of each transient response may be longer than the time
between input parabolas, the output transient. responses may be superimposed onto each

other in the output waveform. It is suggested that this narrowband noise process may have
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impulsive characteristics and may resemble the impulsive noise that has been observed in

previous experiments [9], [10], [13].

4w
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Figure 3.13: Response of the BPF to the Error Signal

3.3.3.2 Quantitative Analysis: The Response at the Filter Output
Although the response of a bandpass filter to a parabolic input pulse can be
determined using common signal analysis techniques, it was determined, during the course
of this work, that the mathematical expressions for the noise process al the filter output
become quite complex. To simplify the mathematical development of a clipping-induced
impulsive noise mode!, the input parabolic pulses are modeled as impulse functions with
the same area as the parabolic pulses. The validity of this approximation is discussed in

Appendix B.

Using the impulse approximation, the error process can be mathematically
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represented by

eft)= iA,é‘(r-r,) (3.16)

ko

where &(e) is the impulse (or Dirac delta) function, ¢, are Poisson distributed event times,
and A, are random variables representing the parabola area. The amplitude and area of
each parabola are, respectively, proportional to the square and cube of the time duration 7.

Because 7, has a random Rayleigh distribution given by equation (3.'4), the random

distribution of A, as shown in the Appendix, hzs the following form:

2 ¢ 23 ;
p(A)= }Fexp[-cA ] VA> U (3.17)
0 VASO0
where
6 I3
(%)

and A’ is the mean square value of A.

Narrowband
Filter

eft) ——w=|  H1) | —— e, (1)

Figure 3.14: Filtered Error Process

The output of & narrowband filter placed after the receiver can be predicted with the

filtered error process model shown in Figure 3.14. The input error process e(?) is given
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by equation (3.16), and the output is simply the convolution of the input impulses with the

filter impulse response A(t):

e, (t)=e(t)@h(t)= ZA,au-:,)@h(:): iA,h(r-:,J (3.19)

fwem A m e

where @ denotes the convolution operation. The output e,,,(¢) is a shot noise process.

The shot noise waveforms are filter impulse responses weighted by the random value of

A,. By appling Rice's Shot Noise Model {53], [54), the characteristic function {or

moment generating function) can be written as

M, (jv)= exp[ljj (e™ - p(A)dAdt] (3.:20)

where A is the average rate of events given by equation (3.13), p(A} is the probability
density of A given by equation (3.17), and v is the characteristic function variable.
It is well known that the amplitude probability density of a specific process is given

by the Inverse Fourier Transform of its characteristic function [50]. The amplitude

probability density of e,,,(t) is therefore given by

P(eonr) = F-I[Mour(jv)]= F_’[exp(lj j(eﬁ"*f" - ])p(A)dA d')]

(3.21)
== jexp(aj [(ern - 1) p(A)dAdt] M dy

In general, it is difficult to obtain a closed-form solution to the expression of equation
(3.21). Depending on the nature of k(r), some analytic simplifications may be possible in

approximating the probability density function of e, (7). Computer programs
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implementing numerical analysis techniques may also be used in evaluating equation

(3.21).
To get an idea of what the impulse response waveform A(r) might look like, the

BPF filter can modeled as an ideal filter with the following transfer function:

! Jo-0]|%4w,/2

3.22
0 |w-wl|>Adw,,/2 (3.22)

Hopr(w) = {

where  is the angular frequency, @, = 27, and Aw,, = 27Af,,. The BPF can be used
1o represent a CATV channel filter with channel center frequency w, and with channel
bandwidth Aw,,. The impulse response hye(1) is given by the Inverse Fourier

Transform of H,,{w) and consists of a cosine wave of frequency w_ with a sinc

envelope [52):

ope(t) = F'[H g ()] = “;’;W sinc(A%W'] -%cos(w,r) (3.23)

To illustrate the nature of h,,(t), the impulse response of an ideal filter is plotted in Figure
3.15 for the case of w_=27(30MHz) and Aw,, =27(6MHz). In Figure 3.15, the
amplitude has been normalized to have a unity peak value. If each parabolic pulse of the
error process is approximated as an impulse, then the impulsive noise at the output of the
BPF can be represented by the superposition of a sequence of impulse responses, which
have a similar appearance to the waveform in Figure 3.15, occuming at random points in
time. It is proposed that this representation is a close approximation to the impulsive noise

waveforms that have been observed in recently published experiments [10], [13].
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Figure 3.15: Impulse Response of an Ideal BPF

~-0.6

-0.4

-0.2

0
Time (8)

0.2

0.4

0.6

0.8

1
x10™°

3.3.4 The Impact of Clipping on the Bit Error Ratio of an ASK Channel
in a Hybrid AM-VSB/ASK System

Hybrid optical transmission systems provide a way of transmitting traditional

analog television channels simultaneously with digital channels containing HDTV or data.

This format will likely be adopted in the transition period when HDTV is introduced in the
cable television network [3]. Recent studies have demonstra‘ed that laser diode clipping
severely impacts the quality of the digitally modulated channels [10]-[1:}]. In this section,
we develop a theoretical approximation for the BER of an Amp]imdc-Shift Keyed (ASK)
channel in a hybrid AM-VSB/ASK system. Although the development assumes that the

digital channels are ASK modulated, the analysis can readily be applied to other digital

amplitude modulation schemes such as Quadrature Amplitude Modulation (QAM).
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3.3.4.1 System Model

A typical AM-VSB/ASK hybrid system can be represented by the block diagram in
Figure 3.16. In the system model, it is assumed that the laser transfer function has an ideal
turn-on characteristic, and that the only source of nonlinear distortion in the system is from
laser diode clipping. In an actual system, there will be other sources of nonlinear distortion
such as resonance distortion, amplifier nonlinear gain, and the interaction between laser
diode chirp and fiber dispersion. However, in the interest of studying the ASK
performance in systems where clipping distortion is the dominant source of nonlinear

distortion, these other effects will be neglected.

Laser
IF Fiber
ASK
Modulator [~ Up-converter | f O Detector g:‘annels
Other
ASK
Channals
IF
ASK

AM BPF =1 Down-converter 81 namadulator
Channels

Other ASK

Channels

Figure 3.16: Typical AM-VSB/ASK Hybrid System

To determine how laser diode clipping affects the performance of an ASK channel,
it is instructive to first consider the case when the laser output is pot clipped. If the laser
output is unclipped, the signal received at the detector is simply a frequency division
multiplexed signal with the AM and ASK channels side-by-side in the frequency domain.
Because the receiver for each ASK channel contains a bandpass filter which suppresses all
frequencies outside of the ASK channel, the performance of a particular ASK channel does

not depend on the presence or absence of the other channels. In other words, the
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performance of the ASK channel would be the same if the AM channcls and other ASK

channels were removed from the system. The system model for this (unclipped) case is
shown in Figure 3.17 with representations of the frequency spectrum at certain points in
the system. The sources for the AM channels and the other ASK channels are drawn in
dashed lines because they can be removed without affecting the perforniance of the ASK

channel of interest.
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Figure 3.17: Unclipped Case

Considering ihat the diagram above applies only to the case where there is no
clipping, the question arises: How can we account for the channel sources when there s
clipping? From the discussion in Section 3.3.1, it was shown that the clipped signal at the
laser output can be considered as the sum of a desired signal and an error signal. Becausc
the clipped signal can be fully represented by the desired signal and the error signal, the

laser can be removed from the system model by introducing an error signal source at the
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transmitter. This modified model is shown in Figure 3.18 with the appropriate time

domain representations of the signals in the system.

Tima Domain:
(error signal)
Error _A.ﬂ_ﬂ_
Signal
Time Domain:
{desired signal) Time Domain:
(clipped signal)
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P 4
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tOther ASKF === ~===""~ IF
'Channels v ASK
annens ) BPF —-1 Down-converter (—=1 nemaodulator

Figure 3.18: Modified Model

The advantage of representing the system with the model in Figure 3.18 becomes
apparent when one considers that, as in the case of an unclipped laser output, 1.2 signal
from the "AM and other ASK channels" source does not contain frequencies inside the
ASK channel of interest and, thus, does not affect its performance. This source can in fact
be removed from the model without affecting the results of the ASK channel analysis. The
error signal source, however, cannot be removed because the error process contains power
in a wide range of frequencies, and a portion of this spectral power is transmitted through
the bandpass filter, degrading the performance of the ASK demodulator. The portion of
the ervor signal spectrum that passes through the bandpass filer corresponds to the
bandpass filtered impulses, generated by the nonlinear laser turn-on characteristic, that land

inside the ASK channel.
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3.3.4.2 Recciver Noise Analysls

In an M-ary ASK system, the mt transmited symbol is represented by [50)

5. (1)= B u(t)cos(w, g 1) (3.24)
where
B, =2m-I1-M, m=12,..M, (3.25)

W, is the frequency of the ASK channel, and (1) is the pulse shupe. To make s,(r) in
terms of photocurrent at the detector, u(r} is expressed in units of current, and the
coefticient, B,. is unitless. In this analysis, we assume that u(¢) is symmetrical about

t =0, and is zero for |f| > T, such that

;. ”={B,,,u(1)cos(wmt) ~T,<t<T, (3.26)

0 ,otherwise

In a practical system, the shape of u(1) will generally not be rectangular because of the
wide bandwidth required for rectangular pulses. To reduce the ASK channel bandwidth,
the duration of the pulse (27,) may be longer than the symbol period, but will have a shape
that minimizes intersymbol interference (ISI) at the receiver. If the receiver decision circuit
is assumed to sample at ¢ =0, then the baseband matched filter, which tninimizes the effect

of additive Gaussian noise, will have the following impulse response:

1) ,-T <t<T,
hy( ={°""” . (3.27)

7} ,otherwise
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where ¢, is a constant. The representation of the down-converter and the ASK

demodulator is shown in Figure 3.19.
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Figure 3.19: Down-couaverter and Demodulator

The input 1o the baseband filter, y(r}, will be the baseband version of the

transmitted symbol and will be corrupted by the additive Gaussian and non-Gaussian noise

in the transmission link:
y{t)= B u(t)+ng(t)+n(t) (3.28)

where n(t) and n,(t) are sample functions of Gaussian and non-Gaussian noise currents
at the filter input. At the output of the baseband filter, z(r) is sampled and the decision

circuitry determines which of the M symbols were received at the sampling time. At the

sampling time 1 =0, 2(t) will be

2,= Y()®hy (1) _, =B, j u(T)hy(T)dt + Ny + N, (3.29)



where

[ T
N; = J'na(r)h,,,,(-r)dr = Inc(r)h,,,,(r)dr

g (3.30)

- T
N, = In,(r)h,,,,(-r)dr = 'fn,(r)h,,,,(r)dr
- -T,

The random variables, N, and N,, cause symbol errors when

N +N, > [u(t)h,()dT (3.31)

and are characterized in the two following sections.

3.3.4.3 The Gaussian Noise Component

The variance of N in an optical system is (in units of A2)
Gl =ilB+2q(RP,)B+ RIN(RP,)’ B (3.32)

where 73 is the receiver front-end thermal noise current spectral density, B is the noise

equivalent bandwidth of the ASK channel, and the other variables are defined in Section

2.2.2. The characteristic function of N is {50]

VGE

My(jv)=¢ 2 (3.33)

3.3.4.4 The Impulsive Noise Component
To characterize the non-Gaussian noise component due to clipping-induced

impulsive noise, it is instructive to examine the error signal response at the input to the
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decision circuit in Figure 3.19. The impulses from the error process are multiplied by the

oscillator tone in the down-converter and generate impulse responses at the baseband filter

output. This process e, () can be represented by

B man & m—

e ()= [ ZA,&(.'-t,)cos(w,,,xr)]@h»(t): ZA‘cos(wA,xl, (1 =1,) (3.34)

Becnuse the event times 1, occur randomly in time, the cos{® s, ) weighting factor for

cach impulse response is represented with a random variable Fy such that

eft)= I AF, hylt-1,) (3.35)
km
where

F, = cos(8)
!
- < .

p(6)=1{2x 0<0<2n (3.36)
0 ,otherwise

The down-conversion process results in a characteristic function for N, that requires a

slight modification of equation (3.20}.

M,(jv)= exp[ IH “"*-'”-I)pre)p(A)d:dadA] (3.37)

If we consider the regions in which A, (¢), A, and F, have a value of zero, the limits of

integration can be further defined:

e}

..,cs_.-i

(e™Fe™ — I)p(6)p(A)drd6 dA ] (3.38)
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If we introduce a new parameter called the clipping index y [§5]) which represents the

average number of chps in the interval [-7,.7, ], we can write M,(jv) us

n

T,
M,(jv)=exp|:L jf(e"”‘”"“’-l)p(&)p(A)drdBdA] (3.39)
0-T,

2T,

D Ry I

where ¥ =A4+(2T,). An approximation can be made in the case where y <</ by

expanding the outer exponential and neglecting higher order terms. The result is [56]

win T,
M (jv)=(] — 7} + —[j'” (et (OJp(A)d:dBdA] (3.40)
0 0-T,

Because p(@) is uniform between 8=0 and 6=2m, the probability density of
F, = cos(8) is symmetric about F, =0, Consequently, the imaginary part of the complex

exponential in equation (3.40) does not contribute to M,( jv) and we can write

-JRT
M(jv) =(l - 7)+ 3’;- _[J’ Icos{vAFh»{r))pfe)p(A)drdeA}
= (3.41)
w(l - 7} + 2= jjJ (vAhy,(1))p(A)dt dA
2T, | o7, ’

where J, is the oth order Bessel function of the first kind.

The variance of N, is then

_ Y 7311, _{- 2
H _-2-T- 3.!. 2(t)dr=A A zj'h,,,(r)dr (3.42)

—
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and is equivalent to the clipping-induced nonlinear distortion power that lands in the ASK

channel bandwidth. A value for o/ and can be calculated using varions nonlinear distortion

models [28). [36)-[49]. If the o}, A, anc A,,(7) are known, cquation (3.42) can be used

to determine he appropriaic value for A

3.3.4.5 Probability of Symbol and Bit Error

If we define the sum of the Gaussian and impulsive noise components to be,
N, =Ng;+N, (3.43)

then, because N and N, are independent random variables, the charactesistic function of

N, is [50]

My ( jv) = Mgl jv)-M,(jv) (3.44)

and the probability density of the combined noise process p(Ny)is given by the Inverse
Fourier Transform of M ( jv).

The probability of a symbol etror in an M-ary ASK system is

M ! M
Pu=—1 (|Nr|>d..;../2)=T . otV e, (3.45)
D {2
where

2PF, o P
d,J2= ASK ave
min/ MM_I 7
PFyusx =3—— ey (3.46)

F.. =(mm9¥P,) /2
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where PF,, .o is the power factor for M-ary ASK, P,,, is the transmitted ASK power. and

m,s, is the effective ASK modulation index. Because a symbol represents log, M bits,

the probability of a bit error for a Gray-cncoded system will be

)]
P = == (n)dn = BER (3.47)
log, M M d_{/f

3.3.4.6 Extending the Results to M-ary QAM
The probability of 2 - ‘mbol error in an M-ary QAM system is

P, = 4[1 - 711\7) [ ptn)dn (3.48)

dunf?

where

d /2= ‘QPFM.QAM ant
min '\[-A—d—l

M -1
PFM.QAM = 3m (3.49)

Fye = ("'amw’n)z/ 2

where PF, .,y is the power factor for M-ary QAM, F,,, is the transmitted QAM power,

and my,,,, is the effective QAM modulation index.

Because a symbcl represents log, M bits, the probability of a bit error for a Gray-

encoded system will be
Pt (;_ ! ) :f p(n)dn= BER (3.50)
log, M 75-4' d s
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3.3.4.7 The Case of Rectangular Pulses

Some mathematical simplifications for M,( jv) can be made if it is assumed that the
symbol pulse shape is rectangular. For this case, the impulse response of the baseband

filter is also rectangular and can be written as

! ,-T, <t<T,

3.51
0 .otherwise ( )

o=

Substituting (3.51) into (3.41), the expression for M,( jv) can be simplified to

M(pi=(1-7y)+ 7[} Ja(VA)p(A)dA] (3.52)

When the distribution for pfA) given in equation (3.17) is substituted into (3.52), it was
found that a closed-form solution for M,{jv) can be obtained. This closed-form solution
was obtained using the symbolic integration feature of the Mathematica software package

and is given by

. 23" (2 2¢
My(jv)=(1 - y) + y[;J;CTKm(z;vz]exp[ 2;\22):1 (3.53)

where K,,(#) is the 1/6th order modified Besse! function of the second kind and ¢ is given

by equation (3.18).
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4. Implementation of a Fiber-Optic AM-VSB System

This chapter describes the experimental AM-VSB optical transmission system
which was implemented for the purpose of conducting experiments on clipping-induced

impulsive noise. A block diagram of the system is shown in Figure 4.1,

Analog Ch | Optical Optical Floer Optical
nalog Channel ptica ptical
Modulators - Transmitter a Receiver
Impuisive Nolse Analysls Gireuls_ _ | _ L oo aemmn .
| [
| Low-Pass Baseband Threshald | |
: Filter Circuit P> | mpulsive Nolse Detector :
1 |
'
| = |
[ own- ‘ !
Intermediate Frequency
'
" Converter Impulsive Noise :
|

Figure 4.1: Block Diagram of Fxperimental AM-VSB Optical Transmission
ang Analysis System

It should be noted that in a practical system, the optical receiver is normally
followed by channel selection and demodulation circuits. However, because the intent of
this thesis is to investigate the fundamental characteristics of clipping-induced impulsive
noise, the optical receiver is followed by either of two impulsive noise analysis circuits: a
low-pass filter circuit or a down-converter circuit. The low-pass filter circuit was designed
to generate baseband impulsive noise by filtering out the channel frequencies and allowing
the low-frequency intermodulation products contained in a clipped SCM signal to pass

through. The down-converter, which is normally used to shift a selected channel down to
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an intermediate frequency, is used to investigate the nature of down-converted impulsive

noise.

The main components in the experimental transmission system include the
following:

i) Analog Channel Modulators

ii) Analog Optical Transmitter

iii)  Analog Optical Receiver

iv) Low-Pass Filter Circuit

v) Threshold Detector

vi) Down-Converter

A description of the electrical and optical properties of these components is given in

the following sections.

4.1 Analog Channel Modulators .

The AM-VSB channels were simulated using a Matrix multiple frequency signal
generator (Model ASX-16) [57]. The Model ASX-16 contains a bank of crystal-conulled
and amplitude-variable oscillators which are tuned to the carrier frequencies of channels 2
through 43 (55.25 MHz to 337.25 MHz) of the NTSC channel frequency plan. The output
of the oscillators are combined to simulate up to 42 unmodulated video carriers. The
operation of the Model ASX-16 is controlled remotely using IEEE 488 (HP-IB) which

facilitates the automation of experiments.

4.2 Analog Optical Transmitter

The purpose of the optical trans..itter in an analog, fiber-based CATV transmission
system is to provide a linear transfer function between the input electrical signal ard the
output optical signal. Because of the stringent requirements on linearity and noise, some

lasers are specifically mai,ufactured for application in CATV lightwave transmission. The
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optical transmitter used in the experiments contains a distributed feedbuck (DFB) CATV

laser purchased from Fujitsu.

The optical transmitter was Jesigned and built by Kinh Pham and David Clegg of
TRLabs for use in analog optical transmission experiments. The transmitter contains a 75
Q input for RF modulation of the laser, The laser bias current is adjusted with adial on the
front panel and can be set from 0 to 60 mA. The DFB laser deveioped by Fujitsu (model
FLD150F3ACH-AL) has a scak wavelength of 1543 nm [58]. The relative intensity noise
of the laser module is specified to be -160 dB/Hz and -165.3 dB/Hz at 50 and 550 MHz,
respectively.

In Figuve 4.2, the output optical power of the transmitter is plotted as a function of
bias current. The values for output power were measured with a Hewlett Packard 8153A
Lightwave Multimeter as the bias current was slowly increased. The L-1 curve shows that
ths output power of the laser is negligible when the bias current is below threshold. The

curve appears to be highly linear in the region above threshold up to 55 mA.

-

yal

w

Optical Power (mW)
- N

0 10 20 30 40 50 60
Bias Current (mA)

Figure 4.2: Optical Power vs. Bias Current for Fujitsu CATYV Laser
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To get a good estimate of the laser threshold current, an expanded view of the

threshold region is shown in Figure 4.3. A nonideal property of the laser can be seen in
the curved region between the low power LED and high power lasing regions indicating the
gradual onset of stimulated emission in the laser cavity. This characteristic shows a slight
deviation from an abrupt tum-on which was assumed in developing the theoretical model in
Chapter 3 and demonstrates a possible limitation of the model when it is applied to an actual
CATV laser. The threshold current of the laser can be determined by extrapolating the
linear lasing potion of the curve back 1o intersect the forward extrapolated LED portion of

the curve [34). Using this technique, the threshold current is determined to be 18.7 mA.

0.2
3
E 4
o
0.1
a
8
=1
o)
0 T g
17 18 19 20 21

Bias Current (mA)

Figure 4.3: Threshold Region of Optical Power vs. Bias Current Curve

4.3 Analog Optical Receiver

A commercial analog optical receiver manufactured by Ipitek was used in the
experiments in this thesis. The Ipitek FiberHub 600 Receiver Module contains an AT&T
(model 131D) PIN photodetector which is specifically designed for use in AM-VSB
receivers [59]. The AT&T photodetector has a responsivity of 1.05 A/W for an input light

wavelength of 1543 nm. The Ipitek receiver also contains a Philips transimpedance
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amplifier and & 75 © RF output on the front panel. The specification for the total front-end
noise current spectral density due to the photodetector and transimpedance amplifier is
6 pA/Hz.

The frequency response of the receiver is of particular interest in clipping-induced
impulsive noise experiments because it affects spectrum of the intermodulation power seen
at the output. The intrinsic frequency responses of the photodetector, transimpedatice
amplifier, and internal circuitry all have an affect on the clipped signal waveform as it
passes through the receiver. Because of the changes that these components induce on the
received optical signal, the output electrical signal may not be a faithful reproduction of the
clipped SCM signal that was transmitted from the laser. One way of determining the
magnitude of the receiver transfer function is by using the Amplificd Spontuncous
Emission (ASE) from an optical amplifier as a source of white optical noisc and observing
the spectrum of the receiver electrical output [60]. Because the bandwidth of the noise
generated by the interference between electric field components of the amplifier
spontaneous emission (spontaneous-spontaneous beat noise) is very large compared to the
high-frequency cutoff of the receiver, the optical noise spectrum is relatively flat across the
receiver bandwidth. Thus, the receiver acts as a bandlimiting device, and if cnough
spontaneous-spontaneous beat noise can be generated to overcome the front-end noise, the
magnitude of the frequency response can be observed directly with a conventional RF
spectrum analyzer. This technique was used in the setup shown in Figure 4.4 to determine
the response profile of the Ipitek receiver. An Erbium-Doped Fiber Amplifier (EDFA) was
used to generate the ASE noise and the receiver output spectrum was observed with a 0-22
GHz Hewlett Packard 70000 Series spectrum analyzer. A variable optical attenuator
(VOA) was employed to adjust the amount of received optical power. For a reccived
optical power of -7.52 dBm, the spectrum shown in Figure 4.5 was detected. It car be
seen that the receiver profile is relatively flat across the passband and has a high-frequency

cutoff at about 650 MHz. The receiver profile at the low frequencies is shown in Figure
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4.6. The bottom trace of Figure 4.6 was captured when the receiver was disconnected

from the spectrum analyzer and represents the spectrum analyzer noise floor. The top trace
represents the receiver profile which appears to have a low-frequency 3 dB cutoff at about

4 MHz.

Ipitek
Receiver

Spectrum

— Analyzer

EDFA - VOA =

Figure 4.4: Setup for Determining Receiver Frequency Response

RL_-Y6.56 dBn HKR 81 FRQ 551 MHz
*ATTER 10 g8 65 34 dBn
5,00 dB/D Y

SAFALE
HARKER
61 e |
-65.52 dBd
20

START 0 Rz STOP 1,008 Ghz
A8 308 kHz  *UB 188 kHz ST 188.8 msec

Figure 4.5: Frequency Response of the Ipitek Receiver
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Figure 4.6: Low Frequency Respons. of the Ipitek Receiver

4.4 Low-Pass Filter Circuit

The low-pass filter circuit was designed to pass the low-frequency content of the
clipped SCM signal through while suppressing the carrier frequencics. The clipped SCM
signal contains many intermodulation products, some of which land in the region between
0 Hz and the lowest carrier frequency. In the NTSC frequency plan, Channel 2 hus the
lowest carrier frequency at 55.25 MHz. To adequately characterize the impulsive noisc
induced by clipping, it is desirable to send as much impulsive noise power threugh as
possible such that the imp.isive roise can be distinguished from the additive Gaussian
noise in the system. However, the low-pass fiiter must also adequately suppress the

frequency components of the carriers so that they are not present in the output noise signal.
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The low-pass filter circuit is shown in Figure 4.7, The Mini-Circuits SLP-21.4

low-pass filter has a 3 dB cutoff at 24 MHz and has an insertion loss of 65 dB at 55.25
MHz as shown in Figure 4.8. The frequency response of Figure 4.8 was measured with a
Hewlett Packard 8753A network analyzer which also has the ability to determine the
impulsc response by performing a Fast Inverse Fourier Transform. The rectified version
of the impulse response is shown in Figure 4.9. Because of the low cutoff frequency of
the SLP-21.4, most of the carrier power is reflected back towards the output of the optical
receiver. A 10 dB attenuator is placed in front of the filter to dampen the refiected carrier
power so that it does not distort the clipped SCM signal at the receiver output. The SLP-
21.4 is followed by two RF amplifiers which are needed to increase the amplitude of the
impulse noise for amplitude distribution and time distribution measurements. The SHF9QP
is 4 10 kHz-15 GHz broadband amplifier which has a gain of 25 dB and a noise figure of 7
dB. The 3 kHz-10 GHz Veritech (model VMA3K10C-323) broadband amplifier has a gain
of 32 dB, a noise figurc of 7 dB, and a 1 dB gain compression point at 17 dBm output

power.

Mini-Circuits SHF90P Veritech
SLP-21.4 RF Amplifier ~ RF Amplifier

—{10 dB Attenuator } @) @

Low-Pass Filter

Figure 4.7: Low-Pass Filter Circuit
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4.5 Threshold Detector

The threshold detector was designed and built at TRLabs specifically to measure the
statistics of low-frequency impulsive noise. Its operation is based on comparing the input
signal level 1o a fixed and stable threshold voltage. A fast Integrated Circuit (IC)
comparator is used to provide a TTL output that indicates whether the input signal is above
or below the threshold. The threshold detector also contains a Time Interval Sampler
circuit that measures the time between consecutive upcrossings of the input noise signal.

Figure 4.10 shows examples of the noise input and comparator output waveforms and

indicates the time interval 7, between upcrossings.

............ ~3— Threshold Level

| |
| ] i |
] 1 ] |
1 | ] ]
— T
I ) ! I Time
1 1 1 1
Comparator : : : :
Qutput: I : :
_b
Time

Figure 4.10: Sample Waveforms of Comparator Input and Output

The block diagram of the threshold detector is shown in Figure 4.11. The
threshold level is set by a potentiometer dial on the front pane! and has a range of -5 volts to

+5 volts. Stability of the +5 volt and -5 volt references is important for accurate threshold
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crossing measurements, therefore an Analog Devices ADS88 High Precision Voltge

Reference IC is employed. The comparator used in the threshold detector is un Analog
Devices AD9696 Ultrafast Comparator which provides a TTL computible output.  The
AD9696 has a 4.5 ns propagation delay and 200 ps maximum propagation delay
dispersion. The: threshold detector also contains a Time Interval Sampler which measures
the time between two consecutive threshold upcrossings. The Time Interval Sumpler
circuit is implemented with FAST TTL logic and utilizes a 50 MHz 32-bit counter 10
measure the time interval. A finite state machine is used 10 start and stop the counter and to
provide the appropriate control and data signals. The control und duta signals are accessed

via a 50-pin connector on the front panel.

RF Input:
0- 50 MHz \ p Comparator
Impulsive Noise / Output
+5V
Time 50-pin Connector:
interval }=————_#= TTI|, Control/Data
Threshold Sampler Inputs and Quiputs
Adjust
sV Threshold
resho
- Monitor

Figure 4.11: Block Diagram of the Threshold Detector

A more detailed description of the design of the Threshold Detector along with

circuit schematics is included in the Appendix.

4.6 Down-Converter

The down-converter used ir the experiments wus designed and built by David

Moore and is shown in the block diagram in Figure 4.12. A two-stage design was chosen
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to allow any 15 MHz wide channel under 600 MHz to be shitted down to an arbitrary

Intermediate Frequency (IF) below 300 MHz. The particvlar channel to be down-
converted is selected by using an appropriate frequency for the first oscillator while the

frequency of the second oscillator is used to select the desired output IF frequency.

705 MHz +f, 705 MHz + ;-

Channel
s o M

€00 MHz Bandpass Low Nolse
Low-Pass Filter Centered  Amplitler
Fitter at 705 MHz
Channe! at
D— __p» Intermediate
Frequency
Variable 300 MHz fiF
Gain Low-Pass

Amplifier Filter

Figure 4.12: Block Diagram of Down-Converter

The input of the down-converter contains a 600 MHz low-pass filter which
attenuates the noise at images frequencies which would degrade the channel during the
mixing stages. The received signal is then mixed with a local oscillator at a frequency of
705 MHz+ f resulting in a signal at 705 MHz. This signal is filtered by a 15 MHz wide
bandpass filter centered at 705 MHz. The power level of the signal is then boosted by a
Low Noise Amplifier (LNA) which provides 20 dB of gain. The 705 MHz signal is mixed
with a local oscillator at 705 MHz+ f,; resulting in a down-converted signal at f,, and an
up-converted signal at 1410 MHz+ f.. The up-converted signal is removed with a 300
MHz low-pass filter at the output of the down-converter, and the output power is adjusted
using a variable gain amplifier. The local oscillator carriers were generated with a Hewlett

Packard 8642A signal generator and the continuous-wave output of a Hewleu Packard
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8753A network analyzer. The rest of the components in the down-converter are specified

in the following table:

Component Model Number
600 MHz low-pass filter Mini-Circuits SLP-600
“Firstand second mixers | Mini-Circuits ZFM-150
" Bandpass filter centered at 705 MHz | Trak ACF 705-X12-35S
Low noise amplifier | Mini-Circuits ZFL-1000LN
Variable gain amplifier | Mini-Circuits ZFL-1000GH
300 MHz low-pass filter Mini-Circuits SLP-300

Table 4.1: Down-Converter Component Model Numbers

4.7 System Characterization

This section contains two parts: modulation index calibration and CNR. First,
method for determining the peak modulation index per channel in the system is explained.
To verify the accuracy of the modulation index calibration as well as other system
parameters, the CNR of the system is determined and compared with the theoretical CNR

which was developed in Chapter 2.

4.7.1 Modulation Index Calibration
Obtaining an accurate value for the experimental modulation index is critical in the
analysis of clipping-induced impulsive noise because smatl deviations in the modulation

index cause large changes in the results of the theoretical model. The modulation index is

defined by

(4.1}
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The parameters /,,, and /,, are the lascr bias and threshold currents and can be accurately

measured in an experiment. However, 2 precise value for peak amplitude of the
modulation current [, is more difficult to detcrmine. It might be suggested that /.,
could be determined by simply measuring the amplitude at the modulation input of the
optical transmitter. However, electronic circuits and connections inside the transmitter
affect the amplitude of the modulating signal as it travels from the input to the laser diode.
To obtain accurate values for modulation index in the experiments in this thesis, an alternate

technique is used.

Matrix Optical Ipitek Spectrum
Generator [T Transmitter @ Receiver — Analyzer

|- -1 Oscilloscope

Figure 4.13: Modulation Index Calibration Setup

The technique involves determining the bias current value that gives 100%
modulation for a known input sinusoidal amplitude. The setup for performing the
calibration is shown in Figure 4.13. Only the 163.25 MHz carrier (NTSC Channel 21} is
used from the Matrix Generator. The peak-to-peak voltage of this carrier V, _ is measured
on a Tektronics 2465A analog oscilloscope. The laser bias current is initially set to a high
value such that no clipping occurs when the Matrix Generator is connected to the
transmitter. The bias current is then slowly decreased until 100% modulation is attained.
This point is determined by observing the power of the carrier with a spectrum analyzer at
the receiver. As the bias current is decreased below the 100% modulation point, the bottom
portion of the modulating sinusoid becomes clipped, and the power in the fundamental

frequency shifts to higher harmonics. When the carrier power is plotted as a function of
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bias current, the 100% modulation bias current /_ is indicated by a rapid drop in curier

power causcd by the onset of clipping. Once [, is determined for the input voltage

amplitude of V, , a simple transformation can be used to calculate the modulation index

for the general case of an arbitrary bias current /,,, and an arbitrary input voltage (peuk-lo-
peak) amplitude of V,, :

Vo I =1

me= et tc " 4.2
Ve, T =1 “2)

Figure 4.14 shows the carrier power versus bias current for V. =620 mV. It can
be seen that the carrier power drops dramatically at a bias current of I, = 24 mA. Using the

value for the threshold current which was obtained in Section 4.2, the following expression

can be used to calculate the modulation index in the system:

e Vo,, 24mA-187mA V..,  53mA
620mv 1, -187mA  620mV I, -18.7mA

(4.3)

To ensure that the modulation index value is valid for all the other carriers in the 42 channel
system, the power of the carriers are individually adjusted to be equivalent to the Channel
21 carrier power in the fiber. In an experiment, the peak modulation index per channel for

a specific SCM input is simply determined by shutting nif all the channels except for
Channel 21, recording the peak-to-peak oltage V,, on the oscilloscope, and calculating

the value of equation (4.3).
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Figure 4.14: Carrier Power vs. Bias Current for Channel 21 (163.25 MHz)

4.7.2 System CNR
The Carrier-to-Noise Ratio is often used to characterize the performance of an

analog system and can be expressed as

L)
CNR = 2

- 4.4
(i3 )B + 2gRP,B + RIN(RP,) B @9

where i, is the front-end noise current spectral density and the other parameters are defined
in Section 2.2.2. The first, second, and third terms in the denominator of equation (4.4)
account for the CNR limitations caused by receiver thermal noise, shot noise, and laser
RIN noise, respectively.

To compare the CNR performance of the experimental system with the CNR
predicted by equation (4.4), the setup shown in Figure 4.15 is used. The 163.25 MHz
carrier of Channel 21 (163.25 MHz) from the Matrix Ge . rator is used to modulate the
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Fujitsu laser diode which is biased at 50 mA. A variable optical attenuator controls the

optical power received by the photodetector. The peak modulation ind~x is set to 0.0288,
The responsivity of the AT&T photodiode is 1.05 A/W, and the laser RIN has a -160
dB/Hz specification at a bias current of 50 mA. The thermal noise current density referved
to the output of the photodiode is 6 pA/ JHz. In calculating equation (4.4), it is standard

practice [31] to use a value of B =4MH: which is the baseband bandwidth of the video

portion of the signal.

Matrix Optical
Generator ™

Ipitek Spectrum
Transmitter VOA [—2— Receiver ™ Analyzer

Figure 4,15: Experimental Setup for Measuring CNR

The carrier power is measured in units of dBm with the spectrum analyzer adjusted
1o the following setting as specified by the NCTA Recommended Practices and Procedures
[31): resolution bandwidth of 300 kHz, video bandwidth of 100 Hz, and frequency spun
of 10 MHz. The noise power is measured using the noise measurement function of the HP
70000 spectrum analyzer. The function gives the noise spectral density in units of dBm/Hz
and takes into account the shape of the resolution bandwidth filter in the spectrum analyzer.
The noise in a 4 MHz bandwidth is obtained by multiplying the measured noise spectrs
density wvith 4 MHz. To ensure that the measured noise level is due to the noise of the
optical system and is not dominated by the intrinsic thermal noise of the spectrum analyzer,
a simple test can be performed by disconnecting the system from the spectrum analyzer. If
the noise leve! drops appreciably when the system is disconnected, the system noise is
dominant, but if the noise floor remains unchanged, the spectrum analyzer noise is
dominant. If the noise level does not drop by more than 10 dB, the spectrum analyzer
thermal noise can be accounted for by subtracting the disconnected noi.¢ power from the

noise power which is measured after the system is re-connected.
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The CNR was measured for different received optical powers as shown in Figure

4.16. The plot also contains the values calculated using equation (4.4) and the CNR limit
due 1o the separate sources of noise. It can be seen that there are three distinct noise limited
regimes: 1) the RIN noise limited region for high received optical powers, 2) the shot
noise limited region for moderate received optical powers, and 3} the thermal noise limited
region for low received optical powers. There is good agreement between the calculated
and measured CNRs whicl: suggests that the system specifications given in this chapter are

accurate and that the modulation index calibration is valid.
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Figure 4.16: Measured and Calculated System CNR Performance
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5. Experiments on Clipping-Induced Impulsive Noise

§.1 Low-Pass Filter Experiments

The motivation for the low-pass filter experiments is to churacterize the stutistics of
clipping events in a directly-modulated SCM system. The problem of analyzing the
threshold crossings of an SCM signal may seem conceptually quite simple. However the
experimental verification of threshold crossing behavior is complicated by the fuct that
excursions beyond the threshold can have a very short duration and a very small amplitude.
Because the average duration of clipping events is very short, as illustrated by Figure 3.7,
the complete detection of threshold crossings directly at the trunsmitter would be very
difficult even with the fastest electronics currentiy available.

An alternate approach to detecting the clipping events utilizes a low-pass filter at the
receiver to increase the time duration of each clip as shown in Figure 5.1. At the
transmitter output, the clipping events are represented by the error signal which sums with
the desired signal to form the clipped signal. The function of the low-pass filter after the
receiver is to filter out ali frequency components of the desired signal such that the output
only contains the low-frequency responses to the clipping events in the error signal. Inan
NTSC system, the desired SCM signal does not contain any frequency components below
the lowest channel carrier of 5§5.25 MHz (Channel 2) so a low-pass filter with a cutoff
below 55.25 MHz is appropriate. As illustrated in the figure, each input clipping event at
the filter will stimulate an output transient response having a longer time duration. While
the low-pass filter has the effect of elongating the clip pulse, the output response will also
have a smaller amplitude due to energy conservation principles. An amplification stage 18
used after the filter to boost the power of the filtered impulsive noise to within the

sensitivity range of the instruments used for measurements.
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Figure 5.1: Generating Low-Pass Filtered Impulsive Noise

It is the intent of the low-pass filter experiments to demonstrate the nature of the
clipping process by detecting threshold crossings of the filter impulse responses. A one-to-
one correspondence between a clipping event at the transmitier and a threshold crossing
the receiver would require the filter 1o have a non-oscillatory transient response. However,
because of the sharp frequency response rolloff required to atienuate the SCM signal
spectrum, the impulse response of the SLP-21.4 low-pass filter (Figure 4.9) docs have
decaying oscillations which may cause multiple threshold crossing events to be detected.
The possibility of multiple threshold crossings caused by a single clip is a source of error in
the results for the low-pass filter experiments. The effect of additive Gaussian noisc in the
system will also cause the statistics of the detected threshold crossings to deviate from the
statistics of the clipping events at the transmitter. One final source of error to consider is
the low-frequency cutoff of the Ipitek optical receiver which, when cascaded with the

frequency response of the low-pass filter, will cause the impulsive noisc to be bandpass
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filtered as opposed to low-pass filtered. This cffect can be seen in the spectrum analyzer

plot of Figure 5.2 which was measured at the output of the amplification stage. The noise
platcau between 6 MHz and 24 MHz is cue to the combined effect of the low-frequency
cutoff of the Ipitek receiver, the high-frequency cutoff of the SLP 21.4 low-pass filter, and
the amplification of the noise at the filter output. The drop in the nuise floor at 24 MHz
suggests that the thermal noise contribution of the wideband amplifiers is small and that the
shot and thermal noise generated before the filter are the dominant sources of Gaussian
noise. A sample of the low-pass filtered impulsive noise waveform was captured using a

Hewlett Packard 16531 A Digitizing Oscilloscope and is shown in Figure 5.3.
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Figure 5.2: Spectrum of Low-Pass Filtered and Amplified Impulsive Noise
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For the experimental work in this thesis, there are three types of measurements

performed on the low-pass filtered and amplified impulsive noise:

1) Probability density of the noise amplitude
2) Threshold crossing rate as a function of threshold value

3) Probability density of the time interval between consecutive threshold

crossings

A detailed description of the experimental setups as well as the measurement results are

given in the following sections.

5.1.1 Amplitude Distribution
The experimental setup shown in Figure 5.4 was used to obtain the amplitude
probability density of impulsive noise. A very short length of optical fiber (approximately

4 meters) was used so that the deleterious effects of fiber dispersion and attenuation would
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not have a significant effect on the statistics of the impulsive noise generated at the receiver,

Al the output of the low-pass filter circuit, a Hewlett Packard 54120B Digitizing
Oscilloscope was used to sample the amplitude of the noise signal. The histogram function
on the HP 54120B samples the input and categorizes each sample into one of 256 voltage
ranges. To determine the experimental amplitude probability densities in this thesis,
representative histograms with a sample size of 100200 were acquired with the HP
54120B. The operation of the HP 54120B was remotely controlled by a computer using
the HP-IB interfacing bus and the Labview software program. The use of Labview
facilitated the capture of histogram data into raw data files that were later uploaded to a
Unix workstation. The experimental probability densities were derived from the histogram
data by a simple normalization process. In this process, the histogram area was calculated
using the trapezoidal rule where the sampled values of the histogram function corresponded
to the sample counts for each of the 256 voltage ranges. Each sample count was then
divided by the histogram area to obtain the normalized probability density. The C program

used to implement the normalization process is given in the Appendix.

Macintosh HP-iB
Computer
Optical Fiber
Matrlx g | OPical o Ipitek Low-Pass HP 541208
Generator Transmitier Receiver Filter Circutt [—™| Digitizing
Oscllloscope

Figure 5.4: Setup for Amplitude Distribution Experiment

In the experiment, several probability densities were obtained for modulation
indices ranging from m = 0 to m = 0.062. The experimental probability densities obtained
for the cases of m=0, m=0.04, m=0.05, and m=0.062 are shown in Figure 5.5.

The laser bias current was set to 50 mA which resulted in a received optical power of 3.3
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dBm at the photodetector. A high received optical power wais desired to maximize the

signal-to-noise power ratio at the input to the oscilloscope. In this experiment, the sighal i
considered to be the clipped SCM waveform, and the noise includes the Gaussian front-
end, RIN, and shot noises, Referring 1o the plot of the system CNR performance in Figure
4.6, it can be seen that a reccived optical power of 3.3 dBm corresponds to u shol noise
limited regime where the dominant source of Gaussian noise is duc to the random arrival of

photons at the photodetector.
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Figure 5.5: Probability Density of Low-Pass Filtered Impulsive Noisc

In Figure 5.5, it can be seen that increasing the modulation index at the transmitier
has the effect of spreading out the probability density of the noise amplitude at the receiver.
The spreading of the probability density curve is expected because of the increased
amplitude and frequency of clipping events (and impulse responses) for higher modulation

indices. For the case of m =0, there is no modulation on the optical carrier and the



82
received optical power is constant at the photodetector. The probability density for this

case represents the Gaussian noise in the system and contributes to the shape of the
probabilitv densities for the other cases. In addition to spreading out the curve. it is
observed that higher modulation indices cause the tails of the probability density to be
pronounced. This effect is visible in the curve for m = 0.062 where the shape of the
probability density is significantly different from the Gaussian shape of m = 0.

To demonstrate how the probability density deviates from a Gaussian distribution
as the modulation index is increased, Figures 5.6 to 5.9 show the experimental probability
“ensitics compared with the equivalent Gaussian distribution for modulation indices of
0.02, 0.05, 0.055, and 0.062. The equivalent Gaussian distributions are generated by

using the equation

] [ X
Py(x)= T expt-_.;,;] (5.1)
X

where x is the amplitude and a: is the variance of the Gaussian distribution. The HP

54120B Digitizing Oscilloscope has the capability of calculating the standard deviation of
the histogram data. The variance of the input signal can thus be calculated by squaring the
standard deviation value. In Figures 5.4 to 5.7, the variance a: in equation (5.1) is
equated to the measured variance of the input signal so that a comparison can be made
between the amplitude distributions of the input signal and a Gaussian signal having the

equivalent power.
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In Figure 5.6. it can be seen that the experimental curve follows the Gaussian curve

quite closely. This indicates that at a modulation index of 0.02, the Gaussiun noise is still
dominant and that the effect of clipping on the probuability density is negligible,  As the
modulation index is increased to 0.05 in Figure 5.7, the experimental density starts 1o
deviate from the Gaussian shape as the tail sections of the curve become raised. This etlect
is further emphasized in Figures 5.8 and 5.9. In Figure 5.9, the experimental probability
density is compared to two different Gaussian distributions. The distribution represented
by the dotted line is the theoretical amplitude probability density of a Guussian noise signal
having the same variance (and hence power) as the input noise signal. The second
Gaussian distribution has been adjusted to fit the central part of the experimental
distribution as close as possible. This was achieved by setting g, = 2/0mV in equation
(5.1). Tt can be seen from Figure 5.9 that the contribution of clipping-induced impulsive
noise for the case of m = 0.062 results in a probability density shape that is significantly
different than that of an equivalent-power Gaussian noisc signal. However, it appears that
an adjusted Gaussian distribution can be used to model the probability density quite
accurately in the region close to the mean. In the large amplitude regions, the adjusted
Gaussian distribution is not accurate due to the pronounced tails of the experimental
distribution. The Gaussian shaped main lobe region is the subject of further discussion in
Section 5.3

As mentioned earlier in this section, the HP 54120B has the ability to calculate the
standard deviation of an acquired histogram. The power of the input noise signal can be
determined by first squaring the standard deviation to obtain the mean square value of the
signal amplitude. Because the oscilloscope has a 50 Q input, the noisc power P, can be

obtained by dividing the mean square value by 50 €2

"7 500 (5.2)
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where @, is the standard deviation of the input signal noisc voltage. Because the m =0

distribution represents the total Gaussian noise in the system, the Gaussian noise power
cun be calculated by

2 2
o, _(71.08mV)

) — L]
’m—

5002 508

= 0.10] mW = -9.95dBm (5.3)

where 0, = 71.08 mV is the standard deviation of the m = 0 distribution measured by the

oscilloscope. Because the additive noise due to clipping is statistically independent of the
Gaussian noisc, the standard deviation of the impulsive noise distribution can be calculated

by [50]

o, =.al, -o! (5.4)

Table 5.1 lists the standard deviation of the input noise signal for various modulation

indices and the values for g, calculated using equation (5.4). Comparing o, and o,, it can

be seen that the impulsive noise power is greater than the Gaussian noise power for

modulations indices above m = 0.043.

m o, (mV) g, (mV)
0 ~ 71.08 0
" 0.02 72.34 13.49
0.04 92.35 58.97
0.044 107.38 80.49
0.05 132.88 112.27
0.055 170.78 154.98
0.062 290.5 281.67

Table 5.1: Standard Deviations for Low-Pass Filtered Impulsive Noise
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5.1.2 Impulse Rate

The goal of the impulse rate experiment is to measure, for different modultion
indices, the threshold upcrossing rate as o function of threshold value for the Tow-pass
filtered impulsive noise. The output of the low-pass filter circuit was connected to the input
of the Threshold Detector as shown in Figure 5.10.  The comparator output ol the
Threshold Detector was connected to a Fluke 1912A Mulii-Counter to measure the
threshold upcrossing rate, and the threshold itself was measured with a Fluke 75
Multimeter. The Fluke 1912A Multi-Counter is a standard clectronic frequency counter and
determines the average rate by counting the number of positive-going transitions in the
comparator output for a specific sampling time and dividing the count by the sampling time.
In the experiment, the threshold value was manually increased with the potentiometer diad
on the Threshold Detector panel as the upcrossing rate and threshold voltage were
recorded. The results of this procedure for a received optical power of 3.2 dBm are shown

in Figure 5.11.

Optical Fiber
- |pitek Low-Pass
Transmitter Receiver Fllter Clrcuit

[Fluke 19124
Threshold Jmmparator Outout | Multl-Counterl
——’

t
Detector | Threshold Monitor | Fluke 75
Multimeter

Matrix Optical
Generator

Threshold
Adjust

Figure 5.10: Setup for Impulse Rate Experiment
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In Figurc 5.11, the effect of clipping is shown in the m=0.04 10 m=0.002

curves to cause “angled floors” for positive threshold values, The curve tor m = 0, which
represents the threshold crossings of the system Gaussian noise, drops quite rapidly as the
threshold voltage is increased. In contrast, the crossing rate is observed to decrease much
slower for the cases where high modulation indices induce clipping at the transmitter.
Another interesting observation is that the rate curves for the modulated cases are non-
symmetrical about the zero threshold point. The rates for positive threshold values e
considerably higher than the rates for corresponding negative threshold values which is
consequence of the single-sided nature of the laser threshold clipping. Because the error
signal, which is equal to the negative of the SCM signal during clipping, is represented by
a serics of positive amplitude impulscs, the low-pass filter output consists of positive-
oriented impulse responses. These positive-oriented impulse responses cause higher
threshold crossing rates for positive threshold values.  Another distinet feature of the
crossing rate curves for the modulated cases is the sharp drop above and below the
threshold values of 2.5 V and -1 V, respectively. To explain this characteristic, onc should
consider that the largest value excursion in an SCM signal is limited by th sum of the
amplitudes of all the carriers. For example, if /, (1) is the modulating signal consisting of a
sum of cosines as in equation (3.2), then thc amplitude of / (1} is limited by
llin(t)lSNIpcai which means that the maximum amplitude possible for a clip will be

lg = NI, — 1. The fact that the amplitude of the clips is limited by a maximum value

also means that there will te a maximum size impulse response. It is suggzsted that the
drops at 2.5 V and -1 V are, respectively, due to the highest and lowest point of the
maximum size (and positively-oriented) impulse response.

If it is assumed that each threshold upcrossing represents an excursion in the noise
siznal, then we can use the threshold crossing rate data of Figure 5.11 to approximnate the
probability density of the excursion amplitude. The excursion amplitude is dcfined as the

maximum voltage that the input noisc signal reaches between a threshold upcrossing and
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subsequent downcrossing event. The probability density of the excursion a . .0¢
should not be confused with the probability density of the noise amplitude which was
measured in Section 5.1.1. The excursion amplitude probability density shows what the
peak voltage of cach excursion is likely to be whereas the noisc amplitude probability
density, measured in Section 5.1.1, shows what the voltage of the noise signal is likely to
be gl any point in lime. The process of deriving the probability density of excursion
amplitudes is explained in Appendix D. Figure 5.12 shows the result of applying this
procedure to the crossing rate data for modulation indices of 0, 0.04, 0.05 and 0.062. As

expected, the probability of large amplitude excursions is higher for larger modulation

indices.
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Figure 5.12: DProbability Density of Excursion Amplitudes for Low-Pass
Filtered Impulsive Noise

If we assume that each excursion represents a filter impulse response, then the

curves of Figure 5.12 represent probability density of the impulse response amplitude.
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According to basic signal and systems theory (52], the impulse response amplitude is

proportional to the area of the stimulating impulse therefore the curves of Figure 5.12 can
be compared 1o the theoretical probability density of the impulse arca in the error process.
This comparison is shown in Figure 5.13 where equation (C.4) from Appendix C was
used with equations (3.13) and (3.15) to generate the theoretical impulse area curves, The
value for ¢, in equation (C.4) was not easily traceable to experimental parameters so a
suitable value (¢, = 9%/ 0?®) was found by trial and error. It can be seen from Figure 5.13
that, although the curves for impulse area have the same downward trend as the excursion
amplitude curves, they do not follow them exactly. This discrepancy is atributed to the
somewhat inaccurate assumptions of one-to-one correspondences between: 1) threshold
upcrossings and excursions; and 2) excursions and filter impulse responses. The effects of

additive Gaussian noise in the experiment also contribute to the discrepancy.
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5.1.3 Time Distribution

In this experiment, we investigate the probability density of the time interval
between consecutive threshold upcrossings in the low-pass fillered impulsive noise. It is
anticipated that the information obtained about the time interval between the impulsive noise
excursions will reveal how the clipping events at the transmitter are distributed in time. As
mentioned in Section 5.1, the correspondence between a clipping event and a threshold
crossing is nol strictly one-to-one, therefore there is some degree of uncertainty in

correlating the time distribution of clipping to the results obtained in this experiment.
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g| 1 FESNO Multimeter
Detector
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- Y Data Logging
- 7’| System
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Adjust

Figure 5.14: Setup for Time Distribution Experiment

The setup of Figure 5.14 was used to repeatedly sample the interval between
upcrossings. The TTL inputs and outputs to the Time Interval Sampler in the Threshold
Detector were controlled using a Keithley 576 Data Logging Device. The automation of the
time interval sampling was accomplished with an HP-IB connection and a Labview

program on the Macintosh computer. The Fluke 1912A Multi-Counter was connected to
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the comparator output to obtain readings for the threshold upcrossing rate. Theoreticully,

the upcrossing rate measured by the Multi-Counter should be cquivalent to the vitlue
obtained by taking the reciprocal of the average time interval sample. In the experiments,
however, it was observed that the Multi-Counter rates were up to 8 times larger than this
value for sample sizes of 5000. This discrepancy is attributed to the nonideal performance
of the Threshold Detector hardware and the different threshold crossing sensitivities of the
Time Interval Sampler and the Fluke 1912A Multi-Counter. The results of the sampling for
a received optical power of 1.8 dBm are shown in histogram form in Figures 5.15 10 5.18.
All of the histograms have a sample size of 5000. Figures 5.15 to 5.17 show the time
distribution of threshold crossings for m = 0.05 and threshold values of 0.2 V, 0.24 V,
and 0.4 V. Figure 5.18 shows the time distribution for m = 0.062 and a threshold of 1.0

V. The Multi-Counter rate measured for each case is also included with the figures.
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Figure 5.15: Time Interval Histogram for 0.2 V Threshold.
Sample Size = 5000, Multi-Counter Rate = 1.1 MHz, and m = 0.05,
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Figure 5.16: Time Interval Histogram for 0.24 V Threshold.
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Figure 5.17: Time Interval Histogram for 0.4 V Threshold.
Sample Size = 5000, Multi-Counter Rate = 95 kHz,
and m = 0.05.
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Figure 5.18: Time Interval Histogram for 1.0 V Threshold.
Sample Size = 5000, Multi-Counter Rate = 582 kHz,
and m = 0.062.

From the histograms, it can be seen that the excursion time distribution is not a
smooth function, and there exist distinct times after an excursion where the next excursion
is more likely to occur. This seems to contradict the assumption thai the clipping events ure
Poisson distributed independent time e ents. If each impulsive noise excursion represented
a clipping event, and the clipping events were Poisson distributed, then the time interval
between consecutive excursions would have the following exponential probability

distribution [61]:
p(r,)= 27" (5.5)

where 7, is the time interval between excursions. To provide a comparison, p(t,} is

plotted in Figure 5.19 where the Poisson arrival rate 4 is set to the inverse of the average

time interval in Figure 5.15.
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Figure 5.19: Time Interval Probability Density for a Poisson Process
with 1/A = 2,97 ps

In Figures 5.15 10 5.18, it is observed that the time interval probability is distinctly
pronounced at durations of 160 ns, 1.5 s, 4 ps, and multiples of 4 ps. The 160 ns and
1.5 ps durations are observed to be more dominant for lower threshold values. To explain
the dominant 160 ns interval, we observe that 1/160ns = 6.25MHz. Considering the fact
that the 50 MHz TTL time interval counter in the Threshold Detector has a resolution of 20
ns, it has been concluded that the 160 ns samples are in fact be caused by a
1/6MHz = 167ns time interval. The frequently-occurring /6 MHz time interval between
clips is directly is related to the 6 MHz spacing between adjacent carriers in the NTSC
frequency plan. The frequently-occurring 1.5 us interval is related to the carier
frequencies of Channels 5 and 6 which are not exactly 6 MHz apart from the rest of the
carriers. A more detailed explanation of the cause of the dominant 167 ns and 1.5 us
intervals is given in Appendix E. From Figures 5.17 and 5.18, it is apparent that, for

larger threshold levels, the 4 us duration becomes the dominant time interval. This is a
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consequence of the periodic nature of the modulating SCM signul. By observing that the

inverse of 4 ps is /4 us = 250kH: and that each carrier frequency is an integer multiple of
250 kHz (Channel 2 = 55.25 MHz, Channel 3 = 61.25 MHz, Channel 4 = 67.25 MHz,
etc.), then it is obvious that all the carrier oscillators undergo an integer number of periods
in the span of 4 pus. The entire (unmodulated) SCM signal is therefore periodic, and it is
reasonable to suggest if the sum of the carrier amplitudes cause the laser drive curent to fall
below threshold at particular instant in time, then another clip will likely occur 4 ps later.
The element of predictability in clipping occurrences revealed in this experiment may
possibly be exploited by implementing the appropriate error correcting measures when a

digital channel is multiplexed with the analog channels in a hybrid systen.

5.2 Down-Converter Experiments

The experimental setup shown in Figure 5.20 was used to investigate the amplitude
probability density of down-converted impulsive noise. The HP 8753A network analyzer
was used to select the frequency of the (vacant) channel to be down-converted, und the
bandpass filter in the down-converter limited the impulsive noise to a bandwidth of 15

MHz. The Intermediate Frequency (IF) of the output impulsive noise was controlled by the

HP 8642A signal generator.
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Figure 5.20: Setup for Down-Converter Experiment

5.2.1 Qualitative Nature of Down-Converted Impulsive Noise
To detennine the qualitative nature of down-converted impulsive noise, the HP

16531 A Digitizing Oscilloscope was used to capture time domain waveforms of the IF

output. Sample waveforms for a channel frequency of f, = 417 MHz and an IF frequency
of f,, = 44MHz are shown in Figures 5.21 to 5.23 where the time resolution has been
increased for each successive figure. In Figure 5.21, the impulsive noise contains large
excursions with varying amplitudes occurring randomly in time. The increased time scale
in Figures 5.22 and 5.23 reveal the presence of oscillations inside each excursion envelope.
The validity of the bandpass filter model developed in Chapter 3 is reinforced by comparing
these waveforms to the bandpass filter impulse response of Figure 3.15 which is quite
similar. It is noted that the period of the oscillations in Figure 5.23 is about 22 ns which

corresponds to the period of the 44 MHz intermediate frequency.
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Figure 5.21: Sample Waveform of Down-Converted Impulsive Noise.
500 ns/div, f. = 417 MHz, {,, = 44 MHz, and m = 0.05.
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Figure 5.22: Sample Waveform of Down-Converted Impulsive Noise.
200 ns/div, f, = 417 MHz, f,; = 44 MHz, and m = 0.05.
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Figure 5.23: Sample Waveform of Down-Converted Impulsive Noise.
20 ns/div, f, = 417 MHz, f;; = 44 MHz, and m = 0.05.

5.2.2 Amplitude Distribution

To determine the experimental amplitude probability density of down-converted
impulsive noise, the HP 54120B Digitizing Oscilloscope was used to obtain representative
histograms of the down-converter output. A center frequency of f. = 549MHz, which
corresponds to Channel 78 in the NTSC frequency plan, was chosen to be down-converted
to intermediate frequencies of 70 MHz and 0 MHz. The received optical power at the
photodetector was 1.6 dBm.

The amplitude probability densities for the cases of m = 0, 0.04, 0.05, and 0.062
are shown in Figure 524 for f,, = 70MHz. The measured standard deviations of the total
noise and the impulsive noise are also given in Table 5.2. The intermediate frequency of
70 MHz was chosen because it is commonly used in the QAM modulators and

demodulators that may be employed in hybrid systems.
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Figure 5.24: Probability Density of Down-Converted Impulsive Noise.
f = 549 MHz and f,; = 70 MHz.

m g, (mV) g, (mV)

0 3.819 0
0.02 32 | 0.008
0.04 | 4.378 | 24

TTowoaa | Tam | 2756

0.05 5.426 | 3.854
0.055 6.733 | 5.544
0.062 10.43 9.707

Table 5.2: Standard Deviations for Down-Converted Impulsive Noise.
f = 549 MHz and f; = 70 MHz.

The intermediate frequency was also setto f,, = 0MHz to determine the probability
density of impulsive noise at baseband. The curves obtained are shown in Figure 5.25 and

the standard deviations are listed in Table 5.3. If the down-converted channel were used o



102
transmit a digital signal, a curve in Figure 5.25 would represent the probability density of

the noise at the input of the decision circuit in the demodulator.

1000
—_ m=0
m = 0.04
100
= m = 0.05
[72]
S 10 m = 0.062
o
z
8 1
[
o \‘
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Figure 5.25: Probability Density of Down-Converted Impulsive Noise.
f. = 549 MHz and f,; = 0 MHz.

Table 5.3:

m o, (mV) o, (mV)
0 3.788 0
0.02 3.832 0.584
"~ 0.04 4.189 1.79
0.044 4.393 2.226
0.05 4.864 3.052
0.055 5.803 4.397
0.062 8.555 7.671

Standard Deviations for Down-Converted Impulsive Noise.
f. = 549 MHz and f;; = 0 MHz.
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Using the curves obtained for f, = 70MHz and f, = OMHz, it is possible o

investigate the effect of IF {requency on the down-converted impulsive noise distribution.
In Figure 5.26, the curves for m=0.062 for both intermediate frequencies e
superimposed to provide a comparison. It is apparent fromi the graph that an intermediate

frequency of 70 MHz causes the tail area of the distribution to be slightly higher than the
case of 0 MHz.
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Figure 5.26: Effect of Interinediate Frequency on Probability Density
m = 0.062

Because the curves in Figure 5.25 represent the amplitude probability of the
impulsive and Gaussian noise at the input to a decision circuit, they can be compared to the
theoretical model developed in Section 3.3.4. In Figure 5.27, the experimental probability
distribution for m =0.062 is compared to the theoretical distribution obtained by

performing an Inverse Fourier Transform of equation (3.44). Equation (3.33) was used
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for the characteristic function of Gaussian noise with the varjance set to the square of the

standard deviation of the m = 0 case in Table 5.3, The impulse response of the 15 MHz
bandpass filter in the down-converter was approximated by a rectangular pulse having a
time duration of 1/15MHz =66.7ns. With the value of o, from Table 5.3, equation
(3.42) was used to obtain a suitable value for A? which was used in equation (3.18) and
(3.53) to obtain the characteristic function of the impulsive noise process. A program
implemented in Mathematica (which is shown in the Appendix) was used to calculate the
theoretical probability density of the down-converted impulsive noise. It can be seen from
Figure 5.27 that the model deviates significantly from the experimental distribution at low
amplitude values. However, in the tail regions of the curves which correspond to large but
infrequent excursions, the comparison between the theoretical model and the experimental
result is quite close. It is interesting to note that a Gaussian distribution seems to model the
experimental probability density quite adequately in the small amplitude region whereas the
:mpulsive noise model is more accurate in the large amplitude region. It is observed that
shape of the theoretical curve is similar to the characteristic amplitude distribution of

impulsive noise with a large central lobe and pronounced tail regions.
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Figure 5.27: Theoretical and Experimental Probability Density
m = 0.062

To provide an interesting comparison, the theoretical curve of Figure 5.27 wus

adjusted to match the experimental curve in the central lobe region. This was accomplished

by increasing the standard deviation of the Gaussian noise component to &, =7mV and
decreasing the standard deviation of the impulsive noise component to @, = 4.9mV such

that the standard deviation of the total noise was still g, =8.555mV . The result of this
adjustment is shown in Figure 5.28 where the theoretical probability density is observed to

follow the experimental data quite closely.
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Figure 5.28: Adjusted Theoretical and Experimental Probability Density

5.3 Broadening of the Main Lobe in the Amplitude Distributions of

Low-Pass Filtered and Down-Converted Impulsive Noise

It has been observed that increasing the modulation index results in broadening of
the main lobe of the experimental amplitude probability density for both low-pass filtered
and down-converted impulsive noise. The agreement between the main lobe region and the
adjusted theoretical curves of Figure 5.9 and Figure 5.28 seems to suggest that the main
lobe is strongly related to the amount of Gaussian noise in the system. It was shown in
Figure 5.28 that the theoretical probability density matched the experimental density quite
well when the Gaussian noise component was increased in the theoretical model. A
possible explanation for this result is that the additional noise power when increasing the
modulation index may not be entirely due to laser diode clipping. Nonlinearities from other
components in the system such as amplifiers, connectors, and nonideal electronic
components may have contributed to the additional noise power seen when increasing the

modulation index. As these additional nonlinearities may not involve a had limiting
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mechanism, their contribution to the noise in the receiver may be non-impulsive. 1n fuct,

the distribution of nonlinear distortion due to sources other than laser diode clipping may be
accurately predicted with a Gaussian model, To limit the scope of this thesis, the
contribution of these other nonlinearities was not accounted for in the theoretical
development in Chapter 3. However, it is suggesied that further investigation of the
amplitude probability density of non-impulsive nonlinear distortion might useful for
developing of a complete noise model that accounts for the contributions of Gaussian,

nonlinear impulsive, and nonlinear non-impulsive noises.

5.4 BER Impairment in an AM-VSB/64-QAM Hybrid System

In this section, the BER predicted by the theoretical model is compared to the BER
of a 64-QAM signal in an experimental AM-VSB/QAM hybrid lightwave system. The
implementation. of the hybrid system and the BER measurements werce performed by Kinh
Pham, a former graduated student at TRLabs, as part of his work towards an M.Sc. thesis.
The block diagram of the hybrid system in Figure 5.29 {9] shows the QAM channel being
upconverted to a channel frequency of 417 MHz, frequency division multiplexed with 42

unmodulated AM channels, and down-converted and demodulated at the recciver.

AM Up- Optical
Modulator [Converter Transmitter I
AM/VSB | Onptical
AM Sown Electrical
-— T pe— t— Receiver
Demoduiator Converter E;’Iatr;cripass

Figure 5.29: Experimental AM-VSB/64-QAM Hybrid System
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In the experiments on the hybrid system, the BER of the QAM channel was
measured as a function of QAM modulation index for different AM modulation indices.
Two sets of experimental and theoretical curves corresponding to AM channel modulation
indices of 0.05 and 0.06 are given in Figure 5.30. The BER curves predicied by
Middleton's Class A model [62] are also included to provide a comparison. The
application of Middleton’s Class A model, which is a generalized analytical model for
combined Gaussian and impulsive noise, was initially performed by Kinh Pham [9]. It is
of relevance to note that the application of Middleton's model required a sampling of the
im»ulsive noise at the QAM channel intermediate frequency to obtain the impulsive index,
which is a parameter of the model. The curve for m = 0 is also included in Figure 5.30 to

show the BER limitation due to the intrinsic Gaussian noise in the system.

-8 Experiment (m = 0.05)
- -~ Theory (m = 0.05)
---- Middleton (m = 0.05)

-2
1x10 —A— Experiment (m = 0.06)
1x103 Theory (m = 0.06}
1x10% —— Middleton (m = 0.086)
o -s— Experiment (m = 0)
W 1x10°° %ﬁ\
1x108 ——— . e
1x107 l N~ \\
) ~> -~
1%10°8 == . - —

0 0005 001 0015 002 0025 003
QAM Modulation Index
Figure 5.30: BER vs. QAM Modulation Index in a Hybrid System
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It is observed that the penalty caused by clipping is quite severe and limits the
effectiveness of increasing the QAM modulation index to improve the BER of the QAM
channel. The theoretical BER predicted by the clipping-induced impulsive noise model is
observed to follow the experimental results quitc closely. Although Middleton’s model
does predict the BER to a certain extent, it appears to deviate from the experimental results
as the QAM modulation index is increased. This is particularly evident in the curves for
m =006 where the BER predicted by Middleton's model appears to be dropping
significantly for QAM modulation indices above 0.02. In contrast, the BER curve
predicted by the clipping-induced impulsive noise model appears to descend at the same
rate as the experimental BER. The clipping-induced impulsive noise model does not follow
the experimental result quite so closely for the case of m = 0.05 which suggests that the
model is more accurate for higher AM modulation indices. However, the clipping-induced
impulsive noise model has the inherent advantage of not requiring an experimental
sampling of the impulsive noise which is necessary if Middleton's model is used. This
advantage makes the clipping-induced impulsive noise model an attractive tool for
performing capacity studies on hybrid analog/digital systems where experimental
measurements from an actual system may not be available.

Using the model for clipping-induced impulsive noise, we can also investigate the
relationship between the BER of the QAM channel and the AM rms modulation index.
Figure 5.31 shows the BER versus AM rms modulation index as predicted by the model
for different values of QAM Signal-to-Noise (SNR) ratio. It can be seen that for 64-QAM
systems with SNR > 30dB, the BER is largely dependent on the amount of AM rms
modulation while, for a system with SNR = 20dB, this dependence is reduced duc to the

large Gaussian noise power.
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Figure 5.31: Predicted BER for 64-QAM versus AM rms Modulation Index
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6. Conclusions

The purpose of this thesis has been to investigate the statistical and qualitative
characteristics of clipping-induced impulsive noise in a subcarrier multiplexed lightwave
system. The theoretical and experimental work performed has resulted in several

conclusions on the nature of clipping-induced impulsive noise and has revealed some

potential areas of future research.

6.1 Summary of Conclusions

Although the frequency domain analysis of clipping noise is now well established,
the time domain approach presents a novel and more suitable method for characterizing the
impulsive behavior of clipping noise as it appears in the receiver. In developing a clipping-
induced impulsive noise model, the sequence of clips were represented by a Poisson train
of parabolic pulses having random areas. To determine the time domain response of a
narrowband channel, the clips were modeled as a Poisson train of impulse functions such
that the noise waveform at the output of the channel selection filter consists of a sequence
of impulse responses having random amplitudes and occurring at random points in time.
By applying Rice's Shot Noise Model [53], a characteristic function for the filtered
impulsive noise process can be derived. Using similar analysis, an expression can be
obtained for the theoretical BER of an ASK or QAM channel in an analog/digital hybrid
system.

Experimental measurements on low-pass filtered impulsive noise have
demonstrated that the amplitude probability density of combined Gaussian and impulsive
noise is close to Gaussian for small modulation indices (m = 0.02) but significantly
deviates from the Gaussian shape for modulation indices of 0.05 and higher. Measured
threshold crossing rates have shown that excursions in the impulsive noise occur quite

frequently and have large amplitudes compared to the excursions caused by the Gaussian
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noise in the system. A time distribution experiment has revealed that the probability density

of the time interval between consecutive impulsive noise excursions is not a smooth
function but is distinctly pronounced at intervals of 167 ns, 1.5 ps, 4 ps, and multiples of
4 ps. The correlation between consecutive excursions in low-pass filtered impulsive noisc
indicates that the clipping events of an unmodulated subcarrier multiplexed signal at the
transmitter have similar statistics.

An experiment on down-converted impulsive noise has qualitatively verified the
modeling of clipping-induced impulsive noise as a series of filter impulse responses. For
large amplitudes, the probability density predicted by the theoretical model is close to the
probability density obtained in the experiment. For smail amplitudes, a Gaussian
distribution is observed to predict the distribution adequately.

Finally, the theoretical model is observed to predict ,within a factor of 10, the BER
of a QAM channel in a AM-V$B/64-QAM hybrid system. Additional calculations with the
mode! show that the BER is largely dependent on the amount of AM modulation for QAM
SNRs above 30 dB.

6.2 Recommendations for Further Research

As a consequence of the theoretical and experimental results of this project, some
new ideas for further research have been spawned.

The degree of predictability of the time interval between impulses suggests that the
bit etror ratio of the digital channels in a hybrid system could be reduced by developing and
applying an error correcting scheme that takes into account the c.:pected time occurrence of
clips. Before this approach is pursued, however, an investigation of the effect of carrier
modulation on the time inicrvals should be performed as the experimental resuits were
obtained with unmodulated carriers. It is anticipated that modulating the carriers will
increase the degree of randomness of the time intervals, thus reducing the effectiveness of

the error correcting code compared to the unmodulated case.
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Considering that the QAM BER predicted by the clipping-induced impulsive noise

model has been shown to be quite accurate, it is suggested that capacity studies can be
performed to determine the optimal operating parameters for future analog/digital hybrid
systems which must combine the requirements of high analog CNR and low digital BER.
If the N-VSB format is accepted for HDTV broadcasting, the theoretical model developed
in this thesis can be extended to N-VSB in order to predict the BER degradation due to
clipping and Gaussian noise in the next-generation AM-VSB/HDTV hybrid lightwave

systems.
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CATV Channel Frequencies

NCTA Channel | Channe! Allocation| Video Carrier Harmonically Related
Designation (MH2z) Frequency (MHz) | Carrier Frequency (MHz)
~ 2 | 54-60 | 55.25 54

3 60-66 |  61.25 | 80

4 66-72 67.25 66

5 76-82 T 7728 78

6 B82-88 8326 | 84

14 | 120-126 121.25 o120

15 126-132 127.25 | 126

16 132-138 | 133.25 | 132

17 138-144 130.25 | 138

18 144-150 1a5.25 | 144

19 150-156 151.25 150

20 156-162 157.25 156

21 162-168 163.25 ez

22 168-174 169.25 168

7 174-180 175.25 | 174

8 180-186 18125 [ 180

9 186-192 187.25 | 186

10 192-198 193.25 192
X 198-204 199.25 | 198

12 204-210 205.25 204

13 210-216 211.25 | 210

23 216-222 217.25 216

24 222-228 223.25 - 222

25 228-234 229.25 | 228

26 234-240 235.25 234

27 240-246 241.25 240

28 246-252 247.25 246

29 252-258 253.25 252 B

30 258-264 259.25 258

31 264-270 265.25 264
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270-276 271.25 270
" 276-282 |  277.25 276
282-288 | 28325 22
" 288-204 | 289.25 T 288
T 204-300 | 295.25 294
" 300-306 |  301.25 300
T 306-312 307.25 306
"~ 312.318 313.25 312
318-324 319.25 318
324-330 325,25 324
~ 330-336 331.25 330 ~
© 336-342 337.25 336




Appendix B:  Modeling the Parabolic Pulses as Impulses

We consider the frequency spectrum of a parabolic pulse as it passes through a BPF

with the following transfer function:

! |w-w|sAwg, /2

0 Jo-0]>aw,/2 B

Hspr“"):{

If P (w) is the Fourier Transform of the input parabolic pulse, then the output transicnt

response of the BPF is

Po,,,(r) =F-I[Rn(w)H5pr(WJ]=2_In._[P‘n(w)HapF(w)eludw

...w'..fﬂ’.ﬁ u“Aﬂll‘— (B 2)
I 2 o ] 2 » .
=2— J‘PM(C!J)HBPF(&J)C dw+-2-— Jﬂ"(m)HBPF(w)e dw

A narrowband approximation can be made if it is assumed P,(w) is relatively flat across
the passband of H,,.(®). Justification for this assumption can be found by inspecting the
expected value of the clipping time duration 7, and considering the duration-bandwidth
relationship of the Fourier Transform. From Figure 3.7, it is observed that the average
duration of the parabolic pulses is in the picosecond range. It is well known that the
duration of a time-limited pulse is inversely related to the frequency span of its Fourier

Transform [52]. We can compare the picosecond time duration of the pulses to the

reciprocal of the BPF bandwidth (1/Af,,, = I/6MHz = 167 ns) where the BPF represents a
6 MHz CATV channel. Because 7, is much smaller than 7/4f,, . the bandwidth of the
parabolic input pulses will be much larger than the filter bandwidth, and F,(w) cun be

assumed not to vary significantly in the filler passband. Using the narrowband



approximation, the BPF output response to the parabolic pulses becomes

e Awyy w Auyy

_ "2 T2
Pou(t) = FalZ00c) _[H(w)e’“dw+m-‘—) J'H(w)e"‘"dw
o, B0y on | tup
' ‘ 2

2
~ (w0, )JF'[H(0)]= Py(®, ) hpe 1)
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(B.3)

where hg,(t) is the impulse response of the BPF. Because p, (1) is a real-valued time

signal, P, () is cven symmetric about @ =0 such that F,(w)=F,(-@) in equation

(B.3). Because the output response in (B.3) is a weighted impulse response, it is apparent

that the use of the narrowband approximation implies that the input parabolic pulse can be

treated as an impulse function.
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Appendix C: Deriving the Area Probability Density of the

Parabolic Pulses

* xp( 1)

-
Figure C.1: Parabolic Pulse
A parabolic pulse can be defined by the function x,(1):
c —r’+ﬁl M<t,/2
x,(t)=4" 4) P (C.1)

0 ,elsewhere

The area A of the parabolic pulse is obtained by integrating x,(r) with respect to time:

A = parabola area = pr( t)dr = %‘1’: = c,t;', (C.2)

where ¢, = ¢, /6.
If r,hasa probability density fu'iction given by p(r,) in equation (3.14), then the
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cumulative distribution function of A is [50]

el
CDF,(A) = pﬁ(c,rf, S A)= p,{rp s[f'—J ]

[f_]"’ (C.3)

L)

Lo (]

2

where CDF, and CDF, are the cumulative distribution functions of A and 7,

respectively. Substituting equation (3.14) into the integral expression in (C.3), the

probability density function of A is given by

243
d ! x(4/¢,)"” 1 A]
(A)=—(CDF,(A))= — e eXp —— 7| — (C.4)
p dA( A(A)) 3c,(A/c2)z‘” 2 pz P 4 TP: o
for A>0.
The expression for p(A) can be generalized to the form of
plA) = -‘f-f’—,exp[—cA”’] (C.5)

When the expression for p(A) in equation (C.5) is normalized to have unity area, we find

that

C, = .—i-c (C.6)

Substituting (C.6) into (C.5), we get

2
pA) = Eﬁ-exp[—c}lm] (C.7)



The mean square value of A is given by

— T2c A 6
Al= Io—g'-zm-exp[-m”’]rm ==

and therefore

(C.8)

(C.9)

rJ
wn
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Appendix D:  Approximating the Probability Density of

Excursion Amplitudes with Threshold Crossing

Rate Data
Noise
Voltage | Threshold @ =  «==--- ~<q—— Excursion
= e - - <#— Threshold
-
Time

Figure D.1: Definition of Excursion Amplitude

The excursion amplitude is defined as the maximum voltage that the noise signal
reaches between a threshold upcrossing and subsequent downcrossing as shown in Figure
D.1. In deriving an approximation for the amplitude probability density, it is assumed that
all excursions start at a voltage of zero, rise monotonically to a maximum voltage, and then
decrease monotonically” back to zero. Under this assumption, there is a one-to-one
correspondence between a threshold upcrossing and an excursion. Of course, the
excursions in the experimental noise waveform wiil not follow the assumption of
monotonic behavior strictly. This is due many factors such as the oscillatory nature of the
filter impulse response, the effect of additive Gaussian noise, and the superposition of
multiple impulse responses. As a result, the correspond.. ice between an upcrossing and an
excursion will not always be one-to-one as illustrated by Figure D.2. In the figure, it is
shown that. because the excursion does not monotonically increase to its maximum,

increasing the threshold value results in a single excursion causing two threshold crossing
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events. Conscguently, the single excursion cvent is detected as two separile excursion

events with two separate excursion amplitudes. This source of error should kept in mind

when considering the resuits obtained with the method described in this section.

Excursion
Excursion / Ampln.ide
Noise -~ Ampitude  Noise \ Excursion
Voltage Voltage - _ A preityde
Threshold /\v ~al}-Thrashold
~-al}-Thresho
/ N / \
- ! -
Time Time
One Excursion Detected Two Excurslons Detected

Figure D.2: One Excursion Being Detected as Two Excursions

The process of deriving the excursion amplitude probability density from the
upcrossing rate data is illustrated in Figure D.3. In the first diagram (a), the threshold
upcrossing rate (as a function of threshold voliage) is represented by the function
£....(V,,). By subtracting £, (V, ) from a constant function having the value of [, (V,,)
at V, =0, anew function f,_...(V,). which represents the ratc of excursions having
amplitudes smaller than V,, can be obtained as shown in (b). By normalizing £, ,..(V)
to have a value of one at V, = infinity, we can obtain an approximation for the cumulative
distribution of the excursion amplitude as shown by CDF, (V) in (c). Finally, a
representation (d) of the excursion amplitude probability density p,,,(V,,} can be calculated

by taking the derivative of CDF__(V,,).
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L

o Vi 0 Vi
(a) (c)

Tnot-cross’™h ! PampVin )
/ cross 10) 4

0 Vi 0 Vlh

(b) (d)

Figure D.3: Deriving Excursion Amplitude Probability Density from
Crossing Rate Data
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Appendix E:  Explanation for the Dominant 167 ns and 1.5 us

Time Interval Between Clipping Events

The cause for the dominant 167 ns and 1.5 ps time intervals between consecutive
clipping events is rooted i.* the 6 MHz spacing between carriers in the NTSC frequency
plan. The explanation for these frequently-occurring intervals is more casily understood

using the concept of Harmonically Related Carriers.

E.1 Harmonically Related Carriers

A Harmonically Related Camier (HRC) system designates a plan of curier
frequencies in which the video carriers are generated by a master 6 MHz oscillator [63].
The frequency of the different HRC carriers are multiples of the 6 MHz reference

frequency. For example, the carrier frequencies can be defined as

f.=(n+7)-6MHz, n=23.-.N. (E.1)

where f, is the carrier frequency of the n® channel and N is the highest channel number.

The corresponding harmonically related carrier for each NTSC channel is given in the table

in Appendix A.

E.2 The Dominant 167 ns Time Interval

The 167 ns time interval between clips is related to the 6 MHz spacing between
carrier frequencies. If we consider an HRC system (Channel 2 = 54 MHz, Channel 3 = 60
MHz, Channel 4 = 66 MHz, etc.), we can sce that each carrier frequency in the HRC
system is evenly divisible by 6 MHz. This means that each carrier will undergo an integer
number of periods in the span of //6.MHz = 167ns. Thus we can see that, in a subcarrier

multiplexed HRC system, if the sum of all the carriers at a specific point in time results in a
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large excursion in the SCM signal, this same excursion will occur again 167 ns later (i.c.

the SCM signal is a 6 MHz periodic signal). This concept is graphically illustrated in
Figure E.1 where Channels X, Y, and Z are all in-phase only at the beginning and end of
the 167 ns imterval. If the carriers Figure E.1 are summed to form an SCM signal, we can
see that the SCM signal will only reach its maximum amplitude at the beginning and end of
the 167 ns period. In fact, the time occurrences of the largest excursion, second-largest
excursion, third-largest excursion, and etc. are all periodic with a frequency of 6 MHz.
Thus if we set a threshold between the amplitudes of the largest and second-largest
excursion, the time interval between threshold upcrossings will always be 167 ns. This
will not be the case if the threshold is set below the second-largest excursion because the
first-largest and second-largest excursions will both cause threshold upcrossings. This
leads to the question: How does this relate to the 167 ns interval observed in the results of

Chapter 57

167 ns !

...... ||1'"“m""'|l|
I

P

i

]|||. '||ll|

el 'lll""llm“'“‘l \
Channel X ChaereI Y Channel Z

Figure E.1: Periodic Carriers in Harmonically Related Carrier System
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The experimental results of Chapter 5 were obtained using carriers following the
NTSC frequency plan. Because the NTSC carriers are not harmonically related, the
unmodulated SCM signal is not periodic at 6 MHz However, the mujority of carriers wre
spaced 6 MHz apart, and their frequencies (except for Channels 5 and 6) arc obtaincd by
simply adding 1.25 MHz to the harmonically related equivalents,. We can compure the
period of the NTSC channel carrier and its harmonic equivalent as shown below. For

Channel 2 the period of the HRC and NTSC carriers are, respectively.

! 1

typp = ——— = 18.52 t =——=]810 E.2
HRC = S MHz s T S 5SS MH: " (&-2)

and for Channel 43;

I i
tupy = e———— = 2,976 t = —
HRC = 336 MHz ns fwrse = 33725 MH:

= 2.965ns (E.3)

From equations (E.2) and (E.3), we can see that the difference in period between the
NTSC carriers and their HRC equivalents is not that great. The magnitude (0.42 ns) of the
difference between f,, and fyysc for Channel 2 is comparatively small to both the perind
of the carriers and the 167 ns period of the HRC SCM signal, and this difference is even
smaller for higher frequency channels. Based on this observation, it is suggested that even
though the NTSC SCM signal is not strictly periodic at 6 MHz, large excursions have a
high probability of occurring about 167 ns (or close to 167 ns) apart. The fact that the
carriers of an NTSC system come close to but do not exactly undergo an integer number of
periods in the span of 167 ns means that the occurrence of a threshold crossing does not
necessarily guarantee another threshold crossing 167 ns later. This uncertainty explains the

presence of longer dominant time intervals such as 1.5 ps and 4 ps. However, as indicated
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by the experimental results in Chapter 5, the time interval between consccutive clipping

events in an NTSC system has a high probability of being 167 ns.

E.3 The Dominant 1.5 pus Time Interval

The dominant 1.5 ps interval is caused by the two “oddball” carrier frequencics of
Channels 5 and 6 in the NTSC frequency plan. All the NTSC carrier frequencies in
Appendix A can be derived by adding 1.25 MHz to their harmonic equivalents except for
the carriers of Channels 5 and 6 which are 0.75 MHz below their harmonic equivalents.
Thus, Channels 5 and 6 do not contribute to the 6 MHz channel spacing argument that was
used to explain the dominant 167 ns interval in the previous section. We can investigate the
effect of the “oddball” frequencies in an HRC system by subtracting all of the NTSC carrier
frequencies, including Channels 5 and 6, by 1.25 MHz. The resulting carrier frequencies
for Channels 5 and 6 are 76 MHz and 82 MHz, respectively. We can see how they cause
the dominant 1.5 ps interval by dividing 1.5 ps by 1) the period of the 76 MHz Channel 5
carrier; 2) the period of the 82 MHz Channel 6 carrier; and 3) 167 ns. Dividing 1.5 ps by

the period of the Channel 5 carrier, we get

AW _ 14 (E.4)
1/76 MHz

Dividing 1.5 ps by the period of the Channel 6 carrier, we get

1.5us
1/82MH; (E3)

and, dividing 1.5 ps by 167 ns, we get

1.5us
/6 MH?

=9 (E.6)
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It is observed that in (E.4) and (E.S) the division of 1.5 ps by the caier periods result in
integer numbers which means that the Channe! 5 and Channel 6 carriers undergo an integer
number of cycles in 1.5 us. In equation (E.6), it is shown that a composite signal
containing all the channel carriers except Channels 5 and 6 also undergoes an integer
number of periods in 1.5 ps. (Note that all the carricr frequencies in this composite signul
are evenly divisible my 6 MHz, hence it is periodic at 6 MHz.) Thus we can argue that an
unmodulated subcarrier multiplexed HRC signal containing the 76 MHz carrier of Channel
5, the 82 MHz carrier of Channe! 6, and the remaining “non-oddball” channel carriers is
periodic with a period of 1.5 pus. This explains the fact that if a large excursion occurs in
this signal, another one will occur 1.5 s later. Of course, 1o obtain the original NTSC
carrier frequencies, we must add 1.25 MHz to the carrier frequencies in the analysis above.
However, as discussed in the previous section, this adjustment does not significantly

change the argument of periodicity and simply adds a degree of randomness to the expected

1.5 pus interval between clips.



134
Appendix F: Computer Program Listings

F.1 CNR vs. Received Optical Power (Mathematica)

‘Q'.l.l..Q.ttl.ﬁt...'lt...tt..i"""..lt.'tttttt.....OO'--ttiitiii"Q'tt!tt!)

{* noise.m "}
{* =====-- *)
{. i)
(* This program calculates the Carrier-to«Noise Ratio (CNR) in an optical ")
(* SCM system. The noise contribu.ions include shot noise, thermal noise, *)
(» and RIN noise. The total CNR ard CNR with repect to each noise source *)
(* is tabulated as a function of received optical power in a tab-serperated *)
{* data file called "CNR.Data". *)
(" ")

(.l...lt.ﬁ."ﬁili‘..tttt‘!‘t...IitI.ﬁt.tttt..lttt"itt'#.'iit.i'i't.ttﬂﬁt....)

{* dB converslon functions *)

dbtoRatio(x_] := 10~(x/10);
ratioToDB(x_) := 10 Log{l0, x];

{* N.ceived signal and nolse parameters *)

m= 0.02886; {* Modulation index per channel *)
Resp = 1.05; {* Responsivity in A/M *)

g = 1.602 107-19; {* Electron charge *)

RINdB = -160; (* RIN noise in dB/Hz *)

RIN = dBtoRatio[RINdB]; (* RIN noise *)

B =4 10"6: (* Channel bandwidth in Hz *)

ith = 6 10~-12; {* Thermal noise in pA/Sqrti{Hz] +)
Pr[PrdBm_] := dBtoRatio[PrdBm)*0.001; (* Received optical power in Watts ¥}

{* Calculate gignal power *)

gignal [PrdBm_] := N|[0.5 (m Resp Pr[PrdBm])*2];

(* Calculate different noise terms *)

noiseShot [Préam_] := N[2 g Resp Pr[PrdBm] B];

noiseRIN[PrdBm_]} := N[RIN Resp”2 Pr[PrdBm]~2 B}:

noiseTherm := N[ith~2 B];

noiseTot|PrdBm_] := noiseRIN[PrdBm) + noiseShot[PrdBm] + noiseTherm;

{* Calculate CNR's *)

CNRShot [PrdBm_) = N[signal [PrdBm)/noiseShot {PrdBm]];
CNRRIN([PrdBm_) := N[signal (PrdBm]/noiseRIN[PrdBm]);
CNRTherm[PrdBm_] := N[signal [PrdBm]/noiseTherm];
CNRTot (PrdBm_] = N{signal [PrdBm)/noiseTot[PrdBm]);
CNRShotdB{PrdBm_] := N[ratioToDB[CNRShot{PraBm]]};
CNRRINGB[PxdBm_] ;e N[ratioToDB[CNRRIN[PrdBm]}];
CNRThermd® [PrdBm_] := N{ratioToDB(CNRTherm[PrdBm]]];

CNRTotdB([Prdbm_) N[ratioToDB[CNRTot[PrdBm]]);



(* Main Loop *}

outfile = OpenWrite["CNR.Data");

For [power=10, power >= -30, power=power - 1,
WriteStringloutfile,power, "\t",CForm[CNRShotdB[power]]."\t",

CForm [CNRRINAB(power]]., "\t',

CForm[CNRThermdB [power] ], “\t", CForm[CNRTotdB|[power})."\n"}):
]

Close["CNR.Data");

F.2 Program for Calculating Experimental Noise Amplitude Probability
Density (C Programming Language)

sinclude <stdio.h>
sinclude <sgtdlib.h>
tinclude <string.h>

sdefine NORMALIZE 1 /* output normalized data or raw data */
sdefine NUMBUCKET 256 /+* number of histogram categories */

/ﬂ#t...'ﬁ‘t.t.ii.ﬁtl.'t'l!"lt.ttiﬁﬁttt.ﬁ..*i.ﬁt#‘.ﬁ'Q..t..ti.iit.ltﬁt-.../

/* This programs reads in the ascii data file generated by the v/
/* HP54120 Oscilloscope Histogram Labview program and outputs a */
/* normalized PDF derived from the histogram data. The output file 74

/* is a tab-seperated file with the voltage column on the left and the ¢/
/* PDF column on the right. The normalization is achieved by finding o/

/* the area of the histogram using Trapezoidal Rule and multiplying */
/* the histogram counts by the inverse of the area. */
/* .y
/* The arguments to this program are: */
yz ./
/* <execname> datafile ./
/* o/

/.i..‘*‘ﬁ'.'ﬁ.i..‘...".-."-I..I."...."-ii.‘.'..t....t...l'."..."..'./

main({int argec, char *argv|])
{
char outfilename[50}, btucferStringl[500], bufferString2({100]), bufferString3(100};
char junkString(100]);
float offset, range, normalizedData[NUMBUCKET]:
float sum, area, bucketWidth, xval;
int i, rawbata{NUMBUCKET];
FILE *infile, *outfile;
int temp;

if (argec = 2)
{
printf("Wrong number of arguments!\n®};
exit(0};
}

infile = fopen(argv([l]."r"):
strcpy(outfilename, argv(l]):

strcat(outfilename, ".dat"});
outfile = fopen{outfilename, "w");
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/* Line #1 is just file comments */

fgets(bufferStringl, 500, infille):

/* Line 92 has the number of samples */

fgeta{bufferstringl, 500, infile);

/* Line #3 has the time window */

fgets(bufferStringl, %00, inflle);

/* Line #4 has the voltage cffset */

fgets(bufferstringl, 500, infile);

sscanf (bufferstringl, "ts V8", bufferString2, bufferString3);

offget = atof (bufferStringl):

/v extra line */
fgets(bufferstringl, 500, infile):

/* Line 95 has the probe attenuation */
fgete(bufferStringl, 500, infile):

/v extra line »/
fgeta({bufferstringl, 500, infile);

/* Line #6 has the voltage range */

fgets(bufferStringl, 500, infile):

sscanf(bufferstringl, "%s %s8", bufferString2, bufferStringld};
range = atof (bufferString3);

/* extra line */
fgets(bufferstringl, 500, infile);

/* Read in Histogram data */
for (i~0; i < NRUMBUCKET; i++)

{
fscanf{infile, "%d %¢", srawData[i). bufferString2):
1

/* Use Trapezoidal Rule to find area of Histogram */

bucketwidth = range/NUMBUCKET;
sum = rawData[O0};
for (i=1; i < (NUMBUCKET - 1}); i++)
{
sum = sun + 2.0+rawDatafi];
}
gum = sum + rawData{NUMBUCKET]:
area = bucketWidth*({sum/2.0):

/* Normalization Routine */
for (i=0; i1 < NUMBUCKET; i++)

normalizedData[i] = (l/area)*rawData(i):
)

/* Output Formatted Data Routine */



for (i=0; i < NUMBUCKET: i++)

xval = offset - range/2 + i*bucketWidth;:
printf("Sf\ttd\tte\n”, xval, rawData|i]. normalizedDatali]);
fprintf(outfile, "%f\t", xval);
1f (NORMALIZE)

tprintf(outfile, “Se\n"., normalizedData{i}}:
else

fprintf{outfile, "Nd\n". rawData([il):
}

fclose(infile);
feloge({outfile);

F.3 Program for Calculating the Experimental Probability Density

of Excursion Amplitudes (Matiab)

% genlmpulseAmpPDF.m

!

%\ This program generates the probability density of excursion amplitudes
% pased on the thresold upcrossing rate data.
]

A Load in upcrossing rate data
load CrossRateModIndex6.dat;
inputArray = CrossRateModlndex6:
arraySize = size{inputhArray,l):

% Seperate the data into vectors containing threshold values and
% corresponding rates

threshold = inputhrray(l:arraySize,l);

rate =- inputArray(l:arraySize,2);

threshold = flipud (threshold);

rate = flipud (rate):

% Generate excursion amplitude prcbability density

tempVector = rate(l)*ones{arraySize,1} - rate; A generate cumulative distrbn
pdf = diff(tempvector) ./ diff(threshold); \ generate prob distrbn from
cumulative

threshold = (threshold(l:(arraySize-1)) + threshold(2:arraySize))/2; s adjust
threshold axis

% Normalize the probability density to have an area of one
integral = trapz(threshold,pdf);
pdf = pdf/integral;

% Plot
semilogy(threshold,pdf);

A Write to output file
outfile = fopen('1mpulseAmpPDFModIndex6.dat','w');
for i=1:(arraySize-1)
fprintf(outfile, ‘Ad\the\n', threshold(i), pdf(i)};
end
fclose(outfile):
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F.4 Theoretical Probability Density of Area of Impulses in Error Process
(Matlab)

-

theoryImpul seAmpPDF.m

This program calculaves the probability density of the area of
the impulses in the eiror process based on Mazo's theory.

- e e

% Set vonstant c2 and generate xaxis
c2 = 9410°26;
wVector = (0:0,1:3);

\ Calculate probability densities for 0.05 and (.06
% mod index per channel

AMmodIndex = 0.05; % mod i.udex per channel

NN = 42; % number of channels

mu=sgrt( { NN*AMmodIndex~2)/2}; A ms mod index

rho = 1/(2*mu*2);

fb = 337,25+10"6; % highest frequency AM chinnel
fa = 55.25*1076; % lowest frequency AM channel
rate = ((fb*3 - fa~3)/(3*(fb - £3)))"0.5 *» exp(-rho); & clip rate
Tave = erfc(sqrt{rho)})/(2*rate); A\ average clip duration

pdfl = areapdf({xVector,c2,Tave); % generate prob density

AMmodIndex = 0.062;

NN = 42;

mu=gqret( (NN*AMmodlndex”2}/2):
rho = 1/(2*mu"2);

mod index per channel
number of channels
rme mod index

- e

fb = 337.25+10"6; % highes: fregquency AM channel
fa = 55.25+*10"6; v\ lowest freguency AM channel
rate = ({fb~3 - fa~3)/(3*{fb - fa)))"0.5 * exp(-rho}; @ clip rate
Tave = erfc(eqrt{rho))/(2+rate); % average clip duration

pdf2 = areapdf (xVector,c2,Tave): % generate prob density

pdf = [pdfl' pdf2']);

%\ Plot

semilogy(xVector,pdf);

% Write data to a files
cutfilel = fopen('theoryImpulseAmpPDFMI5.dat', 'w’);
for i=1:length({pdfl)

fprintf({outfilel, 've\tSd\n', xVector(i), pdfl(i)):
end
fclose(cutfilel);

outfile2 = fopen('theorylmpulseAmpPDFMI6.dat’, 'w'});
for i=l:length{pdf2)

fprintf(outfile2, 've\tSd\n', xVector(i), pdf2({i));
end
fclose(outfile2);

function z = areapdf(x,c,tbar)

% Impulse Area PDF

SImpulse Area POF

% Calculates the value of the PDF at the Yacations in x. The PDF



v i based on Mazo's theory of parabolic clips with time duration
% following a Raylelgh distribution,

z = ( pL ./ (6%c™{2/3)*x.~(1/3)*tbar"2) § . exp{! pi * (x/C)."(2/3))/(4*thar"2))

F.5 Theoretical Probability Density of Down-Converied Impulsive Noisc
(Mathematica)

('1"'.itt't'tt.t'.ttlilii"t.ti..ii.'t..i*l'*..ﬁ-...!ti....t.ttﬁ.'.'..ﬁi..Q..)

{* shotRectApprox.m *)
(# ====ccsmmeccca=- *)
(* *)
(* This program determines the probability density of down-converted *)
(* Gaussian + clipping-induced impulsive noise, The baseband filter "}
(* impulse response is approximated with a rectangular pulae haviiq 2 *)
(* duration of l/{channel bandwidth). )
(t ')

(itiii.'ll't‘...'..iI..llf..l.‘..'l.'il.-t--ht.t'ti.iitlttl.'.'-‘O..t‘..tt...)
{* dB Conversion functions *}
dBtoRatio[x_] := 10°(x/10);

ratioTobB(x_] := 10 Log(1l0, x);

{* Set Bystem parameters *)

NN = 42; {* Number of channels *)
AMnodIndex = 0.062; (* Mod index per channel +*)

mu = N[Sqrt[(NN AMmodIndex~2)/2]]); (* Total rms modulation index *)
fb = 337.25 1076; (* Highest frequency AM channel *)
fa = 55.25 1076; (* Lowest frequency AM channel *)

(* Calculate Mazo's thecretical rate of clipping *)

rate = {{fb~3 - fa~3)/(3({fb - fa)))~0.5 Exp(-1/(2 ma~2}};

(* Set the channel bandwidth and determine its inverse ¢)
fc = 15 10"6; (* channel bandwidth in Hz +*)
Te = N[1/fc);

(* Set the impulsive noise power, Gaussian noise power, and calculate the clipping
index *)

varl = N[{0.007671)"2]; {* variance of impulsive noise in V-2 *;
varG = N[(0.0037876)"2]; (* variance of Gaussian noise in V°2 *)
varTot = N[varl + varG]: (* variance of total noise in V"2 *)

clippingindex = N[Tc rate]:

Print{"varI: ", varl,* wvarG: ", varG, " clippinglndex: ", clippingindex, * rate: ",
rate};

Print([* “);



(Ct...'.l'O-..'".....‘-.....'...t.."."'.‘..-t...."ﬁ“...""l"."...-

{* Dariving the PDF

{* This routine determines the pdf of shot noise combined with Gaussian
{(* noise by sampling the characteristic function and taking the Inverse
(* Fapt Four'er Transform (IFFT).

(* Variables:

{* n - number of points to use in the IFFT
{* maxV - maximum value of v for sampling the characteristic function M(jv)
{* sampledM - the list of M({jv) sample points to be IFFT'd; the first half

of the list is made by sampling M(jv) from ve=0 to vemaxV, ‘.ne
gsecond half is made by imposing the condition that the real
part of the total 1list must be symettric and the imaginary
part of the total list must be anti-symettric {for a real pdf)

(* deltav - interval size of the M({}v) samples
(* deltal - the corresponding interval size of the pdf samples obtained
(* from the IFFT

(l

*)
*)
*)
*)
*)
*)
")
*)
*)
")

‘.t!.Qt'tltt."'iitlt"ﬂ.t...lI..t‘.ltti*ﬂi‘tﬁt-.t"ltit*ttt"t'.ﬁttt*"*ttii')

pulseEnergy = 1,0*Tc;

meanSquareh = N[(2*varl}/(ratu*pulseEnergy)]:

c3 =~ N[ (6/meanSquareA)”~(1/3)];

integrallv_) :« Which[v == 0, 1. True,
(29€3(3/2)*E~((24C33)/(27°v"2) )" (3/PL) ™ (1/2)*(v"(-2))"(1/2)*

BesgelK[1/6, (2+*c3~3)/(27*v"2)1)/9]:

{* Parameters for sampling the characteristic function *)

n = 2"11;

maxV = 2 10°3;

deltaV = maxv/({n/2}.
deltal « {2 Pi)/(n deltaVv);
Print["n = ",n , " deltaV = ", N([deltaV], " maxVv = ",maxV 1;

Print[" "]:
print("™ ");

(* Sample the characteristic function *)

sampledM = [};

sampledMG = {}:

vAxis = [}
pdfAxis = {);

For [i=0, 1 <= n/2, i++,

v = i*deltaV;

thelntegral = integral{v].

sampledM = Append[sampledM, N[Exp{-(v*2 varG)/2] (1 - clippingIndex +
clippingIndex*thelntegral)] 1;

sampledMG = Append[sampledMG, N[Exp[-(v*2 varTot}/21] 1:

vAxis
pdfAxis
Print("

= Append[vAxis, Niv]]:
= Append[pdfAxis, N[irdeltall);
£: "4, v: ",N[v]," M: ",

140

N{Expl-(v~2 varG}/2] (1 - clippingIndex + clippingIndex*thelntegral)) J:

(* The rest of sampledM is calculated so that the final list is real-symetric and

Printi{" "}:

imag-antisymetric *)



141

sampledM[[(n/2 + 1)]1] = Re{sampledM[{(n/2 + 1)]]);
sampledMG( [ (n/2 + 1)]] = Re(sampleddG([(n/2 + 1)]])):

For [i= (n/2), L >= 2, L = 4{ - 1,
sampledM = Append|sampledM. Conjugate(sampledM{[i]]]]:
sampledMG = Append(sampledMG, Conjugate {sampledMG{[1]]]]:
vAxis = append([vAxis, -vAxis[[i]])]:
pdfAxis = Append{pdfAxis, -pdfAxis([{i]]]:
1

{* IFFT )

Print["IFFTing..."):
pdf = N[((2*maxV)/(2*Pl)) (1/5grt[n]) InverseFourier({sampledM]):
pdfG = N[((2*maxV}/(2+Pi}) (1/5grt(n]) InverseFourler|sampledMGl]:

(* Rearrange arrays *)

combinedPdf = (pdfAxis, Re[pdf]):
combinedPdf = Transpose{combinedPdf];
combinedPdfG = (pdfAxis, ReipdfGl):
combinedPd{G = Transpose|combinedPdfG];

{* Save data to a file in tab-seperated format *)

ocutfilel = OpenWrite["DC8SteveAmpPDFModIndex6.dat®);
shortpdf=Join|[Take[combinedpdf,-100], Take [combinedPdf,100]]:
For [i=l, i<= Length(shortPdf], i++,
Writestring(cutfilel, CForm[shortPdf[[4.1]]1]), *\t",CForm|[shortPdf [[{i,2])], "\n"];
)
Close["DCBSteveAmpPDFModIndex6 . dat”);

outfile? = OpenWrite|"DC8GaussAmpPDFModIndex6.dat"]:

shortpdf=Join|Take[combinedPdfG, -100], Take (combinedPdfG, 100)}:

For {i=1, i<= Length[shortPdf], i++,
WriteString[outfile2, CForm{shortPdf([4,1]1], *\t",CForm([shortPdf [[1,2]])]., "\n"];
i

Close["DCBGaussAmpPDFModIndex6.dat" ) ;

F.6 BER vs QAM Modulation Index (Mathematica)

(lttttttiit.t'tt’ttt..'itii-'ttﬁti!i"'.ttt"ﬁii."'t'tttt..tﬁ".‘...t'.lﬂﬂt‘)

{(* gam2.m *)
(* ====-- *)
(' .)
{* This program calculates the BER vs. QAM mod index for a QAM channel *)
{* in a hybrid AM-VSB/QAM lightwave system. "}

(* *)

(tltt.lt‘ti.Qttt'ﬁi'.t‘tt"'Qﬁi'tt!t.tt.t‘.'t#ﬁtt..'ttl"i..‘t..tli...t.."'.)

(* Set some system parameters *)

AMmodIndex = 0.06; (*AM mod index per channel®)
NN=42;: (*Number of channels*)
mu=N{Sgrt{ (NN AMmodldex~2)/2]): (*Total rms modulation index+)
Resp= 0.94; {*Responsivity*)

Po= -1; (*Received optical power in dBm+)
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Jr = (10~{Po/10))%0.001; (*Received optical power ip Watts®*)

(+ Set the symbol rate apd calculate the symbol period *)
aymbolRate = 4.5833 1076

timeTa = N{1/symbolRatel];
timeT = 0.5 timeTs;

{* Calculate clipping rate and clipping index *)

fb = 337.25 1076; {* Highest frequency AM channel *)
fa = 55.25 10°6; (* Lowest frequency AM channel *}
rate = {(fb*3 - fa~3)/(3(fb - £a)))~0.5 Exp[-1/(2 mu"2)]: {* Rate of clipping *)

clippinglndex = N[timeTs rate];

(*» Specify impulsive and Gaussian noise powers *)

(* Note: The impulsive noise power was calculated using the ")
(* nonlinear distortion model in reference [38] (Alameh and ")
{* Minisian). The Gaussian noise power was obtained from Kinh *)
(* Pham's experimental data. *)
varl = N[3.093 10"-15]: (* impulsive nolse power in A2 *)
varG = N[1.834 10~-15]); (* Gaussian ncise power in A2 *)

print{"varl: *, varl,” varG: ", varG, " clippinglndex: ", clippinglndex, " rate: ",
rate);

{* QAM parameters *)
M= 64;
Pave[QAMmodIndex_) := (OAMmodIndex*2 {(Resp Pr)“2)/2; {* Ave signal power *)

dminOver2[QAMmodIndex_] := N[Sqrt[Pave[QAMmodlndex] 2.333)/(5qre(M] - 2)): {* Limit
for integration *)

(..‘...itﬁiiii.t't..ti*i..tti.'.t.ﬁi*i.t.'t"..titiiiit.'ﬁttttiiitt.i"ti.tt'Q)

{* Calculating the noise probability density *)
{' ----------------------------------------- i)
(* *)
(* This section of the program determines the pdf of shot nolse combined ")
{* with Gaussian noise by sampling the characteristic function and taking vy
{(* the Inverse Fast Fourler Transform (IFFT). )
(Q .)
(*» variables: *)
{* *)
(* n - number of points to use in the IFFT *)

(* maxV - maximum value of v for sampling the characteristic function M(jv) *5
(* sampledd - the list of M(jv) sample points to be IFFT'd; the first half »)

(* of the list is made by sampling M(jv) from v=0 to v=maxV, the =)
(* second half is made by imposing the condition that the real *)
{(* part of the total list must be symettric and the imaginary *)
{* part of the total list must be anti-symettric (for a real pdf) *)
(* deltav - interval size of the M(jv) samples ")
{* deltal - the corresponding interval size of the pdf samples cbtained )
(* from the IFFT *)
(i .’

(.'t.i"t'.i'Q.'t‘t.'ﬁ.'.".Oi'iltlt‘t.".i..'t..*i!t.'ﬂtt"it.tt".l.tttttt*')

{* Calculate mean square of impulse area and define integral in characteristic func *)

h{t_] := Which[N[Abs[t])] <= N{timeT], 1, True, 0); (* Paseband shot noise waveform *)



pulseEnergy = N(Integrate(h{t]*2, (t. -timeT, timeT}]): Print|"pulseEnerqy:
%, pulseEnergy); (*Pulse Energy*)
Princ(|™ ")
meanSquareA = N[(2*varI)/(rate*pulseEnergy)}: (* Mean square valuc of impulse area *)
el = N[(6/meanSquareh)~{1/3)];
integral(v_] := Which{v == 0, 1, True,
{203~ (I/2) EN((2%CA ) /{270 22 (3/PL)M(1/2) (v (=217 (/)
BesselK{1/6, (2*c3*3)/(27*v~2)]1)/9);

(» Parameters for sampling the cuaracteristic function *)

n= 2"13;

maxv = 5 10°8;

deltaV = maxv/{n/2);

feltal = (2 Pi)/(n deltaV):

Print("n = ".n , " deltav = ",N{deltaV), " maxV = ",maxv }:
print["varI: ", varl," wvarG: ", varGl;

print([" ");

Print(" "]:

{* Sample the characteristic functiocn ¢)

gampledM = (};
vhxis = (]);
pdfaxis = [):
For [i=0, 1 <= n/2, 1i++,
v = jvdeltaV;
theIntegral = integral{v):
sampledM = Append[sampledM, N{Exp[-(v"2 varG)/2] (1 - clippingIndex +
clippingIndex+*thelntegral)] ]:
vAxis = Append([vAxis, N[v]]:
pdfaxis = Append(pdfAxis, N(i*deltaIl):
Print|® i: “,4," wv: ",N{v]," M: ",
N[Exp[-(v~2 varG)/2] (1 - clippingIindex + clippinglndex*thelntegral)j |;
Print(™ "):
1

{(* The rest of sampledM is calculated so that the final list is real-symetric and
imag-antisymetric *)

sampledM[[(n/2 + 1)}]]) = Re[sampledM([[(n/2 + 1)]]):

For (i= (n/2}, 1 >= 2, i =4 -1,
sampledM = Append(sampledM, Conjugate[sampledM([([i]]]]:
vAxis = hppend[vAxis, -vAxis[[i]1]):
pdfaxis = Append(pdfixis, -pdfAxis[[i]11}:
1:

(* IFFT *}

Print("IFFTing...");

pdf = R{({2*maxV)/(2*P1})) (i/Sqrt(n]) InvergseFourier[sampled¥]];
{* Make matrix with x-axis and corresponding y-axis values *)
combinedrdf = (pdfAxis, Re[pdf]}:

combinedPdf = Transpose[combinedPdf];
combinedPdfT = Transpose{combinedPdf];
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{* Routine for calculating BER *)

BERLai [QAMmodindex_] := (
gtart = Round(N[dminOver2[QAMmodindex)/deltal]];
atop = Length[combinedPdf}/2;
(* find area in interval (start,stop] using trapezoidal rule *}
tail = (deltal/2) * Apply(Plus, (Take|[combinedPdfT{[2]]. {start, stop - 1})
+ Take|combinedPdfT{[2]]. {start + 1, stop}))}:
Return{(4/legl2,M]) (1 - 1/5qrt[M]) tall);
)i

{* Calculate BER vs. QAM mod index and save to a file *)

cutfile = OpenWrite["AMmod6-Lail.dat");

For [QAMmodIndex = 0.001, QAMmodIndex <= 0.0301, QAMmodIndex = QAMmodIndex + ©.001,
BER = BERLai (QAMmModIndex]:
WriteString|outfile,CForm[QAMmcdIndex], " \t",CForm[N[BER}],"\n");

Print [CFor.., wAMmOdIndex), " ®,CForm(N[BER]}]];:
I:

Close["AMmodé-Lail.dat");
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Appendix G: Threshold Detector Design

This section contains the block diagram and detailed circuit schematics of the
Threshold Detector that was desisned and built at TRLabs to analyze low-pass fiitered
impulsive noise. As shown in the block diagram, the major blocks o' the Threshold
Detector are placed on two separate circuit boards: the analog board and the digital board.
The major blocks include the amplitude limiter, comparator circuit, edge detector, counter
controller, counter, output data multiplexer, and reset logic. The RF input, comparator
output, and threshold level monitor are accessed via BNC connections on the front panel of
the Threshold Detector. The digital inputs and outputs to the digital board are accessed
through a 50-pin D-sub connector on the front panel and are TTL compatible. The
operation of the circuits on the digital board at 50 MHz was achieved with FAST TTL ICs
from National Semiconductor.

In the amplitude limiter circuit, two voltage-regulating Zener diodes are used with
two high-speed Schottky diodes to limit the voltage at the comparator input to above -4.4 V
and below 4.4 V. A 1 pF capacitor is used to block the DC content of the input RF signal.
In the comparator circuit, the AD588 Precision Voltage Reference is used with a 10 KQ
potentiometer dial to supply an adjustable and stable threshold voltage to the AD9696 high-
speed comparator. The comparator output is buffered and sent to the output of the
Threshold Detector. The comparator output is also sent to the edge detector on the digital
board. The edge detector uses threz D-type flip-flops in a master/slave configuration to
asynchronously detect a falling edge in the inverted output signal from the comparator.
When a falling edge occurs, the edge detector generates a pulse one clock period wide (20
ns) that is synchronized to the 50 MHz system clock. The pulse from the edge detector
indicates to the counter controller when to start or stop the counter depending on the current

state of the controller. The state diagram for the counter controlier is shown below:
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State Invalid
Representation States

Sample

/_\ Edge

Sample! C
Edge‘C\/‘

Edgs

Data Ready N
Enable! >

Sample

Edge Edgel

Edge Data Readyy),

Clear Y

011
Enable! |,

Figure G.1: Counter Controller State Diagram

In the state diagram, *Sample” is the TTL input used to request a time interval sample.
“Edge" is the falling edge indication from the edge detector. The “Enable!" signal activates
the counter and “Clear” resets the count to zero. The “Data Ready” output indicates that a
time interval sample is ready. The 32-bit SO MHz counter is implemented with four 8-bit
counter ICs connected in a ripple-carry configuration. The 32-bit parallel output of the
counter is accessed with the output data multiplexer which allows the either the upper or
lower 16 bits of the counter to re:d. The MSW/LSW! input controls whether the upper or

lower 16 bits are presented at the output. In the reset logic, provision is made for resetting
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the digital board circuitry with either the manual reset push-button on the front panci or by

setting the Reset! input to a low logic: levzi.
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