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Abstract

Two case studies of large scale particle transport, using a test particle approach
in Earth’s magnetosphere, are presented. The first case considers different
possible entry paths of solar wind plasma into the magnetosphere for quiet ge-
omagnetic conditions. Solar wind plasma is captured in the high latitude cusp
region and subsequently enters the magnetosphere. Most of the penetrating
particles flow into the tail. Nevertheless, some particles drift into the inner
magnetosphere and populate the houndary layers and plasma sheet. Other
particles are trapped around Earth and produce a ring current-like region.
The second case considered focuses on electron response to a transient process
triggered by solar wind dynamic pressure pulse. The results illustrate electron
adiabatic injections and corresponding energy flux enhancements, and suggest
that the induced carthward E x B drift has an effect on particle transport and
energization during the dipolarization-like process associated with solar wind

pressure pulse.
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Chapter 1

Introduction

1.1 Interaction of the Solar Wind with the
Earth’s Magnetosphere

1.1.1 Solar wind and interplanetary magnetic field

The solar wind is a supersonic flow of plasma which is continuously ejected
from the outermost region of the Sun (corona) into interplanetary space. The
mechanism of continuous solar wind formation was first explained by Parker,
assuming an equilibrium state model [Park, 1958]. He showed that the thermal
energy of solar corona plasma (about 200eV) is high enough to be able to
escape gravitational attraction and form a constant streaming outflow.
Because of the high electrical conductivity of solar wind plasma. magnetic
field lines are frozen in the plasma, in the sense that magnetic ficld lines must
move outward with the expanding solar wind, thus forming what is called
the interplanetary magnetic field (IMF). The solar wind moves out almost
radially from the corona in the Sun’s frame of reference. The rotation of the

Sun, however, gives the magnetic field a spiral form.
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Figure 1.1: lllustration of the main components of the Earth’s magnetosphere, [rom
http://www.physics.arizona.edu/physics/news/matters/fall96 /spacephy. html

1.1.2 Basic configuration of Earth’s magnetosphere

The magnetosphere is the plasma environment in space around Earth extend-
ing to approximately ten Earth radii (Rg = 6370km) in the dayside, to several
hundreds Rg away in the nightside, which shape is controlled by the interaction
of Earth’s magnetic field and the IMF. Because the solar wind is supersonic,
there is a shock boundary, in front of the Earth’s magnetosphere, called the
bow shock. The outer boundary of the magnetosphere is called the magne-
topause, and the magnetosheath is the region between the bow shock and the
magnetopause (See Figure 1.1). The plasma in the magnetosheath originally
comes from the solar wind. Its density is typically larger than the solar wind
density and the inner magnetospheric plasma density.

The magnetosphere is pulled out on the nightside and forms the long tail-
like region called the magnetotail. A schematic cross section of the magnetotail
is illustrated in Figure 1.2. The region close to the magnetopause is defined

as the houndary layer. It can be divided into a plasma mantle and a low
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Figure 1.2: Cross section of the magnetotail showing the principal plasma regions, from
Joe Borovsky, http://www-ssc.igpp.ucla.edu/gem/tutorial /2004 /borovsky.pdf

latitude boundary layer (LLBL). The layer of tailward moving plasma inside
the high latitude magnetosphere is identified as plasma mantle, and the LLBL
is the layer near the equator. The detailed configurationus of these regions are
affected by the direction of IMF: the LLBL is thicker for northward IMF while
the plasma mantle is thicker for southward IMF [Sckopke and et al., 1981].
The plasma sheet is the region of closed field lines located in the centre of
the magnetotail near the equatorial plane. A typical particle density there is
about 0.5¢rn~3. The average particle energies are 0.6 keV for the electrons
and 5.0 keV for the protons. The low density regions between plasma sheet
and plasma mantle arc called lobes; in which the magnetic field lines are open
and nearly parallel or anti-parallel to the sun-Earth line. In addition, there is
a transit region observed between the plasma sheet and plasma lobes named

the plasma sheet boundary layer (PSBL).

1.1.3 Magnetic reconnection

Magnetic reconnection is a fundamental physical phenomenon occurring in

a magnetized plasma. [t changes the topology of magnetic fields by break-
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Figure 1.3 A schematic illustration of magnetic reconnection with different IMF (from
[Lockwood, 1995])

ing magnetic lines and reconnecting them in a different way. The concept of
magnetic reconnection was first applied to magnetospheric physics by Dungey
11961]. When the oppositely pointing IMFEF and geomagnetic field lines ap-
proach each other, the open geomagnetic field lines, with one end on Earth
and the other in interplanctary space, are formed by reconnection and establish
a link between the Earth’s field and the IMF. Dungey was primarily concerned
with southward IMF, which results in a fivst reconnection in the subsolar re-
gion at the magnetopause and a second one in the X-point at the distant
tail. For northward IMF, reconnection occurs at the tailward cusp region,
where the orientation of Earth’s magnetic field lines and IMFE are also anti-
parallel. Figure 1.3 shows the dayside magnetic reconnections with different
IMF conditions (1.3a represents the southward IMFE situation, 1.3b represents
the northward IMF situation). where X-point is the place of reconnections oc-
currence [Lockwood, 1995]. Through solar wind-Earth intcraction, magnetic
reconnection provides a natural mechanism for mass., momentum, and energy
transport from the solar wind into the magnetosphere, and it drives large scale

magnetospheric convection.
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1.2 Transport Processes in the Magnetosphere

1.2.1 Contribution of different plasma sources to the
magnetosphere
The two main sources of plasma in the magnetosphere arc the solar wind,
as an external source, and the ionosphere, as an internal source. In order to
understand some open questions concerning entry and transport mechanisms,
and assess the relative origins of plasma in the magnetosphere, it is necessary
to consider a combination of simulation studies and observations. Usually the
solar wind source dominates the distant region from Earth and the ionospheric
source dominates the near-Earth region. The exact relative contribution. how-

ever, depends on the solar wind conditions and other geomagnetic conditions.

1.2.2 Possible entry and transport mechanisms for solar
wind plasma

Several mechanisms have been proposed to account for the transport of the

solar wind plasma into the magnetosphere. Two of the principal ones are

described below.

Magnetic reconnection: The dayside reconnection model refers to the
merging of the geomagnetic and interplanctary magnetic fields somewhere on
the magnetopause. The reconnection also connects the magnetosheath flux
tubes with the magnetospheric flux tubes as they are pulled along into the
magnetotail by the solar wind. The reconnecting field lines lead to an open
access for solar wind plasma across the magnetopause through plasma flow.
In previous studies [Raceder and et al., 1997, Song ct al., 1999], it is noted that
most of the plasma flow simply passes around the magnetosphere along the
open field lines, without going through the inner magnetosphere and plasma

sheet.

[y
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Kelvin-Helmholtz instability: The Kelvin-Helmholtz instability (IKHI)
is not a direct mass transport process. However, when the KHI occurs under
various sharp shear boundary conditions, it develops large scale flow patterns
(KHI vortices) along the boundary layers, which distort the magnetopause sur-
face and lead to magnetosheath particle trapping and mass transport across
the magnetopause and boundary layers [Fujimoto and Terasawa, 1994]. Al-
though plasma entry along the tail flank induced by KHI has been observed
and simulated [Fujimoto and et al., 1998], the question of whether this process
contributes on the dayside magnetopause or at the inner edge of the LLBL is
still an open question.

There are some other entry mechanisms, but they are of lesser importance.
In test particle code simulations discussed in this thesis. only the effect from

magnetic reconnection will be considered.

1.2.3 Transport during a transient process in the near-
Earth region
During certain transient processes of the magnetosphere, the local magnetic
field configuration may change rapidly. This, in turn, is usually associated with
strong induced clectric fields. As a consequence, particles in the inner magne-
tosphere are accelerated and redigtributed. In particular, during the expansion
phase of a substorm, the magnetic field in the nightside may rapidly relax to
a more dipolar-like configuration. This process is referred to as dipolarization.
Dipolarizations arc generally accompanied by sudden increasing fluxes of en-
ergetic particles around the Earth (accounting for particle injections), as oh-
served by geostationary satellites [Cummings et al., 1968, Walker et al., 1976].
These injections sometimes appear simultaneously at all energies. For that rea-
son, the phenomenon is also called dispersionless injection, and it is regarded

as one of the well-known features of magnetospheric substorm onsets. Re-
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cently, however, there are observations of nonstorm time flux enhancements,
characteristic of the dispersionless injection, which are associated with the

solar wind pressure pulse [Lee and Lyons, 2004, Lee et al., 2004].

1.3 Simulations of Plasma Transport Process
in the Magnetosphere

Test particle models offer a convenient method for studying the source, trans-
port and loss processes in the solar-terrestrial environment. They require the
prescription of a magnetic and electric field configuration, which should de-
scribe the global state of the magnetosphere and magnetotail.

Compared with full particle codes, test particle models are not self-consistent
because they don’t include the feedback from particle motion to current sys-
tems. Test particle models, however, allow us to trace the paths of particles
and provide the dynamic evolution through the entire region modelled by the
global MHD models, while the full particle codes are typically limited to elec-
tron scale and tend to be restricted to small simulation regions.

Over the past decade, several test particle models used the forward cal-
culation to trace particle trajectories from a given source, for the purpose
of determining the mechanisms of entry and transport, and understanding
how the various regions of the magnetosphere are populated. For example,
Ashour-Abdalla et al., [1993] use a full Lorentz particle trajectory calculation
in cmpirical electric and magnetic ficlds to study the magnetotail formation
and boundary layer structure from a plasma mantle source. Using a simi-
lar technique, Delcourt et al., [1994] investigate the population of the plasma
sheet from the ionospheric source. Alternatively, several authors calculate par-
ticle trajectories using more realistic magnetosphere configurations from the

global MHD models (such as the UCLA model, Ogino model) and the asso-
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clated self-consistent electric fields [Richard et al., 1994, Walker et al., 1996,
Peroomian, 2003]. In their simulations, they consider the transport of par-
ticles from solar wind sources under different IMF conditions. For example,
Richard et al., [1994] study particle transport with northward IMF; Walker
et al., [1996], on the other hand, focus on southward IMF; while Peroomian
|2003] considers continuously changing IMF conditions. All of their results
confirm that magnetic reconnection is the predominant mechanism for solar
wind particle entry: for northward IMF, solar wind particles enter mostly from
the high latitude reconnection region while for southward IMF their entrance is
around the sub-solar reconnection region. It should be noted that test particle
codes generally don’t include diffusion or wave particle interaction associated
with KHI. Only a small number of test particle simulations coupled with global
MHD models (UCLA model, [Ashour-Abdalla ct al., 1997}) have been made to
track individual test particles from a measured distribution function backward
in time, and determine the locations and strengths of the sources.

One difficulty with full Lorentz particle codes is that they require consider-
able computing times. A numerically, more efficient alternative is to consider
particle trajectories in the guiding centre approximation. Some test particle
codes have applied the guiding centre approximation with simple analytic field
models [Li et al., 1998, Li et al.. 2003] and global MHD models (LFM MHD
model, [Elkington et al., 2002]. Birn's model, [Birn et al., 1998]) to simulate
particle dynamics and transport processes in the near-Earth regions during
storm time.

This thesis is motivated by previous successes of test particle simula-
tions, and by recent observations of (1) the dense plasma sheet during north-
ward IMF and (2) the energetic electron injections associated with nonstorm

event. Using a modern global MHD model (BATS-R-US, [Powell ot al., 1999}),
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we re-examine the contribution of the solar wind with northward IMF, to
the formation of a dense plasma sheet and inner magnetospheric boundaries
(Chapter 3), and simulate the injection of energetic electrons during a tran-
sient dipolarization-like event associated with the solar wind pressure decrease

(Chapter 4).
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Chapter 2

Guiding centre theory and
numerical approach

2.1 Single Particle Motion

Plasma is a gas composed of charged particles. The fundamental equation
describing the motion of a particle with charge ¢ and mass m in a magnetic

field B and electric field E is the Lorentz equation

! |
P =gE+vxB), (2.1)
ar

where v is the particle’s velocity, The momentiun p. considering special rela-
tivity, is given by

P=vmv, (2.

o
[CW)
pa—

where the Lorentz factor is

Equation 2.1 can be solved analytically in some simplified magnetic and electric

fields. The basic motion of charged particles in a magnetized plasma is to

10
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Figure 2.1: Trajectory of {rapped electrons and protons experiencing maguetic mirroring,
gradient and curvature drifts in the geomagnetic field

gyrate around the magnetic ficld line. The gyroradius of a particle is given by

p= T, 24

where v) is the component of particle’s velocity perpendicular to the local
magnetic field. The period of the gyration motion, called the gyroperiod, is

given by
2wy
T="— (2.
4| B

[
ot
Nt

The pitch angle is defined as the angle between the particle velocity and the
magnetic field and is given by
-

v = arctan(_"—'/:). (2.6)

|

where v is the component of particle’s velocity parallel to the local magnetic
field.

There are three main characteristic drifts: the ExB drift, the grad-B
drift and the eurvature drift [Northrop, 1963]. In the Earth’s magnetic ficld,

particles perform a slow longitudinal drift around the Earth. Electrons drift

11

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



eastward while lons drift westward (see Figure 2.1).

2.2 First Adiabatic Invariant

If the magnetic field varies slowly enough over space and time compared with

gyroradius and gyroperiod, that is, if

V.B :
£, = mar{| p—g—— L Vbl <l (2.7)
and
T 0B
£ ——|<1 2.8

where b is the unit vector along the local magnetic field, the ratio of perpendie-
ular component of kinetic energy W to the magnitude of the magnetic field
B is approximately invariant. This approximate constant of the motion is the
first adiabatic invariant (also called magnetic moment). and it is defined as
- < 5 .9
Wi yme? ymu?sin® o

=" =72 = 2B (2:9)

In a slowly varying magnetic ficld without parallel clectric field £} (parallel to
the magnetic field), where the first adiabatic invariant and particle’s kinetic
energy are conserved, Equation 2.9 implies that the pitch angle has to increase
as the magnetic field strength increases. When the pitch angle reaches 90° at
the mirror points, v vanishes and the particle is reflected back along the field
line. The bounce motion between mirror points is desceribed by the mirror
force equation as

1 - o
Fl = —squipV,B= L. vB, (2.10)
) ' "/y
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where the force is parallel to the magnetic field and tends to reflect a particle

out of a region with high magnetic field.

2.3 Guiding Centre Theory

When the adiabatic conditions (Equations 2.7 and 2.8) are satisfied. a charged
particle’s motion can be described as gvration superposed on the drift motion
of the guiding centre. This guiding centre motion consists of the drift velocity

perpendicular to B plus the velocity component along B.

dr
— = Uy + U], 2.11
. Exb o ”/mvﬁ , . o
vy = i b x —_— b) |, 2,12
Uy 5 Tqu')XVB+ B (V xb), (2.12)
de ])\ — - Hp“ . 1 )
it R BT |l R . B 21:
o = 4B B (Vb qBﬂ,/(v xb) - VDB 71) VB.  (2.13)

where vy is the particle’s drift velocity and pj is the component of particle’s
momentum parallel to the local magnetic field. The three terms on the right
hand side of Equation 2.12 represent respectively the ExB drift, the grad-B
drift and the curvature drift. In all terms, both B and E are evaluated at the
guiding centre position.

In the Lorentz equation, the particle’s motion is described by six coupled
first-order equations in a three dimensional coordinate systeni: three equations
for the velocity and three equations for the acceleration. Using the guiding
centre approximation. the description of particle motion reduces to four equa-

tions: three equations for velocity and onc for the parallel acceleration.

13
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2.4 Numerical Approach to Simulate Particle

Motion

In addition to the background fields, the essential information required to solve
particle motion are the position and parallel momentum. From the input initial
conditions, including the particle’s initial position 7, energy Wy, pitch angle «

and species (m,q), the initial parameters arc calculated as

W W
- SN~ 9

"B gl sime (2.14)
W,

=1+ (2.15)
mc-

L‘i) 2 5 PR -

P = [(T) +2mW] cos a, (2.16)

where B(7,0) is the magnitude of magnetic ficld calculated at the initial posi-
tion, v and Py are the initial Lorentz factor and parallel momentum. Since
the first adiabatic invariant j is conserved in the guiding centre approxima-
tion, this quantity only needs to be calculated from the initial conditions. Two

essential relations used through the calculations are shown as follows,

1 5 . - _
v=—{(m ¢ +2mpuB(r.t) +p“‘)% (2.17)
me
and
vy = LL, (2.18)
m~y

Combined with the Equations 2.11, 2.12 and 2.13, these are sclf-consistent
equations that describe particle motion in the guiding centre approximation.
The most common numerical approach used to solve these coupled ordinary

differential equations is the fourth-order Runge-Kutta method. and the time

14
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Figure 2.2: Hlustration of the GSM coordinate system

step is usually around one tenth of the particle’s gyroperiod.

The geocentric solar magnetic (GSM) coordinate system is used in this
thesis (see Figure 2.2). The x-axis is defined along the line connecting the
centre of the Farth to the centre of the Sun, and is positive towards the Sun.
The y-axis is oriented along the cross product of the GSM x-axis and the
magnetic dipole axis and directed positive towards dusk. The z-axis is defined
as the cross product of the x- and y-axes. By construction, the magnetic dipole
axig lies within the X7 plane.

According to the guiding centre theory. a charged particle in the static
magnetic fields is predicted to undergo both bounce and drift motions. In order
to test the validity of the test particle code in the guiding centre approximation,
a proton is traced for half drift period in a magnetic dipole field. with energy
IMeV and an initial pitch angle of 307, by using both the guiding centre
cquations and the full Lorentz equations. The simulation times for the guiding
centre approach and the full Lorentz approach are 0.01 sccond and 1.32 seconds

respectively. The guiding centre approach is numerically faster because it uses
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Figure 2.3: Projection in the XY plance of caleulated trajectory of trapped protons using
both guiding centre equations {label 1) and full Lorentz equations of motion (label 2) in a
dipole field. In both cases, the proton is located initially at x=8R,, y=0, with initial energy
1MeV and a pitch angle of 30°.

a larger time step and it requires solving fewer equations than the full Lorentz
approach.

As illustrated in Figure 2.3, the proton’s motion includes periodic bouncing
and drift due to the varying field (gradient and curvature drifts), as expected.
The trajectory obtained in the guiding centre approximation (label 1), how-
ever, does not exactly match the actual trajectory (label 2), obtained with
the full Lorentz integration. Compared with the full Lorentz trajectory, the
guiding centre trajectory has noticeable differences in the hounce period and
the positions of the mirror points. The pitch of the azimmuthal drifts are also
seen to differ slightly between the two methods of calculation,

In this calculation, the bounce periods obtained in the guiding centre
approach and in the full Lorentz approach are T,. = 13.57 scconds and
T = 14.85 seconds respectively. The relative difference between these two

periods is AT /Ty, = 0.086. When the calculation is repeated with a lower

16
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energy Wy = 100KeV, other initial conditions being the same, the relative
difference between the two bounce periods is AT /Ty, = 0.067 (T, = 44.32
seconds, Ty, = 47.52 seconds). The agreement between the guiding centre
approach and the full Lorentz approach is therefore seen to he better for lower
energy particle, as expected.

Another quantitative difference between the two approaches is that, in the
guiding centre approximation, the particle bounces 14 times while drifting az-
imuthally by 180 degrees while, with the full Lorentz calculation, the same
azimuthal drift requires 13 bounces. These numbers change to 43 and 42 re-
spectively for a particle with energy 100keV, other initial conditions being
the same. This illustrates that results obtained in the drift approximation
will generally be quantitatively different from the ones obtained with a more
accurate full Lorentz integration technique. The drift approximation, how-
ever, is deemed adequate to study large scale properties of the system under
consideration.

The exact invariance of the magnetic moment u follows an asymptotic

series in the order of € [Northrop, 1963],

= pig el € (2.19)

where € = £ (pis the gyroradius and [ is the characteristic length of the varying

me? . R .
—5- 15 the lowest order approximation

fields). The magnetic moment pg =
to the asymptotic expansion of the first adiabatic invariant [Northrop, 1963).
To investigate the oscillation amplitude of magnetic moment, let Ap be the

amplitude of the fluctuation in the magnetic moment normalized to p,

17
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Figure 2.4: Variation in the magnetic moment caleulated from a full Lorentz particle
trajectory integration. The particle has the same initial conditions as in Figure 2.3.
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If a higher order expression of the magnetic moment were used here, the order
of Ap would be much smaller. The computation, however, becomes more
complicated. For the guiding centre approximation, Ay = 0. Figure 2.4
shows the fluctuation of magnetic moment with the full Lorentz calculation.
The magnetic moment oscillates about a constant value () on a time scale
of the order of gyroperiod and its magnitude varies on a time scale of the
order of bounce period. The fHuctuation is minimum when the particle is
cloge to the mirror points and it is largest around the equatorial plane. The

magnetic moment is nonetheless considered to be approximately conserved,

—
e
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since its relative oscillations are small. We note that the relative variations
in u due to finite gyroradius effects, increase with particle energy. For a
given field configuration, the validity of the drift approximation is therefore
limited in particle energy and magnitude of the magnetic field. Specifically,
particle gyroradii increase with increasing energy. At a particular position,
the adiabatic condition stated in Equation 2.7 will therefore break down for
particles above a certain energy. For the same reason. the guiding centre

approach is more valid in regions with stronger magnetic fields.

2.5 Scaling Experiment for Parallel Computa-
tion

In this test particle code, millions of particle trajectories are traced in order
to calculate the spatial density and other macroscopic plasma properties. 1t is
therefore necessary to apply parallel computation to solve this relatively large
problem.

Speedup is a useful criterion for evaluating the performance of parallel com-
putation. It is defined as the ratio of execution time on a single processor to

that on multiple processors.

where n is the munber of processors, 77 is the execution time on a single
processor and 7, is the execution time on n processors.

It is expected that applying n processors to the parallel computation should
cause it to complete n times faster, which is the ideal speedup. Unfortunately,

most computer programs fail to scale linearly with the number of processors,

19
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which has led to several empirical scaling laws for actual applications. For
example, in Amdahl’s low, it f is the fraction of operations in a problem which

has to be done sequentially. the best possible speedup S(n) is bounded by

n 1
Sn) =77 — a0 — 0. 2.22
(n) 1—}—(‘11—1)f 7 as 1 o0 ( )

Therefore, the actual speedup is always smaller than the ideal speedup and
the maximumn speedup is lf irrespective of n. If the code has a significant
sequential component, large-scale parallelism may not be useful. However,
considering more tactors that affect the parallel performance, such as commu-
nications among CPUs and time delay for I/0, there should be obvious gaps
between the actual speedup and Amdahl’'s speedup. Based on that, Minsky
conjectured that the speedup increases approximately as the logarithm of the
number of processors [Minsky and Papert, 1971].

In the test particle model considered here, the serial portion of the code
includes reading input files and initialization. The other part for tracing parti-
cles are parallelized using OpenMP. A numerical experiment is made to assess
scaling on the Cortex (IBM SMP machines) of WestGrid. The problem size is
fixed, with 12000000 particles and 25 time steps. In order to avoid the poor
concurrency among CPUs, particles are distributed evenly among all proces-
sors. The number of processors is varied from 2 to 32 in power of 2. The actual
execution times with varying number of processors are used to construct the
speedups shown in Table 2.1. This table also includes the speedups estimated
from Amdahl’s low, together with those corresponding to fit with Minsky's
empirical formula. It should be mentioned that the same scaling experiment

is repeated using more particles (48000000) and that similar results are found.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Table 2.1: Parallel performance: speedup and efficiency

nCPU Amhadl’s  Minsky's Actual
speedup speedup speedup
2 1.986 2 1.971
4 3.918 4 3.829
8 7.626 6 5.956
16 14.4%0 8 7.882
32 29.385 10 9.178
32r
B Amhadl's speedup
28|
i e
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Figure 2.5:

Relationship between different speedups and the number of processors
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It is clear in Figure 2.5 that the difference between Amdahl’s speedup and
the actual speedup is widening with an increasing number of CPUs. Neverthe-
less, the observed speedup is consistent with the Minsky speedup. increasing
proportionally to the logarithm of the number of processors. The breakdown
of Amdahl’s speedup results from the external overhead which are ignored in
Amdahl’s law. From the results of this simple scaling experiment, it follows
that relatively modest speedup can be expected for this test particle moclel
using OpenMP. This suggests that another approach to parallel computation,

perhaps MPI, might be preferable for such calculations.

B
|
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Chapter 3

Modelling large scale transport

of the solar wind ions during
northward IMF

3.1 Observations of the Cold Dense Plasma
Sheet and Possible Source

It has been recognized that the plasma sheet becomes dense and cold during ex-
tended period of the northward IMF. Much evidence [Terasawa and et al., 1997,
Oieroset et al., 2003, Hasegawa et al., 2004], obtained from in-situ satellite ob-
servations, has been presented and suggested that the magnetosheath plasma
from solar wind is the major source for the cold dense plasma sheet during the
northward IMF.

Using the Geotail data averaged over 9 hours prior to the plasma sheet
observations, Terasawa ct al., [1997] conclude that there is a positive corre-
lation between the north-south angle of the IMFE and the ion density of the
near-Earth plasma sheet (15Rg < Xgsar < 50Rg). They also note that the
density of the plasma sheet increases and the temperature decreases during
dominantly northward IMF periods.

Another statistical study from the Wind satellite [(ieroset et al., 2003]

covering the plasma sheet earthward of Xpgy = —24REg, together with the
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Figure 3.1: Occurrence probability of dense ion region (lightly shaded histogram) depen-
dence on magnetic local time and IMT conditions (from Hesegawa ct al., 120041
Terasawa’s Geotail study, confirm that the entire plasma sheet tailward of
Xeasy = —bB0RE is cold and dense after a prolonged interval of northward
IMF. All these observations point out that the dense ion region is located
predominantly on the flanks. Figure 3.1 [Hasegawa et al., 2004] displays the
dependence of the occurrence probability of a dense ion region, which is rep-
resented by the light shaded histogram, in the plasma sheet on the magnetic
local time (MLT), and on the IMF condition. This result is from the analysis
of 50 months of Geotail data. The magnetic local time before SMLT and after
16MLT corresponds respectively to the dawn and dusk flanks for these obser-
aations. It is clear that the flank regions have a high probability of having a
dense ion population in northward [MF.

The weak dawn-dusk asymmetry shown in Figure 3.1 has also been re-

ported by Wing et al., [2002]. They average the plasma sheet ion density and
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Figure 3.2: Ton density and temperature 2D profiles on the equatorial plane for northward

IMF (from {Wing and Newell. 2002])

temperature from the DMSP ionospheric observations over longer timne inter-
vals [Wing and Newell, 2002], and map them into the 2D equatorial plane in
the nightside as shown in Figure 3.2. This figurc shows in detail that the
ion density has a maximum along the plasma sheet flanks and that the dawn
side is a little denser than the dusk side during northward IMF. The near-
Earth region is also seen to be highly populated. However, the minimal ion
temperature occurs near the flanks under the same conditions.

The observations discussed in this scction strongly confirm that the cold
dense plasma sheet occurs for periods of prolonged northward IMF. Tt is well
known that the solar wind and ionospheric plasma are two dorinating sources
for the inner magnetosphere. Nevertheless, based on observed ion composition,
the cold OF, a characteristic component of ionespheric outflow, is absent in
the cold dense plasma sheet [Fujimoto and et al.. 1998]. Therefore, solar wind
plasma is the primary source for the cold dense plasma sheet with northward

IMF.
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3.2 Modelling

3.2.1 Simulation method

Rather than attempting to include all possible physical mechanisms for the
formation of cold dense plasma sheet during northward IMF, the approach
followed here concentrates on the dynamic transport of the source charged
particles from the solar wind using a test particle approach, which is more
direct and simple for modelling large scale mass transport. In this model, a
large number of non-interacting test particles are followed through the electric
and magnetic ficlds obtained from a global MHD model. The MHD approxi-
mation offers a generally physically realistic description of the magnetosphere
and its interaction with the solar wind. and some important effects such as
reconnection and convection are also included in the MHD model. Further-
more, a realistic time-varying field configuration can be obtained from a glohal
MHD simulation because it can be driven with the real-time parameters tfrom
satellites, including upstream solar wind and IMF conditions. The field con-
figurations used in this thesis are obtained from the BATS-R-US global MHD
model. For reference, the structure of the test particle code is illustrated in
Figure 3.3.

Most observations of magnetospheric particle distributions are for ions be-
cause electrons have more possible origins and these origins are move difficult
to discriminate. Therefore low energy ions are used mainly as tracers for
defining different source regions of particles in the magnetosphere. When the
adiabatic conditions arc satisfied, the guiding centre approximation is used to
track the particle trajectories, which allows large time steps and, thus, saves
computation time.

As mentioned previously, the magnetic field used for particle tracing is

obtained from a global MHD simulation. In the ideal MHD model, the resistive

26
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term is zero and the electric fields can be calculated by using
E=—Vysp x B, (51)

where ﬂ,j up 1s the bulk flow velocity and B is the magnetic field. Integrat-
ing particle trajectories requires the instantancous fields, which are obtained
by using multilinear interpolation in space between neighboring grid points.
In order to avoid large interpolation errors near the Earth, the spatial inter-
polation of the field is calculated from reduced BATS-R-US fields, in which
the dominant dipole field has been subtracted. The dipole component of the
ficld is added analytically in the calculation of the trajectories, which uses the
fourth order Runge-Kutta integration technique.

[dealized solar wind parameters and IMF condition are used as input for
the BATS-R-US simulation code. In this case, the IMF is initially southward.
It rapidly fHips northward and remains constant thercafter. The time depen-
dence of the dipole tilt is also taken into account. The simulation domain is
the rectangular prism made of 101 by 81 by 81 nodes, which extends from
—80R to 20R,, —40R, to 40Ry, and —40R, to 401, in the x, y, 7z axes
(GSM coordinates) respectively. The grid size is 1Rg and a fixed time step of
1 second (around one tenth of the gyroperiod) is used throughout. Because the
BATS-R-US code uses an unstructured mesh with adaptive mesh refinement,
the fields data from BATS-R-US are interpolated to the regular mesh used
in the test particle code. When the magnetosphere configuration approaches
the quasi-steady state, 10,000.000 ions of thermal energy 10eV" (in the drift-
ing solar wind frame of reference) with Maxwellian distribution function are
continuously injected across the plane » = 19Rg, upstream of the simulated

bow shock. Each particle ¢ carries a relative weight (i) determined at the
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time of injection in order to account for the specified uniform flux of solar
wind, 2.0 x 102m~2¢7L. Particles are removed from the simulation box and
re-injected from the x = 19RE plane wherever one of the following conditions
is met: 1. The test particles cross the outer boundaries of simulation box
(r =20Rg, v = —80Rg, y = £40Rg and z = £40Rg); 2. The test particles
cross the inner boundary (R < 3Ry); 3. The test particles motion becomes
non-adiabatic.

A large number of particle trajectories are traced and cach particle’s posi-
tion and velocity are recorded at every time step. Particle number density and
other quantities can be calculated from these values. To calculate the number
density, the entire simulation space is divided into 101 x 81 x 81 bins of 1R%,
volume. For a specific time, it is possible to determine which hin the particle
(i) is passing through. The contribution to density in the vertex (k) of this

bin (j) by this particle (i) is given by

V(i) x Rk, .
M’ (3.2)
Vi ‘

Nijk =

where W(i) is the relative weight of particle (i), R(k) is the relative weight of
vertex (k) and V; is the volume of the cell (1R}).

In this case, the vertex relative weight R(k) is computed from its relative
position to the particle in a given cell. The relative weight W (i), which repre-
sents cach particle’s contribution to the initial distribution, is assigned when

the particle is injected, as

A N, X Uy X A X At L
W(i) = N , (3.3)
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where n, and v, are the solar wind density and flow velocity, A 18 the source
boundary area and N(t) is the total number of injected particles at time ¢
and At is the time step. In this simulation, n, = 5em™, v, = 400km/s,
A =80 80R%, At=1s and N(0)=10,000,000.

The density contribution of vertex k from cell j is determined from the

contribution of all the particles contained in that cell:

Tk = Z Tijk- (3.4)

Since every vertex k£ may belong to more than one cell, the total number

density at vertex k is the summation over all these adjacent cells:

ng = an;c. (3.5)
J

3.2.2 Entry trajectories of solar wind ions

To start with, the main features of the background fields obtained from the
global MHD simulation are considered. Figure 3.4 shows the configuration of
a steady state magnetosphere with northward IMF. Here an empirical formula
for the location and shape of the magnetopause is used to visualize the bound-
ary [Petrinec and Russell, 1996]. This empirical shape depends on the distance
downtail (x), solar wind momentum flux (pr?,) and the north(south)ward

component of IMF (b,, or b,):
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Table 3.1: MHD and Particle Tracing Model Parameters

Solar wind density (amu/em?) 5
Solar wind velocity (km/s) | 400
Interplanetary magnetic field (nT) 5

Particle initial distance (Rg) | 19
Particle initial kinetic energy (eV) | 10
Tracing time step (s) 1

Riait = \/((52—1);r~ 2e(1 + £)roz)O(2) + r2(1 + ¢)?

—9 ———
9 \—0.524,,0.0852 o f0.00137hy 10
HO Ob)mbnl\/ 98(pr/2,, ) 70540085 (0.152 — { g yosain 1)

— aresin y/2.98(pr2,)~024(0.152 — ({05 1) O(=2). (3.6)

where Ry, is the distance from Earth to the magnetopause in unit of R,
© is the Heaviside step tunction, r¢ = (10.30 = 0.18 4+ (0.16 £ 0.03) x b,) x
(pr2,./2 )75, and & = —1+ (14.63 £ 0.50)/(10.30 £ 0.18 + (0.16 = 0.03)  b,).
The parameters of this magnetopause location model were obtained empir-
ically from observations. In this calculation, the values for the solar wind
dynamic pressure (pr2, = 1.33nPa) and IMF (b, = 5nT) are taken to be
the same as in the MHD simulation (other model parameters are listed in Ta-
ble 3.1). Although the analytic formula is an approximation for the location
of the magnetopause, it matches well with the MHD simulation result when
comparing the predicted magnetopause surface (thick blue line) with the visual
magnetopause boundary from the simulated solar wind density contour distri-
bution in the noon-midnight plane (Figure 3.4). Also all the closed magnetic
fields are inside this predicted magnetopause on the dayside. Therefore, the
empirical formula does seem to provide an acceptable approximation for the

purpose of determining solar wind particles penetrating the magnetosphere.
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Figure 3.4: Magnetic ficld configuration and density contour in the noon-midnight plane,
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from BATS-R-US MHD simulation with northward IMF. The blue line shows the location
of Petrinec and Russell’s empirical maguetopause.
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Further examining the magnetic field configuration in Figure 3.4, it appears
that the high latitude reconnection between the IMF and the magnetospheric
field occurs in the polar cusp region of both hemispheres. The reconnec-
tion process connects the magnetosheath flux tubes with the magnetospheric
flux tubes, which has heen suggested as a source of mass, energy and mo-
mentum transfer from solar wind to the magnetosphere [Richard et al., 1994,
Song et al., 1994, Song et al.. 1999, Richard et al., 2002]. In addition, the new
closed field lines are formed on the dayside during the reconnection process
[Song et al., 1999, Watanabe et al., 2005] while the closed field lines on the
nightside are extended to the mid-tail region. For the open magnetic field
lines, only a few are with one foot conuected to the Earth. Therefore, the
magnetosphere in the northward IMFE is nearly closed [Song et al., 1999].

Among the three kinds of drift motions of trapped particles, the E x B
drift velocity is dominant in most magnetospheric regions of interest here. In
this study, the electric field is obtained from the ideal MHD simulation (see

Equation 3.1), specifically

Vien = _‘XB‘:_(‘Z\JUUXB}XB‘
pep B2 B2

BQ

where V) is the component of flow velocity parallel to the local magnetic field.

Figure 3.5 shows the streamlines with the density contour background in
the noon-midnight and equatorial planes. The streamlines are along the hulk
flow velocity. Qutside the bow shock, they are perpendicular to the inter-
planetary magnetic field (V) = 0). From Equation 3.7, the solar wind plasia
undergoes E x B drift in the same direction as the bulk flow, towards the bow

shock. A large number of the streamlines are diverted around the boundary
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Figure 3.5: Flow velocity fields and density coutours in the noon-midnight (a) and equa-
torial planes (b) from BATS-R-US MHD simulation with northward IMF

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Figurc 3.6: Magnetic field lines and bulk streamlines in 3D with density contours in
the noon-midnight plane from BATS-R-US MHD simulation with northward IMF. The top
panel illustrates the magnetic field lines viewed from the dusk side. The bottom panel shows
the streamlines viewed from the dawn side.
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layer after crossing the bow shock. However, some streamlines come into the
magnetosphere from the high latitude reconnection region (Figure 3.5a). The
entering streamlines then move along the houndary layers into the tail, while
some of them move around the flank into the near-Earth tail and produce
the closed cells in the equatorial plane (Figure 3.5b). The three dimensional
perspective of magnetic field lines and streamlines obtained from the global
MHD simulation are shown in Figure 3.6.

In this study, 10,000,000 ions arc injected upstream of the bow shock in
the prescribed magnetic and electric fields. Many of the solar wind particles
are reflected by the bow shock. However the magnetosheath is eventually
populated by the solar wind plasma. The particles that cross the bow shock
are heated and their magnetic moment may not be conserved exactly. Nev-
ertheless, the intent of this study is to investigate the mass transfer from the
magnetosheath particles, which come from the solar wind, into the inner mag-
netosphere. For this purpose, the variation of magnetic moment at the bow
shock can be neglected and the guiding centre approximation is adequate to
describe the large scale mass transport. The configuration of bulk streamlines
suggests that solar wind plasma mostly flows into the tail around the magne-
topause. This is confirmed by the simulation results, in which the majority
of the ions do not enter the magnetosphere. For those particles penetrating
the magnetosphere, a large fraction passes by the plasma mantle in the high
latitude or low latitude boundary layer and flows antisunward into the tail
region without becoming trapped (see Figure 3.7).

Some of the particles cross the magnetopause and become trapped in the
vicinity of the Earth. This kind of trapping, however, is not permanent. If a
particle stays long enough around the Earth, it is regarded as being trapped.

An illustration of such trapped particle is shown in Figure 3.8. The trajectory
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Figure 3.7: Example trajectories for solar - wind particles flowing into the tail without
being trapped

and the shape of the magnetopause are indicated in blue and black respec-
tively. The top panel gives the equatorial perspective and the bottom panel
shows the noon-midnight perspective. The ion first approaches the subsolar
magnetopause through the E x B drift. When the newly closed magnetic field
lines are formed on the dayside, the ion drifts to the high latitude and enters
the magnetosphere from the cusp region, which can be identified from the
background density contours. It then moves to the dawn side flank, eventu-
ally across the magnetotail and is trapped around the Earth because of the
gradient and curvature drifts.

Figure 3.9 shows another ion trajectory in the same format as Figure 3.8.
It is also clear that the ion enters the magnetosphere through the high latitude
cusp region. However, it then bounces about the equator on the dawn side,
bypasses the low latitude boundary layer flank, and drifts to the nightside.

Subsequently it flows into the tail to form the plasma sheet without remaining
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Figure

3.8: Example trajectory for solar wind particle entering into the magnetosphere
and being trapped around the Earth. The background density profile is from BATS-R-US
global MHD simulation. The top panel gives a equatorial perspective and the hottom panel
shows a noon-midnight meridian perspective.
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Figure 3.9: Example trajectory for solar wind particle entering into the magnetosphere
and flowing along the dusk LLBL into the tail. The background density profile is from
BATS-R-US MHD simulation. The top panel gives a equatorial perspective and the botrom

panel presents a noon-midnight meridian perspective.
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Figure 3.10: Example trajectory for a solar wind particle entering the magnetosphere
along the low latitude boundary on the Hanks, without transiting through the cusp

trapped. As it moves further from the Earth, the influence from the gradient
and curvature drifts becomes smaller than the E x B drift. This is why the
particle keeps moving antisunward into the tail and becomes untrapped.
Although the entry routes of the penetrating particles primarily pass by the
high latitude reconnection region, some particles may enter the magnetosphere
along the low latitude houndary on the flanks without transiting through
the cusp (see Figure 3.10), which suggests that the low latitude boundary
layer may also be populated by solar wind particles [Song et al., 1994]. These
simulated trajectories arc quantitatively similar to the previous results from
Richard et al., [1994] and Moore et al., [2005]. In particular, these ions from
the solar wind enter the magnetosphere and form the low latitude houndary
layer, near-Earth plasma sheet and ring current-like region around the Earth

[Richard et al.; 1994, Moore et al., 2005].
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t=3 hours

Figure 3.11: Density distribution in the equatorial (XY) plane, 3 hours (physical time)
after starting the simulation.

3.2.3 Modelling results

As can be seen from simulated isolated trajectories, solar wind ions may pen-
etrate the magnetosphere and drift to the tail region while following different
possible routes. To further examine the population of the inner magnetosphere
and the plasma sheet during northward IMF, the density distributions of par-
ticles, obtained with the calculation method introduced above, are shown as
follows. The density unit in all figures corresponds to 1m 3,

The magnetosphere is initially empty, and particles are injected at a certain
rate, for a certain period of physical time (around 9 hours in this case). until
a steady state population is recached. Hereafter, all the time appearing in the
figures corresponds to physical time. The density distribution calculated after
3 hours (physical time) in the equatorial (XY) plane is illustrated in Figure

3.11. The colored density profiles clearly reveal the shape of the bow shock.
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Figure 3.12: Density distribution in the equatorial (XY) plane, 6 hours (physical time)
after starting the simulation.

t=9 hours

Figure 3.13: Density distribution in the equatorial (XY) plane, 9 hours (physical time)
after starting the simulation.
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Figure 3.14: Total numbers of particles in the dusk and dawn flanks sampling regions, as
a function of the simulation time step (Ai=1s)

the magnetopause and the low latitude boundary layer in this simulation. The
orange region in the dayside and distant tail shows the highly dense magne-
tosheath plasma coming from the solar wind. Consistent with the transport
paths considered earlier, many magnetosheath particles penetrate the magne-
topause and then populates the near-Farth plasma sheet and the low latitude
boundary layer on both the dawn and dusk sides. The dense region along the
flanks of the low latitude boundary layer implies that it is also an entrance
region for magnetosheath plasma into the magnetosphere, in addition to the
cusp [Richard et al., 1994, Song et al., 1994]. As shown in Figure 3.10 (physi-
cal time t=6 hours) and Figure 3.11 (physical time t=9 hours), more particles
flow tailward and form the densc plasma sheet as time increases. The simu-
lated density has an actual maximum close to the Earth and decreases as it
extends to the tail. Although with a different colour scale, the configuration

of the near-Farth plasma sheet density distribution agrees qualitatively with
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the statistical results from the DMSP observation (Figure 3.2). In addition,
a ring current-like region is formed around the Earth at approximately 8Rp
from the centre of the Earth. It is also noticeable that the density peaks on the
dawn side are larger than those on the dusk side, because some penctrating
particles only drift at the dawn side and then flow into the tail without being
trapped to the dusk side, as illustrated in Figure 3.9. Along with these density
distributions, Figure 3.14 also shows the weak dawn-dusk asymmetry in the
flank regions. This is apparent from the total particle number in sampling
near-Earth dusk and dawn flank regions in the equatorial plane (defined as
—10Rg < X < 0.10Rg < |Y] < 15Rg). The total number of particles in
these two regions increases as a function of time and the total number on the
dawn side flank is larger than that on the dusk side, which is consistent with
the results from observations cited above (see Figures 3.1 and 3.2). It is also
clear that the total number of particles in these two regions become almost
constant close to 9 hours (physical time), which confirms that the population
of the inner magnetosphere reaches the steady state at this time.

In Figures 3.15, 3.16 and 3.17, the density distributions in the noon-
midnight meridian plane (XZ) are shown, respectively, for the physical times
t=3 hours, t=6 hours and t=9 hours. The configuration of the how shock
and magnetosheath are clearly identifiable in these figures. The cusp regions
in both hemispheres are also visible. In addition to that, the large density in
the high latitude reconneetion region explains most of magnetosheath plasma
entering through the cusp. However, considering the positive Earth dipole tilt
angle in the simulation, particles preferably enter from the north-hemisphere,
therefore the plasma in the north cusp is denser than that in the south one.
At first, the penetrating particles flow to the nightside and populate the high

latitude mantle region, and form a ring current-like region near the Earth
)
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Figure 3.15: Density distribution in the noon-midnight meridian plane (XZ), 3 hours
(physical time) after starting the simulation.

Figure 3.16: Density distribution in the noon-midnight meridian plane (XZ), 6 hours
{physical time) after starting the simulation.
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t=9 hours

Figure 3.17: Density distribution in the noon-midnight meridian plane (XZ), 9 hours
(physical time) after starting the simulation.
(Figure 3.15), where most trapped particles bounce and drift to the dayside.
Eventually more particles come inside and flow into the high latitude mnantle
and the distant tail. The absence of clear plasma lobes makes it difficult to
recognize the plasma sheet in this perspective. In Figure 3.17, the ring current-
like region seems to be closer to the Earth than that at previous times. Also
the density of ring current-like region at the nightside part is larger than that
at the dayside, as a result that large numbers of particles in the dayside are
lost back to the magnetosheath or the distant tail through the magnetospheric
flanks.

From Figure 3.18 to 3.20, the density distributions at the dawn-dusk merid-
ian (YZ plane at X=0) are shown respectively for the physical time t=3 hours,
t=6 hours and t=9 hours. The outward orange ring region corresponds to the

magnetosheath plasma. The outer boundary corresponds to the bowshock and
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Figure 3.18: Density distribution in the dawn-dusk meridian (YZ plane at X=0), 3 hours
(physical time) after starting the simulation.

Figure 3.19: Density distribution in the dawn-dusk meridian (YZ plane at X=0), 6 hours
(physical time) after starting the simulation.
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Figure 3.20: Density distribution in the dawn-dusk meridian (YZ plane at X=0), 9 hours
{physical time) after starting the simulation.

the inner boundary corresponds to the magnetopause. The inside two valvular
regions on the dawn and dusk sides are the cross section of ring current-like
region as shown in the XY and XZ planes. The yellow part hetween the
magnetopause and the ring-current like region corresponds to the low lati-
tude boundary layer. Thése cross sections again illustrate the penetration of
magnetosheath plasma through the cusp preferably in the north side. Also,
the weak dawn-dusk asymmetry shown in these cuts is in conformity with the
results shown on the equatorial plane (Figure 3.17).

To further illustrate how solar wind plasma populates the boundary layers
and the plasma sheet during the northward IMF. the cross section of the
near-Earth plasma sheet at X' = =30y is shown in Figure 3.21. It is clear
that the plasma density decreases from the magnetosheath (orange region)

to the boundary layer (yellow region) and to the magnetotail (green region).
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Figure 3.21: Density distribution in the cross section of the near Earth plasma sheet(YZ
plane at X = —30Rg), 9 hours (physical time) after starting the simulation.

Table 3.2: Plasma density in different inner magnetospheric regions

[nner magnetospheric  Calculated density Obscrved density
regions

Magnetosheath ~10/cm? ~ 20/cm®
Boundary layers ~3.2/cm? 0.1~ 10/em?
Plasma lobes ~ 0.01/em? ~ 0.01/cm?
Dense plasma sheet ~ 1/em? ~ 1/cm?

Although the green region is not empty, it can be regarded as the plasma lobe
since it has the lowest density. Inside the plasma lobe, a light yellow region can
be identified. which is the dense plasma sheet with a density around lem ™.
In Table 3.2, the density values of different regions in the inner magnetosphere
are listed, which includes the approximate value from the simulation and the
typical value from the observation. Comparing these results, the density values
of the overall tail configuration obtained from the simulation are in agreement

with the typical observed data.
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Figure 3.22: A three dimensional cutaway diagram of the particle density distribution
looking from the dawn side, which illustrates the LLBL and plasma mantle formation.
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Figure 3.23: Tlustration of the three main sources for the tail region reported by Ashowr-
Abdalla, using the large scale backward tracing [Ashour-Abdalla ct al., 1997].
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In this simulation of large scale transport processes, the majority of the
solar wind plasma simply undergoes E x B drift through the flanks, into the
distant tail without entering the inner magnetosphere. Nevertheless, the low
latitude boundary layer and the high latitude mantle are significantly popu-
lated with the incoming flow from the magnetosheath with particles originating
from the solar wind (see Figure 3.22). This result is consistent with another
large scale kinetic simulation by Ashour-Abdalla, who uses backward tracing
in time from the distant tail, and finds that the three main plasma sources for
the tail region are the low latitude boundary layer, the high latitude mantle
and the ionosphere (see Figure 3.23, from Ashour-Abdalla et al., [1997]). Be-
cause she does not congider only northward IMF, the ionospheric source exists
in her simulation results. In addition, part of the penetrating particles are
trapped around the Earth and form the ring current-like region, which has a
larger density in the nightside, especially on the dawn side, and this configu-
ration is similar to the geosynchronous (nonstorm) ring current region noted

by Moore et al.. [2005].
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Chapter 4

Modelling electron response to
sudden change in the solar wind
dynamic pressure

4.1 Observations and Simulations of Energetic
Particle Injections

As introduced in Chapter 1, dispersionless injections are generally associated
with a rapid change of the magnetospheric configuration in a local time. There
are several possible ways to trigger a transient change of the magnetospheric
configuration, for example, a quick flip in the IMFE orientation or an abrupt
jump of the solar wind dynamic pressure. Energetic particle injections are also
suggested as evidence for particles local acceleration. In a simple situation,
assuming that the first adiabatic invariant p = %—— is conserved during the
transport process, particles are cnergized if they are injected into a region with
larger magnetic field magnitude. In reality, the physical processes responsible
for particle energization are many and more complex. For example, they may
involve instabilities, wave-particle interactions or other dynamical processes.
Most observation of dispersionless injections, associated with substorm

events, are made around the geosynchronous orbit, approximately at 6.6Rg

geocentric distance in the equatorial plane [Baker et al., 1982, Birn et al.. 1997].
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Figure 4.1 Example of the ohserved dispersionless injection from the Los Alamos National
Laboratory, Geosynchronous Energetic Particle Data.

Figure 4.1 shows an example of electron injection data from the geosynchro-
nous energetic particle data of Los Alamos National Laboratory. This observa-
tion is made for the substorm event of February 13, 1999. From top to bottom,
the four plots represent geosynchronous satellites 1981-080, LANL-97A, 1994-
084 and 1990-085, respectively. Each of them has six electron channels with
different energy ranges: 50-75KeV. 75-105KeV, 105-150KeV, 150-225KeV,
225-315KeV and 315-500KeV. As the dipolarization occurred hetween 7 and
8 hours (universal time), the electron flux for all energy channels increases
suddenly almost simultancously, which represents the dispersionless injection.
The geostationary satellites also observe the electron injections, characteristic
of the dispersionless injection, during a nonstorm time associated with the
solar wind pressure pulse [Lee and Lyons, 2004, Lee et al., 2004].

Energetic electron injections associated with dipolarization events have

been studied extensively with different simulation models. For example, Li.

Ut
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et al., [1998, 2003] use the dipolarization pulse model, with an empirical
time-varying analytic magnetic field (with only Z-component) and the az-
imuthal electric field, to investigate the electrons transport in the equatorial
planc in the guiding centre approximation. Another approach is to use a
drift test particle code coupled with a global MHD models [Birn et al., 1998,
Kim et al., 2000]. In Li's model, the electrons, initially distributed around
the Earth. are affected by a strong earthward radial transport with E x B
drift in the dipolarization region. In Birn and Kim’s models, they simulate
the substorm event by quick flipping the IMF orientation from southward to
northward, and electrons are distributed initially at the plasma sheet region.
As the substorm proceeds, the electrons also drift to the Earth because of
earthward radial transport in the nightside. Their results successfully repro-
duce the dispersionless injections in a local time. In this chapter, clectron
response to a transient dipolarization-like process, triggered by a sudden de-
crease in the solar wind dynamic pressure, is considered. Use is made of a test
particle code with time-dependent magnetic and electric fields obtained from

the global MHD model BATS-R-US, [Powell et al., 1999].

4.2 Modelling

4.2.1 Modelling method

In this study, electron transport is considered in the near-Earth region. This
region is close to being dipolar, and its electrons are well magnetized. There-
fore. it is possible to consider particle trajectories in the guiding centre approx-
imation. The drift equations for electrons are the same as the ones presented
in Chapter 2 for ions. In this case, the simulation domain is the rectangular
prism made of 141 by 121 by 61 nodes, delimited by —50R; < x < 20Rg,

—30R; <y <30R,. and —30R; < z < 30Ry in the GSM coordinate system.
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The spatial resolution in the x and y directions is 0.517g, and it is 1?5 in the
7 direction. The time step used for tracing electrons is 0.02 second. Initially,
2,000,000 electrons are distributed randomly in a ring region in the equatorial
plane with radial distances ranging between 3Rg and 10Rg. Their cnergies
are initialized with a Kappa distribution into four energy ranges: 75-105KeV,
105-150KeV, 150-225KeV and 225-500KeV, using 500,000 electrons for each
energy channel. For simplicity, the pitch angles of all electrons are set to be 90°.
This simplification is deemed sufficient for the purpose of modelling transport
on the equatorial plane. The simulation is time-dependent and it is carried
over the whole period which characterizes the injection progress. Before start-
ing the time-dependent simulation, however, it ig necessary to initialize the
electron distribution by gradually injecting electrons in the simulation domain
until a stationary distribution is obtained. After this initialization, the clec-
trons are followed in the time-varying electric and magnetic fields as prescribed
by BATS-R-US. In this simulation, particles are removed wherever they exit
the simulation domain. Note that while lost particles are continuously rein-
jected in the steady state initialization phase of the simulation as they exist
the simulation domain, they are not reinjected in the time-dependent part.
As in other simulations of electron injections [Li et al., 1998, Li et al., 2003,
Mithaiwala and Horton, 2005], the initial electron energy distribution in the

ring region is chosen to follow a Kappa distribution [Vasyliunas, 1968]

<1+ %)H_H Ez

‘ Eq' = AN .
]( ) Jo E. (1+h—bjE-T)1+h

(4.1)

where j(F;) is the differential flux and FE; iz the particle’s energy, and other

parameters are the same as those used by Mithaiwala and Horton, [2003],
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namely x = 3.5, E, = 1.14KeV, jo = 5.5 x 10°cm™2s 7 sr  KelVV 1. Based on
this Kappa distribution, each electron ¢ injected in the simnulation domain is
given a weight factor j(FE;) to represent its contribution to the differential flux
calculation. This weight factor is then carried by cach particle through the
simulation, and it is used to provide an absolute calibration of energy fluxes
as particle transport and energization take place.

The individual electron positions, velocities and energies are recorded at
cach time step. Using this information, the differential flux can be calculated
by applying Liouville’s theorem [Walt, 1994]. Liouville’s theorem provides the
relationship between the particle phase space density f and the differential

flux 7,

where p is the particle momentum and F is the particle energy. It states that
the phase space density f is conserved along a dynamical trajectory of particle.
Therefore. if the particle’s initial flux j; and energy F; are known, it is possible
to calculate its differential flux j; at a later time and particular position from

its final cnergy £, as

_ Byt

I . 4.3
e (4.3)

The individual particle’s flux contribution is obtained from Ecuations 4.1
and 4.3 when the particle crosses the cquatorial plane. The total flux dis-

tribution in the equatorial plane is then calculated using the methodology
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introduced in Chapter 3.

4.2.2 Simulation results

Ag stated earlier, the background field configuration is obtained from the global
MHD model (BATS-R-US). The simulated physical time period is 12 minutes.
The time-dependent background MHD fields are obtained from linear inter-
polations of seven BATS-R-US simulation files, two minutes apart. As with
time-independent simulation in Chapter 3, these MHD files are also trans-
formed from the unstructured mesh in BATS-R-US to the structured mesh in
the test particle code by interpolation.

The previous statistical study by Lee and Lyons [Lee and Lyons, 2004]
shows that stronger changes in the solar wind pressure result in higher compres-
sions of the dayside magnetic field. In order to provide the field configuration
with rapid change for this simulation, a steady state field configuration with
high solar wind dynamic pressure (the solar wind speed is 400 km/s and its
density is 5em™?) is obtained first. Then the solar wind dynamic pressure is
suddenly decreased with a factor of 10 (the solar wind speed changes to 200
km/s and its density changes to lem ™). The response of this rapid change is
simulated by using BATS-R-US. Figure 4.2 shows the magnetic field lines con-
figurations at three different physical times ((a)t=0, (b)t=4 minutes, (¢)t=12
minutes) from the BATS-R-US simulation. The interplanctary magunetic field
is northward during the whole simulation. The background contour distribu-
tion ig about solar wind density, which is decreasing from plot(a) to plot(c).
together with the decreasing dynamic pressure. It is clear that the magnetic
ficld configuration is compressed on the dayside as time increases. At the same
time, the stretched field configuration in the nightside expands and becomes

more dipolar-like, which is a dipolarization-like process. During this transient

-1
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Figure 4.2 The MHD simulation result of the magnetic fields configuration during the
transient process associated with solar wind pressure decrease from the MHD simulation.
(a)t=0. (b)t=4 minutes, (¢)t=12 minutes.
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Figure 4.3: The MHD simulation result of X-component of the plasma flow velocity
during the transient process associated with solar wind pressure decrease, left panel is at
t=4 minutes, right panel is at t=12 minutes.

process, particles are expected to be redistributed and accelerated, which lead
to the flux enhancements, characteristic of dispersionless injection.

During the typical dipolarization process, two kinds of plasma flows may
exist in the magnetosphere. One is the earthward plasma flow in the near-
Earth region, and the other is the tailward plasma flow in the tail region.
In previous studies [Birn et al., 1998, Kim et al., 2000]. it is found that the
earthward plasma flow, resulting from the induced electric fields. accounts for
the encrgetic particle injections from the near-Earth plasmasheet. The plasma
flow obtained from the BATS-R-US is illustrated in Figure 4.3 at two times
of the simulated dipolarization-like event. It shows the X-component (Sun-
Earth direction) profile of the plasma flow velocity in the equatorial plane.
As seen in the left panel of Figure 4.3, the weak carthward plasma flow is
generated at the X=—30Rg when the solar wind pressure is decreased (t=4
minutes). After the rapid change of pressure (t=12 minutes), the range of the
earthward plasma flow becomes larger (between X=-40R;; and X=-30R,
right panel of Figure 4.3) without extending to the near-Earth region. which
suggests that the dipolarization-like process studied here does not have the

similar flow structure as the typical dipolarization event. Nonetheless, the
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Figure 4.4: Flow vectors at the initial time t=0.

magnetic compression on the dayside must influence the particle motions and
lead to flux change.

In this study, all the clectrons are initially distributed within 10Rg from
the Earth. Therefore, the effect of the plasma flow around this region is
more important than that in the tail region. In the equatorial plane (without
considering the parallel velocity), electrons perform two kinds of drift motions:
grad-B drift and E x B drift. As discussed in Chapter 3, the E x B drift
motion, resulting from the induced electric fields, has the same streamline
configuration as the plasma flow in the equatorial plane (see Equation 3.7).
In order to better understand its effect on the electrons injection, the plasma
flow velocity profiles, obtained from BATS-R-US, in the equatorial plane are
illustrated in Figures 4.4, 4.5, 4.6. In these figures, the contour background
gives the distribution of the X-component flow velocity, and the black arrows

represent the flow vectors in both direction and magnitude.

60

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



622.0-555.9-489.8-423.7-357.6-291 5-225.4-159.2-93.1 -27.0 39.1 105.2171.3 237.5303.6

U, [kmjs]:

at t=41

pressing.

egins com

e b

side magnetospher

S

en the day

s wh

ctor

oW ve

ure 4.5: Fl

[2)
o

Fi

minutes.

-622.0-555.9-480.8-423.7-357 6-291 5-225.4-159.2 -93.1 -27.0 39,1 1052 171.3 237.5 3036

U, [km/s]:

at t=12 minutes.

MHD output,

of the last

S

oW vector

Fl

Figure 4.6:

61

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Figure 4.4 shows the flow vector field at the initial time (t=0). The plasma
flow in the nightside is tailward. From there, electrons may drift to either the
dawn or dusk side with the outward flow. In the dawn and dusk regions, the
plasma flow is sunward. With this very strong flow and grad-B drift, electrons
may drift to the dayside, and then some electrons may drift back toward the
Earth. Other electrons may drift outward and be lost at the outer boundary.
Figure 4.5 shows the flow vectors when the compression of magnetosphere
appears on the dayside (t=4 minutes), triggered by solar wind pressure de-
crease. The plasma flow in the nightside is still tailward and even stronger.
However, the circulation pattern of the plasma flow on the dayside is changed
considerably as a result of the compressed magnetic field. All the plasma flow
is earthward on the dayside and is comparatively stronger than that before
the compression. Therefore, during magnetic ficld compression, almost all the
electrons drifting to the dayside may be energized resulting from the earthward
flow, which accounts for the energetic electron injection. Figure 4.6 shows the
flow vectors at the last time (t=12 minutes). The plasma flow on the night-
side and dayside are all tailward and earthward respectively. The flow on the
dawn and dusk regions, however, becomes weaker. On the dayside, there is a
small region with outward flow, and its effect on particle transport is negligible
compared with that of the strong earthward flow. In these illustrations, all
the dayside effect is due to the sudden decrease of solar wind pressure.

To further illustrate the effect of the E x B drift on the clectrons motion,
Figure 4.7 shows some sample trajectories of the electrons starting from the
nightside, with initial positions at X' = —=5.5Rg, X = —7.5Rg, X = —-9.5Rg.
These electrons are launched with initial energies of 90KeV (label 1}, 120KeV
(label 2). 180KeV (label 3) and 350KeV (label 4), which fall within the four

simulated energy channels, and they are traced for 10 minutes (physical time).
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Figure 4.7: Example electron trajectories starting from the nightside
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All electrons move eastward because of the grad-B drift. As in the previous
discussions, because of the strong outward E x B drift on the dawn side, all
these electrons initially drift away from the Earth. The low energy electrons
drift further out than the high cnergy ones. Also the outward moving trend is
more pronounced for the electrons initially in the outer regions, with larger ra-
dial excursions, than those in the inner regions. During their outward drift, all
electrons are decelerated because their magnetic moment is conserved, while
the magnitude of the local magnetic field decreases. As mentioned above, the
dayside flow configuration turns to being entirely earthward during the mag-
netic field compression process. Therefore, all these electrons are accelerated
while dritting back toward the Earth, when they arrive at the dayside region.
The results seen with these sample trajectories suggest that electron injection
may be observed, and the differential fluxes may change during the dayside
COMPTeSSION Process.

The following considers the time dependence of the energy fluxes obtained
from the test particle code. A simulation is made for a period of 14 minutes
(physical time) including all MHD time-dependent fields. The electron fluxes
for the four energy ranges are calculated every time step (0.02 second), and
then are averaged over a period of 6 seconds (physical time) in order to reduce
statistical noise. The result is therefore 140 output flux files with time resolu-
tion of 6 seconds. The time-dependent electron fluxes for all four energy ranges
arc presented in Figure 4.8. The clectron fluxes are integrated in ring regions
from 8Rg to 10Rg(Figure 4.8a). from 6Ry to 8Rg(Figure 4.8b) and 4Rg to
6Rp(Figure 4.8¢) in the equatorial plane. The results plotted on the Y axis
are the logarithm of the calculated electron differential fluxes. The red, green,
yellow, blue curves correspond to 75-105KeV (label 1), 105-150KeV (label 2),

150-225KeV (label 3), 225-500KeV (label 4) respectively.
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In Figure 4.8a and 4.8b, the temporal evolution of electron fluxes are sim-
ilar. For a given energy range, each electron flux starts by decreasing because
some electrons are decelerated while drifting outward in either the dawnside or
the duskside, as illustrated in Figure 4.4. This results from the strong E x B
drift in these regions. With the appearance of the dayside compression, all
the electron fluxes, with different energy channels, begin increasing at approx-
imately the same time (t=240 seconds). which constitutes the dispersionless
injection. This increase in the fluxes is due to the electrons on the dayside be-
ing transported and accelerated toward the Earth, as illustrated in the sample
trajectories (see Figure 4.7). It can be understood from Figure 4.6 that the
plasma flow configuration does not change obviously except for the low at the
dawn and dusk regions becomes weaker after the sudden decrease of solar wind
pressure. This is consistent with the reduction in the growth of electron fluxes
following the simultaneous increasing. The electron flux of the highest energy
range (225-500KeV) shows less variations than that of the others. This may
be due to relatively fewer electrons being accelerated to the highest energy
channel during this transient transport. The grad-B drift velocity for the high
energy clectrons is also much larger than the E x B drift velocity. As a result,
the high energy electrons do not drift as far away from the Earth as low energy
electrons and their radial transport is weaker at the dayside, which is shown
in the sample trajectories in Figure 4.7. Therefore, their variations in energy
arc accordingly less distinct.

It 15 apparent from Figure 4.8¢ that there is no obvious fluctuation in the
electron fluxes in the region close to the Earth (4Rp to GRE). Some electrons
may drift outward, especially those with low energy (see Figure 4.4). Tt is also
possible for some accelerated electrons to arrive in this region. because of the

carthward radial transport on the dayside. Nevertheless, most of the clectrons
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in this region undergo grad-B drift around the FEarth. The influence of E x B
drift in the near-Earth region is not as strong as that in the outer regions.

In this BATS-R-US simulation of a transient process triggered by solar
wind dynamic pressure decrease, the nightside magnetic field configuration is
dipolarization-like. However, the dipolarization is weak and is not the dom-
inant process leading to radial transport toward Farth. The only earthward
transport region is obtained on the dayside in this simulation. In future, dipo-
larization process associated with substorm events will be studied, in order
to better understand dispersionless injections. Nonetheless, the solar wind
pressure pulse studied in this thesis, is shown to produce the main features of
global electron response (energetic electron injections), which is qualitatively
consistent with many observations of nonstorm time injection associated with

solar wind pulse [Lee et al., 2004, Lee and Lyons, 2004].
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Chapter 5

Conclusion

5.1 Summary and Discussion

Simulation results of two case studies, obtained from the test particle code
coupled with a global MHD model, have been reported in this thesis. The
first case simulates solar wind plasma transport into the magnetosphere during
northward IMF. The second case simulates energetic electron injection during
a transient process associated with solar wind pressure decrease. The global
MHD model. BATS-R-US, is used to provide the background electric and
magnetic ficlds for test particle tracing. The simulations based on the guiding
centre approximation prove to be numerically efficient, and yield results that
are in qualitative agreement with observations.

In the first case, the simulation of solar wind mass transport has succeeded
in reproducing many of the basic features of the Earth magnetosphere. It also
provides a detailed picture of the entrance mechanism for the magnetosheath
plasma that originates from the solar wind. During northward IMF, solar wind
has been identified as the dominant source of magnetospheric plasma. The
main route for solar wind plasma penetrating into the inner magnetosphere
is through the high latitude tailward cusp region. Particles then transport

to the magnetospheric flanks and are swept into the plasma sheet. Another
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suggested entry path is from the low latitude boundary layer along the flanks,
followed by a drift into the plasma sheet region. The qualitative agreement
between observation (see Figure 3.2) and simulation (see Figure 3.15) on the
near-Earth region in the cquatorial plane is satisfactory. The precise physical
mechanisms for the transport of particles through the flanks and the formation
of cold dense plasma sheet are still an active area of research. Nevertheless
without considering the effect of diffusion, the results presented here show that
entry through the high latitude cusp is an important mechanism for populat-
ing the dense plasma sheet and magnetospheric boundary layers during the
geomagnetic quiet time.

In the second case, electron injection associated with solar wind pressure
decrease is considered. The test particle code is shown to be capable of sim-
ulating the electron response to a rapidly varying configuration of the mag-
netosphere. The model is successtul at simulating the adiabatic transport of
electrons and reproducing some general features of energetic electron injec-
tions. The results also suggest that the earthward radial E x B drift, resulting
from the induced electric fields, play an important role in particles transport
and cncrgization during the dipolarization-like process associated with solar
wind pressure pulse, as noted by other simulations of dipolarization events

Liet al., 1998, Li et al., 2003, Mithaiwala and Horton, 2005].

5.2 Future Efforts

Computer simulation models of the type presented in this thesis offer a pow-
erful tool to predict and understand the complicated dynamic processes in
the Earth’s magnetosphere or that of other planets. With the development of
advanced models and computing facilities, global MHD simulations will even-

tually provide more realistic and detailed configurations of the magnetosphere
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for various geomagnetic conditions. Building on that forecasting frame, two
kinds of research orientations can be investigated with test particle simulations
in the future.

First, the model applicability can be broadened by solving the full Lorentz
kinetic equations instead of the guiding centre equations. In simulations based
on the guiding centre approximation, particle tracing is stopped when their
motions are not adiabatic. However, if the study focuses on the particles
cnergization process in a large region, it will be necessary to account for the
nonadiabatic effects. The full Lorentz calculation has already been included
in this code. It has been tested and can be applied to study the complicated
dynamic processes over the broad magnetospheric regions.

Secondly. the test particle model is also capable of exploring the source and
strength of magnetospheric plasma by tracing particle trajectories backward in
time with realistic particle distributions in the magnetotail or in other regions
obtained from observation. In addition, by using more precise field configu-
rations including the non-MHD drift effect from other models coupled with
the global MHD model, the test particle approach can be used to investigate
particle encrgization and momentum exchange during storm and substorm

events.
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