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Abstract 

The formation of dry microparticles from evaporating solution droplets was investigated and 

analyzed. The particle formation involved the creation and production of spray dried 

microparticles used for the delivery of drugs to treat pulmonary diseases. Studies of particle 

formation were conducted using a monodisperse droplet chain, which was created using a 

piezoceramic dispenser with an inner diameter of 30 µm for all the cases analyzed. The initial 

droplets ranged from 70 to 100 µm, and the final dried microparticles ranged from 0.3 µm to 25 

µm, a range relevant to pulmonary drug delivery. The distance between two consecutive droplets 

was recorded; from these parameters, the main properties of the particle formation process, such 

as density, mass, aerodynamic diameter, volume equivalent diameter and velocity, were obtained. 

Studies varied from crystallizing to non-crystallizing systems. For the first group, cellulose acetate 

butyrate (CAB) in acetone was chosen for its high molecular weight. Such a substance generates 

high Peclet numbers, a phenomenon previously not analyzed in a monodisperse droplet chain. 

Initial concentrations of 0.37 and 10 mg/ml were chosen. External temperatures of 30, 40, and 55 

°C were selected.  

For crystallizing systems, the material chosen for particle formation studies was sodium nitrate 

(NaNO3). The reasons for this choice were the properties of NaNO3: its crystallinity, its chemical 

structure and its high solubility in water. The use of NaNO3 as a solute allowed investigations of 

the time for crystallization, data unobtainable in prior experimental approaches. Systematic 

investigations of particle formation in the NaNO3 system were conducted using an appropriate 

selection of independent variables and analytical techniques suitable to the evaluation of 

evaporation and particle properties,. The independent variables and levels were the concentrations 
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of the initial solution, which ranged from 5×10-5 mg/ml to 5 mg/ml, and the temperature of the 

drying gas, which ranged from 25 to 150 °C. The properties of the final dried particles most closely 

analyzed were density, void fraction, shell thickness, morphology and surface roughness. The 

analysis of morphology and roughness were correlated with cohesion forces between two 

microparticles. 

Cohesion forces varied from 1 to 100 nN depending on size, roughness and asperities, and peak-

to-peak distances of the microparticles. The microparticles selected ranged between 15 and 1 μm, 

in diameter, between 1710 and 1 nm in roughness, and between 7000 nm and 50 nm in asperities. 

The experimental results were compared with theoretical results in the literature and the 

Rabinovich model chosen as the best theoretical method of determining cohesion forces between 

two rough microparticles. A multicomponent particle formation process involved the formation of 

microparticles from more than one solute. The multicomponent particle formation has previously 

been poorly studied, despite its impact on the quality of respiratory drug delivery. Potassium nitrate 

(KNO3), chosen for its similarities in molecular weight and solubility, was added to the 

evaporation of NaNO3 droplets. Initial conditions of environmental temperatures of 50 and 100ºC, 

concentrations of 1 to 10 mg/ml, and molar percentages of NaNO3 and KNO3 of 30:70, 50:50, and 

70:30 influenced the time to reach saturation and, therefore, the distribution of chemical 

components on the shell of the final dried microparticles. The influence of the time to reach 

saturation on the distribution of final dried microparticles was verified. The solute with a shorter 

time to reach saturation composed the surface of the shell of final dried microparticles. 
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1 Introduction 

1.1 Background 

Studies in drug delivery are increasingly focusing on particle engineering [3-8], a fairly new 

discipline that brings together knowledge from such diverse areas as chemistry, biology, heat and 

mass transfer, thermo- and fluid dynamics, and aerosol science [9-11]. In the context of medicinal 

applications, the main goal of particle engineering is improving the efficiency and efficacy of the 

delivery of drug microparticles [7]. The field focuses on the generation of microparticles made of 

active drugs; these microparticles are commonly delivered to the patient’s respiratory system in 

order to treat respiratory diseases [12]. 

The drugs are typically delivered to the patient through two pathways: nasal and oral airways [13, 

14]. The most common delivery methods are inhalation and instillation [15-17]. Liquid instillation 

is used in critical care situations, typically for acute, life-threatening diseases such as pulmonary 

embolism or lung cancer [18]. By definition, this technique is invasive and rarely required. The 

most common technique for the delivery of drugs for pulmonary diseases is inhalation [19, 20]. 

The wide use of drug inhalation is attributable to its multiple advantages. For instance, compared 

to those of liquid instillation, the risks involved are minimal [21]. Furthermore, inhalation is a non-

invasive treatment that patients can self-administer [22]. Like every technique, inhalation carries 

disadvantages, the main one beings drug loss; typically a large portion of the drugs, whether 

through the nasal or the oral tract, does not reach the desired site of the lung [22]. 

The deposition of a drug occurs by five main physical mechanisms: impaction, settling, diffusion, 

interception and electrostatic deposition [23]. All five of these mechanisms are influenced by 

properties of drug microparticles, such as the particle’s size, density and shape, as well as by the 

individual’s airway geometry and breathing pattern [24]. For instance, it has been demonstrated 

that smaller particles can reach different locations in the respiratory tract [25], with particles in the 

range of 1 µm being able to reach deeper locations in the respiratory tract [25]. Other studies have 

demonstrated that particles with a greater size range but a lower density are able to reach the same 

positions in the respiratory tract: a structure that is porous or contains voids helps the 

microparticles to deposit further in the respiratory tract [26, 27]. Respiratory drugs can show 

different solid phases: crystalline, amorphous or a mixture of the two [28]. Each state can affect 
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efficacy and stability of respiratory drugs [28]. For example, proteins in a crystalline phase  remain 

stable for a longer time during the delivery than they do in their amorphous phase [29]. On the 

other hand, amorphous spray-dried drugs may have a smaller and more homogenous particle size 

and a higher respirable fraction than mechanically micronized microcrystalline particles [30]. 

Consequently, for drugs containing more than one excipient, the shell composition is fundamental 

for the efficacy of delivery [31-33]. In fact, in some cases, if the shell is crystalline or amorphous, 

the excipient contained can reach a different place in the respiratory tract. Crystal size, morphology 

and roughness are factors which may affect cohesion forces between two particles or adhesion 

between a particle and the respiratory tract [34-36]. Low cohesion forces between two 

microparticles prevent their coagulation and therefore increase the range of the locations at which 

they deposit in the respiratory tract of a patient. According to experimental measurements and 

theoretical models, the roughness is inversely proportional to the value of cohesion forces between 

two microparticles [35]. Thus, for amorphous and smooth particles, the cohesion forces are low. 

Since individual breathing patterns vary widely, studies of drug impaction generally use a healthy 

adult as a reference case [37]. The most important parameter for impaction is the Stokes number, 

which compares the characteristic time of the falling particle and the characteristic time of a flow 

or an obstacle [38]. Consequently, the impaction of drug microparticles can be influenced by 

parameters other than their properties, for instance, the quality of air flow or the presence of an 

obstacle in the individual’s respiratory tract. Another parameter worth mentioning is the viscosity 

of the gas, which varies with the kind of gas at the site of impaction. In the respiratory tract, 

whether the particles are inhaled from the nose or from the mouth, streamlines are present with 

different directions according to the location in the respiratory tract. As a result, deposition by 

impaction depends on the ratio between the microparticles’ stopping distance, which in turn 

depends on the properties of the microparticles and airway dimensions. In case of microparticles, 

impaction is the most important deposition mechanism in the large airways [39]. The settling is 

defined as the speed rate at which particles deposit. This parameter indicates the velocity at which 

particles fall in a fluid, therefore, it is dependent on the morphology and the size of the particles 

[40]. In small sections of the lungs, settling becomes more important due to a change in dimension 

in airways and velocities [41]. Submicrometer-sized particles are most likely to deposit on the 

walls of smaller airways since they follows the Brownian diffusion [42]. The mechanism of 

diffusion is negligible for large particles but it becomes heavily influential for particles with 
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diameters lower than 1 μm [24]. The systems of interception and electrostatic deposition are only 

relevant in particular cases [43, 44]. For greater efficacy of delivery, it is preferable for the 

deposition of microparticles of drugs to occur in smaller airways [24]. 

The inhalation of drugs can be achieved using one of three different devices: a metered dose inhaler 

(MDI), a dry powder inhaler (DPI) or a nebulizer [45]. All of these devices are widely used, their 

use being strongly dependent on the production company and the delivery aims [46]. The MDI is 

one of the original inhalation devices, and its structure is quite simple: it contains a canister, a 

metered valve and an actuator [47]. These three components allow the release of a precise quantity 

of drug. This renders the device useful for self-administration and reduces the risk of improper 

administration of the drugs [48, 49]. The formulation contained in an MDI is composed of a drug, 

a propellant and in some cases an excipient [50]. Compared to MDIs, DPIs reduce the risk of 

oropharyngeal deposition [51]. Delivering dry powders reduces the risk of oropharyngeal 

deposition [52], but they often require greater inhalation effort [53], which may be problematic for 

patients with impaired lung function [54]. Both MDI and DPI drawback is poor delivery efficiency. 

The third option of inhalation device is the nebulizer, which delivers the drugs through an aerosol 

mist [55]. The advantage of this option is in the efficiency of the drug delivery [56]. The nebulizer, 

though, is an expensive device [57]. Nebulizers necessitate also a long time, more than an hour, to 

deliver the required dose [58]. For this reason, patient compliance is an issue for home care 

scenarios [59]. 

1.2 Generation of drug microparticles: Spray drying 

Generally, microparticles used in inhalers are generated through various techniques: spray freeze-

drying [60-62], supercritical fluid technology [63-65], micro-crystallization [66-68], 

micronization [69-71] and spray drying [72-74]. Spray freeze-drying is commonly used in the food 

and pharmaceutical industries, particularly for drying heat-sensitive material [75]. The initial 

solution or suspension is atomized and quickly frozen, with subsequent evaporation of the solvent 

occurring through low-pressure sublimation [76]. The process needs to be performed under the 

triple point of water, or of the solvent chosen [60]. Spray freeze-drying is recognized as one of the 

best methods for the production of microparticles of high quality [61]. It is an important technique 

for cases where the preservation of heat labile components is required. This task is achieved 

through a long and complex process. First, the material is frozen at a low temperature, creating ice 



4 

 

crystals [77]. These crystals are then sublimated from a solid to a vapor phase. Thus three main 

steps are involved in spray freeze drying: atomization, freezing and drying [78]. Because the drying 

rate depends on the vapor pressure, the drying time lasts at least one day or more, generating extra 

costs [62], over and above those related to expensive equipment, such as cryogenic and vacuum 

freeze dryers. Supercritical fluid technology is an alternative for the production of drug 

microparticles [65]. A fluid is considered supercritical when its pressure and temperature exceed 

their critical values. This kind of fluid has unique properties; an increase of the pressure results in 

an increase in gas mass without modifying the viscosity. In addition, during the process many 

solvents exhibit increased solvency as they approach and exceed the critical point [79]. As a 

consequence, an advantage of the supercritical fluid technology is that the solvation power can be 

controlled by changing temperature and pressure values [80]. The drawback of the technology is 

the conditions required to reach the supercritical state. For some solvents, the supercritical state is 

reached only at high temperatures not compatible with pharmaceutical compounds [81]. In 

addition, the choice of the gases that can be used is limited [65]. 

Micronization refers to the reduction of drug particles to a size smaller than 10 µm [82] through 

the impact between two particles or between a particle and a solid surface [83]. The typical device 

used to produce micronized particles is the jet mill [84]. The dried powders produced show an 

increase in surface area, bioavailability and activity [85]. On the other hand, micronization offers 

a poor control over the properties such as size, shape and morphology, of the dried particles [86]. 

In addition, it is difficult to control the size distribution of the particles or the homogeneity of the 

solid phase [86]. A technique similar to micronization is micro-crystallization, which involves a 

more precisely controlled nucleation process [87]. Micro-crystallization is commonly used for the 

production of protein crystals; the rate of evaporation is tuned to adjust the crystallization and 

prevent desiccation [88]. Another method for controlling the crystallization process is tuning the 

supersaturation [89]. Because of its complexity, micro-crystallization is used only when necessary. 

The use of spray drying for the production of drug microparticles has constantly increased in the 

last decade [90-94]. Spray drying allows rapid drying of liquids using hot gas [95]. It is the method 

most commonly used in the food and pharmaceutical industries [96, 97] to produce dry powders 

from liquid solutions. In most cases, the drying medium is air; in cases where the solvent or powder 

is flammable or easily oxidized, nitrogen may be used [98]. Spray drying allows a broad range of 

solute and solvent to be used for the production of drug microparticles [99]. A main component of 
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a spray dryer is the atomizer or nozzle; the choice of atomizer type largely governs the throughput 

and the droplet diameter distribution, both of which directly influence the size distribution of the 

final dried particles [100]. Different types of nozzles can be found in spray drying applications: 

rotary disk, pneumatic, swirl or ultrasonic [99]. The drying of the solvent is commonly achieved 

in two or more steps to reduce dust and increase the flowability of the final particles; this happens 

at the back end of a spray dryer using a fluidized bed [101]. The produced microparticles are 

typically collected in a drum, filter, or cyclone [102]. An important advantage of spray drying is 

the production throughput, which is higher compared to the techniques previously mentioned 

[103]. In addition, the losses incurred in the drying process are fewer than those of other 

techniques. Furthermore, spray drying offers precise control over the properties of the final dried 

microparticles [104]. This control is achieved using insights from experimental and theoretical 

studies on the particle formation process. 

1.3 Principles of particle formation 

The particle formation process occurs during the transformation of a solution droplet into a dried 

microparticle. The work of Vehring et al. provides a starting point for describing particle formation 

process [2]. The model they created is named VFL, after the last names of the authors [2] utilizes 

theory to describe the particle formation process and experimentation to validate its predictions. 
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Figure 1.1 Example of a monodisperse droplet chain achieved in experiments shown in Chapter 2. A few theoretical 

parameters are shown: initial concentration C0, initial volume V0, initial density 𝜌0, initial diameter d0, spacing between 

two consecutive droplets or particles ∆y, diameter of droplets or particles at a time step t d(t), settling velocity vs, gas 

velocity vG, final concentration Cf, final volume Vf, final density 𝜌f and final diameter df. 

 

The process starts at the injection point, where the solution droplets are introduced into in a drying 

gas flow, and ceases at the collection point, where the dried microparticles are collected. Injection 

and collection points are shown in Figure 1.1, together with important parameters. A droplet with 

initial diameter, d0, solute concentration, C0, volume, V0, and density, ρ0, is injected in a 

temperature and humidity controlled flow. The flow rate has an initial velocity, vG, which increases 

when the droplets are injected. The droplets evaporation is governed by the diffusion between two 

events: the solvent evaporation and the solute distribution inside the droplet. Consequently, 

depending on the solute and solvent chosen and on the conditions of the evaporation process, the 

solute distributes on the surface and in the meantime the solvent leaves the droplet. When the 

solute reaches a critical amount on the surface, called supersaturation, the time of shell formation 

is imminent. The supersaturation state is strongly dependent on the solute and the evaporation 
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conditions chosen. The shell formation time identifies the moment in which the volume equivalent 

diameter of the droplets or particles is fixed. After this point, the diameter is fixed, since a shell 

has been formed. Other parameters, such as density or mass, can still change because of an 

evaporation of a possible solvent enclosed in the shell. In such cases, the enclosed solvent 

evaporates through the pores of a formed shell. Once the remaining solvent is null, the dried 

particles are collected and their properties, such as density, diameter, morphology, shell thickness 

and roughness, are analyzed. 

As shown in Figure 1.1, different properties of the evaporation of the droplet can be measured 

using the VFL model. Droplets have a falling velocity called settling velocity, or vs, which depends 

on the gravity and drag forces acting on the droplet. The equation governing the settling velocity 

is Equation 1.1, where, ρp, is the particle density, d(t), is the diameter at the time step, t (shown in 

Figure 1.1), g, the gravitational acceleration and μ the dynamic viscosity of air. 

𝑣s =
𝜌p𝑑(𝑡)2𝑔 𝐶c

18𝜇
 Equation 1.1 

Cc stays for the Cunningham factor. This factor is used for droplets with an aerodynamic diameter 

lower than 1 μm. Cc is used to account non continuum effects, when the Knudsen number is 

between the continuum regime and the free molecular path [105]. The diameter shown in Equation 

1.1 is defined as the volume equivalent diameter, a variable introduced by the authors of the VFL 

model. This diameter consists of the diameter of a sphere with equivalent volume to the droplet or 

particle in question [106]. The volume equivalent diameter, dv, differs from the aerodynamic 

diameter, da, which does not involve the density of the droplet or particle considered, ρp, [107]. 

Equation 1.2 shows the theoretical definition of the aerodynamic and volume equivalent diameters. 

As shown, the main difference between the two diameters is the consideration of the droplet 

density: the volume equivalent diameter contains information about the trend of the droplet 

density. In Equation 1.2, ρ*, is the standard density of 1 g/cm3 and 𝜒 the correction factor, lower 

or higher than 1 for non-spherical particles. 

𝑑a = √
18𝜇 𝑣s

𝜌∗ 𝑔 
 Equation 1.2 



8 

 

𝑑v = √
18𝜇 𝑣s

𝜌
P
 𝑔 𝜒

 

The density of the droplets is an important parameter since it allows the derivation of other 

properties, such as mass or volume equivalent diameter. According to the VFL model and its 

implementation, the density is found using Equation 1.3. Equation 1.3 contains the assumption of 

a mostly liquid droplet. As a result, this equation cannot be used when the solute reaches a level 

of supersaturation. Equation 1.3 is used for time steps previous to the shell formation, where, ml, 

is the mass of the solvent used, ms, the mass of the solute, Vtot, the droplet total volume, ρt,l, the 

true density of the solvent, C0, the concentration of the initial solution, d0, the diameter of the initial 

injected droplet, and, d(t), the diameter of the droplet at a time t. Equation 1.3 can be used only in 

case of a droplet mostly liquid. 

𝜌P(t) =
𝑚l + 𝑚s

𝑉tot
=

𝜌t,l𝑑(t) 
3 + 𝐶0𝑑0 

3

𝑑(t) 
3

= 𝜌t,l + 𝐶0 (
𝑑0

𝑑(t)
)

3

 Equation 1.3 

When the amount of solutes is becoming higher than the amount of the liquid, a different equation 

can be used to derive the density of droplets or particles. Equation 1.4 is used to determine the 

density of the particles after the point of shell formation. 

𝜌p = 𝜌∗  (
𝑑a

𝑑v
)

2

 Equation 1.4 

After the density is determined, the mass of an evaporating droplet, M(t), can be easily determined. 

Equation 1.5 defines the mass trend of an evaporating droplet. 

𝑀(t) =
𝜋𝜌

p
(t)𝑑v

3

6
 Equation 1.5 

The solvent evaporation is defined by the evaporation rate, κ, which is the velocity at which the 

liquid is leaving the droplet. Assuming a constant evaporation rate, Equation 1.6 can be used, 

where, f, is the frequency selected for the generation of each droplet. The assumption of a constant 

evaporation rate cannot be applied for several cases; the only case where this assumption can be 

used is when the trend of the evaporating volume equivalent diameter squared is linear. Otherwise, 

Equation 1.6 can be used only between two consecutive time steps. 
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𝜅 = (𝑑0
2 − 𝑑(t)2

) ∙ 𝑓 Equation 1.6 

The solute distribution is defined by the diffusion coefficient, D. The diffusion coefficient is 

derived by the Stokes-Einstein equation, Equation 1.7, where, Tw, is the wet bulb temperature, kB, 

the Boltzmann constant and, r, is the droplet’s radius. 

𝐷 (t) =
𝑘B𝑇w

6𝜋𝜇(t)𝑟
 Equation 1.7 

The mutual tension of the solvent evaporation and the solute diffusivity is shown by the Peclet 

number, which is defined as the ratio between the evaporation rate and the diffusion coefficient of 

the solute. Previous studies have shown that, for cases with a constant evaporation rate, the Peclet 

number can predict the morphology of the final dried microparticles [2]. In this case, for instance, 

when the Peclet number is high, it is assumed that the evaporation rate is high and the diffusion 

coefficient low. As a result, the evaporation rate of the solvent is lower than the distribution of the 

solute on the surface; therefore, the final dried particles are expected to be solid and void free [2]. 

𝑃𝑒(t) =
(t)

8𝐷(t)
 Equation 1.8 

Peclet number and Enrichment are two parameters of the VFL model used to predict the properties 

of final dried microparticles [2]. Enrichment is derived directly from the Peclet number and it can 

generate similar derivations for the properties of final dried particles. Enrichment can be 

considered as the ratio between the surface concentration and the medium concentration [2]. 

Equation 1.9 shows two methods to determine the Enrichment. The two methods differ from the 

applicable Peclet number. Boraey et al. observe that the trend of enrichment in time is considered 

to be in a steady state of low Peclet number. Therefore, they derived two companion equations to 

determine the enrichment number based on the value of the Peclet number, Equation 1.9 [1]. 

Pe<20 
𝐸 =  1 +

𝑃𝑒

5
+

𝑃𝑒2

100
−

𝑃𝑒3

4000
 

 

Equation 1.9 

Pe>20 
𝐸 =

𝑃𝑒

3
+

4
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Between the points of injection and collection, Figure 1.1, evaporation, saturation, nucleation, and 

crystallization may occur. The typical times associated with these mechanisms characterize the 

particle formation process; knowledge of them allows prediction of and control over the properties 
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of the final dried particles. The time of shell formation identifies the time at which a solute creates 

a shell; the final dry particle diameter may be established at this time. This process requires 

additional research in particle formation studies. In fact, the aerodynamic diameter becomes 

constant in the short phase between the time for shell formation and the drying time; this phase 

identifies the point when the solvent is completely evaporated [108]. For instance, the time to reach 

saturation normally happens close to the time for shell formation [36]. The time to reach saturation 

indicates the point at which the solutes distribute on the surface and saturate. This important time 

variable can be derived from the Enrichment, Equation 1.10. In Equation 1.10, S0, identifies the 

initial saturation, measured as the ratio between the initial concentration and the solubility of the 

solute in the solvent chosen. The difference between the time to reach saturation and the time to 

reach constant aerodynamic diameter, ta, is called precipitation window, Δts. 

𝑡s =
𝑑0

2

𝜅
(1 − (𝑆0𝐸)

2
3) 

Equation 1.10 

For cases where a solute with a tendency to crystallize is present in the evaporating droplet, 

additional time variables can be defined. The time of nucleation and time of crystallization, tc, are 

important for the formation of particles from a crystalline solute. The time for nucleation identifies 

the moment in which the first nucleus is created. Further nuclei agglomerate until reaching a 

critical size, from which a crystal is formed and starts to grow; this point is called the time for 

crystallization. In this case, the particle formation process includes a sub-process called the 

crystallization process. The difference between the time for crystallization and the time to reach 

constant aerodynamic diameter, ta, is called the crystallization window, Δtc. According to 

crystallization theory, two phases are involved in the formation of crystals: nucleation and crystal 

growth [109]. Nucleation is the initial formation of solid crystal nuclei, upon which subsequent 

crystallization will proceed [110]. The process of nucleation can be identified as primary or 

secondary [111]. Primary nucleation occurs in the absence of other formed crystal in the solution 

[111]. Primary nucleation can also occur in cases when two or more crystals nucleate without 

interfering with each other [112]. If external impurities influence the process, the primary 

nucleation is described as induced; otherwise it is spontaneous [112]. Primary nucleation may 

cause secondary nucleation; secondary nucleation is activated when at least one existing crystal is 

present in the solution [113]. As previously mentioned, primary nucleation includes two main 

phases, the time of nucleation and the time of crystallization. The time of nucleation is the instant 
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at which the first nucleation occurs in a solution [114]. The time of crystallization is the instant at 

which the first crystal reaches a certain size, called a critical unit [115]. The critical unit identifies 

the limit at which the free energy of the system is decreased, determining whether the nucleus 

grows or dissolves [116]. The crystallization process is encountered in the production of drug 

microparticles [117-119]. This process is fundamental in understanding the relationship between 

the initial conditions of the particle formation process and the properties of the final dried particles. 

Boraey et al. [4] extended the VFL model to a larger range of Peclet number; additionally, variables 

describing particle morphology (shell thickness and the void fraction in the final dried particles) 

are predicted [1]. Equation 1.11 shows the prediction of the diameter of the voids possibly present 

in the generated dried microparticles. 

𝑑s =  𝑑f√1 −
𝜌p

𝜌T

3

 Equation 1.11 

In addition, the density of the final microparticles, ρf, can be derived. In Equation 1.12, df, is the 

diameter of the final dried microparticles. 

𝜌f = 𝐶0 (
𝑑0

𝑑f
)
3

 Equation 1.12 

The VFL model, containing its implementation, assumes that the main parameters are not affected 

by a change in time. Studies shown in Chapter 3 emphasize that, especially in cases of solutes 

prone to crystallization, the main variables, such as viscosity, diffusion coefficient, Peclet number, 

Enrichment and time to reach saturation, depend on time. These parameters change for every time 

step of the particle formation process. The dependence on time is due to the influence of the wet 

bulb temperature on the solubility limit and, especially, to the dependence of the viscosity on the 

mass fraction of solute. In these cases, a time-variable model is required to better predict the 

properties of the final dried microparticles. At every time step of the particle formation process, 

different values for the evaporation rate, Peclet number and Enrichment are calculated. In addition, 

a time-variable model is able to predict the main parameters between the shell formation and the 

collection point, a phase previously unknown. In these few milliseconds, the time to reach 

saturation, the time for nucleation and the time for crystallization are commonly reached. 
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1.4 Techniques used to experimentally produce droplets and analyze the 

droplet evaporation 

Part of the studies of the particle formation process are based on the analysis of the evaporation 

process [120-122]. The formation of solid particles is dependent on the distribution of the solute 

inside the solvent and of the rate of evaporation of the solvent. The evaporation process can be 

observed experimentally using different techniques. The three main techniques involve droplets 

suspended on filaments [123-125], a single droplet [126-128] and a monodisperse droplet chain 

[129-131]. The technique involving droplets suspended on filaments is conducted as follows [132]. 

Millimeter sized droplets are suspended from filaments of a known material. Their weight and 

their size is recorded at several time increments [123]. This technique carries a few disadvantages. 

First, the size of the droplets used is in the millimeter range, a range not conducive to drug delivery, 

which are commonly in the micrometer range [133]. In addition, the experiments can be difficult 

to execute since placing a droplet on a filament is a challenging process. Moreover, the evaporation 

of such a droplet is influenced by the heat transfer between the droplet and the filament [133]. 

The single droplet method can be divided into two sub-methods: one involving a single droplet in 

a quiescent gas, and one a single droplet in a gas flow. Both of the two sub-methods involve the 

evaporation of one droplet; therefore, both methods present the drawback of a time limit. In fact, 

the evaporation of a single droplet in the millimeter range occurs in a few seconds; in common 

laboratory conditions, a droplet of 1 mm of H2O takes about 2 seconds to evaporate [134]. The 

technique of evaporating a single droplet in a gas flow is rarely used due to its difficulties in the 

experimental process [135]. On the other hand, several researchers employ the method of a single 

droplet evaporating in a quiescent gas [136-138]. This method determines several important 

properties of droplets and particles and has enabled researchers to make several discoveries 

concerning the chemical reactivity, equilibrium size, composition and hygroscopicity of particles 

[139-142]. From the measurements obtained with this method, it is possible to describe the process 

that leads to the transformation of a particle through phase growth [139]. Different methods can 

be used to trap the droplet in a quiescent gas. One example is using radiation pressure. This method 

has an effect on the evaporating droplet; it accelerates in the direction of the applied radiation 

pressure [143]. Recently, several studies have used optical tweezers for the stabilization of a 

droplet in quiescent gas [144-146, 127]. The interest in this device has been growing also in the 
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field of aerosol science [147-149]. Optical tweezers focus the laser beam using a microscope 

objective lens forming a single beam gradient force; as a result, optical tweezers overcome the 

force balance problem encountered using radiation pressure [150]. A disadvantage of the device is 

the precision required to achieve reliable results. The droplet used has to remain homogenous, 

spherical or electrically charged [150]. 

1.5 Analysis of a droplet evaporation: The monodisperse droplet chain 

method 

The third technique used to analyze the evaporation process involves the monodisperse droplet 

chain, as shown in Figure 1.2. The technique is used by researchers in diverse fields such as 

biology, MEMS, combustion and colloids chemistry [151-154]. The method entails the injection 

of uniform droplets into a gas flow. The injected droplets are of uniform diameter and composition. 

The temperature, humidity and flow rate of the gas flow are commonly controlled. Since the 

droplets and evaporation rate are uniform, the collected dried microparticles are expected to be 

homogeneous in their properties of diameter, density, morphology and chemical composition 

[155]. 

A monodisperse droplet chain can be produced using mainly three methods: a thermal dispenser, 

a vibrating orifice, or a piezoceramic dispenser [156-159]. Thermal dispensers take advantage of 

thermoelectric materials. When a voltage is applied, the thermoelectric material increases in 

temperature, generating bubbles of air inside the dispenser [160]. These air bubbles force the first 

droplet to be injected [161]. Thus, the number of air bubbles is directly proportional to the injection 

of the droplets and to the properties of the first injected droplet [162]. Another technique used for 

the production of monodisperse droplets is a vibrating orifice; this produces monodisperse droplets 

when voltage is applied, stimulating the orifice to vibrate. A vibrating orifice takes advantage of 

the piezoelectric properties of the material; when such material is supplied with voltage, it 

generates mechanical stress [163] by converting electrical energy to mechanical energy [164]. 

Piezoceramic materials yield large displacements relative to other piezoelectric materials. A 

commonly used piezoceramic is lead zirconate titianate (PZT) [165]. Normally, vibrating orifices 

are shaped as rings; therefore, when a voltage is applied, a shear stress is induced in the ring. The 

ring then shrinks and subsequently expands, allowing the emission of the solution contained in the 

dispenser [166]. Since vibrating orifices can generate consecutive droplets with a spacing on the 
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order of the droplet diameter [166], these devices have the disadvantage of a high chance of droplet 

coagulation. Consequently, piezoceramic dispensers are the most common technique used for the 

generation of monodisperse droplets [167-171].  

Like vibrating orifices, piezoceramic dispensers take advantage of the piezoelectric effect. 

Piezoceramic dispensers typically consist of a tube-shaped piezoceramic element enclosing a 

micro-tube of glass [172]. When a voltage is applied, the piezoceramic element contracts. For each 

cycle of the piezoceramic element, a distortion to the glass micro-tube is caused. The minor 

distortion generates acoustic waves in the solution contained in the dispenser [173]. These acoustic 

waves divide the solution into two portions, one that moves forwards and one backwards. The 

forward portion is the injecting droplet [173], as shown in Figure 1.2. The injecting droplets have 

to overcome the capillary forces between the glass micro-tube and the solvent. Therefore, some 

applications require a slight positive pressure within the glass tube to expel droplets. 

Additional information about the monodisperse droplet chain is reported in Appendix A. 

 

Figure 1.2 Diagram demonstrating the principle of operation of a piezoceramic dispenser. The voltage V causes 

compression of the piezoceramic. Consequently, the glass capillary is squeezed. Acoustic waves are created in the liquid 

contained. A portion of the liquid is pushed forwards and a second portion is pushed backwards. The forward portion 

generates a droplet. 

1.6 Analysis of the properties of the final microparticles 

A combination of experimental results and theoretical models can be used to describe the 

relationship between the initial conditions and the properties of the final dried particles. By 
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contrast, the properties of the produced dried microparticles are exclusively experimentally 

analyzed. Properties of final dried particles that influence the efficiency of the drug delivery are 

multiple; they include diameter, density, solid phase, distribution of the chemical compounds, 

crystal size, morphology, and roughness. All of these properties have a strong influence on the 

efficiency of drug delivery for respiratory diseases. 

The diameter of the final dried microparticles is commonly analyzed using a Scanning Electron 

Microscope (SEM). SEM generates images of sample by scanning it with a focused electron beam 

[174]. The electrons interact with the sample surface and generate a signal that contains 

information about the topography of the sample [174]. SEM is the technique of choice for 

analyzing both the diameter and morphology of the final dried microparticle because it is 

affordable and familiar to the use. For the diameter analysis, a low magnification image is preferred 

in order to have an appreciable enough number of particles for a reliable standard deviation. For 

the morphology analysis, a high magnification is preferred in order to visualize the nano features 

on the surface of the microparticles. Final dried microparticles are collected onto a hollowed SEM 

stub. Subsequently, microparticles are gold sputtered with a layer of about 20 nm. Analysis of 

images obtained with the SEM allows the determination of the density of the final dried 

microparticles. The latter is obtained simply with a mass balance between the injection point and 

the collection point. SEM images can also provide clues to the crystal size of the final dried 

microparticles. Furthermore, SEM is the device used to determine the size distribution of the 

produced microparticles. Since the microparticles are monodisperse, the size distribution is 

narrow. The analysis of the particles size and their size distribution is reached using the software 

program ImageJ. 

A better definition of the crystal size of final dried microparticles is achieved using an Atomic 

Force Microscope (AFM). AFM is a scanning probe microscopy that allows the determination and 

analysis of a small area of a sample. AFM focuses on the analysis of small forces, called Van der 

Waals forces. These forces are dominant at a short probe-sample distance. Different modes can be 

used in an AFM: tapping, contact and non-contact. The tapping mode is mostly used to analyze 

the morphology of the sample. In this mode, the cantilever, which is the probe, oscillates at a 

resonant frequency. The oscillation is kept at a constant amplitude and, therefore, the tip-sample 

interaction is maintained and an image of the sample is achieved [175]. This mode is useful for 

defining at a high resolution the morphology of the sample; on the other hand, imaging in liquid 
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is almost impossible [175]. The contact mode measures the repulsive Van der Waals forces. The 

cantilever deflection is constant and, thus, the forces between the surface and the cantilever are 

constant and the morphology of the particle is recorded. The contact mode is generally used to 

determine the forces between the cantilever and the surface. Furthermore, it is suggested for rough 

samples but not for fragile samples, since it could damage the morphology [176]. The last mode 

that AFM provides is the non-contact mode. This mode measures the attractive Van der Waals 

forces. The probe oscillates above the adsorbed fluid layer on the surface [176]. This method needs 

a feedback loop to understand any change in the amplitude and, thus, the surface topography is 

measured. This method is suitable for fragile samples since the cantilever never comes in contact 

with the sample. However, the measurement conditions are strict; an ultra-high vacuum 

environment is required in order to prevent the contaminant layer on the surface from interfering 

with the oscillations [176]. 

As previously mentioned, the AFM is used for measuring the forces between two materials; i.e the 

cantilever and the sample. The typical force curve of an AFM is well-known and it is shown in 

Figure 1.3. The cantilever is placed at a certain distance from the sample. The tip of the cantilever 

is then moved close to the sample, step 1. Once the cantilever is about 0.3 nm from the samples, 

forces attract it to the surface of the sample. These forces are called ‘snap in’ and are minor pull 

off forces. Subsequently, the cantilever is bended once in contact with the sample, step 2. Later, 

the cantilever starts detaching from the sample, step 3. At this point, stronger forces keep the 

cantilever attached to the sample, step 4. These forces are called ‘Maximum pull off forces’. 

Finally, the cantilever is removed from the sample and brought to its initial position, step 5. 

The shell thickness and the density of the final dried microparticles are determined using two 

devices: Focus Ion Beam (FIB) and Helium Ion Microscopy (HIM). FIB has similar properties to 

SEM, previously introduced. The main difference is that FIB uses a ion beam focused on the 

sample [177]. The most common source used as ion beam is gallium. At high currents, high amount 

of material can be removed; this allows a precise milling. When the microparticles are cut, the 

shell thickness and the amount of voids can be recorded [177]. HIM is similar to FIB; the main 

difference is the kind of beam used. In HIM, a helium source is used. The high source of brightness 

and the short De Broglie wavelength of the helium ions, allow for qualitative data and images with 

higher resolution [178]. HIM allows imaging organic sample with a really low energy; thus the 

sample is less ruined compared when analyzed under an SEM. 
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Figure 1.3 Example of force curve of a common AFM force measurements. Five steps define the approach and the retract 
part of an AFM force measurement. 

Another property of the final monodisperse microparticles that has been widely analyzed is the 

solid phase. The solid phase has been analyzed using the technique of Raman spectroscopy, which  

is a spectroscopy technique commonly used in chemistry to understand the vibrational, rotational 

or other low frequency modes of each molecule [179]. Raman spectroscopy relies on an inelastic 

scattering of a monochromatic light source, commonly a laser. The laser interacts with molecular 

vibrations; thus, the photon energy is shifted up or down [179]. Electrons are moved temporally 

from their ground state to a vibrational state. The change in energy gives information about the 

vibrational mode of the molecule. If the energy of the emitted electron is higher than that of the 

scattered electron, the signal appears in the anti-Stokes region, otherwise in the Stokes region. The 

difficulty of this technique lies in separating the intense scattering light from the weak Raman 

signal [179]. Moreover, the Raman scattering has to be fere of noise. For some material, the noise 

is mostly derived by fluorescence, which happens when an electron in an excited state emits energy 

returning to the ground state [179]. The Raman spectroscopy setup used to analyze the solid phase 

of final dried microparticles is a macro Raman spectroscopy. A macro Raman spectroscopy 

analyzes a bulk of particles. Macro Raman scattering is suitable to mostly all organic components, 

some used for the cure of pulmonary diseases, since most of the organic components are Raman 

active [180]. Furthermore, a micro Raman spectroscopy shows quantification errors. The sources 

of errors can be categorized into three types: instrument variations, errors introduced by the 

quantification methodology, and sample heterogeneity [181]. To decreases the error created by 
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sample inhomogeneity, the number of particle highlighted by the laser can be increased, as done 

in a macro Raman spectroscopy. 

1.7 Objectives and Experimental Approach 

Particle formation studies were achieved using a monodisperse droplet chain with a piezoceramic 

dispenser of an inner diameter of 30 µm. Initial droplet diameters varied from 70 to 100 µm for all 

the experiments. The generation frequency was constant at 50 Hz. Independent variables of interest 

included drying gas temperature and initial concentration of the solution. The range of the initial 

solutions varied from 5 mg/ml to 5 × 10-5 mg/ml. The range of gas temperatures varied from 25 to 

150 °C. Other input variables were maintained unmodified for the set of cases studied. The studies 

of the particle formation process can be categorized as follows: 

1. Development of a time-variable model in which all the main parameters of the particle 

formation process are calculated at every time step. 

2. Analysis of the particle formation process between the shell formation and the collection 

point. 

3. Experimental measurement of a previously inaccessible parameter, the time for 

crystallization, and description of its relationship to the properties of final dried 

microparticles. 

4. Development of correlations between the bulk properties of microparticles and values of 

the cohesion forces between two microparticles; 

5. Description of the relationship between the evaporation rate of a multicomponent droplet 

and the distribution of species in residual particles. 

1.8 Thesis structure 

Two main systems are analyzed: non-crystallizing and crystallizing. Chapter 2 focuses on the first 

group; in this chapter, the mechanisms of the particle formation occurring between shell formation 

and cessation of drying are investigated. Because of the complexity of experimental tests and 

theoretical derivations, the physics occurring in this phase of particle formation are still sparsely 

studied. The relevant phenomena are studied using a combination of two methods: the “spacing” 

and the “imaging” method. The spacing method involves the determination of the distance between 

two consecutive droplets from images of the monodisperse droplet chain. By using results of a 
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steady-state constant evaporation model, key parameters governing the particle formation process 

are quantified. The imaging method uses a microscope lens to record images of each droplet of the 

monodisperse droplet chain. The volume equivalent diameter of every droplet of the chain is 

measured using the images. The volume equivalent diameter is compared with the aerodynamic 

diameter derived using the spacing method. The comparison allows the measurement of all droplet 

or particle density in the particle formation process. Experimental explorations of the part of the 

particle formation process between the shell formation and the collection point allow a deeper 

understanding of the morphology of the final dried microparticles. 

The following chapters focus on crystallizing systems to investigate the crystallization sub-process 

of the particle formation process. Thus, in Chapter 3, the particle formation process of a crystalline 

solute, sodium nitrate, is analyzed theoretically and experimentally. The experiments allowed 

measurements of an important particle formation variable, the time for crystallization. This time 

variable is fundamental to predicting the properties of the final dried microparticles. To determine 

the time for crystallization, modifications of the steady-state model previously used are required. 

A time-variable model allowed key particle formation process variables to change at every time 

step, enabling a more complete description of the particle formation process. In order to determine 

the time to reach saturation and time for crystallization, the support of optical tweezers is required. 

The optical tweezers technique is used to record the bulk viscosity as a function of the mass 

fraction of sodium nitrate. Studies of the particle formation process of a solute that tends to 

crystallize show the impact of the time for crystallization on the properties of the final dried 

microparticles. High values of time for crystallization predict final microparticles with a smaller 

diameter, amorphous state, small quantities of voids and low roughness. 

In Chapter 4, the relationship between the initial conditions of the particle formation process and 

the properties of the final dried microparticles is explored. The relationship between the initial 

conditions, environmental temperature and concentration and the cohesion forces between two 

microparticles are studied. The time to reach saturation and the time for crystallization are 

correlated with the roughness of the final microparticles. Experimental and theoretical methods 

are used to determine the cohesion forces between two microparticles. The experimental method 

involves the use of an Atomic Force Microscope (AFM), where one particle is placed on the 

cantilever and one on a flat surface. The theoretical method involves the derivation of the cohesion 

forces from the particle’s physical properties (diameter, roughness, surface energy and asperities). 
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Different previously published theoretical models are evaluated. The comparison between 

experimental results and theoretical predictions determines the theoretical method that is the most 

consistent with the experimental results; the model most suitable can be used to analyze cohesion 

forces between two microparticles. 

In Chapter 5, the particle formation process of a multicomponent solution is studied, and the 

relationships between the initial conditions and the radial distribution of the chemical components 

through the shell of the final dried microparticles are determined. Experimental tests of the 

distribution of the chemical components through the shell of final dried microparticles validate 

theoretical derivations achieved with a time-variable model, explained in previous chapters. 

Chapter 6 summarizes the results and the key conclusions of the project and suggests possible 

directions for subsequent research.  
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2 Analysis of the Particle Formation Process of 

Structured Microparticles 

The material shown in Chapter 2 has been previously published, [156]. The experiments have been 

personally conducted and the theory has been developed in previous publications, [1, 2]. The 

authors of this publication are me, my colleague Mohammed Boraey and my supervisor Reinhard 

Vehring. The material published is the following. Additional material is shown in Appendix B. 

2.1 Abstract 

The particle formation process for microparticles of cellulose acetate butyrate dried from an 

acetone solution was investigated experimentally and theoretically. A monodisperse droplet chain 

was used to produce solution microdroplets in a size range of 55-70 µm with solution 

concentrations of 0.37 and 10 mg/ml. While the droplets dried in a laminar air flow with 

temperatures of 30, 40 or 55°C the particle formation process was recorded by two independent 

optical methods. Dried particles in a size range of 10 to 30 µm were collected for morphology 

analysis, showing hollow, elongated particles whose structure was dependent on drying gas 

temperature and initial solution concentration. The setup allowed comprehensive measurements 

of the particle formation process, including the period after initial shell formation. The early 

particle formation process for this system was controlled by the diffusion of cellulose acetate 

butyrate in the liquid phase while later stages of the process were dominated by shell buckling and 

folding. 

2.2 Nomenclature 

C0, initial concentration of CAB in acetone [mg/ml]; 

D, diffusion coefficient of CAB in acetone [m2/s]; 

d(t), diameter of a droplet or particles at time t [µm]; 

da, aerodynamic diameter [µm]; 

d0, initial droplet diameter [µm]; 

dT, diameter of the flow tube [m]; 
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dv, volume equivalent diameter [µm]; 

E, surface enrichment; 

Δt, time step between two consecutive droplets in the droplet chain [µm]; 

Δy, vertical spacing between two consecutive droplets in the droplet chain [µm]; 

κ, droplet evaporation rate [µm2/ms]; 

f, droplet production frequency [Hz]; 

g, gravitational acceleration [m2/s]; 

ma, mass of acetone [kg]; 

mCAB, mass of cellulose acetate butyrate [kg]; 

M(t), mass of a droplet or particle at time t [kg]; 

µ, drying gas dynamic viscosity [Pa s]; 

Pe, Peclet number; 

ρ0, initial density of the solution droplet [kg/m3]; 

ρf, density of the dried microparticles [kg/m3]; 

ρp, density of droplets or particles in the monodisperse droplet chain [kg/m3]; 

ρt,a, true density of acetone [kg/m3]; 

ρ*, standard density [kg/m3]; 

QG, drying gas flow rate [L/min]; 

s0, initial solubility [mg/ml]; 

S0, initial saturation; 

t, time [s]; 

TG; temperature of gas flow [°C] 

τD, droplet drying time [ms]; 

τsat, saturation time [s]; 
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V0, volume of the initial droplet of the droplet chain [m3]; 

vG, drying gas flow velocity [m2/s]; 

vs, droplet or particle settling velocity [m2/s]; 

vy, velocity of a falling droplet or particle [m2/s]; 

χ, particle shape factor; 

2.3 Introduction 

Respiratory drug delivery is facilitated by aerosols whose dispersed phase consists of liquid or 

solid microparticles, typically in a size range of about 0.5 to 5 m for pulmonary delivery, and 

sizes above 10 m for nasal delivery applications [182]. Traditionally, many solid respirable 

dosage forms consisted of micronized active pharmaceutical ingredients in a crystalline form, 

optionally utilizing carrier particles, e.g., consisting of lactose, to aid in the dispersion of a powder 

dose [183]. Lately, respiratory products have been marketed or are in development that rely on an 

expanded functionality of the delivered microparticles [184], providing, for example, reduced side 

effects via improved delivery efficiency [185], improved shelf life and environmental robustness 

via stabilization of labile or amorphous actives [186], including biologics, and controlled release 

or taste masking via encapsulation [187], etc. To accomplish these goals advanced pharmaceutical 

microparticles typically contain one or more excipients that address a specific design target and 

these microparticles are structured, i.e., the particle surface and core have different composition, 

and, hence, may have different useful properties [188]. Furthermore, the particle density is 

frequently adjusted to improve aerosolization in dry powder inhalers, or achieve sufficient 

suspension stability in metered dose inhalers [189, 190].  

Due to the complexity of the particle design task, a rational rather than empirical approach for 

dosage form development is needed. This rational approach is enabled by a rapidly growing 

discipline, particle engineering, which provides the required mechanistic understanding, improved 

process capabilities, and advanced analytical and experimental tools. A prerequisite for successful 

particle engineering is a fundamental comprehension of the process by which the microparticles 

are formed so that the process may be controlled to provide the desired particle properties [191, 

192]. Many processing techniques for structured microparticles rely on drying of a droplet that 

comprises the active and the excipients in dissolved or suspended form. In this case the particle 
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formation process is the transition from a solution or suspension droplet to a dried solid particle 

[193]. During this process, the solvent evaporates and the solutes or suspended materials may 

remain either homogeneously mixed or may separate, e.g., creating a core-shell morphology. For 

the latter particles the point in time during the drying process at which the shell is generated is 

called the “shell formation time” [194]. It is influenced by the physical and chemical properties of 

the solutes and the solvent and by the evaporation rate of the solvent [195]. 

Various techniques are used for the production of these microparticle drugs; examples include: 

spray freeze-drying [196-199], supercritical fluid technology [200-203], micro-crystallization 

[204-207] and spray drying [208, 95, 209, 210]. Evaporation of microdroplets is the underlying 

idea behind many of these techniques. At present, a common technique for the manufacture of 

structured microparticles is spray drying. Specifically for pharmaceutical applications, spray 

drying has several advantages: it can be conducted with minimal loss of activity of chemicals, a 

broad range of solutions or suspensions can be applied, and important properties of the final 

particles can be controlled [209]. In addition, interest in this technique is growing with the increase 

in the demand for smaller particles [101, 2] with more governable and defined properties. 

A mechanistic understanding of the particle formation process is essential for the control and 

improvement of properties of pharmaceutical powders produced by spray drying [211]. As a result, 

in the last two decades, several studies have been conducted to investigate the particle formation 

process theoretically and experimentally [1, 212, 213, 193]. These studies focused mainly on the 

first part of the process which can be modeled as evaporation of a solution droplet. The solvent 

evaporation phase plays a key role in the particle formation process [214]. Four main techniques 

were used in these studies: observation of a single droplet in a quiescent gas, where one isolated 

droplet evaporates falling or while levitated, typically in a room temperature environment [215-

218, 205, 159], analysis of droplets suspended from thin filaments, where several droplets 

evaporate while attached to a wire [219, 220, 124, 221], observation of a single droplet falling in 

a gas flow [222-225], where only one droplet evaporates in an air flow, and studies on 

monodisperse free falling droplets [129, 226-228], where a chain of droplets is injected into a gas 

flow. Several theoretical models have been developed that describe the process of evaporating 

single droplets falling in a gas flow [229-231, 224, 138], and evaporation of droplets in a 

monodisperse chain [232, 228, 233]. 
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The droplet chain method has been demonstrated to be a good choice for the experimental study 

of evaporation processes, not only in spray drying, but also in other areas such as microfluidics, 

MEMS, combustion, and colloids chemistry [153, 154, 159, 234, 210]. This broad interest comes 

from its ability to overcome many of the drawbacks encountered in other techniques [235]. For 

droplet chain techniques evaporation measurements are feasible very shortly after generation of 

the droplet unlike in some single droplet techniques that require capture and stabilization of a 

droplet before measurements can commence. Particles do not need to remain homogenous, 

spherical, or electrically charged [233]. Techniques involving droplets suspended from thin 

filaments may bias evaporation rates by affecting heat conduction via the contact between the 

filament and the droplet. Also, filament techniques normally require droplets with diameters in the 

millimeter range, which undergo a different evaporation process compared to microdroplets 

relevant for inhalation applications [134]. 

A monodisperse droplet chain can be generated using a thermal dispenser, a vibrating orifice or a 

piezoceramic dispenser. The thermal dispenser has been used in several studies of inkjet printing 

[236-239], but rarely in the generation of monodisperse droplet chains [240, 241], because of 

bubble generation inside the dispenser. These bubbles interfere with the ejection of the droplets 

and the homogeneity of the droplet diameters in the chain [242]. The instrument most frequently 

used for the production of monodisperse droplet chains until the beginning of the last decade was 

the vibrating orifice generator [243-247]. The main benefit of this device is that it can produce 

monodisperse droplets in a broad size range. However, a vibrating orifice generates a very closely 

spaced droplet chain with a gap between two consecutive droplets on the order of only a few 

droplet diameters [235]. This can lead to droplet collisions and affects the mass transfer such that 

the evaporation rate is not representative of a single droplet. Piezoceramic dispensers provide a 

continuous and homogenous production of monodisperse droplets applying the piezoelectric effect 

[248]. The mechanical deformation of a piezoceramic tube in response to an electric signal creates 

acoustic waves in the liquid contained in the tube, expelling droplets in a reproducible manner, 

thus creating a monodisperse droplet chain with widely adjustable spacing. 

The monodisperse chain technique has a fundamental role in particle formation studies. An 

analytical particle formation model was developed using experimental data from a droplet chain 

technique [2]. In this paper, Vehring et al. presented a partial theoretical description of the particle 

formation process, an experimental validation of different formation mechanisms for different 
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solutes and different process conditions, and a review of the most common techniques for 

manufacturing of microparticles. Boraey et al. [4, 1] refined the particle formation model adding 

new parameters to the theoretical derivations, e.g., shell thickness of the dried particles. The two 

models, however, did not consider the particle formation process after the onset of shell formation 

and, thus, cannot describe an important part of the process: the evaporation of residual solvent 

contained by a shell. 

The aim of the present work is to fill this gap by providing a more complete experimental analysis 

of the particle formation process, including the stage after the formation of a shell. The evaporation 

of acetone solution droplets of a polymer, cellulose butyrate acetate is investigated as a model case 

to demonstrate the capabilities of the new experimental approach. The choice of the solvent 

facilitates the experimental part. Acetone shows a relatively high evaporation rate at room 

temperature. A high evaporation rate encloses a short drying time, which ensures the drying of the 

droplet before the collection point. The choice of the solute relied on the properties of the CAB: 

its high solubility in acetone and its high molecular weight. The high solubility permits the 

inception of solutions with varying solute quantity, needed to study the effect of the initial 

concentration, and the high molecular weight promotes faster shell formation, leaving a reasonable 

period of time to investigate the evaporation process after shell formation. Besides, the use of CAB 

is of particular interest for this process because of its wide use in studies related to the improvement 

of the efficacy of drug delivery systems and controlled release applications [249-251]. 
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2.4 Experimental section 

2.4.1 Chemicals 

Cellulose acetate butyrate (CAB) (catalog number 419044 – 500G, Sigma Aldrich, St Louis, MO, 

USA) was used; some of the properties analyzed and provided by the manufacturer are: molecular 

mass of about 65000 g/mol and true density of 1.25 g/ml at 25°C. Acetone (320110 – 1L ACS 

Reagent – 99.5% purity, Sigma Aldrich, St Louis, MO, USA) was used as the solvent, with a 

residual water content < 0.5%. The main physical properties of the acetone listed by the supplier 

are: vapor pressure of 24.4 kPa at 20°C and density of 0.791 g/ml at 25°C.  

The solubility of CAB in acetone is a required input parameter for the particle formation model 

applied in this study. Therefore, the solubility was derived experimentally for three reference 

temperatures, which were the predicted steady state droplet temperatures for the chosen drying 

conditions. CAB was gradually added to 10 ml of acetone until the solution did not clear any more 

upon 3 hours of sonication and 1 hour of agitation on a wrist action shaker. The saturated solution 

stays in an environment at each reference temperature for 2 hours; undissolved mass was removed. 

The determined solubilities were 216  2 mg/ml at 14 °C, 247  2 mg/ml at 20.5 °C, and 258  3 

mg/ml at 27.5 °C. These droplet temperatures correspond to drying gas temperatures correspond 

to drying gas temperatures of 30, 40 and 55 °C, respectively [252].  

To prepare CAB-acetone solutions, CAB was weighed out using an analytical balance (ME204E, 

Mettler Toledo, Mississauga, Ontario, Canada) and filled to volume with the solvent. The solution 

was closed with a paraffin film (PM992, Pechiney Plastic Packaging, Chicago, IL, U.S.) and 

agitated for 1.5 h on a wrist action shaker (Model 75, Burrell Scientific, Pittsburg, Pennsylvania, 

U.S.).  

2.4.2 Experimental setup 

An experimental system was developed to provide droplets -on-demand and consisted of three 

main systems: feeding, collection and optical, illustrated in Figure 2.1 and Figure 2.2. The feeding 

system was charged through filters (09-754-28, Corning PTFE 0.2 µm, Fisher Scientific, 

Edmonton, AB, Canada) with a syringe (14-817-30, AirTite Norm-Jet Eccentric Luer Fisher 

Scientific, Edmonton, AB, Canada) filled with a solution. The solution was stored in an ‘S’-shaped 

reservoir with a volume of 2 ml, and entered a piezoceramic dispenser (MD-G-020K, Microdrop 

Technologies, Mühlenweg, Norderstedt, Germany) with an orifice diameter of 50 µm. At the 
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initiation of droplet generation, it was necessary to apply additional pressure to overcome the 

capillary forces between the liquid and the glass tube of the droplet generator. For this purpose, 

the liquid feeding system was connected to a pressure regulated air supply (CDA) system. 

The gas flow rate was measured with a flow meter (4000 Series, TSI, Shoreview, Minnesota, U.S.). 

Two heaters were located on the top of the flow tube, warming the air to the required temperature. 

The temperature of the air was recorded at the droplet injection point and at a collection point at 

the end of the tube with two type K thermocouples (TFE-K-20, Omega Engineering, Laval, 

Quebec, Canada). The temperature difference between the two points ranged from 0˚C, when the 

drying gas was at room temperature) to 10°C, when the drying gas was at 55°C. Temperature was 

monitored using a temperature controller (RK-89000-10, Digi-Sense, Cole Palmer, Laval, Quebec, 

Canada). 

For the purpose of measuring the spacing between droplets, the droplet chain was illuminated with 

a diode laser (SNF-660 Lasiris, Coherent Co., Wilsonville, Oregon, U.S.) with a wavelength of 

 

Figure 2.1  Schematic of the feeding and collection systems. The feeding system supplied the test solutions to 

the piezoceramic dispenser and consisted of valves, tubing, and a reservoir. The feeding system has the 

purpose to supply Clean Dry Air (CDA) and liquid to the piezoceramic dispenser. At the end of a flow tube 

dried microparticles were collected using hollowed SEM stubs onto which a filter was placed using a double-

sided adhesive ring.  
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657 nm, entering through the bottom of the flow tube. The driver of the droplet generator controlled 

a pulse generator (4001, Global Specialties, Yorba Linda, California, U.S.) that triggered the laser 

pulses. Pulse width and spacing were adjusted to optimize stroboscopic illumination of the 

droplets. A digital camera (BM-500 GE GigE Vision, Pleora Technologies, Kanata, Ontario, 

Canada) recorded the droplet chain trajectory, including the spacing between the droplets. The 

camera was connected to a computer for capture and visualization of the images (JAI GigE Vision 

SDK and Control Tool, San Jose, California, U.S.). For calibration purposes images were recorded 

with a 1 mm resolution scale bar inserted in the center of the flow tube. The calibration process 

used a pixel resolution of 4.2 × 10-2 µm/pixel, a magnification of 3.5X, a field of view of 13.9° 

and a typical number of pixels across a nominal drop of 0.5. 

As shown in Figure 2.1, the dried particles were collected for data analysis at the point labeled 

“Collection point”. The particles were considered to be completely dry at this point. Images 

recorded with a microscope lens showed that a constant droplet diameter was already reached 

within the period of time observable through the optical window, indicating that the drying process 

was nearly complete. As shown in Figure 1, particles continued to dry for a period of time at least 

5 times longer than observable through the window. Dried particles were gathered for analysis by 

ultramicroscopy with a custom-built suction system, placed 30 cm downstream of the injection 

point. A hollowed-out Scanning Electron Microscope (SEM) sample stub was placed inside the 

flow tube at the collection point. The SEM stub was covered by double-sided adhesive tape with 

a central opening holding a membrane filter (GTTP 013 00, Millipore Isopore Polycarbonate, 

Darmstadt, Germany) in place. The suction flow rate was regulated with a ball valve and measured 

by a flow meter (4000 Series, TSI, Shoreview, Minnesota, U.S.). The collection flow rate was set 

to match the drying gas flow rate. Collected particles were gold sputter coated with a vacuum desk 

sputter coater (Desk II, Denton Vacuum LLC., Moorestown, New Jersey, U.S.) [253] and analyzed 

with a Scanning Electron Microscope (SEM LEO 1430, Zeiss, Jena, Germany) [254]. SEM stub 

samples were kept in SEM mount holders in a storage box (16709 Pelco 18 Pin mount storage 

holder, Ted Pella Inc., Redding, CA, USA) to avoid  contamination of the particles.  In addition, 

the interior of the samples was analyzed after cutting them with a Focused Ion Beam (FIB) (Hitachi 

NB 50000, Chiyoda, Tokyo, Japan) [255]. 

A microscope lens (1-60068, 12x Zoom System, Navitar, Rochester, New York, U.S.) was used 

to image individual droplets to measure their diameter and morphology. The microscope lens 



30 

 

recorded the droplets and particles from the ejection point to the collection point; the last image 

recorded before the collection point revealed the same diameter and morphology of the dried 

particles imaged with the SEM analysis. For this purpose the flow tube had two opposing optical 

windows. Droplets were illuminated using a strobe light (Mounted High Power LEDs M530L3, 

Thorlabs, Newton, New Jersey, U.S.) with a wavelength of 530 nm. The strobe light and the 

microscope lens were aligned and placed on a mounting stage which was attached to a stepping 

motor (VXM-2 Stepping Motor Controller, Velmex, Bloomfield, New York, U.S.), thus allowing 

the system to be moved vertically to follow the droplets along the chain while maintaining high 

magnification. To capture a steady droplet image, the strobe light and the camera were operated in 

pulse mode using a pulse generator, named “Pulse generator 1” in Figure 2.2, (BNC model 575 

Pulse/delay generator, Berkeley Nucleonics, San Rafael, California, U.S.). This pulse generator 

had two outputs for the strobe light and the camera, and one input for the droplet generator driver 

MD-E-3000, relayed through another pulse generator (4001, Global Specialties, Yorba Linda, 

California, U.S.), named “Pulse generator 2” in Figure 2.2. The second pulse generator simplified 

the experiments that did not require the microscope lens. 

The connection between the strobe light, camera, and pulse generator ensured a common frequency 

for imaging and droplet generation. The first pulse generator allowed modification of the pulse 

delay and pulse width of the strobe light and camera, as shown in the connected oscilloscope (TDS 

30143, Tektronix, Beaverton, Oregon, U.S.). To calibrate the imaging system, a calibration grid 

 

Figure 2.2 Schematic illustration of the imaging system. 
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(Mutifunctional Target DA029, Max Levy Co., Philadelphia, Pennsylvania, U.S.) was imaged for 

every test. The calibration process used a pixel resolution of 0.877 µm/pixel and a typical number 

of pixels across a nominal drop of 90. The magnification varied from 3 to 7 depending on the 

droplet size, providing respectively a depth of field of 0.049 and 0.114. 

2.4.3 Measurement and derivation of the droplet or particle diameter 

Two distinct methods, denoted “spacing” and “imaging”, were used to determine, aerodynamic 

and volume equivalent diameters of the droplets or particles. The volume equivalent diameter is 

the diameter of a sphere with the same volume as the droplet or particle considered. The 

aerodynamic diameter is the diameter of a sphere with a density of 1 g/cm3 having the same settling 

velocity in air as the droplet or particle considered [24]. The spacing method derived the 

aerodynamic diameter of the droplets or particles from the distance between two consecutive 

droplets or particles in the droplet chain (see Figure 2.3). 

 

Figure 2.3 Annotated example of a typical droplet chain image. Δy is the spacing between two consecutive droplets, d0 

the initial droplet diameter, d(t) the diameter of a droplet at time t, vs the settling velocity and vg the velocity of the gas 

flow. 
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For a given droplet generation frequency, f, the time step Δt between the generation of two droplets 

is simply the inverse of the frequency. Hence, the total droplet velocity, vy, can be calculated from 

the spacing between droplets, Δy, as shown in Equation 2.1. 

𝑣𝑦 =
Δ𝑦

Δt
= Δ𝑦 𝑓 Equation 2.1 

Assuming the droplet reaches its terminal settling velocity, vs, in the time step Δt, the droplet 

settling velocity can be calculated by subtracting the gas velocity, vg, from the total droplet velocity 

as shown in Equation 2.2 [24], where QG is the gas flow rate and dT is the flow tube diameter. 

𝑣s = 𝑣y − 𝑣G = 𝑣y −
4𝜋𝑄G

𝑑T
2  Equation 2.2 

Here, the gas velocity refers to the velocity at the center of the flow tube for a fully developed 

laminar flow. For microdroplets in Stokes flow the settling velocity is related to the droplet 

diameter as shown in Equation 2.3 [24]: 

𝑣𝑠 =
𝜌𝑝𝑑(𝑡)2𝑔

18𝜇
 Equation 2.3 

where ρp is the density of the droplet. 

For microparticles in general, the aerodynamic diameter can be derived from the settling velocity 

using Equation 2.3 in combination with the definition of the aerodynamic diameter. This results in 

Equation 2.4 where ρ* is the standard density of 1 g/cm3, and the dynamic viscosity, µ , for air at 

25°C is 1.846·10-5 Pa s [256]. The gravitational acceleration at the experiment’s location[257] in 

Edmonton, Canada, was 9.81 m/s2. Since the morphology of the solid particles differed for every 

case considered, the shape factor, χ, ranged from 1 for particles with spherical appearance to 1.09 

[24] for particles that resemble a cylinder with an aspect ratio of 2. 

𝑑𝑎 = √
18𝜇 𝑣𝑠

𝜌∗ 𝑔 𝜒
 Equation 2.4 * 

The imaging method derived the volume equivalent diameter, dv, through image analysis (ImageJ, 

Imaging Processing and Analysis in Java, National Institute of Health, 1997, Bethesca, Maryland, 

USA) of the images of individual particles taken by the microscope lens at each point in the 

trajectory of the evaporating droplet. For the case of non-spherical particles, the main dimensions 
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of the shaped particles were derived. For oblate particles, the major and minor axes were 

determined and the particle volume was approximated as that of an oblate spheroid generated by 

rotating a corresponding ellipse about the major axis. 

The aerodynamic diameter of the droplets prior to shell formation was also independently obtained 

through the imaging method by conversion from the volume equivalent diameter using the particle 

density. Assuming evaporation of a pure liquid droplet, a theoretical derivation of the droplet 

density can be attained [1]. Equation 2.5 provides the droplet density, ρp, as a function of time, 

where ρt,a is the true density of acetone, C0 is the CAB initial concentration, d0 the initial diameter 

and d(t) the droplet diameter as a function of time. Equation 2.5 is valid only for dilute solutions; 

therefore, this equation is valid only well before shell formation. 

𝜌P(𝑡) =
𝑚𝑎 + 𝑚CAB

𝑉tot
=

𝜌t,a𝑑(𝑡) 
3 + 𝐶0𝑑0 

3

𝑑(𝑡) 
3

= 𝜌t,a + 𝐶0 (
𝑑0

𝑑(𝑡)
)

3

 Equation 2.5 

The combination of the diameters, found independently with the two methods, provide two main 

results: firstly, validation of the theoretical derivations used and, secondly, determination of 

important parameters for the particle formation process that were previously inaccessible. The 

comparison between the aerodynamic diameter found with the spacing method and the volume 

equivalent diameter found with the imaging method provides the density for every phase of the 

particle formation, even after the shell formation. 

2.4.4 Experimental determination of droplet or particle density and mass 

The droplet or particle density was obtained through a comparison of the measured volume 

equivalent and aerodynamic diameters. In Equation 2.6, da, is the aerodynamic diameter, dv the 

volume equivalent diameter and 𝜌∗standard density of 1 [g/cm3]. This equation permits the tracing 

of the particle density through the particle formation process. 

𝜌𝑝 = 𝜌∗  (
𝑑a

𝑑v
)

3

 Equation 2.6 * 

Once the volume equivalent diameter of the particle no longer changes, the particles mass can still 

decrease due to solvent evaporation from the core of the particle. In this phase of the particle 

formation process the particle mass can be derived from the particle density using Equation 2.7, 

which can be used to assess mass loss due to solvent evaporation after shell formation. 

* Equation 2.4 contains a mistake. The shape factor is not contained in the equation of an aerodynamic diameter. 
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𝑀(𝑡) =
𝜋𝜌

p
(𝑡)𝑑𝑣

3

6
 Equation 2.7 

Particle density was also derived via morphology analysis of the collected dried particles. After 

their diameter, df, was determined, the final dried particles density, ρf, was derived with Equation 

2.8, where d0 is the initial volume equivalent diameter and df is the final dried particle diameter. 

𝜌𝑓 = 𝐶0 (
𝑑0

𝑑𝑓
)

3

 Equation 2.8 

In summary, the density and the mass of the droplets or particles during the whole particle 

formation process were derived from the measured data without knowledge of any other material 

or particle properties. In contrast to many other sizing techniques the presented methods do not 

require input of any optical or electrical material properties. 

2.4.5 Particle formation model 

The particle formation model applied in this study was developed by Vehring et al. [258, 2] and 

further refined by Boraey et al. [1]. The evaporation rate, , in this model is defined as the change 

of surface area over time and, using the experimental setup presented above, can be experimentally 

determined from the droplet diameter using Equation 2.9. 

𝜅 = (𝑑0
2 − 𝑑(𝑡)2

) ∙ 𝑓 Equation 2.9 

The model presented by Boraey et al. [1] can predict many of the final particle properties such as 

the volume equivalent diameter, density, aerodynamic diameter, and the time at which shell 

formation occurs based on the Péclet number of the evaporation process. 

𝑃𝑒 =
𝜅

8𝐷
 

Equation 2.10 

The diffusivity, D, of CAB in acetone strongly depends on the mass fraction of acetone in the 

solution [259]. However, the above mentioned model assumes a constant diffusivity. The 

diffusivity of CAB in acetone close to saturation was chosen, because this part of the evaporation 

process is most relevant for particle formation. The saturation point indicates the point at which 

no more solute dissolved in the remaining solvent. As a result,  after this point the two processes 

happening are the distribution of the solute inside the droplet and the merely evaporation of the 

solvent[260]; these two phases are the key of the particle formation process. The mutual diffusivity 

* Equation 2.6 contains a typographical error. The exponential is 2, not 3. 
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of CAB with 40000 g/mol molecular weight in acetone has been reported as 3.4 ± 0.5 x 10-11 m2/s 

[259]. It was adjusted for the higher molecular weight of the CAB in the present study using the 

Stokes-Einstein approximation [261]. 

The model further assumes a constant evaporation rate allowing an approximation of the droplet 

lifetime, or drying time, τD, as the ratio between the initial diameter squared and the evaporation 

rate, Equation 2.11. 

𝜏D =
𝑑0

2

𝜅
 

Equation 2.11 

From the Péclet number, the surface enrichment can be obtained. The surface enrichment is defined 

as the ratio between the surface concentration of the solute and the average concentration in the 

droplet[258, 2]. Depending on the value of the Péclet number different relationships for the surface 

enrichment have been developed. For cases of Pe numbers between 25 and 200, which were 

encountered in this study Equation 2.12 is applicable [1]. 

𝐸(𝑡 𝜏𝐷⁄ ) =  
1

32
[(15𝑃𝑒 − 4) − (15𝑃𝑒 − 36)𝑒

−
5
4

𝑡
𝜏𝐷] 

Equation 2.12 

Equation 2.12 is valid only up to t < 0,75 𝜏𝐷. For times later in the evaporation process an analytical 

solution has not been developed yet, but Equation 2.12 can be extrapolated or the steady state 

approximation[1], Equation 2.13, can be used as approximation. In this range Equation 2.12 and 

Equation 2.13 differ by less than 20%, [1]. 

𝐸 = 
𝑃𝑒

3
+ 0.363 

Equation 2.13 

In the presented model, the surface enrichment can then be used to estimate the time to reach 

saturation, τsat, i.e., the time for the solute to reach saturation at the surface (Equation 2.14 [1]). 

Here, S0 indicates the initial saturation defined as the ratio between the CAB initial concentration 

and CAB solubility in acetone. 

𝜏𝑠𝑎𝑡 = 𝜏𝐷 (1 − (𝑆0𝐸)
2
3) 

Equation 2.14 

2.4.6 Uncertainty analysis 

Two types of uncertainty were considered, the precision derived from the measured data and the 

bias estimated from other sources, such as measurement devices [262]. The precision uncertainty 
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was derived from the repeatability of every experiment, which was repeated at least ten times. The 

bias was derived from the measurement errors of the spacing and imaging methods. For instance, 

the maximum total uncertainty derived for aerodynamic and volume equivalent diameter was 4.2 

µm. For other properties, the uncertainty was propagated. 

2.5 Result and discussion 

2.5.1 Method suitability 

 

Figure 2.4 Comparison between the aerodynamic diameters obtained with the “Spacing” method and the “Imaging” 
method. 

Figure 2.4 shows the results of a method suitability test for the “spacing” and “imaging” methods 

described above. The case considered for this test was the one with the lowest initial CAB 

concentration of 0.37 mg/ml, because the comparison between the aerodynamic diameter derived 

with the spacing method and the aerodynamic diameter derived with the imaging method relies on 

Equation 5, which is only valid for dilute solutions. In this case, shell formation was not reached 

during the observation window of the experiment. As is customary for evaporation experiments, 

the results were plotted as the square of the diameter as a function of time. The time for the nth 

droplet in the chain was calculated as nt = n/f, and then normalized by the drying time, D, defined 

in Equation 2.11. Figure 2.4 shows close agreement between the results of the two new methods, 

indicating their suitability for sizing of evaporating microdroplets. A linear fit to the imaging and 

spacing curve in Figure 2.4 show a difference in slope of 55 μm. Only for the last few data points, 

the results started to deviate from each other, indicating that the dilute solution assumption for 

Equation 5 was no longer valid. 
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2.5.2 Tracking of the particle formation process 

Four cases were tested to investigate the effect of process parameters on the evaporation and 

particle formation processes and the properties of the final dry particles. For an initial CAB 

concentration of 10 mg/ml, drying gas temperatures of 30, 40, and 55°C were used. The effect of 

the CAB initial solution concentration was investigated by using two different concentrations of 

0.37 and 10 mg/ml with a constant drying gas temperature of 30°C.  

The particle formation process was evaluated through the analysis of three main properties: droplet 

and particle diameters, density, and mass. Figure 2.5 shows the results of the diameter 

measurements. Two diameters are represented: aerodynamic diameter, Equation 2.4, and the 

  

  

Figure 2.5 Comparison between the volume equivalent and the aerodynamic diameter for the cases considered: a) 0.37 

mg/ml - 30°C, b) 10 mg/ml - 30°C, c) 10 mg/ml - 40°C and d) 10 mg/ml - 55°C. The first diameter ejected from the dispenser 

is omitted. The line indicates the linear fit to the first part of the volume equivalent diameter curve, indicating the initial 
evaporation rate 
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volume equivalent diameter. Figure 2.5 shows the diameter squared trend with respect to the 

normalized time variable as described for Figure 2.4. 

 

Table 2.1 Experimentally derived evaporation rate, initial droplet diameter, and droplet life time for the 
four cases considered 

 κ [µm2/ms] d0 [µm] τD [ms] 

30°C – 0.37 mg/ml 20.2 ± 1.4 89.3 ± 3.9 386 ± 86 

30°C – 10 mg/ml 25.2 ± 1.1 87.4 ± 1.7 306 ± 39 

40°C – 10 mg/ml 25.6 ± 0.4 86.3 ± 3.3 298 ± 45 

55°C – 10 mg/ml 26.4 ± 0.3 73.7 ± 2.4 217 ± 71 
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As can be observed in Figure 2.5, the particle formation process can be described in two stages. In 

the first stage, the liquid solution droplet shrinks due to solvent evaporation. As expected, the 

square of volume equivalent diameter decreases linearly with time, following Equation 2.9. The 

slope of the closed lines fitted to this stage of the measurements provided the evaporation rates 

listed in the first column of Table 2.1. From the first data point followed the initial droplet diameter, 

reported in the second column of Table 2.1. The initial diameter decreased with both an increase 

in temperature and initial concentration. 

The aerodynamic diameter in the first stage of the process was found to be lower than the volume 

equivalent diameter. This can be explained by the true density of acetone, which is lower than unit 

density. However, as the evaporation progresses, the true density of the solution increases 

according to Equation 2.5 and the gap between aerodynamic and volume equivalent diameter 

decreases, as shown in Figure 2.5. It becomes apparent, that by measuring both aerodynamic and 

volume equivalent diameters the concentration in the evaporating droplet can be derived at any 

point in time. 

The second stage of the process begins with the deviation from the constant slope in Figure 2.5, 

which indicates a slowing of the evaporation rate. Shortly thereafter the volume equivalent 

diameter reached a plateau, which can be interpreted as the drying particles having achieved their 

final size. It is apparent, particularly in panels b) and c) of Figure 2.5, that the aerodynamic 

diameter still decreased in the second stage, while the volume equivalent diameter was already 

constant. This can be interpreted as continuing loss of mass, i.e., solvent, from a particle with fixed 

size. 

These trends become more obvious when the density is derived from the measured data using 

Equation 2.6. Figure 2.6 shows the trend of the density with respect to the normalized time 

variable. Here, the droplet or particle density was normalized by the true density of CAB. Figure 

2.6(a) shows the results for variation of drying gas temperature. In all three cases the particle 

density decreased after reaching a common maximum close to the true density of CAB. At the end 

of the observation window the lowest particle densities were found for the case with the lowest 

drying temperature. For the 40 °C and 30 °C cases the particle density reached values much lower 

Figure 2.6 Droplet or particle density normalized by the true density of cellulose acetate butyrate as a 

function of time for different gas temperatures (a) and different initial concentrations (b). 
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than the true density of CAB; this can be interpreted as formation of dry particles with significant 

void space. Figure 2.6(b) shows the results for variation of initial CAB concentration. The volume 

equivalent diameter for the low concentration case did not reach a plateau during the observation 

window, so information about the shell formation phase could not be derived from the sizing data 

alone. 

 

Figure 2.7 Change of the normalized droplet or particle mass for different drying temperatures. 

The mass at every time step was derived from the density, as shown in Figure 2.7. In Figure 2.7, 

the mass was calculated with Equation 2.7 and normalized by the initial mass, i.e., the mass at time 

step 0. The presented methods allow, for the first time, to our knowledge, direct observation of 

solvent mass loss rates in isolated microparticles drying in a carrier gas. The drying rate is the 

slope of the curves presented in Figure 2.7. Hence, the plateau in the profile for the particle mass 

indicates the completion of the solvent evaporation process. 

The results of the particle formation model, while only applicable to the first stage of the particle 

formation process, can provide insight into the underlying mechanism of the process: From the 

data shown in Figure 2.7, three important parameters were derived, the Péclet number, the surface 

enrichment, and the projected time to reach saturation on the surface. The results are reported in 

Table 2.2. The Péclet number is defined as the ratio between the evaporation rate and the diffusivity 

according to Equation 2.10. It was used to estimate the magnitude of the surface enrichment of 

CAB relative to the average concentration using Equation 2.12. For all four cases Pe was found to 

be large, see Table 2, predicting substantial radial de-mixing and surface enrichment during droplet 



41 

 

evaporation. The model results, therefore, support the hypothesis that a shell forms on the droplets, 

which is in agreement with the low particle densities derived from the sizing data. A shell cannot 

form prior to reaching saturation on the surface. The time at which saturation is reached was 

calculated by iteratively solving for sat in Equation 2.12 and Equation 2.14. 

Table 2.2 Theoretical derivations of Peclet number (Pe), Enrichment (E) and the ratio between the time to reach 
saturation (τsat) and the drying time (τD). 

 Pe E sat/D 

30°C – 0.37 mg/ml 46 ± 5 15 ± 3 0.99 ± 0.03 

30°C – 10 mg/ml 63 ± 3 20 ± 1 0.99 ± 0.01 

40°C – 10 mg/ml 63 ± 4 21 ± 1 0.95± 0.07 

55°C – 10 mg/ml 77 ± 7 25 ± 2 0.94 ± 0.05 
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The results shown in Table 2.2 are in reasonably close agreement with the experimentally observed 

time at which the droplets stop shrinking, or at which the density curves reach their maximum. 

However, the particle formation model does not explain the trend in final particle density with 

drying gas temperature, which is unsurprising, given the fact the model cannot be applied to the 

phase after the shell is formed. Further elucidation of the particle formation process can be obtained 

Table 2.3  Morphology analysis by SEM and FIB for the cases considered. 

Cases SEM FIB FIB shell thickness 

0.37 mg/ml - 

30°C 

   

10 mg/ml - 

30°C 

 
  

10 mg/ml - 

40°C 

   

10 mg/ml - 

55°C 

 
  

Scales bars 
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by a morphology analysis of the final dried particles. For each of the four cases considered the 

final dried particles were collected for the analysis of their morphology, Table 2.3. 

Table 2.3 shows the morphologies associated with the results presented in Figure 2.6; highest 

temperatures relate to highest final particles density. Even though these particles show thinner 

walls, they appear to be folded into a more compact shape. The final dried particle shape was not 

spherical, but half oblate, as shown by their profiles in Table 2.4, which were schematically 

sketched based on observation of many particles; their ratios between the two oblate main 

dimensions, i.e., the aspect ratio are expressed in Table 2.4. The cross sections shown in Table 2.4 

explain how the higher temperature cases can cause more compactly folded final particles, and 

hence a higher particle density. 

For low initial concentration, the final dried particles appear almost as half sphere with a thicker 

shell, as shown in the first row in Table 2.4 or by the FIB images in Table 2.3; on the other hand, 

for high concentration, they have a ratio of almost two for the two main dimensions and they show 

a thinner shell. 

Table 2.4 Sketch of the profiles for two main axes of the dried particles collected for the four cases analyzed. 

Axis 0.37 mg/ml - 30°C 10 mg/ml - 30°C 10 mg/ml - 40°C 10 mg/ml - 55°C 

y 

    

x 
    

Aspect ratio 1.0 ± 0.7 1.5 ± 0.9 1.9 ± 1.1 2.2 ± 1.3 

 

These dimensions are important for the calculation of the volume of the final particles and for the 

derivation of their volume equivalent diameter. The final dried particles were assumed to be oblate 

spheroids; their volume was calculated using the equation shown in Table 2.5, where, a, denotes 

half of the longest side and, b, half of the shortest side. Table 2.5 lists the density of the final dried 

particles, attained with the use of Equation 2.8. In Table 2.5, the ratio between the final densities 

and the CAB true density is also presented, which allows an estimate of the void fraction in the 

particles. 
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Table 2.5 Densities of dry particles in kg/m3 and ratio between the final density and the CAB true density (1250 kg/ 
m3) for all the cases studied 

𝑉 =
3

4
𝜋𝑎2𝑏 

Final Density (ρf) [kg/m3] Final Density (ρf)/ True density (ρT) 

30°C – 0.37 mg/ml 38.7 ± 1.7 0.031 

30°C – 10 mg/ml 422±1.3 0.337 

40°C – 10 mg/ml 728 ± 2 0.581 

55°C – 10 mg/ml 930 ± 0.9 0.754 

 

The normalized final particle densities derived from the morphology analysis, Table 2.5, were in 

good agreement with the results shown in Figure 2.6, providing another indication for the validity 

of the experimental methods. The morphology analysis shows that particles with shells were 

formed as predicted by the particle formation model. The trend in final particle density did not 

directly correlate to differences in the Péclet number or surface enrichment. The electron 

micrographs revealed that the shells buckled and folded upon further drying, a process which 

cannot be described by the particle formation model. Close inspection of the ion beam milled 

particles revealed that the shell thickness was slightly greater for the particles dried at lower 

temperatures. This finding can be explained by the theoretical model which predicts that for 

droplets which dry at lower temperatures saturation on the surface is reached later, see Figure 2.6 

and Table 2.2. A later onset of shell formation on a smaller droplet is consistent with increased 

shell thickness. However, the final particle density is determined by the folding mechanism, which 

appeared to lead to less void fraction for the particles with lesser shell thickness, in agreement with 

a recent study on shell deformation [263]. 

2.6 Conclusion 

The new approach presented in this study enables comprehensive experimental and theoretical 

analysis of the particle formation process of drying microparticles, here demonstrated on a model 

compound, cellulose acetate butyrate (CAB). The process can be tracked from the generation of 

the solution droplets to the collection of dried particles. Solvent evaporation rates can be assessed 

throughout the whole particle formation process, including the evaporation through the formed 

particle shell. The experimental approach relies on morphology analysis of the dried particles and, 
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additionally, on two optical methods that independently derive volume equivalent and 

aerodynamic diameters from the spacing of particles in a monodisperse droplet chain and from 

individual particle images respectively. From a comparison of the equivalent diameters, the 

particle density and particle mass can be derived at each point in time, which enables tracking of 

shell folding and solvent mass loss rates on partially dried particles, an area that is currently 

theoretically inaccessible. Given only the distance between two consecutive particles, the particle 

spacing method can provide an accurate prediction of final particle density. The method is also 

applicable to more complicated combinations of solutes and solvents, because it does not require 

knowledge of any optical or electrical material properties. 

In can be shown by current particle formation models and verified by the presented experimental 

tools that the particle formation mechanism for solvent droplets dried in a high Péclet regime, as 

was the case for the current study, is strongly influenced by liquid phase diffusion of the solute. 

At high Péclet numbers radial de-mixing and subsequent surface enrichment of the solvent occurs, 

leading to the formation of a shell. However, the second phase of the process after the shell 

formation is outside of the scope of simple analytical particle formation models. The experimental 

results show that shell buckling and folding dominates this phase and determines the final particle 

properties. This provides a strong motivation to develop predictive theoretical models for this 

phase of the drying process as well. 
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3 Effect of Crystallization Kinetics on the Properties of 

Spray Dried Microparticles 

The material shown in Chapter 3 has been published in Journal of Aerosol Science and 

Technology. The experiments have been personally conducted; only the trend between viscosity 

and mass fraction has been provided by Prof. Reid’s research group at the University of Bristol, 

U.K. The theory has been developed in previous publications, [1, 2] and personally implemented, 

as the calculation of the density and determination of time for crystallization. The authors of this 

publication are me, my supervisor Reinhard Vehring, and Rory M. Power, Rachael E. H. Miles, 

and Jonathan Reid from the University of Bristol. The material submitted is the following, [264]. 

Additional material is shown in Appendix C. 

3.1 Abstract 

A droplet chain technique was used to study the influence of the crystallization process on the 

morphology of spray dried microparticles. A piezoceramic dispenser produced a chain of 

monodisperse solution droplets with an initial diameter in the range of 60 to 80 µm. Aqueous 

solutions of sodium nitrate were prepared in concentrations ranging from 5 mg/ml to 510-5 mg/ml. 

The solution droplets were injected into a laminar flow with gas temperatures varying from 25 to 

150 °C, affecting the droplet temperature and the evaporation rate, accordingly. Dried particles 

with diameters between 0.3 and 18 µm were collected. The properties of the collected 

microparticles were studied and correlated with a particle formation model which predicted the 

onset of saturation and crystallization. The model accounted for the dependence of the diffusion 

coefficient of sodium nitrate in water on droplet viscosity. The viscosity trend for sodium nitrate 

solutions was determined by studying the relaxation time observed during coalescence of two 

aqueous sodium nitrate droplets levitated in optical tweezers. The combination of theoretical 

derivations and experimental results showed that longer time available for crystallization correlates 

with larger crystal size and higher degrees of crystallinity in the final microparticles. 

3.2 Introduction 

Respiratory drug delivery allows solid microparticles, in the range of 0.1 to 5 µm, to be deposited 

in the patients’ lungs [265, 266]. The advantages of delivering drugs via inhalation are multiple: 
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high concentration of the drugs delivered to the disease site, minimal risks of side effects, rapid 

clinical response, low drug loss during the delivery compared to other techniques, and non-

invasive treatment [22]. Despite the strong interest in respiratory drug delivery, an understanding 

of the impacts of the properties of microparticles on delivery efficiency and efficacy is not well 

defined [267]. An example of important properties of microparticles is the diameter. The smaller 

the particles are, the deeper they can reach; the effect can change according to the type of 

microparticles involved [268]. Other properties can be considered relevant; morphology and 

crystallinity are main factors in the efficiency of the drug delivery [3, 269, 270]. It has been shown 

that particles with high roughness reduce cohesion forces and, therefore, improve powder 

dispersibility [33]. Drugs can exist in different solid phases: amorphous, crystalline, or a mixture 

of them. Each phase can present different properties fundamental for pharmaceutical studies; the 

relationship between the properties and the solid phase can vary accordingly to which chemical 

compound the microparticles are made of [271, 272]. For example, it has been found that 

crystalline proteins remain more stable during the delivery compared to amorphous proteins [29]. 

In addition, crystalline drugs are more commonly used due to their thermodynamic stability. On 

the other hand, amorphous spray-dried drugs may have a smaller and more homogenous particle 

size and a higher respirable fraction than mechanically micronized particles [30]. The dependence 

of the performance of pulmonary drugs on their solid phase highlights the need to understand 

particle formation and crystallization process. The main goal of particle engineering is to 

understand particle formation process in order to control the properties of the produced 

microparticles [273]. The particle formation process is the transition between solution droplets to 

dried particles [193]. During this process, one of two development options is encountered: the 

solvent and solute remain homogenously mixed or they separate creating core-shell or solid 

particles [156]. If the chosen solute can crystallize, the particle formation process may also involve 

two sub-processes related to crystallization, i.e. crystal nucleation and crystal growth [274]. 

Studies on particle formation focus mainly on the first part of the process that can be modeled as 

evaporation of a solution droplet [1]. The solvent evaporation phase plays an important role in the 

particle formation process [214]. However, few experimental methods are currently available for 

the study and the evaluation of the particle formation process, and specifically, of the 

crystallization process of a solution droplet. The main three methods use: droplets suspended on a 

thin filament [123, 220, 221], single droplets [275, 136, 225, 276, 277, 134], or monodisperse 
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droplet chains [129, 130, 227]. The method of droplets suspended on a thin filament may influence 

the evaporation process by affecting the heat conduction via the contact between the filament and 

the droplet. Secondly, filament techniques normally require droplets with diameters in the 

millimeter range, which undergo a different evaporation process compared to microdroplets 

relevant for inhalation applications [134]. The single droplet method is based on droplets 

evaporating in either a falling gas flow [225, 278] or in a quiescent environment [279, 136, 280]. 

The method of a single droplet falling in a gas flow is difficult to apply for fast process such as the 

evaporation of a micro-droplet which lasts only a few milliseconds. 

Single particle studies in a quiescent environment have led to important improvements in the 

understanding of concepts such as chemical reactivity, equilibrium particle size, and 

hygroscopicity [150]. Furthermore, the single droplet method provides detailed information on the 

mechanisms that lead to the evaporation of the solvent from a solution droplet and the physical 

transformation of a particle through phase transformation and growth [281]. The traditional 

technique to hold a droplet in a quiescent environment is using the effect of radiation pressure 

[282-284]. If levitated with radiation pressure, the droplets experience a force in the direction of 

the laser beam propagation [282]. A slight modification to this traditional technique is optical 

tweezers. Optical tweezers have been widely used in fields such as biology or colloidal science 

[285], but their utility in aerosol science has been emphasized by several recent studies [286, 281, 

287, 288]. The use of optical tweezers or optical traps eliminates the force balance problem 

encountered with the traditional radiation pressure technique. Optical tweezers focus the laser 

beam using a microscope objective forming a single beam gradient force trap, where the particle 

is attracted toward the region of highest light intensity and confined in three dimensions [150]. A 

drawback of the single droplet method is the time required for the capture and the stabilization of 

the droplet. In addition, particles have to remain homogenous and spherical if cavity enhanced. 

Raman scattering is to be used to determine particle physical properties such as size and refractive 

index. 

The droplet chain method is widely used in experimental studies of evaporation processes, not 

only in spray drying, but also in other areas such as microfluidics, MEMS, combustion, and 

colloids chemistry [228, 159, 234, 210]. A monodisperse droplet chain can be formed by injection 

of uniform droplets into a gas flow. Monodisperse droplets can be produced using a thermal 

dispenser, a vibrating orifice, or a piezoceramic dispenser. The piezoceramic dispenser is 
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commonly used in recent studies due to several advantages. It typically does not generate 

interfering air bubbles, which are common in thermal dispensers [240, 241]. It can produce 

droplets with a spacing larger than several droplet diameters unlike the more narrowly spaced 

droplets from vibrating orifices which may lead to droplets merging [289, 166]. 

Both monodisperse droplet chain and single droplet methods need a theoretical model to aid 

interpreting the experimental data. In this work, the theoretical particle formation model 

introduced by Vehring et al. [2] is modified and implemented. This model provides a partial 

description of particle formation for cases that are dominated by liquid phase diffusion [2]. The 

model was extended to cases with very slow diffusion  by Boraey et al. [1]. These models require 

a constant droplet evaporation rate. In the work presented here the model was adapted to allow for 

a change in material properties and evaporation rate over time. The goal of the present work is to 

describe the crystallization part of the particle formation process in more detail. 

3.3 Experimental section 

3.3.1 Chemicals 

Sodium nitrate (NaNO3) (catalog number 221341-500G, Sigma Aldrich, St Louis, MO, USA) was 

used; its relevant properties, as listed by the manufacturer, are: true density of 2260 mg/ml, and 

purity greater than 99%. Glass transition temperature and melting point of NaNO3 are 185 – 215°C 

and 306°C, respectively [217]. This solute was dissolved in deionized Water (DI H2O) (catalog 

number 38796 – 1L, Sigma Aldrich, St Louis, MO, USA) with a residual content lower than 0.01%. 

3.3.2 Experimental setup 

Monodisperse droplet chain 

The monodisperse droplet chain was generated using an experimental setup which has been 

described before [156]. Briefly, it consisted of three main parts: feeding system, collection device, 

and optical setup Figure 3.1. The feeding part consisted of a piezoceramic dispenser (MJ-ATP-01-

30, MicroFab Technologies, Plano, Texas, USA) with an orifice diameter of 30 µm, a flow tube 

and minor components. The piezoceramic dispenser was controlled with a driver (MD-E-3000 

Microdrop Technologies, Mühlenweg, Norderstedt, Germany), which allowed the applied voltage 

and frequency to be governed. Voltage and frequency influenced the speed of the first injected 

droplet and the number of droplets in the chain, respectively. 
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The flow tube had double walls with a partially evacuated gap for thermally insulating the internal 

gas flow. The square cross section of the flow tube improved the visualization of the whole particle 

formation process. Two heaters were located on the top of the flow tube to warm the air to a set 

temperature. The temperature values were recorded with two type K thermocouples (TFE-K-20, 

Omega Engineering, Laval, Quebec, Canada). The recording points were at the exit of the first 

heater and at the injection point. The gas flow rate was measured with a flow meter (4000 Series, 

TSI, Shoreview, Minnesota, U.S.). A low flow rate of 2 L/min was used to reduce the turbulence 

in the flow tube. 

After the solution was filled into the dispenser, droplets were injected into a dry (< 1 % RH) 

laminar flow with controlled temperature. The distance between the injection point and the 

collection point was about 1 meter. This length allowed the use of a broader range of liquids, 

including liquids with low evaporation rate at low wet bulb temperatures. The collection device 

allowed the dried microparticles to be sampled on a hollowed Scanning Electron Microscope 

(SEM) substrate. The hollowed SEM stub was covered with filters with 0.2 µm pores (GTTP 013 

00, Millipore Isopore Polycarbonate, Darmstadt, Germany). The microparticles were collected 

differently for the analysis of their solid phase by Raman spectroscopy [180]. The filters were 

substituted with metal frits (Catalog number 9446T31, McMaster Carr, Aurora, OH, USA) with 

pores of an average diameter of 0.2 µm. All samples were stored in a dry environment until further 

analysis. Due to the high glass transition temperature of NaNO3, solid phase transitions were 

unlikely to occur on the sample stubs. Collected particles were gold sputter coated with a vacuum 

desk sputter coater (Desk II, Denton Vacuum LLC., Moorestown, New Jersey, U.S.). The samples 

were then analyzed with an SEM (SEM LEO 1430, Zeiss, Jena, Germany) and a Focused Ion 

Beam Milling (FIB) (Hitachi NB 50000, Chiyoda, Tokyo, Japan) device. The images were 

analyzed using the software ImageJ, (ImageJ, Imaging Processing and Analysis in Java, National 

Institute of Health, 1997, Bethesda, Maryland, USA). The optical part consisted of a camera (BM-

500 GE GigE Vision, Pleora Technologies, Kanata, Ontario, Canada) that recorded the droplet 

chain illuminated by a diode laser (SNF-660 Lasiris, Coherent Co., Wilsonville, Oregon, U.S.). In 

addition, the camera was free to move vertically from the injection to the collection point. For 

calibration purposes, a scale bar with a resolution of 1 mm was placed in the same plane as the 

monodisperse droplet chain. 
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Figure 3.1 Main components of the experimental setup. Liquid is fed to a piezoceramic dispenser, which produces a 

monodisperse droplet chain. This chain follows the streamline of a temperature regulated gas flow. Dried microparticles 

are collected at the bottom of the flow tube onto a Scanning Electron Microscope sample stub. The flow tube is double 

walled for insulation. The flow tube has a square cross section facilitating the recording of images of the droplet chain. 

The images are recorded using a pulsed diode laser that highlights the chain of droplets and a camera that can be moved 
vertically to image all the droplets in the chain. 

Determination of viscosity 

The viscosities of aqueous solutions of sodium nitrate were determined as a function of mass 

fraction of solute by controllably inducing coalescence between two droplets held in holographic 

optical tweezers [290]. Details of the experimental technique are described in the supplementary 

information. 

Figure 3.2 shows the trend of viscosity with sodium nitrate mass fraction, determined at 25ºC. The 

viscosity trend is essential for the derivation of the diffusion coefficient dependence with sodium 

nitrate mass fraction. The trend line shown in Figure 3.2 is used to calculate viscosity also for mass 

fraction higher than 0.85, which is an experimental limit. Results shown in Figure 3.2 agree with 

measurements of the viscosities achieved using aqueous solutions [291]. 
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Figure 3.2 Viscosity as a function of mass fraction of sodium nitrate in an aqueous solution. 

3.3.3 Measurement and derivation of the main parameters of the particle formation 

process 

To describe the evaporation and particle formation process, aerodynamic diameter, volume 

equivalent diameter, particle density, and solute concentration are determined as a function of time. 

Images of the whole monodisperse droplet chain are analyzed to determine the distance between 

two consecutive droplets or particles. From the distance between two consecutive droplets their 

velocity can be obtained, because the production frequency of the droplets is known. Subtracting 

the velocity of the gas flow, which can be calculated from the volume flow rate and the geometry 

of the flow tube, yields the settling velocity, vs of the droplets or particles as a function of position 

or time. The aerodynamic diameter, da, follows from the settling velocity. This method was 

introduced in a previous publication [156]. 

The volume equivalent diameter, dv, as a function of time, t, can be determined if the particle 

density at every time step, i, is known. Depending on the phase of the particle formation process, 

the particle density, P, is approximated by different methods. Before any possible shell formation, 

it can be assumed that the particle is a sphere without internal voids. In this case, the mass fraction 

of the solute, Ysol, in the particle is given by Equation 3.1. 

𝑌sol(𝑡) =
𝑀sol

𝑀(𝑡)
=

𝐶0𝑑v,0
3

𝜌P(𝑡)𝑑v,i
3 =

𝐶0𝑑a,0
3

𝜌P(𝑡)𝑑v,i
3 Equation 3.1 
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in which da,0 is the aerodynamic diameter at the initial time step, Msol the mass of solute in the 

droplet, and M(t) is the total mass of the droplet or particle. Under the assumption that the droplet 

initially consists of a dilute aqueous solution with concentration, C0, the particle density is close 

to 1 kg/L. Therefore, the initial aerodynamic diameter can be replaced by the initial volume 

equivalent diameter, dv,0. For a sphere with a diameter large enough such that non-continuum 

effects can be neglected the volume equivalent diameter can be substituted with Equation 3.2. 

𝜌∗

𝜌P(𝑡) 
𝑑a,i

2 = 𝑑v,i
2  Equation 3.2 

where ρ* is the standard density [1 kg/L]. Lastly, the density of a solution can be expressed as a 

function of the mass fraction of the solute based on measured data [292, 293] in the form shown 

in Equation 3.3. 

𝑌sol(𝑡) = 𝐴𝜌P(t) − 𝐵 Equation 3.3 

The parameters A and B vary according to the wet bulb temperatures of the evaporating droplet. 

Values of A range from 0.0018 to 0.0021 ml/mg and values of B range from -2.06 to -1.94 [292]. 

Equation 3.4 is obtained by combining Equation 3.1, 2 and 3. Equation 3.4 can be solved iteratively 

for the particle density at each time step. 

𝜌P(𝑡) = (
𝐶0𝜌P

1
2𝑑a,0

3

𝜌∗
3
2𝑑a,i

3
+ 𝐵)

1

𝐴
 

Equation 3.4 

In the later phase of the particle formation a shell may have formed and the assumption of a sphere 

without voids is no longer valid. Also, the volume equivalent diameter of the particles cannot be 

smaller than the diameter of the final dried particles, df, In this phase the particle density can be 

approximated by a different method. Assuming that the volume equivalent diameter is now fixed 

at df, the particle density follows from Equation 3.5. The diameter of the final dried particles can 

be determined from an analysis of electromicrographs. Equation 3.5 is derived assuming that the 

volume equivalent diameter, after the shell formation, is constant and equal to the diameter of the 

final dried microparticles. 

𝜌p(𝑡) = 𝜌∗  (
𝑑a,i

𝑑f
)

2

 Equation 3.5 
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The shell thickness can also be approximated from the final particle diameter and the ratio of 

particle density to true density of the solute, T, as shown in Equation 3.6 [1]. In Equation 3.6, ds 

indicates the diameter of the inner void in the final dried microparticle. 

𝑑s =  𝑑f√1 −
𝜌p

𝜌T

3

 Equation 3.6 

Figure 3.3 shows a typical result for the aerodynamic diameter, measured using light scattering, as 

a function of time and the volume equivalent diameter derived using the methods described above. 

The next step in the analysis of the particle formation process requires knowledge of the 

evaporation rate of the droplets. The previously used steady-state particle formation model 

assumed that all variables are unaffected by a possible change of properties with time and assumed 

a constant evaporation rate [156]. The dot-dashed line in Figure 3.3 is drawn connecting the initial 

volume equivalent diameter squared and the first occurrence of the final aerodynamic diameter. It 

is apparent that assuming a constant evaporation rate for this case would produce a large error in 

the derivation of related properties. Therefore, a variable evaporation rate was used for further 

analysis. 

 

Figure 3.3 Determination of aerodynamic and volume equivalent diameter as a function of time in a droplet chain for a 

gas temperature of 25ºC and an initial concentration of 5 mg/ml. The dashed line represents the final diameter of the 
dried particles. The dash-dot line is an approximation for a hypothetical constant evaporation rate case. 
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The evaporation rate, , as a function of time is calculated as the slope of the volume equivalent 

diameter squared according to Equation 3.7. 

𝜅 (𝑡) =
𝑑v,i+1

2 − 𝑑v,i
2

𝑡i+1 − 𝑡i
 Equation 3.7 

Where dv,i+1 and dv,i are the volume equivalent diameter at droplet i+1 and i, respectively. ti+1 and 

ti are the time corresponding to droplet i+1 and i, respectively. 

Previous publications have demonstrated that the Peclet number, Pe, is an indicator of the 

morphology of the final dried particles [294-296]. Larger Peclet numbers indicate low density 

particles, typically with a shell. Previously, the Peclet number was treated as constant. Here, the 

evaporation rate changes with time, Equation 3.8. 

𝑃𝑒(𝑡) =
(𝑡)

8𝐷(𝑡)
 Equation 3.8 

Since the restriction of constant Peclet number no longer applies, we can also admit a diffusion 

coefficient, D(t), that changes over time. The diffusion coefficient is obtained from the viscosity, 

µ, of the solution using the Stokes Einstein equation [297], as shown in Equation 3.9. 

𝐷 (𝑡) =
𝑘B𝑇w

6π𝜇(𝑡)𝑟
 Equation 3.9 

Where kB is the Boltzmann’s constant, Tw is the wet bulb temperature of the evaporating droplet 

and r the Stokes’ radius of NaNO3, 0.309 nm [298]. 

The relationship between NaNO3 mass fraction, Figure 3.2, and viscosity is provided from 

experimental results on coalescing droplets levitated in optical tweezers, described above. Power 

et al. [299] have confirmed for sucrose solutions that the Stokes Einstein equation provides a 

reasonable method for estimating diffusion constants from viscosities when the viscosity is in the 

range 10-3 to 10 Pa s. Over this range, the estimated diffusion constant may be expected to be 

within one order of magnitude of the correct value. 

The surface enrichment E is another important parameter for the evaluation of the particle 

formation process. It is defined as the surface concentration of the solute relative to its average 

concentration in the droplet, cm. [1]. Equation 3.10 shows the relationship used to determine E. 

This equation has negligible error for Peclet numbers lower than 0.5. For higher Peclet numbers, 
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the error related to the enrichment increases, but assuming a steady state system, Equation 3.10 

can be used to approximate the enrichment for Peclet numbers up to 20. For higher Peclet numbers, 

encountered towards the end of the evaporation process, Equation 3.11 provides an approximation 

[1]. 

Pe < 20 
𝐸 =  1 +

𝑃𝑒

5
+

𝑃𝑒2

100
−

𝑃𝑒3

4000
 

Equation 3.10 

Pe > 20 
𝐸 =

𝑃𝑒

3
+

4

11
 

Equation 3.11 

The particle formation process cannot be fully explained without knowing the time required to 

reach saturation. The time to reach saturation is defined as the time at which the surface 

concentration reaches the solubility limit of the solute at a determined wet bulb temperature. The 

surface concentration is obtained using Equation 3.12. 

𝑐s(𝑡) = 𝐸(𝑡) 𝑐m(𝑡) Equation 3.12 

However, it is known that crystallization does not start at saturation, but rather requires a certain 

level of supersaturation, depending on the nucleation mechanism. Hence, the time for 

crystallization defines the time at which the crystal starts to nucleate and subsequently grow. Tang 

and Munkelwitz [300] studied the evaporation of sodium nitrate and other inorganic components 

using a single droplet evaporating in an electrodynamic balance. These authors reported that 

nucleation commences at a concentration between 83% to 98% of NaNO3 by weight [300]. 

Because of the fast kinetics encountered in the drying of microdroplets, the time for crystallization 

was defined here as the time at which the NaNO3 weight percentage reaches the higher value of 

98%. 

For simplification, two time intervals are introduced: the precipitation window (Δtp) and the 

crystallization window (Δtc). These two time intervals simplify the understanding and the 

explanation of the relationship between the final dried particle properties and the crystallization 

process. The Δtp and Δtc are the time between the time to reach saturation or the time for 

crystallization, respectively, and the time to reach constant aerodynamic diameter. The time for 

constant aerodynamic diameter is the time at which the aerodynamic diameter stops to decrease. 

At this point, it is assumed that all the solvent is evaporated. 
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3.4 Results 

For various initial conditions and the gas temperatures, Table 3.1 lists the predicted time intervals 

available for precipitation and crystallization, Δtp and Δtc, respectively. For the sake of brevity, 

further results are shown mostly for four or six representative cases, highlighted in Table 3.1. The 

four main cases are: 5 mg/ml at 50°C, 510-1 mg/ml at 75°C, 510-2 mg/ml at 100°C and 510-4 

mg/ml at 150°C. Two intermediate cases are added when a strong difference is highlighted; these 

two cases are 510-3 mg/ml at 125°C and 510-5 mg/ml at 150°C. 

Table 3.1 Experimental matrix with the predicted precipitation window (Δtp) and crystallization window 

(Δtc). The cases are distinguished by initial solution concentration (C0) and drying gas temperature (T). The 

indicated errors were obtained by uncertainty propagation of the imaging resolution error. 

Co [mg/ml] T 

[°C] 

Δtp [ms] Δtc [ms] Co 

[mg/ml] 

T 

[°C] 

Δtp [ms] Δtc [ms] 

5 25 266 ± 2 265 ± 3 5 × 10-3 25 132 ± 2 122 ± 5 

50 239 ± 2 221 ± 1 50 120 ± 1 110 ± 1 

75 221 ± 6 191 ± 3 75 101 ± 3 79 ± 1 

100 161 ± 4 122 ± 2 100 75 ± 2 73 ± 1 

125 119 ± 5 99 ± 2 125 37 ± 2 34 ± 2 

150 79 ± 14 60 ± 7 150 20 ± 1 16 ± 4 

5 × 10-1 25 190 ± 2 201 ± 1 5 × 10-4 25 98 ± 2 82 ± 4 

50 181 ± 1 162 ± 17 50 80 ± 1 79 ± 2 

75 161 ± 3 151 ± 1 75 62 ± 5 49 ± 1 

100 119 ± 18 95 ± 4 100 56 ± 4 38 ± 2 

125 90 ± 5 68 ± 2 125 36 ± 1 22 ± 1 

150 62 ± 8 49 ± 12 150 16 ± 2 10 ± 8 

5 × 10-2 25 159 ± 1 144 ± 9 5 × 10-5 25 78 ± 2 59 ± 1 

50 139 ± 7 138 ± 3 50 54 ± 2 36 ± 2 
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75 117 ± 2 115 ± 1 75 36 ± 1 26 ± 1 

100 99 ± 9 92 ± 2 100 20 ± 1 19 ± 1 

125 59 ± 3 58 ± 2 125 18 ± 2 10 ± 1 

150 39 ± 1 31 ± 5 150 5 ± 1 4 ± 1 

 

Table 3.2 shows the morphology of the final dried particles. The Scanning Electron Microscope 

(SEM) images show the dimensions and the external morphology of the final dried particles. The 

ion beam milled (FIB) particles show the shell thickness and the internal morphology. Table 3.2 

also lists the crystallization window and the final particle density for these cases. The values of 

density shown in Table 3.2 were derived from an analysis of SEM and FIB images. The final dried 

microparticles were monodisperse; thus, their properties, such as density, amount of voids, 

morphology and diameter, were the same for each case. 

Table 3.2 Focused Ion Beam (FIB) and Scanning Electron Microscope (SEM) images of the final dried microparticles. 

The cases are, from right to left, 5 mg/ml at 50°C, 510-1 mg/ml at 75°C, 510-2 mg/ml at 100°C and 510-4 mg/ml at 150°C. 

Final particle density and crystallization window are shown for each case. 

FIB 

    

SEM 

    

Scale bars 

    

𝜌f [mg/ml] 1980 876 446 305 

Δtc [ms] 34 92 151 221 
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The FIB images show that the shell thickness changes with respect to the Δtc. Table 3.3 shows the 

trend of Δtc and amount of void space contained in the final dried particle. The void fraction was 

calculated using two methods: theoretical (Equation 3.6) and experimentally from the FIB images. 

If the final dried particles contained several voids, it was assumed that all the voids were equally 

distributed along all directions and were concentrated at the center of the microparticles. The void 

fraction is calculated as the difference between the diameters of the equally distributed voids and 

the diameter of the final dried particles, derived from three separate SEM images. 

 Table 3.3 Comparison between predicted and experimentally observed void fractions of the final 
particles. 

 

Δtc [ms] 

 

Void fraction (theoretical) 

[%]  

Void fraction 

(experimental) [%] 

37 34 ± 2 28 ± 10 

99 61 ± 3 67 ± 20 

161 80 ± 3 78 ± 13 

239 90 ± 4 96 ± 6 

 

The particle density, derived using Equation 3.4 and Equation 3.5, is shown in Figure 3.5 for three 

selected cases. Figure 3.5 shows the difference between the two equations used to calculate the 

density of droplets or particles, Equation 3.4 and Equation 3.5. Equation 3.4 is based on the 

assumption of droplets or particles without internal or external voids. Equation 3.5 takes advantage 

of the SEM analysis on the properties of the final dried microparticles. The crossing point of the 

two methods identifies the point at which the derived volume equivalent diameter is equal to the 

diameter of the final dried particles. The exact point in time at which voids first occur is unknown. 

Therefore, both versions are provided after the crossing point. 
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Figure 3.4 Particle density as a function of time during the particle formation process for three sample cases, 

5 mg/ml at 25°C, 5 × 10-2 mg/ml at 75°C and 5 × 10-4 mg/ml at 125°C. The full black squares show the 

predicted time to reach saturation and the empty black squares the predicted time for onset of crystallization. 

The right part of each curve, described with full symbols, is obtained using Equation 3.5. The part of the 

curves, described with empty symbols, is obtained using Equation 3.4. 

Figure 3.5 shows the predicted droplet surface concentration of sodium nitrate as a function of 

time. The plots are terminated at the saturation time point. The surface concentration curves allow 

determination of the time to reach saturation for every case considered. The dashed lines in Figure 

3.5 indicate: horizontally, the solubility limit for the appropriate wet bulb temperature for each 

case and vertically, the time to reach saturation. 

 

Figure 3.5 Predicted droplet surface concentration of NaNO3 as a function of time during the evaporation process. The 
horizontal dashed lines indicate the solubility limit; the vertical dashed lines the time to reach saturation. 
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The trend of the normalized particle densities of the final dried microparticles as a function of 

crystallization window is shown in Figure 3.6. For larger crystallization windows, i.e. more time 

available for crystallization, the final particle densities are lower; for very small crystallization 

windows the normalized particle density approaches 1, indicating a solid particle without voids. 

This plot introduces the effect of the initial conditions to the crystallization window. Both initial 

solution concentration and temperatures of the external environment impact the properties of the 

final dried particles. Crystallization windows to the left of the dashed line labeled ‘experimental 

limit’ have large uncertainties due to the limited time resolution of the droplet chain method. 

 

Figure 3.6 Relationship between the predicted time available for crystallization, e and the final particle density 

normalized by the true density of the solute. For each line, the six data points are obtained increasing the concentration 
in the initial solution. 

Another instructive property of the final dried particles is the solid phase. As the other properties, 

the solid state is affected by the Δtc of the cases considered. Figure 3.7 shows the relationship 

between the crystallinity of the final microparticles and Δtc. It has been shown that sodium nitrate 

can be considered mostly amorphous when the peaks at Raman shifts of 96 and 185 cm-1 disappear 

[301, 302]. These two Raman peaks at 96 and 185 cm-1 are caused by long-wavelength librational 

and transitional crystal lattice modes. To the left, the Raman spectra of six typical cases are shown. 

The peak areas of both the 185 cm-1 lattice peak and the 96 cm-1 lattice peak normalized by the 

peak area of a reference peak at 1067 cm-1, caused by an intramolecular vibrational mode, are 

shown for all studied cases to the right. The normalized peak area increases with Δtc, indicating 

increasing order in the solid. The smallest Δtc are correlated with mostly amorphous final dried 

particles. 
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Figure 3.7 Crystallinity of the final particles as a function of crystallization window. Raman spectra of six typical cases 

are shown in the left panel. The right panel shows the normalized peak area of the crystal lattice mode at 96 and 185 
cm-1, a measure of order in the solid phase. 

3.5 Discussion 

The purpose of this project is to understand the role of crystallization on particle formation. The 

main properties of the particle formation process are assessed through a combination of 

experimental tests and theoretical predictions. A time-variable model is necessary for the 

prediction of the main parameters of the particle formation process of a crystalline solute. The 

evaporation rate obtained with a time-constant model does not approximate the slope of the 

squared volume equivalent diameter, Figure 3.3. 

The combination of the time-variable model and experimental results determine several parameters 

of the particle formation process, such as diameter, both aerodynamic and volume equivalent, 

density, mass, and void amount. The trend of diameters and density with time indicates the main 

phases of the particle formation process, such as solvent evaporation, shell formation and solute 

saturation. When the droplet is dilute, the aerodynamic and the volume equivalent diameter have 

similar values, Figure 3.3. Subsequently, the density curve reaches a peak, which indicates the 

shell formation point, Figure 3.4. After shell formation the volume equivalent diameter is assumed 

to be constant, but the aerodynamic diameter keeps decreasing. This shows that the solvent trapped 

inside a formed shell is evaporating through the shell’s pores. The density curve reaches a plateau 

only when the aerodynamic diameter becomes constant, Figure 3.4. The condition of 
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supersaturation is reached between the time step indicating the shell formation and the next time 

step, Figure 3.5. Between these two time steps the surface concentration rises strongly, Figure 3.5. 

The time for onset of crystallization and the remaining time available for crystallization, the 

crystallization window, are two variables that strongly influence the particle formation process. 

The initial process and formulation conditions of the particle formation process in turn influence 

the crystallization window. The largest values of the crystallization window are achieved in cases 

where the concentration of the initial solution is high and the temperature of the external 

environment is low. It is expected that increasing the relative humidity of the environment would 

have a similar effect. This would be the case for evaporation of ambient particles in the atmosphere. 

On the other hand, the smallest Δtc is achieved for the combination of low concentration of the 

initial solution and high temperature of the external environment, Table 3.1. For the same 

temperature of the drying gas, the time for crystallization is reached later for lower initial 

concentration. For the same initial concentration, the time for crystallization is reached earlier for 

higher temperatures of the external environment. The temperature of the external environment 

influences the evaporation rate and thus surface saturation. The higher wet bulb temperature 

shortens the particle formation process. As a consequence, the crystallization window is also 

reduced. In addition, the surface concentration reaches saturation earlier in those cases, Figure 3.5. 

The crystallization window influences the properties of the final dried microparticles. Smaller 

values of Δtc produce microparticles with a smaller diameter, smaller crystal size, smoother 

surface, lower crystalline content and smaller void volume, Table 3.2, Table 3.3 and Figure 3.7. A 

smaller crystallization window indicates less time for the solute to nucleate and for crystals to 

grow. As a consequence, for smaller crystallization windows, the final microparticles appear 

mostly amorphous, Figure 3.7. Furthermore, both theoretical derivations [1] and experimental 

results agree that for these cases the final dried microparticles have a smaller void fraction, Table 

3.3. This agreement validates the theoretical derivations used. 

For cases of high wet bulb temperatures and low concentration, the droplets show a high 

evaporation rate. The low solute mass fraction corresponds to low viscosity and a high diffusion 

coefficient. Previous publications on non-crytallizing systems show that for these conditions 

amorphous particles are expected to have a thin shell and a larger diameter [2]. The crystallization 

event causes a different result. Here, shell formation is induced by the crystallization event. At a 
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certain mass fraction, the solute starts to nucleate on the surface and subsequently generates a shell. 

This phase can be identified in a drastic drop in density curves, Figure 3.4. Close to this point in 

the evaporation process the theoretical model predicts that supersaturation is reached. Then, a long 

crystallization window allows these crystals to grow and form the shell of the final microparticles. 

The crystallization effect is emphasized by the gap between the density curves for time steps after 

the shell formation, Figure 3.4. For cases where the final dried particles are mostly amorphous, 

Table 3.2, the gap between the two methods is reduced, highlighting the impact of the 

crystallization on the particle formation process, mainly after the shell formation. 

The methods used to analyze the particle formation process show limitations. These limitations 

are seen in both density curves and surface concentration curves, where the trend changes 

drastically between the time step of shell formation and the following one, Figure 3.4 and Figure 

3.6. In these 20 milliseconds, time to reach saturation and time for crystallization are reached. 

Selecting a smaller time step might reduce these limitations. 

3.6 Conclusion 

This project demonstrates that the crystallization process influences the particle formation process 

in the case of substances that can crystallize within the same amount of time. The time gap between 

the onset of crystallization and the completion of drying contains the main steps in the particle 

formation process. Only during this time period may crystals nucleate and grow. Thus, the duration 

of the crystallization window determines the properties of the dried microparticles. Longer 

crystallization windows generate microparticles with higher crystallinity, larger crystal size, higher 

void fraction, and, consequently, lower density. 

Understanding the relationship between the initial process conditions and the crystallization 

window, and thereby, the properties of the final dried particles is expected to improve control over 

the performance of microparticle based products. This may improve the efficiency of the delivery 

of drugs for respiratory diseases. The delivery efficiency of respiratory drugs, for example, 

depends on the diameter and the dispersibility of the spray dried microparticles. For instance, 

leucine, a much studied respiratory excipient, shows different properties according to its solid 

state. Leucine needs to be in crystalline form to improve powder dispersibility [303]. 

Limitations are found both on the experimental and on the theoretical approach. In the 

experiments, a time step of 20 milliseconds is chosen. A shorter time step might help with a better 
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definition of important time variables, such as the time to reach saturation and the time for 

crystallization. The theoretical approach yields only approximate results for the onset of the 

crystallization, due to limitations of the semi-analytical model. A fully numerical model seems 

more appropriate to describe particle formation processes that involve crystallization. 

3.7 Acknowledgements 

Funding from the Natural Sciences and Engineering Research Council of Canada (NSERC) and 

the Alberta Innovates Technology Futures is gratefully acknowledged. The authors thank Jason 

Dibbs for the fabrication of components of the setup used. JPR, RMP and REHM thank the EPSRC 

for financial support through a Leadership Fellowship awarded to JPR (grant reference 

EP/G007713/1) and grant EP/L010569/1. 

3.8 Supplemental Information 

3.8.1 Experimental details 

Chemicals 

The solubility of NaNO3 in water at the droplet temperature, i.e., the wet bulb temperature, is 

needed for the theoretical model. Wet bulb temperatures depend on the temperatures of the external 

environment and the evaporation rate [2]. Assuming a constant wet bulb temperature through the 

process, at the temperatures of 10, 20, 25, 30, 35 and 40°C, the solubilities are 870, 930, 970, 1020 

and 1070 mg/ml, respectively [304]. However, vapor pressures are influenced by the percentage 

of solute contained in the evaporating droplet. Since the weight percentage of NaNO3 increases 

due to the evaporation of water, the evaporation rate decreases and the wet bulb temperature 

increases during the particle formation process [305]. As a consequence, the solubility increases 

according to the weight percentage of NaNO3 in DI H2O. 

Solution preparation began by weighing out NaNO3 on an analytical balance (ME204E, Mettler 

Toledo, Mississauga, Ontario, Canada) and adding it to the solvent within a volumetric flask. The 

solution was closed with a paraffin film (PM992, Pechiney Plastic Packaging, Chicago, IL, U.S.) 

and agitated for 15 minutes using a wrist action shaker (Model 75, Burrell Scientific, Pittsburg, 

Pennsylvania, U.S.). 

3.8.2 Experimental setup 

Determination of viscosity 
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The composite particle underwent relaxation to a single spherical droplet, governed by the balance 

of surface and bulk viscous forces. A detailed description of the aerosol optical tweezers technique 

and its use in studying particle coalescence has been presented previously [306, 299]. Frequency 

doubled light from a Nd:YVO4 laser at 532 nm was incident on a liquid-crystal-on-silicon spatial 

light modulator (LC-R 2500, Holoeye Photonics AG, Berlin-Adlershof, Germany), conjugated to 

the back focal plane of an inverted microscope objective (ACH oil, 100 x, NA 1.25, Olympus 

Niko, Chiyoda Tokyo, Japan) to form a tightly focused optical trap within a custom built aerosol 

trapping cell. The spatial light modulator imparted a phase-only modulation on the profile of the 

Gaussian beam, allowing the creation of two gradient-force optical traps within the trapping 

chamber. The axial and lateral trap positions were determined by the modulation pattern applied 

to the spatial light modulator by user-controlled software, allowing spatial manipulation of the 

optical traps to initiate particle coalescence. 

Two particles, 3 to 6 m in radius, were trapped from a plume of aqueous sodium nitrate aerosol 

introduced into the trapping cell using a medical nebulizer (NE U22, Omron, Kyoto, Japan), with 

particles passing through the focal point of each optical trap caught and confined in three 

dimensions by the strong gradient force. Particles were trapped within a relative humidity (RH) 

controlled environment, maintained by a constant gas flow (< 0.2 l/min), and generated by mixing 

different proportions of dry and humidified nitrogen. The gas flow RH was measured after the 

trapping cell using a calibrated capacitance probe (Honeywell 500, Honeywell, Morristown, New 

Jersey, USA). By varying the gas phase RH, different sodium nitrate solute mass fractions, and 

thus viscosities, could be accessed in the trapped particles.  

Inelastically back-scattered light from each particle was collected by the same objective and 

dispersed using a spectrograph onto a Peltier-cooled CCD camera (SpectraPro SP550i, Pixis 256, 

Acton, Princeton Instruments, Buckinghamshire, UK). Raman active species within the trapped 

particles were excited by the 532nm laser light, leading to spontaneous Raman emission at Stokes 

shifted wavelengths characteristic of the molecular species present. At wavelengths commensurate 

with whispering gallery modes, the trapped particles acted as optical cavities, enhancing Raman 

scattering at discrete wavelengths and leading to a superposition of narrow stimulated Raman 

peaks on the broad spontaneous Raman bands. Measurement of the whispering gallery mode 

wavelengths through cavity enhanced Raman spectroscopy (CERS) and subsequent comparison 
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with Mie theory calculations allows the radius and refractive index of a particle to be determined 

with accuracy ±2 nm and ±0.0006, respectively. Trapped particles were imaged using brightfield 

microscopy, with a maximum camera frame rate of 1000 frames per second. Elastically back-

scattered light from one of the particles was isolated and collected by a silicon photodetector 

(Thorlabs DET110, Thorlabs, Ely, UK).   

Following capture, the two particles were left to equilibrate with the humidity in the gas phase 

until no further change in either particle’s size was observed over a period of 30 minutes. Once 

equilibrated, the two droplets were positioned such that the separation between the surfaces of the 

two particles was lower than 1 m before removing one of the optical traps. The optical field of 

the remaining trap extended over sufficient range to draw the free particle in to the remaining trap, 

initiating particle coalescence. Depending on particle viscosity, the timescale for coalescence 

could be monitored using elastic light scattering, brightfield imaging or Raman spectroscopy. The 

viscosity range accessible by each technique depended on their maximum rate of data acquisition: 

higher than 100 MHz for elastic light scattering, 1 kHz for brightfield imaging and 1 Hz for Raman 

spectroscopy. In the work presented here, the relaxation in particle shape following coalescence 

was monitored using elastic light scattering as all relaxation times were shorter than 10 ms with 

viscosities lower than 10 Pa s [299, 307]. 

The intensity of elastically back-scattered light from a particle is a function of its scattering cross-

section, dependent on the particle size and shape, and its position within the optical trap. As the 

second optical trap is removed and the coalescence of the particles begins within the optical field 

of the remaining trap, an increase in the elastically scattered light intensity recorded by the 

photodetector is observed due to the increase in size of the composite scattering body within the 

sampling volume. The back-scattered light intensity then decreases to a constant final value as the 

coalesced particle relaxes to a spherical shape driven by capillary forces. Motion of the composite 

particle due to trapping forces is negligible over the time scales studied, likewise the optical forces 

are many orders of magnitude weaker than the restoring capillary forces and play no part in 

determining the dynamics. For particles with a viscosity below the critical damping threshold (~20 

mPa s for the particle sizes considered here), the relaxation is accompanied by shape oscillations 

and corresponding oscillations in backscattering intensity, which takes the form of a damped 

harmonic oscillator. The oscillation frequency and the damping time can be used to estimate the 
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surface tension and viscosity of the droplet, respectively. For particles of higher viscosity, the time 

dependence can be fit to a single exponential decay whose characteristic relaxation time can be 

determined. This is equivalent to the time taken for the elastically back-scattered light intensity to 

fall to 1/e (37%) of its initial value, and can be used to determine the particle viscosity. 

Correspondence between the elastic light scattering signature and the change in particle shape has 

been discussed in detail in our previous work, including a detailed comparison of light scattering 

calculations for an oscillating sphere with the measured signal, and we refer the reader to this 

earlier work for more information [308, 299]. 

To estimate the particle viscosity from the relaxation time, it is necessary to know the radius and 

true density of the coalesced particle. The radius of the coalesced particle is calculated from fitting 

the CERS spectra, and the true density is determined from the Extended Aerosol Inorganics Model 

using the RH as measured by the capacitance probe to determine the particle water activity [309, 

310]. 

Seventeen sodium nitrate particle coalescence events were observed at RHs in the range 86.5% to 

24.2%. The uncertainty associated with the capacitance probe RH measurement increases with 

increasing humidity, reaching values higher than 3% at humidities approaching 90% RH. To 

mitigate this uncertainty, the sodium nitrate mass fraction of solute in all coalesced particles 

equilibrated above 50% RH was calculated from the refractive index determined from the Raman 

spectra rather than from the RH measurement, employing the parameterization shown in previous 

literature [311]. The dispersion in refractive index (i.e., variation in refractive index with 

wavelength) retrieved from fitting the Raman spectra was used to compensate for the differences 

in refractive index measured using CERS (at a wavelength of 650 nm) and the model treatment (at 

a wavelength of 632.8 nm) [311]. For coalescence measurements performed on particles 

equilibrated below 50% RH, the uncertainty in the water activity was observed to be less than the 

variation between successive measurements and thus the probe RH was used directly to calculate 

the mass fraction of sodium nitrate in the coalesced particles using a second parameterization 

[300]. Measured data points were binned in to water activity ranges, with viscosities reported as 

an average and standard deviation. 
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4 Analysis of Cohesion Forces between Monodisperse 

Microparticles with Rough Surfaces 

The material shown in Chapter 4 has been submitted in Colloids and Surfaces a Physicochemical 

and Engineering Aspects. All the experiments have been personally conducted. The theory has 

been developed in previous publications, [312-314]. The authors of this publication are me and 

my supervisor Reinhard Vehring. Additional material is shown in Appendix D. 

4.1 Abstract 

This project investigated the impact of roughness, morphology and crystal size on the cohesion 

forces between microparticles of different size and shape. A chain of droplets with an initial 

diameter of about 70 µm was used for the production of monodisperse and monomorph 

microparticles in a diameter range of 0.7 to 17 µm. Droplets were composed of sodium nitrate and 

deionized water. Initial conditions of the process differed in temperature of the external 

environment, from 50 to 150°C, and in solution concentration, from 5 to 510-4 mg/ml. By varying 

these initial conditions, microparticles with different diameter and morphology were generated. 

Their root mean squared roughness was in a range from 2 to 610-5 µm. Pull-off forces between 

particles of the same morphology and of different morphology were determined using colloidal 

probe microscopy. A wide range of cohesion forces were measured and were found to be affected 

primarily by the microparticle roughness. The utility of several theoretical cohesion models in 

predicting the experimental results was tested. 

4.2 Nomenclature 

A, Hamaker constant [J]; 

α, adhesiveness [N/m2]; 

E, Young’s modulus [Pa]; 

ɛi, dielectric constant for solvent or solute; 

F, cohesion force [N]; 

ν, Poisson’s ratio; 
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h, Planck’s constant; 

Ho, minimum distance between two microparticles [m]; 

γ, surface tension [N/m]; 

γs, surface tension of a solid smooth surface [N/m]; 

γl, surface tension of a liquid [N/m]; 

k, Boltzmann’s constant [m2kg/s2K]; 

L, load normal force [N]; 

λ, peak to peak distance [m]; 

µ, dimensionless coefficient used to choose between DMT or JKR model; 

ni, refractive index of solute or solvent; 

θa, advancing contact angle [°]; 

θr, receding contact angle [°]; 

r, radius of asperities [m]; 

R, radius of microparticles [m]; 

Rq, root mean square roughness [m]; 

Rq,i, root mean square roughness for different scanning area i [m]; 

S, contact area between two particles [m2]; 

T, temperature [K]; 

tc, crystallization window [s]; 

ω; absorption frequency [rad/s]; 

4.3 Introduction 

Pulmonary drug delivery is an area of constant growth for research studies [315-317, 19, 318]. 

These studies focus on two main methods of delivery: inhalation and instillation. Drugs are most 

commonly delivered to the lungs through inhalation [21, 20] due to its multiple advantages. The 

risks involved in inhalation are minimal compared to other techniques, such as liquid instillation 
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[22]. In addition, inhalation is a non-invasive and often self-applied treatment [22, 319]. The main 

disadvantage of drug inhalation, however, is inefficiency; a large portion of the drugs commonly 

does not reach the lungs [320, 321]. This issue can be improved by using calculations and 

predictions to refine the delivery process. The predictions are based on the influence of the 

properties of drugs on their delivery location inside the respiratory tract. 

Studies on pulmonary drug delivery have recently focused on the control of the main properties of 

drugs to improve the quality and the efficiency of their delivery [322]. Pulmonary drugs are 

commonly delivered to the lungs using microparticles [323]. The diameter of the microparticles is 

important for their deposition in the lungs; a range of 0.1 to 5 µm is suggested to allow the 

microparticles to reach the lungs [324]. While smaller particles easily reach the lungs and their 

alveoli [325], they may be exhaled again to some extent. Large particles may also reach the lungs 

and alveoli, if they have a suitable morphology [326]. 

Morphology is, thus, a property of the microparticles that can influence their delivery. Several 

studies improve the knowledge of the relationship between morphology and delivery efficiency 

[327, 265, 328]. Morphology describes the shape and structure of the particle interface and interior; 

it includes parameters such as crystal size for particles composed of smaller crystals, and measures 

of surface roughness. The crystal size of composite microparticles is directly connected to their 

roughness; smaller crystal size tends to generate greater roughness [329]. This relationship 

depends on the material of which the microparticles are composed. The roughness can affect the 

delivery of the microparticles to the lung primarily by reducing the strength of cohesion between 

microparticles [326, 318], thereby causing improved powder dispersibility and better aerosol 

properties [39, 330]. 

The determination of cohesion forces between two microparticles is quite complicated. Firstly, 

interlocking of rough microparticles can occur randomly between any possible points of contact 

on the interface [331], increasing measurement variability. Secondly, it is more difficult to measure 

cohesion forces between two microparticles than between a microparticle and a flat surface [332, 

34]. 

Studies addressing the relationship between the properties of microparticles and their cohesion 

forces can be seen as a sub-discipline of particle engineering [2]. The main goal of particle 

engineering is to improve the properties of the microparticles. To achieve this, the process of 
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producing the microparticles is studied. The microparticles used for pulmonary drug delivery are 

commonly produced via spray drying [182], a process that has the following advantages among 

others: low manufacturing cost, low loss of activity of chemicals, broad choice of solutions or 

suspensions, and control over fundamental properties of the final particles [99]. 

The process by which pulmonary drug microparticles are generated from solution or suspension 

droplets is called particle formation [156, 333]. Two possible outcomes may result from the 

particle formation process: homogenous or core shell particles. In systems with crystalizing 

excipients or drugs the time at which the solute reaches saturation on the surface of the evaporating 

droplet is one of the critical time variables for the prediction of the particle formation process. A 

late time to reach saturation may produce solid particles [156, 2], because not enough time is left 

in the evaporation process for nucleation and crystallization. Another similar variable is the time 

for crystallization. This time variable indicates, for solutes with a tendency to crystallize, the 

moment at which sufficient supersaturation is reached such that one or more crystal nuclei may 

start to grow. The knowledge of this time variable facilitates the prediction of the morphology of 

final dried microparticles; if the time for crystallization occurs late in the evaporation process, 

particles smooth, amorphous and with a small crystal size may result. 

The basis for the theoretical description of particle formation was provided by Vehring et al. [2] 

using an approach based on liquid phase diffusion in droplets evaporating with a constant 

evaporation rate. Different types of formation mechanisms were considered, depending on the 

nature of the solutes or suspended materials in the droplets. Boraey et al. [1] included new variables 

into the analysis, for example shell thickness or the void volume of the dried particles. The particle 

formation process for solutes undergoing crystallization is a topic of current investigations [334]. 

In order to describe the particle formation process, the evaporation sub-process [335] has to be 

studied. The evaporation of the solvent is the main part of the particle formation process [122]. 

Several experimental methods are available for understanding the evaporation process. Recent 

studies have focused on the monodisperse droplet chain method [336, 131] because it overcomes 

many disadvantages of other commonly used methods. The monodisperse droplet chain is not 

affected by heat conduction through the support wire encountered in the method of suspending 

droplets on filaments. In addition, the monodisperse droplet chain is less affected by time 

constraints, encountered in the method involving a single levitated droplet evaporating in a 
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quiescent environment or in a gas flow [337]. The piezoceramic dispenser is the most suitable 

choice for the production of microparticles with high homogeneity in their properties. In response 

to an input voltage pulse, the piezoceramic dispenser expands and then contracts to its normal size. 

Thus, acoustic waves are produced in the solution contained in the piezoceramic dispenser and 

droplets are generated with consistent ejection velocity and diameter [218]. 

Monodisperse and monomorph microparticles facilitate measurements using the colloidal probe 

technique, which can be used to determine the forces between two microparticles. Commonly, the 

colloidal probe technique makes use of an Atomic Force Microscope (AFM) to obtain values of 

cohesion forces between one microparticle and a flat surface or between two microparticles [338]. 

In this technique, a microparticle is attached to the tip of an AFM cantilever. The measurement 

process can be divided into two main parts: approach and retraction. The approach has two sub-

steps. Firstly, the functionalized cantilever is moved downward towards the sample particle. 

Secondly, once the cantilever is close enough to the sample, it is attracted to it and accelerated into 

contact. The forces involved in this step are called ‘snap in’. The cantilever is further pushed 

downward and deflected until the retraction starts. The third step simply follows the retraction of 

the cantilever along the same path during the approach. At some point, the adhesion forces that 

keep the cantilever in contact with the sample are overcome and determined as maximum pull off 

forces. Lastly, the cantilever is brought back to the start point. Results can be influenced by the 

type of cantilever chosen [339]. It is known that cohesion between particles is affected by particle 

radius and surface roughness. Therefore, a large number of particles from a powder with 

polydisperse size distribution and variable particle morphology would have to be measured to 

obtain a representative mean cohesion value. This is not easy to accomplish using this technique, 

because it is quite time consuming. Thus, if monodisperse and monomorph particles can be used, 

like in the study presented here, the utility of the technique is enhanced. 

The main goal of this study is to demonstrate the connection between surface roughness and crystal 

size and the cohesion forces between two spray dried microparticles. The cohesion forces are 

measured experimentally and described theoretically. Theoretical descriptions of cohesion 

between two realistic microparticles are limited. A number of theoretical models regarding the 

contact forces between elastic solids, such as a sphere and a plate, have been published [340-345, 

314]. In this paper the experimental results will be compared to several existing models to identify 

the one most applicable to this case. 
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4.4 Materials and methods 

4.4.1 Chemicals 

The solute present in the dried microparticles is sodium nitrate (NaNO3) (catalog number 221341-

500G, Sigma Aldrich, St Louis, MO, USA). Its main properties, listed by the manufacturer, are as 

follows: molecular weight of 84.99 g/mol and true density of 2260 mg/ml. Its purity is greater than 

99%; the impurities are chloride, iodate, nitrite, phosphate and sulfate. Other important properties 

of NaNO3 are its glass transition temperature range between 185°C and 215°C and melting point 

of 306°C [217]. 

The Hamaker constant is used in some theoretical cohesion models to represent van der Waals 

interactions. The Hamaker constant for interaction of two sodium nitrate particles in air was 

approximated using Equation 4.1 [346]. 
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Equation 4.1 

The required properties of crystalline sodium nitrate are as follows: refractive index, n1, of 1.633 

[311] and dielectric constant, ɛ1, of 5.2 [347]. The properties of air are well known: refractive 

index, n3, of 1.00023 [348] and the dielectric constant, ɛ3, of 1.00059 [349]. The other terms shown 

in Equation 4.1 are Planck’s constant, h, Boltzmann’s constant, k, and the absorption frequency, 

, of 9.4 × 1015 rad/s, derived from the absorption wavelength of sodium nitrate in UV/visible 

light of about 200 nm [350, 351]. Equation 4.1 yields an approximate Hamaker constant between 

two sodium nitrate microparticles in air of 5.3·10-20 J. This value is close to the Hamaker constant 

of similar salts [346]. 

The Young’s modulus for sodium nitrate is required for some theoretical models. It was calculated 

from the main elastic constant, the shear stress and bulk stress of sodium nitrate [352]. Young’s 

modulus, E, and Poisson’s ratio, ν, are found using their well-known definitions [353] and are 34.9 

GPa and 0.41, respectively. The values of these two variables are close to the ones of a similar 

salt, NaCl [354]. 

The solvent used to generate the dried microparticles is deionized water (catalog number 38796 – 

1L, Sigma Aldrich, St Louis, MO, USA), with a residual content lower than 0.01%. Other solvents 

are used to determine the surface energy of sodium nitrate powder: chloroform (528730, Sigma 
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Aldrich, Oakville, Ontario, Canada), perfluorooctyl bromide (PFOB) (383648, Sigma Aldrich, 

Oakville, Ontario, Canada), and silicon oil (84049, Sigma Aldrich, Oakville, Ontario, Canada). 

These solvents are selected for their inability to dissolve sodium nitrate and for their high surface 

tension, which prevent penetration of the liquid into pores in the flat surface made of sodium 

nitrate, as described below. In air and at 20°C, the surface tension of chloroform, PFOB and silicon 

oil are 26.7, 30 and 20 N/m, respectively [355]. 

4.4.2 Methods 

4.4.2.1 Generation of monodisperse microparticles 

The production of monodisperse and monomorph microparticles was explained in detail in a 

previous publication [356, 156, 1, 2]. Here, only a brief description is provided. NaNO3 was 

weighed out on an analytical balance and added to water within a volumetric flask. The vial 

containing the solution was closed with paraffin film and agitated for 15 minutes using a wrist 

action shaker. A monodisperse chain of sodium nitrate solution droplets was generated using a 

piezoceramic droplet dispenser with an inner diameter of 30 µm. The droplets were injected into 

a gas flow enclosed in a double-walled, square flow tube. The temperature of the gas was set using 

two heaters placed at the top of the flow tube. The temperature was recorded at the droplet injection 

point and at the point at which dried particles were collected on a hollow SEM stub for further 

analysis. The monodisperse droplet chain was recorded with a digital camera. From the images, 

the changing aerodynamic diameter of the droplets during the drying process was derived. Then, 

with the help of particle formation models, the surface concentration of the solute, here sodium 

nitrate, was calculated as described in more detail elsewhere [156]. This allowed determining the 

point in time at which sodium nitrate reached sufficient supersaturation at the surface for 

crystallization to commence. The difference between this time and the time at which all solvent is 

evaporated, i.e., the time at which the aerodynamic diameter stops to decrease, is the period of 

time that is available for crystal growth. This time difference, termed crystallization window, tc, 

was derived for all types of particles generated.  

4.4.2.2 Microparticle characterization: SEM and FIB 

The diameter and the morphology of the final dried microparticles were analyzed using a Scanning 

Electron Microscope (SEM) (LEO 1430, Zeiss, Jena, Germany). The images collected with the 

SEM were analyzed with image processing software (ImageJ, Imaging Processing and Analysis in 
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Java, National Institute of Health, 1997, Bethesda, Maryland, USA). The morphology of the 

interior of the microparticles was evaluated by using a Focused Ion Beam (FIB) (Hitachi NB 

50000, Chiyoda, Tokyo, Japan) to section the particles. 

4.4.2.3 AFM analyses 

An atomic force microscope (AFM) (DimensionEdge Bruker, Billerica, MA, USA) was used for 

two purposes: analysis of the morphology of microparticles and determination of cohesion forces 

between two spray dried microparticles. For the first purpose, tapping mode was used to measure 

roughness and morphology of the produced microparticles. The tapping mode was selected to 

avoid any damage to the fragile microparticles and it was retained the most common technique to 

measure the roughness of microparticles [357]. A common AFM cantilever was purchased: three 

tips AFM cantilever with aluminum coating (HQ:NSC15/Al BS, Mikro Mash, Lady’s Island, SC, 

USA). This probe was chosen for its broad range of bulk resistivity, rendering it applicable to a 

variety of cases. 

Depending on the size of the microparticles, different scanning areas were selected: 100, 25, 1, 

0.25, and 0.0625 µm2. The following roughness parameters were determined: primary root mean 

squared roughness, Rq,1, secondary root mean squared roughness, Rq,2, the radius of asperities, r, 

the peak to peak distance for primary peaks, λ1, and for secondary peaks, λ2. Rq,1 and λ1 were 

measured using a scanning area with both sides of at least half the diameter of the particle. Rq,2 and 

λ2 were measured using a scanning area with both sides smaller than the radius of the particle. The 

radius of asperities, r, was obtained as the average of the radius of highest peaks, analyzed using 

a scanning area with both side half the diameter of the particle, and the radius of the lowest peaks, 

analyzed using a scanning area smaller than the radius of the particle. For example, for a particle 

with a diameter of about 18 µm, Rq,1 and λ1 were calculated using a scanning area of 100 µm2. Rq,2 

and λ2 were obtained using a scanning area of 25 µm2. If the diameter of the particle was lower 

than 1 µm, an additional scanning area was measured, i.e., 0.01 µm2. 

For the second purpose, contact mode was used to measure the cohesion forces between two 

microparticles. A three lever tipless AFM cantilever (HQ:CS38/tipless/AL BS, Mikro Mash, 

Lady’s Island, SC, USA) was chosen to facilitate attachment of a microparticle to the tip. The three 

lever AFM probe allowed selection of different low force constants. Among the three levers, the 
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one with a lower force constant was selected for its geometry; its length facilitated the visualization 

of both particles and the cantilever tip under a microscope. 

Samples were prepared using the same method for both purposes. Thin, smooth glass slides (12-

548-5P Fisher finest, Fisher Scientific, Edmonton, AB, Canada) were purchased. In order to fix 

the microparticles on the glass slide, glue was required (04004, Hardman Double/bubble water-

clear epoxy, Royal Adhesives and Sealants, South Bend, IN, USA). The glue was selected for its 

medium viscosity, 14000 mPa·s, and for its long working time, 1 hour. A medium-high viscosity 

is ideal for microparticles composed of organic materials. Glues too liquid would embed the 

microparticles and glues too hard would not hold the microparticles tightly. A long working time 

allows sufficient time for placing of the microparticles and their stabilization. A drop of about 20 

µl was placed on the glass slide. A clean glass slide was then squeezed against the glass slide 

carrying the drop of glue, flattening the drop of glue and removing the excess of glue. 

A modified optical microscope (Olympus IX70 Fluorescence Microscope, Olympus Corporation, 

Shinjuku, Japan) was used for attaching the microparticles to the tip of the AFM tipless cantilever. 

The modifications to the microscope were described in a previous publication [358]. The rotational 

stage of the microscope held tweezers in which the cantilever was attached. The rotational stage 

allowed the movement of the cantilever in three directions. The cantilever was placed at an angle 

with respect to the sample. Previous studies verified that the best angle for a successful attachment 

of a microparticle to the cantilever was 30° [358]. Figure 1 shows the steps taken to place one 

microparticle on a tipless AFM cantilever: 1) the AFM cantilever was aligned with a drop of glue. 

The cantilever was dipped into the drop, carefully ensuring that only one side of the cantilever tip 

was in contact with the glue. 2) The excess glue was removed by dragging the cantilever on a clean 

area of the glass microscope slide. 3) The correct amount of glue on the cantilever was verified 

using a Confocal Scanning Microscope (Zeiss LMS 700, Jena, Germany). 4) The cantilever was 

then aligned with a microparticle placed on a clean glass microscope slide. 5) The cantilever was 

moved until touching the microparticle. 6) The microparticle was verified to be attached to the 

cantilever using two methods: first, the spot on the glass slide where the microparticle was lying 

was visualized under the microscope and second, the cantilever was visualized under the confocal 

scanning microscope. 
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Figure 4.1 Procedure to attach a microparticle on an AFM tipless cantilever: 1) dipping the cantilever into the glue , 2) 

removing excess glue, 3) verifying under a Confocal Scanning Microscope the glue amount, 4) pushing the cantilever 

downwards until the microparticle is contacted, 5) picking up the microparticle and 6) verifying that the microparticle 

is attached to the cantilever. 

4.4.2.4 Surface energy analysis 

The surface tension of sodium nitrate needed to be measured, because it was necessary for the 

theoretical determination of cohesion forces. The sessile droplet method, a method that determined 

the contact angle between a flat, smooth surface of sodium nitrate and a liquid drop, was used for 

this purpose. A flat surface of sodium nitrate was achieved using the steps indicated in Figure 4.2. 

Powder of sodium nitrate, about 20 mg, was placed on a glass microscope slide. The sodium nitrate 

was heated above its melting point using a heat gun. The melted sodium nitrate was then squeezed 

in between two glass microscope slides. Once solidified, it was transferred to a glass microscope 

slide with double side tape (3M VHB Foam tape, 3M, London, Ontario, Canada). The smoothness 

of the sodium nitrate substrate was verified under the confocal scanning microscope, as Figure 4.2 

illustrates. Sodium nitrate substrates with root mean squared roughness larger than 1 µm were 

discarded. 
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Figure 4.2 Production steps of a flat and smooth substrate of sodium nitrate: 1) melting of sodium nitrate powder, 2) 

squeezing the molten sodium nitrate in between two glass microscope slides, 3) verifying the smoothness with a Confocal 

Scanning Microscope. The image shown has a magnification of 20x. 

The contact angle device (FTA 200, First Ten Angstroms, Portsmouth, Vancouver, Canada) 

comprised a syringe, a needle and a liquid. The syringe was filled with the selected liquid and 

inserted in the contact angle device. The glass microscope slide supporting the melted sodium 

nitrate substrate was placed under the syringe. The liquid was released in close proximity to the 

substrate. After contact with the surface, the liquid drop was further released and an image was 

recorded every three seconds. Recording at the same camera speed, the drop was subsequently 

retracted. The images recorded were then analyzed using the software ImageJ (ImageJ, Imaging 

Processing and Analysis in Java, National Institute of Health, 1997, Bethesca, Maryland, USA), 

to obtain the average advancing and receding contact angles. The sessile droplet method is based 

on the contact angle hysteresis, which is the difference between the advancing, θa, and the receding, 

θr, contact angles. Equation 4.2 determines the surface tension of a solid, γs, knowing the surface 

tension of the liquid considered, γl, [359]. 

𝛾s = 𝛾l(cos𝜃r − cos 𝜃a) {
(1 + cos𝜃a)

2

[(1 + cos𝜃r)2 − (1 + cos 𝜃a)2]
} 

Equation 4.2 

The value of surface tension for sodium nitrate, found with Equation 4.2 from measurements with 

three probe liquids, chloroform, PFOB, and silicon oil, was 23.5 ± 4.4 mN/m. The use of different 

probe liquids contributes to the error. This value of surface energy applies to crystalline sodium 
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nitrate. Even though sodium nitrate was melted to create a flat surface, it was found to recrystallize 

in a very short time. The surface tension of molten NaNO3 was reported to be larger, with a value 

of 119 mN/m [360], as can be expected for the more disordered liquid state. 

4.4.3 Theory and Calculations 

Several theoretical cohesion models were considered for comparison with the experimental results: 

The Hamaker contact force model is based on the Hamaker constant. Since cohesion forces were 

measured between two microparticles with potentially dissimilar radius, R2 and R1, an intermediate 

radius, R, was obtained as shown in Equation 4.3 [361]. This reduced radius was used for all 

theoretical models. 

𝑅 =
2𝑅2𝑅1

(𝑅2 + 𝑅1)
 

Equation 4.3 

The cohesion forces are then calculated using Equation 4.4. A represents the Hamaker constant, 

and H0 is the minimum distance between the two surfaces. The minimum distance achieved using 

AFM in contact mode was reported as 0.3 nm [362]. 

𝐹 =
𝐴𝑅

12𝐻0
2 

Equation 4.4 

Several surface energy based cohesion models have been presented, e.g., the Johnson, Kendall and 

Roberts (JKR) [341] and Derjaguin, Muller and Toporov (DMT) [343] models. These models are 

based on the surface tension, , of the solid and the dimensions of the contact surfaces. A 

dimensionless parameter, µ, has been introduced to determine which model is most applicable for 

a given case [363, 364]. 

𝜇 = (
4𝑅𝛾2

π𝐸2𝐻0
3)

1
3

 

Equation 4.5 

E is the Young’s modulus and H0 is the equilibrium separation distance derived from the Lennard 

Jones potential, which is similar to the separation distance used in equation 4. The use of H0 for 

Equation 4.5 is justified by its similarity with the distance between two ions of sodium chloride 

for a minimum potential energy [365]. If this dimensionless parameter is lower than 0.1, the use 

of the DMT model is recommended. Since this was the case for all studied conditions, the DMT 

method was used to predict the pull off force according to Equation 4.6 [343]. 
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𝐹 = 2π𝛾𝑅 Equation 4.6 

Several models include the effect of contact surface roughness. The Rumpf model [314] takes into 

account both noncontact and contact interactions. The influence of irregularities in the morphology 

of both particles is evaluated using Equation 4.7 [314]. 

𝐹 =
𝐴

6𝐻0
2 [

𝑟𝑅

𝑟 + 𝑅
+

𝑅

(1 +
𝑟
𝐻0

)
2] 

Equation 4.7 

In Equation 4.7, r stands for the radius of asperities on the particles. The variable r introduces the 

impact of the roughness on cohesion forces between a particle and a flat surface. 

Instead of asperity radius the modified Rumpf model uses the root mean squared roughness, Rq, 

derived from AFM measurements, as Equation 4.8 [366] illustrates: 

𝐹 =
𝐴𝑅

6𝐻0
2

[
 
 
 
 

1

1 +
𝑅

1.48 𝑅q

+
1

(1 +
1.48 𝑅q

𝐻0
)
2

]
 
 
 
 

 

Equation 4.8 

Rabinovich developed an alternative method for the derivation of the cohesion forces between a 

particle and a flat surface, including different variables related to the surface morphology of the 

particle considered. The Rabinovich model requires the root mean squared roughness at different 

length scales, Rq,1 (primary roughness), and, Rq,2, the peak to peak distance, λ1, for primary peaks 

and, λ2, for secondary peaks, as shown in Equation 4.9 [366]. A peak is considered primary or 

secondary according to the peak height distribution. The two values of Rq are derived from the 

analysis of AFM measurements obtained with different scanning windows: wider for Rq,1 to contain 

the highest peaks. 

𝐹 =  
𝐴𝑅

6𝐻0
2

[
 
 
 
 

1

1 +
58𝑅 𝑅q,2

𝜆2
2

+
1

(1 +
58𝑅 𝑅q,1

𝜆1
2 ) (1 +

1.82𝑅q,2

𝐻0
)

2

]
 
 
 
 

 

Equation 4.9 

Equation 4.9 has been further developed by introducing the effect of the surface energy on the 

cohesion forces between rough surfaces. Equation 4.9 is applicable for contacts between particles 

with radius of asperities not much smaller than the radius of the particles [345]. In the surface 
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energy Rabinovich model, the first term in the sum in Equation 4.9 is replaced by the DMT contact 

interaction [366], assuming that the contact is between a sphere of reduced radius, R, and an 

asperity, r. which can be replaced by Equation 4.10 [55]. 

𝑟 =
𝜆2

2

58𝑅q,2
 

Equation 4.10 

Equation 4.10 is applied in the first term of Equation 4.11, which describes the surface energy 

Rabinovich model. 

𝐹 =
2π𝛾𝑅𝑟

(𝑟 + 𝑅)
+

𝐴𝑅

6𝐻0
2

(1 +
58𝑅 𝑅q,1

𝜆1
2 ) (1 +

1.82 𝑅q,2

𝐻0
)

2  

Equation 4.11 

In the previous decade, Li et al. [342] developed a different method which describes cohesion 

forces as a product of intrinsic adhesiveness, α, and contact surface area, S. 

𝑆 = π [
3

4

𝐿𝑅(1 − 2)

𝐸
]

2
3

 

Equation 4.12 

Equation 4.12 shows the contact area between two particles according to the Hertzian model of 

contact [367]. Here, L indicates the normal load force used in AFM contact mode experiments. 

The normal load force was 0.27 nN, found as the product of the spring constant of the cantilever, 

the average deflection sensitivity, and the voltage of the detector in AFM contact mode analysis 

[368]. Equation 4.12 was used here to approximate the effective contact area. The intrinsic 

adhesiveness based on the DMT theory is expressed in Equation 4.13 [342]. 

𝛼 =
4

√9π2𝑟
(1 − 𝜈2)2

𝐸2

3

𝛾
1
3 

Equation 4.13 

It can be understood as a material property that captures the combined effects of surface energy, 

, Young’s modulus, E, Poisson ratio, , and surface roughness as expressed by asperity radius, r, 

found with AFM measurements. 
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4.5 Results 

Five particle types with different morphologies were chosen according to their differences in initial 

conditions, i.e., solution concentration and drying gas temperature. The cases selected are shown 

in Table 4.1. The measured crystallization window (tc), the difference between time for onset of 

crystallization at the surface and time to reach constant aerodynamic diameter [156], is also listed. 

It is strongly dependent on the initial conditions of the particle formation process. In Table 4.1, the 

sketched profiles of microparticles emphasize the differences between microparticles obtained 

with different particle formation processes. 

Table 4.1 List of the five morphology types considered. Initial solution concentration, drying gas 

temperature, profile, particle diameter and crystallization window are shown for every case. 

Case Conditions Profile Diameter [µm] tc [ms] 

A 5 mg/ml at 50°C 

 

17.7 ± 0.7 221 ± 1 

B 5·10-1 mg/ml at 75°C 

 

7.8 ± 0.5 151 ± 1 

C 5·10-2 mg/ml at 100°C 

 

3.8 ± 0.7 92 ± 2 

D 5·10-3 mg/ml at 125°C 

 

1.1 ± 0.2 34 ± 2 

E 5·10-4 mg/ml at 150°C 
 

0.7 ± 0.2 10 ± 8 

 

The images, derived with SEM and FIB for the five morphology types are shown in Table 4.2. 

Table 4.2 confirms that the monodisperse droplet chain generated final microparticles with the 

same diameter and morphology. 
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Table 4.2 Illustration of the morphology of the five types of microparticles. The morphology is analyzed with 

SEM, for the outside of the shell, and with FIB, for the inner side of the shell. Images of more than one 

microparticle are shown to demonstrate their similarity. 

Cases Scale A B C D E 

SEM 

 

     

 
     

 
     

FIB 
 

     

 

An AFM analysis in tapping mode for different scanning areas was used to study the trend of 

roughness and crystal size in microparticles created by different particle formation processes. 

Since the particle size varied from 17.7 to 0.7 µm, scanning areas of 400, 100, 25, 1, 0.25, 0.0625 

and 0.01 µm2 were selected. Examples of crystal sizes are shown in Table 4.3. 
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Table 4.3 Tapping mode AFM analysis of the surface morphology of the microparticles. The AFM images are 

shown in two and three dimensions using a scanning area of 0.0625 µm2. 

A B C D E 

     

 
  

  

 

The root mean squared roughness, Rq, for the different cases is shown in Table 4.4. The primary 

roughness, Rq,1, of the cases considered is bolded in Table 4.4. Square scanning areas with side 

length larger than the radius of the microparticles showed a larger standard deviation. This means 

that the scan might have covered other microparticles or the glue. For scanning areas with side 

length smaller than the radius of the microparticles, the roughness decreased, indicating that an 

individual crystal on the surface might have been scanned. 
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Table 4.4 Root mean squared roughness, Rq, in nm for the cases studied as a function of scanning area. The 

bolded cases are selected as Rq,1 in Equation 4.9. 

Scanning area [µm2] A B C D E 

0.01     0.06 ± 0.003 

0.0625 0.04 ± 0.01 0.09 ± 0.03 17.2 ± 2.22 36.2 ± 12.2 2 ± 0.1 

0.25 4.11 ± 0.98 10.4 ± 3.42 19.3 ± 4.73 58.6 ± 20.1 65.2 ± 24.5 

1 27.7 ± 11.3 65.5 ± 20.1 1078 ± 17.5 134 ± 38.7  

25 32.5 ± 13.2 156 ± 20.2 355 ± 34.4   

100 97 ± 22.3 696 ± 91.4    

20 1710 ± 47.6     

 

Table 4.5 shows the cohesion forces between two microparticles produced with the same and with 

a different particle formation process. In Table 4.5 only the maximum pull off forces are shown. 

The snap-in forces for the cases AA, BB, CC, DD and EE were 1.3 ± 0.7, 0.6 ± 0.2, 0.3 ± 0.1, 0.3 

± 0.1 and 0.2 ± 0.1 nN respectively. Similarly, the case of average Δtc and high Rq showed the 

lowest value of snap in forces. 
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Table 4.5 Cohesion forces between pairs of microparticles of similar (bold) and dissimilar morphology. For 

selected cases, the comparison of adhesion forces between a microparticle and a glue drop is shown. 

Contact profile Contact 

name 

 

Max 

pull off 

forces 

[nN] 

Contact profile Contact 

name 

 

Max 

pull off 

forces 

[nN] 

 

AA 

A-glue 

88 ± 4.7 

167 ± 

122 

 

BD 16.7 ± 

4.1 

 

AB 63.5 ± 

6.4 
 

BE 36.7 ± 

3.6 

 

AC 8.9 ± 3.5 

 

CC 

C-glue 

2.6 ± 1.8 

32 ± 23 

 

AD 29.7 ± 

3.8 

 

CD 3.7 ± 1.8 

 

AE 72.6 ± 

8.7 
 

CE 3.5 ± 0.2 

 

BB 

B-glue 

43 ± 5.6 

102 ± 76  

DD 

D-glue  

10 ± 3.5 

61 ± 40 

 

BC 6.2 ± 0.2 

 

DE  12.6 ± 

6.1 

    EE 

E-glue 

127 ± 3.5 

257 ± 

111 
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The comparison between experimental and theoretical cohesion results is shown in Figure 4.3. The 

theoretical models used are: Hamaker interaction, and DMT, Rumpf, Modified Rumpf, 

Rabinovich, Surface energy Rabinovich, and Li models. Solid black columns indicate the 

experimental data. 
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Figure 4.3 Comparison between experimental results and theoretical predictions of the cohesion forces 

between two microparticles. The solid black columns indicate the experimental data. 

4.6 Discussion 

Five kinds of microparticles are studied for two purposes: controlling the relationship between 

initial conditions of the particle formation process and the properties of dried microparticles and 

understanding the trend of cohesion forces between two microparticles and the properties of dried 

microparticles. Table 4.1 shows that larger tc were achieved with lower external temperatures 

and higher initial concentrations. Since lower drying gas temperatures lead to lower evaporation 

rates, the drying process takes longer and, thus, more time is available for crystallization. With 

higher initial concentrations, less time is required to reach sufficient supersaturation and to 

commence crystallization upon drying, allowing for a longer crystal growth time before the solvent 

is completely evaporated. Analysis of the microparticles with low-frequency shift Raman 

spectroscopy (results not shown) revealed the nature of their solid phase [180]. In this project, tc 

affected the crystalline fraction of the final dried microparticles; low tc (case E) indicated low 

crystallinity. 

The morphology changed along with the time available for crystallization. For high tc, the 

microparticles had more internal void volume and apparently smooth surfaces. In this case 

crystallization commences early in the evaporation process and sufficient time is available to form 

a shell composed of large crystals. Once the shell is formed the particle can no longer shrink and 
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internal voids are created. For average tc, the surface of the microparticles was rough and with 

distinguishable crystals of intermediate size. Compared to the first case, there is now less time 

available to grow large crystals and a composite shell of smaller crystals is formed on a smaller 

droplet. Therefore, the void volume is reduced. For still lower tc individual crystals were hardly 

discernible, but still present, evidenced by the Raman results. For the lowest tc the particles did 

not have discernable crystal boundaries, no void space, and the Raman results showed increasing 

disorder, indicating that in this case sufficient time for crystallization was not available and a shell 

was no longer formed. Consequently, in this regime, the roughness decreased with a decrease of 

the time allowed for crystallization. 

Analysis of AFM images shows that microparticles with less time available for crystallization 

have, as expected, a smaller crystal size, if considering the same scanning area, Table 4.3. The 

profile sketches of the dried microparticles summarize and clarify the roughness and the crystal 

size information obtained from the different microparticles, Table 4.2. Case C, which has an 

average tc, shows the highest roughness, Table 4.4. It is apparent that crystal size influences the 

roughness of the particles, with intermediate crystal size producing the roughest surfaces. 

The AFM was used in contact mode to detect cohesion forces between two microparticles. 

Confirming the results of Adi et al [356], pull off forces, both maximum and the snap in, are 

dependent on the roughness of the microparticles, Table 4.5. For contacts of microparticles with 

the same morphology, case CC with an intermediate Δtc, shows the lowest pull off force. These 

particles have the largest roughness. Most cohesive were case AA, which had large diameter, 

crystalline, smooth particles, and case EE, very smooth and partially amorphous particles. 

Experimental results were checked against possible glue contamination by comparison with pull 

off forces between a microparticle and a glue drop. The pull off forces between a glue drop and a 

microparticle were always much larger and more variable than for contact between two particles. 

The cohesion forces between dissimilar microparticles also demonstrate the importance of 

roughness for cohesion forces. If at least one of the microparticles had a rough profile, then the 

cohesion forces were low. If both microparticles had a high roughness, the cohesion forces were 

further reduced. 

The Hamaker interaction only considers the Hamaker constant and the dimension of the particles, 

which are considered to have perfectly smooth surfaces Equation 4.4. The limitations of this model 
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are obvious; the actual cohesion forces on rough particles were orders of magnitude smaller than 

predicted by the Hamaker model. The DMT model is very similar to the Hamaker model but uses 

surface tension instead of the Hamaker coefficient, Equation 4.6. Since the surface tension is the 

same for all the cases considered, the DMT model is influenced only by the diameter of the 

microparticles and the results can be converted into those of the Hamaker model using a fixed 

factor. Hence the results do not match the actual cohesion forces any better. The Rumpf and the 

modified Rumpf model, Equation 4.7 and Equation 4.8, introduce a single roughness parameter, 

either the radius of asperities or the root mean squared roughness in the calculation of cohesion 

forces. This leads to an improvement relative to the Hamaker and DMT models in some cases, but 

in others, the theoretical predictions are still not close to the experimental results, Table 4.1. 

Despite the fact that the Li model is the most recent and incorporates the roughness of the 

microparticles, Equation 4.12 and Equation 4.13, it does not match most of the experimental 

results. A possible reason is that the roughness is also described by one parameter only, the asperity 

radius. The Rabinovich models describe the roughness of the particles in more detail. The root 

mean squared roughness and asperities are divided into two variables which depend on the size of 

the respective scanning areas, Equation 4.9 and Equation 4.11. This approach generates values of 

cohesion forces closer to experimental data. Of the two, the surface energy Rabinovich model was 

slightly superior to the Rabinovich model in most tested cases. The importance of roughness and 

its appropriate incorporation in cohesion models is clearly shown here. This emphasizes the 

dominating impact of roughness and, therefore, crystal size in the particles tested here, on the 

cohesion forces between two microparticles. 

4.7 Conclusions 

Production of monodisperse and monomorph particles facilitates systematic studies of cohesion 

between particles of different morphologies using colloidal probe microscopy. The strong impact 

of microparticle morphology, specifically roughness, on cohesion forces is verified. In cases of 

contact between microparticles with similar morphology, microparticles with higher roughness 

generate lower cohesion forces. In cases where microparticles have different morphologies, 

cohesion forces are reduced when at least one of the microparticles has a high root mean squared 

roughness. Intermediate crystal size in relation to the particle size generates the highest value of 

roughness and, therefore, the lowest cohesion force. The crystal size depends on the time available 
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for crystallization during the particle formation process. The time available for crystallization in 

turn depends on processing and formulation parameters. The best approximation to the 

experimental results is achieved using the Surface Energy Rabinovich model, which considers 

both properties of the material, such as surface tension, and morphology, such as diameter, and 

roughness parameters. 

Spray drying, the most common technique used to produce drugs for pulmonary delivery, 

generates microparticles in a broad range of size. As demonstrated in this publication, the diameter 

of the microparticles is not as influential as their roughness on the cohesion forces in spray dried 

powders. During process and formulation design and during potential changes to the process, e.g. 

on scale up, the effect on crystallization kinetics must be carefully considered to avoid changes in 

roughness, which could lead to altered powder dispersibility and, thus, could negatively affect 

product performance. 
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5 Control of the Radial Distribution of Chemical 

Components in Spray Dried Crystalline 

Microparticles 

The material shown in Chapter 5 has been submitted in Aerosol Science and Technology. All the 

experiments have been personally conducted. The theory has been developed in previous chapter, 

2 and 3. The authors of this publication are me and my supervisor Reinhard Vehring. Additional 

material is shown in Appendix E. 

5.1 Abstract 

The particle formation process from evaporating droplets containing more than one solute has been 

studied. Two-component microparticles were produced using a piezoceramic dispenser with an 

inner diameter of 30 µm. Initial droplets had a diameter in the range of 70 to 85 µm and contained 

sodium nitrate and potassium nitrate in different molar ratios of 30:70, 50:50, and 70:30 or weight 

ratios of 26.5:73.5, 45.7:54.3, or 66.2:33.8 in the form of aqueous solutions with initial 

concentrations of 1 or 10 mg/mL. The monodisperse droplets were dried in a dry laminar gas flow 

with temperatures of 50 or 100 °C. Different initial conditions affected the particle formation 

process and the particle morphology. The diameter of the final dried microparticles ranged from 4 

to 10 µm. Their density varied from 1250 to 1950 mg/mL. The formulation and process conditions 

determined the distribution of chemical components in the dried microparticles, especially their 

surface composition as determined by energy-dispersive X-ray spectroscopy. The distribution of 

the chemical components was theoretically explained using characteristic times for the 

crystallization kinetics of the drying process. It was shown that the solute which reached 

supersaturation first formed most of the outer shell of the microparticles. 

5.2 Introduction 

The role of respiratory drug delivery in effective interventions for lung diseases continues to attract 

much interest [369, 33, 370, 20]. The diameter of drug containing particles delivered to the lung 

is commonly in the micrometer range [371, 372]. Particles with diameters between 1 to 5 µm tend 

to reach the lung upon delivery and can release the drug at the desired location [372]. Another 
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important property of medicinal microparticles is their morphology [373]. Microparticles with 

rough surfaces decrease cohesion forces [374, 375]. The solid phase is another parameter with 

impact on the performance of respiratory dosage forms [269]. For example, some amorphous 

materials may show a low storage stability and higher reactivity [376]. 

The area of research describing and controlling the particle formation process of respiratory drugs 

is called particle engineering [7]. The particle formation process represents the transformation of 

a solution droplet into a dry particle [193]. Several qualities render spray drying the most used 

technique for the production of microparticles for respiratory drug delivery: minimal loss of 

activity of chemicals, compatibility with a wide range of solutions or suspensions, and control over 

important properties of the final particles [99]. For a fundamental understanding of the 

microdroplet drying process in a spray dryer experimental observations on model systems have 

been fruitful. In particular, the experimental method using a free falling, monodisperse droplet 

chain has several favorable qualities for analyzing the particle formation process: ability to study 

fast processes, representative droplet dimension in the micrometer range, and representative heat 

and mass transfer on isolated droplets [2]. A piezoceramic dispenser is generally used to produce 

such a monodisperse droplet chain, because it is capable of producing monodisperse droplets with 

high precision. [218]. 

The particle formation process for single-component solution droplets has been investigated quite 

thoroughly [156, 4, 377, 158, 11, 2, 378, 379]. On the other hand, few researchers have investigated 

particle formation from evaporating droplets with more than one chemical component [33, 380, 

381], which is the more relevant case for most formulations in respiratory drug delivery. The 

characteristics of multicomponent particles are strongly dependent on the composition of their 

surface or shell [382]. Surface properties are fundamental for the delivery of respiratory drugs 

[383, 384], since they can influence both the location at which the drugs are delivered and the 

release profile of the drugs [385]. As a consequence, particle formation studies that provide a 

reliable prediction of which components form the surface of microparticles are important for 

improving particulate dosage forms for respiratory drug delivery. 

Previous particle formation studies [156, 294, 193] have focussed on non-crystallizing systems, 

where the solute precipitates into an amorphous solid during the process. Such systems are 

relatively well understood [1, 33, 2, 193]. In this case, many properties of the final dried 
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microparticles can be predicted from an analysis of the Peclet number [193]. The Peclet number is 

the ratio of the evaporation rate, indicating the speed at which the droplet shrinks, and the diffusion 

coefficient, indicating the speed at which the solute diffuses away from the surface [4]. It has been 

shown that low Peclet numbers predict solid microparticles, typically with a smooth surface and 

spherical shape [2]. This prediction is valid only for non-crystalline systems [386], because the 

Peclet number does not capture the impact of crystallization kinetics on particle formation. 

However, it is known from electron micrographs that crystals may grow on the surface of droplets, 

eventually forming a crystalline shell. Several respiratory drugs have a known tendency to 

crystallize or have been formulated with crystallizing excipients [33, 387-389]. In this case, the 

particle formation process includes a crystallization sub-process. The effect of crystallization on 

the particle formation process is still mostly unknown. The main reasons are the complexity of the 

crystallization theory [390] and the fast kinetics involved in the drying of microdroplets. In order 

to predict the properties of spray dried crystalline microparticles, theoretical approaches for the 

nucleation and crystallization processes will have to be incorporated in models describing the 

particle formation process. Furthermore, it has been difficult to experimentally determine 

crystallization kinetics in drying microdroplets, e.g. the time at which nucleation commences and 

the time at which crystals starts to grow. Thus, further studies on the formation process of 

crystalline particles are needed to gain a better understanding of these important systems. 

In this paper a comprehensive evaluation of the particle formation process for a crystallizing 

system is achieved by combining an experimental and a theoretical approach. The experimental 

approach uses a monodisperse droplet chain as a model system. The theoretical approach applies 

a relatively simple model which can predict the internal distribution of components in an 

evaporating droplet, the time they reach saturation on the surface, and the shell thickness of the 

resulting particle [1]. While this model has not been fully validated for crystallizing multi-

component systems, it predicts that the time to reach saturation on the surface is the main variable 

that determines the sequence in which components can form a shell [156]. In case of evaporating 

droplets composed of more than one solute, it was hypothesized that the solute with the shorter 

time to reach saturation has a higher probability to nucleate and crystallize first on the surface, 

thus forming the shell [1]. 
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5.3 Experimental section 

5.3.1 Chemicals 

The chemical components chosen are sodium nitrate (NaNO3), potassium nitrate (KNO3), and 

deionized water (catalog number 38796 – 1L, Sigma Aldrich, St Louis, MO, USA). The properties 

of NaNO3 (catalog number 221341-500G, Sigma Aldrich, St Louis, MO, USA) which are 

important for this study are molecular weight of 84.99 g/mol, true density of 2260 mg/ml, glass 

transition temperature of 185 – 215°C, melting point of 306°C [217], and aqueous solubility of 740 

mg/ml and 860 mg/ml [304] at temperatures of 18.7 and 31.9°C, respectively. The corresponding 

properties of KNO3 (catalog number 221295-500G, Sigma Aldrich, St Louis, MO, USA are 

molecular weight of 101.1 g/mol, true density of 2109 mg/ml, glass transition temperature of 

128°C, melting point of 334°C, and aqueous solubility of 320 mg/ml and 570 mg/ml [391], at 

temperatures of 18.7 and 31.9°C, respectively. Since the evaporation rate, and, consequently, the 

wet bulb temperature is almost constant during each droplet evaporation process prior to shell 

formation, the solubility is assumed to be constant for each drying gas temperature. 

5.4 Experimental approach 

5.4.1.1 Monodisperse droplet chain 

Binary solutions of NaNO3 and KNO3 were generated that differed in the molar percentage of 

NaNO3, i.e., 30, 50, and 70%. The production of monodisperse microparticles was explained in 

detail in a previous publication [156]. Briefly, the monodisperse droplet chain was generated using 

a piezoceramic dispenser with an inner diameter of 30 µm. The initial droplet diameter was in the 

range of 70 to 75 µm. The droplets were injected in a flow tube with a temperature regulated gas 

flow. The monodisperse droplet chain was illuminated with a diode laser and images were recorded 

with a digital camera to determine the distance between two consecutive droplets. From the 

distance the aerodynamic diameter could be derived as a function of time as described below. The 

resulting dry microparticles were collected on a filter for further ultramicroscopy and Raman 

spectroscopic analysis. 

5.4.1.2 Microparticles characterization: final properties 

An important property of the dried microparticles is the spatial distribution of the two chemical 

components on the surface and in the shell. The analysis of the near-surface component distribution 
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was achieved using Scanning Electron Microscopy with X-ray spectroscopy (SEM/EDX) (Zeiss 

Sigma FESEM with EDX & EBSD, Zeiss, Jena, Germany). In general EDX is not a surface 

specific technique, but it can be adapted to preferentially provide information about elemental 

composition near the surface. To do so, the interaction volume was kept as small as possible by 

selecting minimal overvoltage. In this study the highest x-ray energy used was 3.59 keV 

(potassium, Kβ). To provide reliable excitation, all samples were irradiated with electron beams 

with an energy of 5 keV (with one exception: 10 keV was used in the case with drying temperature 

of 50ºC, 10 mg/mL initial concentration and 1:1 molar ratio of the components). For this electron 

energy the penetration depth into a sample coated with a 20 nm gold layer is on the order of 100 

nm and the x-ray signal is strongly weighted towards the surface  [392]. The diameters of the dry 

microparticles were in the range of 4 to 10 µm with a shell thickness larger than 0.1 μm in all 

cases. SEM/EDX measures characteristic x-ray intensity. Furthermore, every element has a 

standard intensity, provided by calibration measurements performed by the instrument 

manufacturer. The ratio between the measured intensity and the standard intensity is equivalent to 

the ratio of the mass or weight fractions [393], which can be converted to mole fraction using the  

molar mass of each component. 

To measure the distribution of the components across the shell of the microparticles with higher 

spatial resolution, Transmission Electron Microscopy with X-ray spectroscopy (S/TEM) (CM 20 

FEG, TEM S/TEM, Philips, Amsterdam, Netherlands) was used. In bio-techniques the 

characteristic X-ray lines were Kα and Kβ with an emission energy of 1.041 keV and 1.071 keV 

for Na, and 3.312 keV and 3.59 keV for K, respectively [394]. 

Other properties analyzed were diameter, morphology, and solid phase. The diameter and the 

morphology of the final dried microparticles were measured using a Scanning Electron 

Microscope (SEM) (SEM LEO 1430, Zeiss, Jena, Germany). The images derived from the SEM 

were analyzed with the software ImageJ (ImageJ, Imaging Processing and Analysis in Java, 

National Institute of Health, 1997, Bethesca, Maryland, USA). To determine shell thickness and 

interior morphology the microparticles were cut and imaged using a Helium Ion Microscope (HiM) 

(Zeiss Orion Helium Ion Microscope, Zeiss, Jena, Germany). The solid phase of the particles was 

analyzed using a custom macro Raman spectroscopy system with low frequency shift capability. 

Details of this instrument and the associated methodology have been described previously.[180]. 
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5.4.1.3 Samples used for the TEM analysis 

Microparticles were collected on a frit placed on a hollow Scanning Electron Microscopy (SEM) 

stub. A small amount, about 1 mg, was transferred into a pencil-shaped mold (Catalog number 

70902, flat embedding mold, Electron Microscopy Sciences, Hatfield, PA, USA). The 

microparticles were pushed with a sharp tweezer (SS140-A Dumont, Ted Pella, Redding, CA, 

USA) to the tip of the pencil-shaped mold. The mold was then filled with an embedding medium 

(Catalog number 14300, Low Viscosity Embedding Media Spurr’s Kit, Electron Microscopy 

Sciences, Hatfield, PA, USA). The embedding medium was composed of four components: epoxy 

ERL 4221, diglycidyl ether of polypropylene glycol (DER 736), hardener nonenyl succinic 

anhydride (NSA), and accelerator dimethylaminoethanol (DMAE). The embedding medium was 

cured in an oven (VWR 140, VWR, Radnor, PA, USA) at 70 °C for 16 to 20 hours. A section of 

the tip of the dried mold was chopped every 90 nm with an ultramicrotome (Ultracut E, Reichert-

Jung, Leica Biosystems, Wetzlar, Germany) and the sectioned material was collected on a 

Transmission Electron Microscopy (TEM) grid. 

5.5 Theoretical approach 

A theoretical particle formation model was described in detail in previous publications [156, 1, 2]. 

For crystallizing multi-component systems the parameters that can predict the onset and kinetics 

of the crystallization process are most important. Boraey et al. [4] introduced a description for the 

particle formation process of a droplet composed by more than one solute. The concentration of 

all solutes increases during the evaporation due to loss of solvent. It is assumed that the solute that 

saturates first during the particle formation process forms a crystalline shell on the microparticle. 

Equation 5.1 shows the expression for the time, ts,j at which each component, j, reaches saturation 

on the surface of the evaporating droplet. d0 is the initial diameter, C0,j, the initial concentration, 

Csol,j, the solubility, and Ej, the enrichment of solute j on the surface of the droplet, relative to its 

average concentration. The surface enrichment is caused by the limited speed of solute diffusion 

away from the receding droplet surface. Expressions for E have been reported before [1]. 

𝑡s,𝑗 =
𝑑0

2

𝜅
[1 − (

𝐶0,𝑗𝐸𝑗

𝐶sol,𝑗
)

2
3

] 

Equation 5.1 
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From Equation 5.1, it can be derived that, all else equal, the solute with lower solubility tends to 

precipitate earlier than the others. The surface enrichment is dependent on the diffusion coefficient 

of the solute in the liquid phase and the evaporation rate of the droplet. Both of these two 

parameters are strongly affected by the wet bulb temperature of the droplet. In addition, the time 

to reach saturation depends on the initial concentration of the solute in the solution, Equation 5.1. 

The theoretical model used to derive Equation 5.1 assumes a constant evaporation rate [156, 1, 2] 

but can be improved by applying it stepwise, assuming a constant evaporation rate for each time 

step only. This allows a correction for material properties and other parameters that change as a 

function of time [156]. In this case, the time to saturation is reached when the surface concentration 

of a solute reaches the solubility of the solute at the present conditions. A second parameter, 

important for the kinetics of the crystallization process is the precipitation window, ∆ts, which is 

the difference between the time when the evaporation process is complete and the time to reach 

saturation. The evaporation process is assumed to be complete when the measured aerodynamic 

diameter no longer decreases. A related parameter, the crystallization window, ∆tc, is the difference 

between the time to reach constant aerodynamic diameter and the time for earliest possible onset 

of crystallization, tc. The time for crystallization defines the point in time when the surface 

concentration reaches sufficient supersaturation such that crystals can nucleate and grow. Previous 

publications determined the required supersaturation level in aqueous solutions at which crystals 

start to grow [395, 300]. This level of supersaturation also changes according to the wet bulb 

temperature of the solution. For wet bulb temperatures of 18.7 and 31.8 ºC, which correspond to 

the experimental conditions of this study, sodium nitrate starts to crystallize at a supersaturation 

of 15.7 and 17.1 molar percentages or 97 (720 mg/ml) and 99 (850 mg/ml) weight percentages, 

respectively. For the same wet bulb temperatures, potassium nitrate starts to crystallize at a 

supersaturation of 8.2 and 9.1 molar percentages, respectively [395]. Since both sodium and 

potassium nitrate needs a condition of supersaturation to crystallize, the effect of latent heat of 

crystallization can be considered negligible. At the supersaturation state, a minor amount of solvent 

is left and, thus, the latent heat of crystallization effect on the wet bulb temperature is negligible. 

From an analysis of images of the monodisperse droplet chains, the distance between two 

consecutive droplets was obtained. This data was processed as follows: Knowing the frequency at 

which each droplet was injected in the flow tube, the velocity of each droplet was obtained from 

the distance. The settling velocity of the droplets or particles was found by subtracting the velocity 
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of the gas flow from the total velocity of each droplet. Using Stokes law, the aerodynamic diameter 

for each droplet position was derived from the settling velocity [156]. Once the aerodynamic 

diameter was known as a function of time, the evaporation rate, and the droplet or particle mass, 

solute concentrations and overall particle density were derived from a mass balance. Diffusion 

coefficient and viscosity were then adjusted considering the instantaneous concentrations and 

droplet temperature. With this, the instantaneous Peclet number was calculated [2] and surface 

enrichment and finally surface concentration resulted as a function of time. 

The density was calculated using two different methods depending on the phase of the drying 

process, specifically the time at which a shell forms. Shell formation was assumed to occur when 

the volume equivalent diameter of the evaporating droplets was equal to the diameter of the final 

dried particle. . Before shell formation, Equation 3.4 was used, where da,0 is the initial aerodynamic 

diameter of the droplet, da,j, the aerodynamic diameter at time step j, and 𝜌*, the standard density 

[1 g/cm3]. A and B are parameters derived from the trend of the mass fraction and viscosity for the 

solutes used [292, 293]. Both values of A and B depends on the wet bulb temperature. Values of A 

vary from 0.0019 to 0.002 mL/mg for NaNO3 and 0.0027 and 0.0031 mL/mg for KNO3 at 18.7ºC 

and 31.8ºC as wet bulb temperatures. Values of B vary from -2.03 to -1.98 for NaNO3 and -2.76 

and -3.01 for KNO3 at 18.7ºC and 31.8ºC as wet bulb temperatures [292]. This method is obtained 

from a mass balance assuming that the particles lack in internal and external voids. For each time 

step, I, Equation 5.2 provides the particle density assuming only one component, j, is present. In 

Equation 5.2, the droplet or particle density ρP is equal to the true density, ρT, since no internal or 

external voids are involved. 

𝜌p,𝑗(𝑡) = 𝜌T,𝑗(𝑡) = (
𝐶0,𝑗𝑑a,0

3𝜌p

1
2

𝜌∗
3
2𝑑a,𝑖

3
+ 𝐵𝑗)

1

𝐴𝑗
 

Equation 5.2 

Subsequently, the total particle density of the multicomponent droplet is approximated using 

Equation 5.3, where Yj is the mass fraction of each component. 

𝜌P,tot = 𝜌T,tot =
1

∑
𝑌𝑗

𝜌T,𝑗
𝑗

 
Equation 5.3 

After the shell formation, Equation 5.4 was used to determine the density of the droplets or 

particles. In Equation 5.4, dv,f, is the diameter of the final dried particles.  
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𝜌p(𝑡)= 
𝑑a,𝑖

2

𝑑v,f
2 𝜌∗ 

Equation 5.4 

The instantaneous diffusion coefficient, which was necessary to calculate Peclet number and 

surface enrichment, was derived as a function of viscosity using the Stokes-Einstein equation [396, 

397]. The viscosity for each component, j, was approximated using Equation 5.5 [398]. In 

Equation 5.5, α1, α2, α3, α4, α5, and α6, are constants [398], different for NaNO3 and KNO3, while, 

ww, is the water content, and Tw, is the wet bulb temperature. 

𝜂𝑗 = exp (
𝛼1(1 − 𝑤w)𝛼2 + 𝛼3

(𝛼4(𝑇w) + 1)(𝛼5(1 − 𝑤w)𝛼6 + 1)
) 

Equation 5.5 

The total viscosity, , was then obtained using the Gambill equation for a mixture of liquids, [399]. 

5.6 Results and Discussion 

Twelve cases, shown in Table 5.1, were studied to understand the influence of the initial conditions 

on the distribution of chemical components in the final dried particles. The initial total solution 

concentration, C0, was either 1 or 10 mg/ml and the drying gas temperature, TGas, was either 50 or 

100°C. Furthermore, the twelve cases differed in composition, i.e., the molar percentages of 

NaNO3 and KNO3 were 30:70, 50:50, or 70:30, respectively. The weight percentages were thus 

26.5:73.5, 45.7:54.3, or 66.2:33.8, respectively. 

NaNO3 and KNO3 were chosen for their strong tendency to crystallize. Any material that tends to 

crystallize and has well-known properties, as solubility, viscosity and supersaturation state, at 

which it starts to crystallize, can be used. In the experimental design of this study, it was assumed 

that these materials would likely crystallize even during a fast microdroplet evaporation process. 

It was hypothesized that the crystallization would commence on or near the surface and then lead 

to the formation of a shell and of interior voids in the particles. For some of the produced 

microparticles the crystalline nature is obvious from their morphology, shown in Table 5.1. In 

three of the cases (left and right in top row and bottom row, right) well defined domains with a 

size of a few hundred nanometers are clearly recognizable on the surface. These domains are very 

likely individual crystals. For the other cases, discerning individual crystals is challenging. If 

present, they could be either too small to be clearly observable or could have merged to form a 

continuous crystalline shell. 
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Table 5.1 SEM images showing surface morphology, including crystal size, of the dried microparticles. 

C0 

mg/ml 

TGas 

°C 

Scale mol%: 30 NaNO3 - 70 KNO3 

wt%: 26.5 NaNO3 – 73.5 KNO3 

50 NaNO3 - 50 KNO3 

45.7 NaNO3 – 54.3 KNO3 

70 NaNO3 - 30 KNO3 

66.2 NaNO3 – 33.7 KNO3 

1 50 
 

 

 100 
 

10 50 
 

 100 
 

 

Further evidence for the proposed particle formation mechanism is provided in Figure 5.1, which 

shows the particle density as a function of time during the particle formation process for four 

selected cases with equal molar percentage of the two components. In the first drying phase (full 

symbol curves) the density of the solution droplet increases as the water evaporates. These results 

are achieved using the data processing method assuming that there are no voids in the particles, 

Equation 3.4. Since the exact point when a void first appears is unknown, the calculation was 

carried on until the true densities of the solutes were reached. This extrapolation represents the 

case of a hypothetical, non-crystallizing system. However, this calculation predicts unrealistically 

small final particle diameters, inconsistent with the size of the dry particles determined by SEM. 

Therefore, a shell and, subsequently, voids must have formed. In Figure 5.1, the larger and brighter 
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data point approximates the time of shell formation, i.e., the point in time when the diameter of 

the droplet equals the final volume equivalent diameter of the dry particle. After this point, it is 

increasingly likely that the density trend follows Equation 5.4 (open symbols), which is based on 

the properties of the final particles. For all the curves shown, the predicted point of shell formation 

is at a density below the true density of the solutes used, indicating the presence of voids or solvent 

trapped in the formed shell in the evaporating microparticles. After shell formation, the trapped 

solvent continues to evaporate without a further change in the droplet diameter, which explains the 

observed drop in particle density. 

 

Figure 5.1 The particle density as a function of time during evaporation and particle formation for droplets 

with equal molar amounts of NaNO3 and KNO3. The full symbol curves were calculated assuming no voids 

in the particle, i.e. a non-crystallizing system. The open symbol curves were calculated using the final 

diameter of the actual dry particles. The larger data point approximates the onset of shell formation. 

It is known that some non-crystallizing systems can also form hollow, low density particles [156]. 

In these systems a shell is formed due to a very large surface enrichment, which correlates with 

large Peclet numbers. On the other hand, all twelve cases studied here show a small Peclet number 

for most of the evaporation process which indicates comparatively little enrichment on the surface. 

According to previous studies [4, 2] microparticles with a high density and without voids would 

result in this case. This is not observed here, ruling out this mechanism. 

This interpretation is consistent with the HiM images of cut particles shown in Table 5.2. All the 

microparticles shown in Table 5.2 have varying amounts of voids. The voids in the particle shown 

in the lower left position are difficult to see, because they are quite small. A comparison of the 
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particles in the top row, which were dried at 50°C, with the ones in the bottom row, dried with 

higher evaporation rate at 100°C drying gas temperature yields a result that is consistent with the 

trend shown in Figure 5.1: Higher evaporation rates cause more dense particles with less void 

volume. For non-crystallizing systems the opposite effect is expected: In these systems higher 

evaporation rates would lead to higher Peclet numbers, higher surface enrichment, and decreased 

particle density [156]. Two peculiar features of the particles in Table 2 require an explanation.  

Firstly, the surface morphology of the microparticles shown in Table 5.2 seems to differ from that 

shown in Table 5.1. This is an artifact caused by the HiM coating requirements. For HIM, the 

microparticles were sputtered with a gold layer of about 100 nm thickness to securely attach the 

microparticles to the stub. When an ion beam is used to cut a microparticle, the high beam energy 

can remove microparticles if they are not strongly attached. On the other hand, the microparticles 

were sputtered with a much thinner gold layer of 20 nm for SEM experiments; thus, the structure 

and the details of the surface were better recorded. Secondly, for the case with molar percentages 

of 50 NaNO3 and 50 KNO3 at 50ºC (middle particle, top row), the microparticle appears different 

than in the other cases. This section was probably not at the center of the microparticle; as a 

consequence, part of the crystal structure in the microparticle may have collapsed. 
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Table 5.2 Helium Ion Microscope images of sectioned microparticles dried from droplets with an  initial 

concentration of 10 mg/ml. 

Temperature Scale mol%: 30 NaNO3 - 70 KNO3 

wt%: 26.5 NaNO3 – 73.5 KNO3 

50 NaNO3 - 50 KNO3 

45.7 NaNO3 – 54.3 KNO3 

70 NaNO3 - 30 KNO3 

66.2 NaNO3 – 33.7 KNO3 

50°C 
 

 

100°C 
 

 

The analysis of the solid phase of the dried microparticles, shown in Table 5.3, verifies the previous 

assumptions unambiguously. Table 5.3 lists the low-frequency shift Raman spectra of the 

produced microparticles together with the reference spectra of the crystalline raw materials. Both 

NaNO3 and KNO3 have characteristic lattice peaks in the low frequency area of their Raman 

spectrum. NaNO3 has its vibrational lattice modes at 98 and 195 cm-1 and KNO3 at 57 and 85 cm-

1 [400, 302]. These modes are absent in amorphous material which lacks an ordered crystal lattice. 

The selected cases shown in Table 5.3 all show strong crystalline marker peaks. For all twelve 

cases crystallinity indicating peaks for at least one component were detected (data not shown).  It 

can be concluded from the results discussed so far that NaNO3 and KNO3 can indeed crystallize 

within a few hundred milliseconds (compare Figure 1) and that the crystallization kinetics 

dominate the particle formation process. 
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Table 5.3 Low frequency shift Raman spectra of dried microparticles compared with the reference spectra of 

crystalline NaNO3 and crystalline KNO3. Cases with initial concentration of 10 mg/ml are shown. Molar 

percentages are shown as a reference. 

50°C 100°C 

  

 

Can a drying process that is dominated by crystallization kinetics be controlled and how do 

characteristic parameters affect the properties of the final dried microparticles? A key parameter 

is the time available for crystallization, called precipitation window, spanning the time from 

reaching supersaturation on the surface until complete evaporation of solvent. The precipitation 

window has been shown to be the main parameter controlling crystal size and particle density in a 

single component system, [386]. For multi-component systems each component has a different 

precipitation window. The particle formation process should be dominated by the component with 

the longest precipitation window, because it may crystallize first. Hence, in Figure 5.2, the particle 

density of the dry particles was plotted as a function of the longer of the two precipitation windows 

for all tested cases. Longer precipitation windows correlate with lower particle density of the dried 

microparticles, as predicted. The lower particle density is caused by a larger amount of voids. A 

long precipitation window indicates that the time to reach saturation is reached early. Thus, a shell 

can be formed earlier on a droplet that still has a large diameter which corresponds to the larger 

diameter of the final dried microparticle. In addition, a longer precipitation window indicates that 

the crystals have more time to nucleate and grow to a larger size on the surface, a tendency that 

should generate more internal voids, Table 5.2. It can be concluded that managing the time to reach 

saturation, and thus the precipitation window, allows control over the properties of the final dried 
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microparticles, such as their density. The precipitation window can be predicted using an 

adaptation of Equation 5.1. Subtracting the droplet lifetime [1] yields 

𝑡s,𝑗 =
𝑑0

2

𝜅
(
𝐶0,𝑗𝐸𝑗

𝐶sol,𝑗
)

2
3

 

Equation 5.6 

 

Equation 5.6 is useful to discuss which process and formulation parameters must be controlled to 

affect the precipitation window. Three main factors can be discerned: Firstly, the precipitation 

window is strongly dependent on initial droplet diameter, d0, which indicates that control of the 

atomizer in spry drying of crystalline systems is important. Secondly, the crystallization window 

increases with the initial concentration, C0, of a component in relation to its solubility, Csol. This 

can be affected by the total concentration of the formulation and by adjusting the mass fraction of 

a component in the formulation, but is also dependent on the temperature of the droplet which 

affects the solubility of the components. The droplet temperature and evaporation rate, which is 

the third factor, are both dependent on the drying gas temperature. According to this model, none 

of the listed process and formulation parameters can be varied freely without affecting the 

crystallization window and with it the morphology of the resulting particles. 
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Figure 5.2 Particle density of the final dried microparticles as a function of the precipitation window for the 

component that first saturates on the surface. The continue lines indicate the true densities of KNO3 and 

NaNO3. 

 

From the Raman results, it can be concluded that both crystals of NaNO3 and KNO3 are present in 

most dried microparticles. The particle densities in Figure 5.2 show that most of these particles are 

hollow. Therefore, one can conclude that they have a mixed crystalline shell, which is in agreement 

with the morphology of the sectioned particles shown in Table 5.2. Is it possible to control the 

radial distribution of the components in the shell? In other words, is it possible to design particles 

such that they have a specific component on the surface of the shell to affect, e.g. cohesion between 

particles? Based on the previous discussion we hypothesize that the parameter that can be used to 

control the surface composition is the time to reach saturation (Equation 5.1). Specifically, we 

postulate that a component can be brought to the surface by shortening its time to reach saturation 

relative to the other component. This hypothesis is illustrated in Figure 5.3, which shows the 

surface concentration for the two solutes as a function of time during the late phase of the 

evporation. The cases for 1 mg/ml initial solution concentration at 50ºC drying gas temperature 

and two different molar ratios, 30:70 and 70:30, are plotted. The time to reach saturation for each 

component is indicated when the solute reaches its solubility. It can be seen that the ratio of KNO3 

and NaNO3 affects the sequence of events. The two materials have a different solubility for the 

same wet bulb temperature; for KNO3 it is easier to reach saturation, due to its lower solubility. In 

the case of 30:70 molar ratio of NaNO3 to KNO3, the latter is predicted to reach saturation about 

90 ms earlier than NaNO3. If the molar ratio is reversed to 70:30, saturation is also reached in a 

reversed sequence; with NaNO3 now leading by about 20 ms. According to the hypothesis the 

latter case should show an increased amount of sodium on the surface. 

 



109 

 

  

Figure 5.3 Surface concentrations of NaNO3 and KNO3 in evaporating droplets as a function of time for the 

cases with initial concentration of 1 mg/ml at 50ºC drying gas temperature and molar percentage of NaNO3 

of 30% or 70% or weight percentages of NaNO3 of 26.5% or 66.2%. ts indicates the time to reach saturation. 

On the right hand side, the plot of normalized surface saturation with the solubility of each solute is shown. 

The time to reach saturation is simply obtained when the ratio between surface concentration and solubility 

is equal to 1. The time for crystallization is reached in a supersaturation level, around 1.6 for NaNO3 and 1.9 

for KNO3. The time for crystallization is all reached for a further ratio between the surface concentration 

and solubility. 

 

To test the hypothesis that the sequence of the times to reach saturation or crystallization can 

predict the radial distribution of the chemical components in the final dried microparticles, the 

times to reach saturation, ts,j, and the times for onset of crystallization, tc,j, were calculated for all 

twelve cases. To express the relative timing of the saturation and crystallization event for the two 

components these times were subtracted from each other according to tseq,s = ts,NaNO3 - ts, KNO3 and 

tseq,c = tc,NaNO3 – tc, KNO3. These time differences, shown in Table 4, quantify how much earlier 

KNO3 reaches saturation and onset of crystallization on the surface than NaNO3. If the values 

become negative, the sequence is reversed, i.e., NaNO3 reaches these events first. In Table 5.4, the 

cases are grouped according to their initial conditions, such as total solution concentration, 

temperature of the drying gas, and molar ratio of NaNO3 and KNO3. It is apparent that KNO3 

reaches saturation and onset of crystallization earlier than NaNO3 in almost all cases studied. This 

is caused by the higher solubility of NaNO3. Moreover, NaNO3 nucleates and commences crystal 
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growth only after reaching a molar percentage of 20.7% or a weight percentage of 97% in water 

at a wet bulb temperature of 18.7ºC. As a result, the conditions necessary for NaNO3 to nucleate 

are of high supersaturation [300]. KNO3, on the contrary, crystallizes already at a molar percentage 

of 8.3% or weight percentage of 47% at the same temperature. Due to the temperature dependence 

of the solubilities, an increase of the drying gas temperature and, consequently, an increase in wet 

bulb temperature favors KNO3 to saturate first. Hence, the only cases that allowed NaNO3 to 

saturate first were the ones with 70/30 NaNO3/KNO3 molar ratio or 66.2/33.8 NaNO3/KNO3 

weight ratio  at the lower drying gas temperature. 

The hypothesis that the sequence in which the components reach saturation or onset of 

crystallization determines the radial distribution of chemical components in final dried 

microparticles was verified by comparison with the experimentally determined composition near 

the surface of the particles In Table 5.4, the elemental maps from the SEM/EDX analysis for all 

twelve cases are shown. Green color indicates potassium and red indicates sodium. Also listed are 

the measured molar ratios of the components in the EDX interaction volume near the surface. 

These results are semi-quantitative due to the difference in overvoltage for the characteristic X-

ray peaks in the EDX spectrum.  

The only case that has clearly more sodium than potassium on the surface (molar ratio 93/7, second 

row, right), is also the one that has the largest negative values for tseq,c and tseq,s, i.e., sodium 

nitrate reaches saturation 68 ms earlier and onset of crystallization 86 ms earlier than potassium 

nitrate. The only other case with negative values for tseq,c and tseq,s also shows a measured 

enrichment, albeit smaller, of sodium relative to the nominal ratio. On the other hand, the cases 

that have the highest surface coverage of potassium (molar ratio 14/86, top row left, and molar 

ratio 12/88, second row, left) also have the largest positive values for tseq,c and tseq,s. In these 

cases KNO3 has a head start of more than 150 ms over KNO3for the onset of crystallization. In the 

other cases, both components reach saturation at about the same time and the near surface 

composition does not differ by much from the nominal composition. In summary, the measured 

near surface composition is in very good agreement with the predictions, providing strong support 

for the tested hypothesis.  
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Table 5.4 SEM/EDX maps of the chemical components near the surface of the dried particles. Below each 

map the measured molar ratio of NaNO3 to KNO3 is listed together with the time differences between 

saturation and crystallization events for the components. Positive values indicate earlier saturation and 

crystallization for KNO3. 

TGas C0 Molar ratio 

(nominal) 

Weight ratio 

NaNO3/KNO3  

30/70 

26.5/73.5 

NaNO3/KNO3  

50/50 

45.7/54.3 

NaNO3/KNO3  

70/30 

66.2/33.8 

°C mg/ml   Na K Na K Na K 

50 1  
 

   

Molar ratio (EDX) 

Weight ratio (EDX) 

14/86 

12/87 

47/52 

44/56 

58/42 

54/46 

tseq,s (tseq,c), [ms] + 91 (+ 150) + 55 (+ 36) - 19 (- 11) 

10  
 

   

Molar ratio (EDX) 

Weight ratio (EDX) 

12/88 

10/90 

50/50 

45/55 

93/7 

92/8 

tseq,s (tseq,c), [ms] + 183 (+ 273) + 36 (+ 9) - 68 (- 86) 

100  1  
 

   

Molar ratio (EDX) 

Weight ratio (EDX) 

31/69 

28/72 

43/57 

39/61 

37/62 

34/66 
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tseq,s (tseq,c), [ms] + 53 (+ 39) + 22 (+ 9) + 2 (+ 1) 

10  
 

   

Molar ratio (EDX) 

Weight ratio (EDX) 

30/70 

26/74 

46/54 

42/58 

47/53 

43/57 

tseq,s (tseq,c), [ms] + 58 (+ 101) + 28 (+ 12) + 31 (+ 95) 

 

One disadvantage of the SEM/EDX technique is its limited depth resolution. Therefore, for 

selected cases the elemental composition in the inner part of the microparticles was analyzed using 

S-TEM. Table 5.5 shows microtome cuts across the shell of the particles and the elemental 

composition across the shell as determined by S-TEM. The elemental composition is shown 

qualitatively as normalized X-ray intensity as a function of position on a scan line across the shell. 

Peaks shifted more to the left on the x axis (negative position values) are shifted in the direction 

of the surface. The zero position was chosen arbitrarily in the middle of the shell. An average 

curved obtained with a Gaussian fit and its center indicated with a vertical line are also shown. 

Table 5.5 shows in the top row the case with surface enrichment of sodium (C0, 10 mg/ml at TGas 

of 50ºC for 70% of NaNO3 and 30% of KNO3) and as comparison a case with close to nominal 

EDX composition (C0, 10 mg/ml at TGas of 50ºC for 50% of NaNO3 and 50% of KNO3). The results 

are in agreement with the SEM/EDX findings. In the case where SEM/EDX measures near surface 

enrichment of sodium, S-TEM shows a sodium maximum shifted towards the surface relative to 

the potassium maximum, indicating that sodium crystallized earlier, as predicted. In the other case 

both components seem well mixed, indicating that they have crystallized at about the same time. 
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Table 5.5 Elemental composition across the shell of sectioned microparticles determined by S-TEM. 

Peaks shifted to the left represent the chemical components present on the surface. Cases with 

solution concentration of 10 mg/ml dried at 50ºC for molar percentages of 70% of NaNO3 and 30% 

of KNO3 and 50% of NaNO3 and 50% of KNO3 .are shown. 

 Particle sections Elemental composition 

 

 
 

 

 
 

 

5.7 Conclusions 

This study clarifies the particle formation process of a multicomponent droplet with crystallizing 

solutes. The properties of the dried microparticles can be linked to characteristic times describing 

the crystallization sub-process, specifically the time at which components reach supersaturation 

and onset of crystallization and the time available for crystallization. Morphological features of 

the dried particles, like particle density and radial distribution of components in the shell, can be 

affected by changing these characteristic times. These particle features can be predicted to some 

extent, and the influence of process and formulation variables can be evaluated. For example, both 

the theoretical model and the experimental results indicate that the chemical element that saturates 

first is mostly distributed on the surface. 

Drugs for pulmonary disease can be combined in structure spray dried particles that are composed 

of a crystalline shell encapsulating the drug and excipients. It can be inferred from this study that 

in this case many formulation and process parameters can affect the particle morphology of 

crystallizing systems. Among these parameters are atomized droplet diameter, drying gas 
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temperature, feed concentration, and formulation composition. Therefore, these parameters need 

to be carefully controlled to ensure consistent particle morphology, which may affect the stability 

and aerosol efficiency of spray dried particles for inhalation. 

The conclusions of this study were drawn from a simple binary system. Further work is necessary 

to refine the mechanistic understanding of the particle formation process in multicomponent 

systems with crystallizing and non-crystallizing components. 
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6 Conclusions 

6.1 Main results 

6.1.1 Theoretical developments 

This thesis has shown that the particle formation process can be predicted and understood using 

parameters such as the Peclet number or Enrichment. In the foregoing chapters it has been 

demonstrated that these two parameters are related to the properties of the dried microparticles. In 

cases of high Peclet numbers, the shell is formed early in the particle formation process, generating 

microparticles with thin shells. After the point at which a shell is formed, the remaining solvent is 

released through the pores of the shell, leading to folding or buckling. These results show that the 

steady-state model cannot predict the properties of the final dried microparticles in the case of a 

non-constant evaporation rate. 

As a consequence, a non-steady model was introduced. This model involves the measurement of 

the main parameters of the particle formation process at each time step. These parameters are, for 

instance, aerodynamic diameter, volume equivalent diameter, density, viscosity, diffusion 

coefficient, Peclet number, and Enrichment. Theoretical implementations relate also to the 

introduction of innovative equations. For example, the density is found in relationship with the 

solute amount contained in the evaporating droplet at every time step. More precisely, the density 

is obtained using two methods. Before the shell formation, a method that considers a liquid droplet 

is used. After the shell formation, a method that considers internal and external voids in the 

microparticles is used. 

6.1.2 Experimental implementations 

The setup used for the production of monodisperse microparticles was built in previous studies but 

did not function properly. Therefore, first of all, an innovative “Spacing” method was introduced. 

This method allowed the derivation of the main properties of the particle formation process by 

measuring only the distance between two consecutive droplets. The whole chain was simply 

highlighted with a pulse diode laser and images of the chain recorded with a camera. This method 

made possible the achievement of important results and a better understanding of the particle 

formation process. Along with the “Spacing” method, a so called “Imaging” method was used. 

This method needed the addition to the setup of a few devices, such as a strobe light, an 
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oscilloscope, and a microscope. These additions facilitated the derivation of the volume equivalent 

diameter, and thus of the density, at every time step in the particle formation process. 

Moreover, the setup required implementations to simplify the experimental procedure. For 

example, the flow tube was modified from a rounded to a squared section. A squared section allows 

the recording of the droplets up to a meter far from the injection point. Furthermore, double sided 

walls were inserted into the flow tube. This modification allowed a vacuum layer to keep the flow 

temperature almost constant from the injection to the collection point. 

Experimental implementations also involved the characterization of the final dried microparticles. 

The produced microparticles were innovatively analyzed with a Focused Ion Beam (FIB) and a 

Helium Ion Microscope (HIM). These techniques helped determine the shell thickness and the 

void amount contained in the produced microparticles. For the first time, monodisperse 

microparticles were used in a colloidal probe microscope. This innovation introduced an easy 

methodology to measure the cohesion forces between two microparticles. 

6.1.3 Particle formation analysis 

Important discoveries were achieved through the analysis of the particle formation process, of 

which the control and understanding is the main goal of this project. First, particle formation 

processes of non-crystallizing systems were studied. These systems have been partially analyzed 

in previous studies, but high Peclet number cases had not been investigated. It has now been 

verified that a high Peclet number generates a large diameter and a thin shell. In addition, these 

studies involved a previously unknown phase of the particle formation process: that between the 

shell formation and the collection point. It is in this phase that the most important steps of the 

particle formation process occur: shell formation, surface saturation and drying of the solvent. 

Particle formation processes of crystallizing systems had never previously been studied. Compared 

to non-crystallizing systems, these systems were found to contain additional time steps: the time 

of nucleation and the time for crystallization. Changing these time variables was shown to affect 

the properties of the final microparticles. Small crystallization windows generated microparticles 

with a smaller crystal size, amount of crystallinity, void fraction and diameter. Also, the values of 

surface roughness were found to be proportional to the crystallization window. The roughness, 

though, was inversely proportional to cohesion forces between two microparticles. In drug 

delivery, coagulation of two drug microparticles results in a coarser effective particle size 
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distribution. As a result, coarser powders may have lower delivery efficiency from a DPI device. 

Therefore, coarser particle size distribution will generally result in decreased drug delivery 

efficiency to the lung. Studies of these systems are fundamental to improving pulmonary drug 

delivery.  

Another system not previously analyzed is the particle formation process of crystallizing systems 

of a multicomponent evaporating droplet. The radial distribution of chemical components in a drug 

microparticle was found to be an important factor in the efficiency and the efficacy of drug 

delivery. Particles for sustained release or targeted delivery commonly consist of a thin shell 

composed by a carrier and an inner part composed by the excipient. It was demonstrated that the 

composition of spray dried microparticles can be predicted using the definition of time for 

saturation. The component of the particle formation process that first reaches the time for 

saturation dominates the external composition of the shell of spray dried microparticles. This 

finding, which had previously only been theorized, was experimentally validated. Furthermore, it 

was demonstrated that the chemical composition on the surface can be managed by changing the 

initial conditions of the particle formation process. 

This thesis improves existing methodologies and develops novel techniques that enhance our 

understanding of the relationship between the initial conditions and the properties of produced 

microparticles. This work should benefit particle engineers working on drug delivery by enabling 

quantitative predictions related to the efficiency and efficacy of delivery of drugs for respiratory 

diseases. Even though the time-variable method predicts innovative time variables, such as the 

time for crystallization, and requires only one parameter as input, it presents limitations: time steps 

too extended to accurately predict time variables, lengthy time-frames for some of the techniques 

used, and inadequacies in practical application to drugs used for respiratory disease. 

6.2 Future recommendations 

In closing, some recommendations for future studies in this area are provided. Improvements can 

be made to both the experimental and the theoretical sides. On the experimental side, further 

implementations can improve drug delivery for pulmonary diseases: for instance, the decrease of 

turbulence in the flow tube, the analysis of the evaporation of a multi-solvent droplet, the recording 

of the volume equivalent diameter at every time step of the particle formation process, control over 

the temperature in the piezoceramic dispenser, the management of the pressure in the piezoceramic 
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dispenser, studies of the particle formation process of respiratory drugs, evaluation of the solid 

state composition of spray dried microparticles, and analysis of the properties of the final dried 

microparticles. 

6.2.1 Experimental future developments 

For the studies shown in all chapters, a low flow rate has been used. This decision was due to the 

use of water as a solvent. Since water has a low evaporation rate, droplets risk coagulating unless 

the spacing between two consecutive droplets is much higher than the volume equivalent diameter 

of a droplet. In cases of solvents with a higher evaporation rate, a higher flow rate might improve 

the quality of each experiment. However, a high flow rate entails a slight turbulence in the flow 

tube because of the change in section in the flow tube from a circular to a squared section. 

Eliminating the turbulence should reduce the errors involved in determining the properties of the 

droplets in the monodisperse droplet chain. Therefore, the flow tube could still benefit from a 

redesign: the distance between the change in section shape and the injection point could be 

increased to achieve a fully developed, laminar flow at the injection point. Alternatively, both the 

flow tube and the heater could be modified into a squared section so that no change in section 

would occur. 

A microscope lens was used to record volume equivalent diameter in only some of the studies 

outlined here. Using the microscope for all the experiments would have facilitated the derivation 

of the properties of the particle formation process. Moreover, the use of a microscope with high 

magnification would clarify the crystallization process by recording images of the droplets or 

particles during the formation of each crystal. Consistent use of high-magnification miscroscopy 

would in turn improve the determination of the time for crystallization. 

Greater control over the temperature inside the piezoceramic dispenser would be useful in cases 

of high temperature flow rate. A high external temperature also increases the temperature inside 

the tip of the piezoceramic dispenser, thus interfering with the droplet’s injection. This problem 

could be solved by improving the insulation of the tip of the piezoceramic dispenser with spray 

coatings or by enclosing the whole piezoceramic dispenser in a cooling system. 

Another problem related to the piezoceramic dispenser is control of its pressure. The stage where 

the piezoceramic dispenser was placed could be moved vertically, thus slightly  modifying the 

internal pressure. A more precise method could involve connecting the vent valve to a container 
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with a fixed volume. The container could have a gauge and a metering valve to manage minor 

changes in the pressure inside the piezoceramic dispenser. 

The distribution of the solid phase of the produced microparticles is of great interest for companies 

producing pulmonary drugs. Some excipients release faster or have different properties if 

amorphous respect than crystalline. Determination of the radial solid phase distribution of 

microparticles might be facilitated with the use of silver nanoparticles and Surface Enhanced 

Raman Spectroscopy (SERS). The use of silver nanoparticle would enhance the Raman signal of 

the surface of the microparticles. 

Further improvements in particle characterization are possible. For instance, the production of 

samples for Raman analysis can generate high losses. The microparticles are collected on a frit 

that is inserted into a hollow SEM stub. The frit is then removed to place it on a holder for Raman 

analysis. The process of transferring the microparticles generates losses. Furthermore, the 

microparticles are often damaged when chopped for TEM analysis. The microparticles have been 

cut using a glass tip; the force on the microparticles during the cut can be too high and damage 

them. The damage seems to be more likely in cases where the shell is thin. A better method might 

involve using a diamond tip, which is thinner and sharper and can reduce the forces in the impact. 

6.2.2 Theoretical future implementations 

On the theoretical side, the main improvement regards the model used to determine all the 

properties of the droplets or particles in the particle formation process. A computation model could 

greatly reduce the time constraints caused by manual calculations. This model could have as input 

the images of each droplet, recorded using a microscope lens, and images of the droplet chain, 

recorded and highlighted with a diode laser, to produce a trend of all the main properties of the 

particle formation process: aerodynamic diameter, volume equivalent diameter, density, mass, 

evaporation rate, viscosity, diffusion coefficient, Peclet number and enrichment. All of these 

parameters have to be dependent on time, especially for a particle formation process involving a 

solute with a tendency to crystallize. In addition, the model could provide a better determination 

of the enrichment for a non-steady situation. The computational model might consider a smaller 

time step than 20 milliseconds, used in the studies outlined in this thesis. This computational model 

could easily and quickly provide a more precise value of important time variables, such as time 

for crystallization and time to reach saturation. 



120 

 

6.2.3 Particle formation future studies 

Analysis of the evaporation of a multi-solvent droplet, even though complex and time consuming, 

is strongly appealing because of its multiple potential applications, such as increasing the solubility 

of certain respiratory drugs. Using the setup presented here, only the change in properties of the 

final dried microparticles can be analyzed. A Raman spectroscopy of the evaporating droplet could 

determine the evaporation path of each solvent contained in the droplet. This analysis might enable 

observation of critical transitions in the particle formation process (e.g. crystallization), and might 

allow detailed studies of the evolving composition of an evaporating multi-solvent droplet. 

Studies of the particle formation process of respiratory drugs could be simply achieved by injecting 

into the flow tube a droplet composed of a solvent and the selected respiratory drugs. This approach 

would allow the evaluation of the evaporation process and the properties of the final dried particles. 

Afterwards, the properties of the final dried particles could be related to the initial conditions of 

the particle formation process. Studying an appropriately selected active pharmaceutical ingredient 

might provoke stronger interest from respiratory drugs companies. Moreover, the knowledge of 

the relationship between the properties of final dried microparticles and the initial conditions of 

the droplet drying could be beneficial for real applications, such as spray drying process 

development or drug delivery from solution metered dose inhalers. 
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Appendix A. Generation and monitoring size 

change of monodisperse droplets in a conditioned 

flow tube 

This appendix introduces additional material for the description of the setup used for experiments 

shown in all chapters. The monodisperse droplet chain setup, also called dropmeter, has been 

discussed in Chapter 1, 2, and 3. In Appendix A, a guideline for future users is shown. The process 

used to properly operate the monodisperse droplet chain can be divided into three phases: 1) 

generating the first injected droplet, 2) recording the distance between two consecutive droplets 

and 3) collecting dried microparticles. 

The generation of the first injected droplet focuses on an appropriate use of the piezoceramic 

dispenser. The piezoceramic dispenser is the main component of the monodisperse droplet chain. 

It is connected to a liquid and gas feed systems. These two systems connect a solution and the 

clean air to the piezoceramic dispenser, respectively. The purpose of the liquid system is merely 

to fulfill the piezoceramic dispenser with the solution. On the other hand, the purpose of the gas 

feed system is firstly to flush the system after each usage and secondly to win the high surface 

tension between the first injectable droplet and the glass tip of the piezoceramic dispenser. Figure 

A. 1shows the components used to produce the monodisperse droplet chain. 

 

Figure A. 1 Components of the system used to generate a monodisperse droplet chain. 

The recording of images of the monodisperse droplet chain is necessary to determine the main 

properties of each droplet or particle. On the other hand, collecting the final dried microparticles 
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allow to determine the main properties of the produced particles. For examples, a Scanning 

Electron Microscope (SEM) determines the morphology and the diameter, an Helium Ion 

Microscope (HIM) or a Focused Ion Beam (FIB) the void fraction and a Raman Spectroscopy the 

solid phase. The following list remarks the main steps that a user should take for properly 

generating and recording a monodisperse droplet chain and collecting its products: 

1. Verify that all the valves present in the system are close; 

2. Check that the diode laser is perfectly aligned with the centerline of the flow tube. 

If not, adjust the optical mirrors to direct the laser light to the center of the flow 

tube; 

3. Verify that the hollow stubs with a paper based filter of 0.2 µm pores size (SEM 

stub) and with a metallic frit of 0.2 µm pore sizes (Raman stub) are ready to be used 

to collect dried microparticles for further analysis; 

4. Ensure that the piezoceramic dispenser is connected to the voltage generator 

(Microdrop MD-E-3000, Microdrop Technologies Gmbh, Norderstedl, Germany); 

5. Set an appreciate value for the flow rate [L/min]. To avoid any turbulence, a value 

lower that 3 L/min is acceptable in the current setup; 

6. Open the valve that connects the clean air general system to the flow tube; 

7. If the temperature of the flow tube is set to be higher than 20ºC, room temperature, 

turn on the heaters at the desired temperatures. In addition, place the thermocouple 

connected to the lower heater at the injection point. Connect the flow tube to a 

vacuum pump. Turn on the vacuum pump and wait until a stable temperature is 

reached. For temperatures higher than 100ºC, record the temperature at the 

collection point to verify the temperature gap between injection and collection 

point; 

8. Fulfill a syringe with the solution chosen, commonly 2 to 3 ml would be enough to 

run one test; 

9. Connect the syringe to the system. Two filters purify the solution when entering in 

the system. If water is the solvent used for the solution chosen, then any hydrophilic 

filter would be appropriate. If other solvents are selected, as ethanol or acetone, a 

filter made of nylon or teflon can be used. Both kinds of filters are Millex filter 

units from EMD Millipore; 
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10. Open the valve connected to the liquid feed; 

11. Fulfill the system with the solution until the liquid visibly reaches the glass tip of 

the dispenser. When the liquid reaches exactly the tip of the glass microtubes of the 

piezoceramic dispenser, turn on the voltage generator; 

12. Verify the injecting droplet using the diode laser. If it is noticeable only a straight 

jet, then the voltage needs to be decreased. If necessary, decrease the voltage by 5 

V until a falling chain is noticed. Afterwards, decrease of 1 V until the chain is 

placed at the center of the flow tube. If nor jet neither chain are visible, then the 

voltage needs to be increased or the experiment to start over. A third alternative can 

be to open the gas feed until a jet is visible present in the flow tube, close the gas 

feed system and open the release valve. Subsequently, repeat step 11 until a stable 

monodisperse chain is placed close to the center of the flow tube; 

13. Turn on the pulse generator. If necessary, modify pulse width and pulse delay to 

improve the quality of the recording monodisperse droplet chain. The best situation 

would be the visualization of each droplet as a clear, bright dot. For a better 

definition, turn off the lights of the laboratory. Examples of well-defined images 

are shown in the following appendixes; 

14. Connect the camera to the computer; 

15. Open the program Jai Vision; 

16. Start to record, at least 20 pictures for each recording window; 

17. If the whole chain cannot be recorded in one optical window, then the camera can 

be move downward using the lab-jack on which it is placed; 

18. If necessary, move downward the camera by each couple of droplets. As a 

consequence, when moving the camera downward, it would be useful to keep 

checking the recording images; 

19. Save the images recorded and use ImageJ to derive the position of each point in the 

chain; 

20. Open the valve that connected the vacuum system to the collection system. The 

collecting rate should be higher than the flow rate present in the flow tube; 

21. Connect the SEM hollow stub to the collection system and place it at the collection 

point. Observe if the particles follow the streamline created between the centerline 



146 

 

of the flow tube and the SEM hollow stub. Hold the collection system in the same 

position for approximately 2 minutes; 

22. Substitute the SEM stub with the Raman stub. Place it in the same position and fix 

the collection system by inserting a cotton ball or a tissue in the collection point. 

To accelerate the collection process, increase the production frequency of the 

piezoceramic dispenser up to 200 Hz. Collect until a white powder is visible present 

on the Raman stub. To analyze the solid phase of collected microparticles, Raman 

spectroscopy requires at least 1 mg for precise results; 

23. Once the experiments is finished, turn off the voltage generator, the pulse generator, 

the diode laser and the heaters; 

24. Before turning off the camera, turn on the lights of the laboratory and place a ruler 

beside one of the wall of the flow tube until focused. Record some images. These 

images will provide the ratio pixel/mm required for further studies; 

25. Turn off the camera and the program JaiVision; 

26. Close the valve that connect the vacuum to the collection system; 

27. Turn off the heaters; 

28. Turn off the flow when the temperature at the injection point reaches values below 

50ºC. 

As previously mentioned, the images collected are analyzed using ImageJ. This program 

allows determining the central position of each dot in the image. The standard deviation of 

the position in pixel of the dots relates to half of their size. Using the same program, the 

scaling images, recorded using a ruler beside the flow tube, can be analyzed. The ratio 

between pixels and millimeters can be determined. The values of the position of each dot-

droplet and the related standard deviation can be transferred in an excel file. At this point, 

the model extensively explained in previous publications and in Chapter 2 and 3 can be 

used to determine settling velocity, aerodynamic diameter, density, volume equivalent 

diameter, diffusion coefficient, Enrichment, and Peclet number. 

In Chapter 2, few additional steps for the use of the monodisperse droplet chain setup were 

used. In this chapter, a strobe light, microscope lens and a second camera were used to 

record the volume equivalent diameter of each droplet or particle. The following steps were 

taken: 
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1. Place a motorized vertical stage close to the flow tube without blocking any side 

view; 

2. Design and build a holder that can handle the weight of the strobe light, the second 

camera and the microscope lens; 

3. Connect the camera to the computer using the program JaiVision; 

4. Set correct values of pulse width and pulse spacing for the second camera, strobe 

light and piezoceramic dispenser. Adjusting these values allows the recording of a 

stable floating droplet or particle; 

5. Move the vertical stage downward until recording every droplet in the 

monodisperse droplet chain; 

6. Analyze the image collected with ImageJ. 
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Appendix B. Particle formation process with a 

constant higher Peclet number 

This appendix shows additional material about the results shown in Chapter 2. The project shown 

in Chapter 2 focused on particle formation processes with a high constant Peclet number. In order 

to reach a situation of high Peclet number, a solute with a high molecular weight has been chosen. 

In this case, it was chosen cellulose acetate butyrate (CAB). CAB has a high solubility in acetone; 

thus acetone was the chosen solvent. The publication shown in Chapter 2 does not include all the 

experimental derivations. As a consequence, additional plots and parameters are shown as follow. 

In the publication shown in Chapter 2, some of the input parameters are not introduced. As a result, 

few of the important parameters selected for the conditions of the experiments are the following: 

 Distance between injection point and collection point = 3·10-1 [m]; 

 Air flow in the flow tube = 1 [L/min]; 

 Inner diameter of the flow tube = 3.48·10-2 [m]; 

 Inner diameter of the piezoceramic dispenser = 50 [µm]. 

In addition, acetone evaporation rate trend is obtained as shown in Figure B. 1. A polynomial is 

shown and it is an approximation to the trend of evaporation rate and wet bulb temperature. This 

equation facilitates the derivation of the evaporation rate for different wet bulb temperatures. 

 

Figure B. 1 Trend of the evaporation rate of acetone respect the wet bulb temperature. The polynomial equation is used 

to easily calculate the evaporation rate for different wet bulb temperatures. 
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Before showing any additional results, the Spacing method introduced in Chapter 2 uses images 

of the monodisperse droplet chain. Chapter 2 lacks in monodisperse droplet chain images; 

therefore Figure B. 2 shows the monodisperse droplet chain produced using different frequencies 

of the piezoceramic dispenser. The monodisperse droplet chains shown in Figure B. 2 are achieved 

using pure deionized water. 

    

200 Hz 300 Hz 400 Hz 500 Hz 

Figure B. 2 Images of the monodisperse droplet chain for different frequencies of the piezoceramic dispenser. The 
droplets are composed of deionized water. 

For the cases shown in Chapter 2, the monodisperse droplet chain images are not as clear as the 

ones shown in Figure B. 2. The reason is due to the strong instability of a chain produced with 

acetone. The piezoceramic dispensers are tested with water. Acetone surface tension is strongly 

lower than water increasing the tendency of the injected droplet to stick on the glass of the 

piezoceramic dispenser. Experimental difficulties are increased when the initial solution contained 

CAB. CAB strongly increases the viscosity of the initial solution rendering the injection of the 

monodisperse droplet chain harder. Examples of few stable images are shown in Figure B. 3. For 

each case, about 30 pictures are used to calculate the distance between two consecutive droplets. 
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Pure acetone 0.37 mg/ml-

30°C 

10 mg/ml- 30°C 10 mg/ml- 40°C 10 mg/ml- 55°C 

Figure B. 3 Images of the monodisperse droplet chain for the cases studies. In addition, a monodisperse droplet chain 
composed by pure acetone is shown for comparison purposes. 

As a consequence, a sequel of images has been recorded in order to locate the position of each 

droplet. The Spacing technique is supported by the Microscope technique. Therefore, few pictures 

of each chain are recorded with a microscope lens, as described in Chapter 2. Figure B. 4 shows 

three images taken with a microscope lens; these images refer to different time steps of the particle 

formation process. In addition, Figure B. 4 shows an SEM image of the final dried microparticles. 
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Figure B. 4 Microscope images of droplets or particles at different time steps of the particle formation process. 

In the publication shown in Chapter 2, only the main results are shown due to limitations in number 

of pages. In this appendix, all the results achieved are shown. First of all, Figure 2.4 shows the 

trend of aerodynamic diameter only for one case studied. In particular, the case shown is 10 mg/ml 

at 30°C. The trend of aerodynamic diameter can be achieved through two methods, the “Imaging” 

and “Spacing” methods. Figure B. 5 shows the trend of aerodynamic diameter and the differences 

between the two methods used. 
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Figure B. 5 Aerodynamic diameter calculated with both Spacing and Imaging methods for the cases: 10 mg/ml at 30°C, 
10 mg/ml at 40°C and 10 mg/ml at 55°C. 

Other values are missing in Chapter 2. An example is the mass and density trends. Both of them 

are shown only for the cases with an initial concentration of 10 mg/ml. Figure B. 6 shows the trend 

of mass for the cases of 0.37 mg/ml at 30°C and 10 mg/ml at 30°C. The comparison between these 

two cases can show the impact of the initial concentration on the particle formation process. 
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Figure B. 6 Trend of density and mass for the cases of 0.37 mg/ml at 30°C and 10 mg/ml at 30°C. The picture refers to 

the density curves. The comparison between the two cases shows the impact of the initial concentration on the particle 
formation process. 

Another parameter not shown in Chapter 2 is the velocity during the particle formation process. 

This parameter has not been shown because it is implied in both mass and density trends. As a 

support for the understanding, Figure B. 7 shows the trend of settling velocity for all the cases 

analyzed. 

  

Figure B. 7 Trend of velocity in time for all the cases analyzed. 

Time to reach saturation and drying time show the difference between calculations achieved 

through the theory and experiments, both explained in Chapter 2. Figure B. 8 shows the differences 

between experimental results and theoretical derivations for the parameters of drying time and 

time to reach saturation. 
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Figure B. 8 Differences between the theoretical method and experimental derivations. On the left hand side, the drying 

time is shown; on the right hand side, the time to reach saturation is shown. The results are shown for the cases of 10 
mg/ml at the temperatures of 30, 40 and 55°C. 

Scanning Electron Microscope (SEM) images are shown in Chapter 2. On the other hand, only 

few images are selected, especially with high magnification to focus the attention on a desired 

particle. Table B. 1 shows some SEM images of high magnification for the cases of 10 mg/ml at 

30, 40 and 55°C. 
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Table B. 1 SEM images of a high magnification for the cases analyzed. 

10 mg/ml at 30°C 

 

10 mg/ml at 40°C 

 

10 mg/ml at 55°C 

 

 
 

 

Another case is studied in Chapter 2, 0.37 mg/ml at 30°C. Table B. 2 shows three images obtained 

with 100, 200 and 500x. 
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Table B. 2 SEM images for the cases 0.37 mg/ml at 30°C. Different magnifications are reported. 

   

100x 200x 500x 
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Appendix C. Impact of the Crystallization Window 

on Properties of Spray Dried Microparticles 

This appendix introduces additional material to the results shown in Chapter 3. In the publication 

shown in Chapter 3, the project relates to the crystallization kinetics in the particle formation 

process, Figure C. 1. Some of the input parameters are not introduced. As a result, few of the 

important parameters selected for the conditions of the experiments are the following: 

 Distance between injection point and collection point = 1 [m]; 

 Air flow in the flow tube = 2 [L/min]; 

 Inner diameter of the flow tube = 4·10-2 [m]; 

 Inner diameter of the piezoceramic dispenser = 30 [µm]. 

 

Figure C. 1 Graphical abstract of the main concept of this project. The solute distributes in the droplet during the particle 
formation process. According to the time allowed for crystallization the final dried microparticle changes in morphology. 

The publication shown in Chapter 3 contains only a small portion of the material achieved through 

experimental results. In this appendix, additional material is shown. First of all, a flow chart of the 

parameters found in the particle formation process is shown in Figure C. 2. This flow chart can 

simplify the understanding of the descriptions shown in Chapter 3. 
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Figure C. 2 Flow chart of the methods used and main parameters of the particle formation process found. 

In Chapter 2, a simple scheme of the setup is shown. Here, a section of the double wall and squared 

sectioned flow tube is shown in Figure C. 3. Main dimensions along with the distance between the 

injection and collection points are shown. 

 

Figure C. 3 Drawing of the flow tube in the experiments to identify the impact of crystallization kinetics on the particle 
formation process. Few dimensions of the flow tube are shown. 

As shown in Appendix B, the monodisperse droplet chain has been highlighted with a diode laser 

and its images recorded. The difference with previous experiments is the length of the flow tube. 

In the new version of the flow tube, the distance between injection and collection point is 1 meter; 

therefore, longer droplet chain can be produced and recorded. The drawback is that the optical 
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window of the camera in the conditions used is about 10 cm. As a result, consecutive images of 

the droplet chain are recorded. As an example, Figure C. 4 shows the initial part of the 

monodisperse droplet chain for five cases studied. As seen from the images of Figure C. 4, the 

flow tube still shows some drawback. The monodisperse droplet chain can become instable with a 

little turbulence created in the flow tube by the drastic change in shape of cross section area. 
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Figure C. 4 Images of the highlighted monodisperse droplet chain for five reference cases. 

   

  

5 mg/ml-

25°C 

5·10-1 mg/ml-

50°C 

5·10-2 mg/ml-

100°C 

5·10-3 mg/ml-

125°C 

5·10-4 mg/ml-

150°C 
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In the publication shown in Chapter 3 the trend of aerodynamic and volume equivalent diameter 

are shown. In particular, the case shown has initial conditions of 5 mg/ml and 25°C. Plots of other 

cases are shown in Figure C. 5. 

  

  

  

Figure C. 5 Comparison between time-constant and time-variable models. The dashed line identifies the evaporation 

rate achieved with a time-constant model. The aerodynamic and volume equivalent diameter are obtained with a time-
variable model. 
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Figure C. 6 shows the trend of final diameters of the microparticles collected and the crystallization 

windows. For four cases, Scanning Electron Microscope (SEM) and Focused Ion Beam (FIB) 

images are shown. 

 

Figure C. 6 Trend of final diameter and crystallization window. In addition, few main SEM images are connected with 
their respective cases. 

While FIB images have been achieved only for few cases due to cost efforts, SEM images are 

achieved for all the cases studied, Table C. 1. SEM images are used to analyze the morphology 

and the diameter of the monodisperse and monomorph microparticles. 
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Table C. 1 Additional SEM images for each case studied. A scale bar is shown for each case. 

Case Scale SEM Case Scale SEM 

5 mg/ml - 

25ºC 
 

 

5 10-3 mg/ml 

- 25ºC 
 

 

5 mg/ml - 

75ºC 
 

 

5 10-3 mg/ml 

- 50ºC 
 

 

5 mg/ml - 

100ºC 
 

 

5 10-3 mg/ml 

- 75ºC 
 

 

5 mg/ml - 

125ºC 
 

 

5 10-3 mg/ml 

- 100ºC 
 

 

5 mg/ml - 

150ºC 
 

 

5 10-3 mg/ml 

- 150ºC 
 

 

5 10-1 mg/ml 

- 25ºC 
 

 

5 10-4 mg/ml 

- 25ºC  

 

5 10-1 mg/ml 

- 50ºC 
 

 

5 10-4 mg/ml 

- 50ºC  
 

5 10-1 mg/ml 

- 100ºC  

 

5 10-4 mg/ml 

- 75ºC  
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5 10-1 mg/ml 

- 125ºC  

 

5 10-4 mg/ml 

- 100ºC  

 

5 10-1 mg/ml 

- 150ºC  

 

5 10-4 mg/ml 

- 125ºC  
 

5 10-2 mg/ml 

- 25ºC  

 

5 10-5 mg/ml 

- 25ºC  

 

5 10-2 mg/ml 

- 50ºC  

 

5 10-5 mg/ml 

– 50ºC  

 

5 10-2 mg/ml 

- 75ºC  

 

5 10-5 mg/ml 

- 75ºC  

 

5 10-2 mg/ml 

- 125ºC  

 

5 10-5 mg/ml 

- 100ºC  
 

5 10-2 mg/ml 

- 150ºC  

 

5 10-5 mg/ml 

- 125ºC  

 

 

Other properties of the spray dried microparticles have been analyzed. For example, in the 

publication the density trend during the particle formation process is shown. The density and the 

mass trend are shown for few cases, Figure C. 7. 
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Figure C. 7 On the left hand side, the trend of the density for each case is shown. Only the method concerning the voids 
in the forming particle is used. On the right hand side, the trend of mass for the same cases is shown. 

In the publication shown in Chapter 3, the trend in time for crystallization is shown for few cases 

studied. Similarly, the time to reach saturation is calculated for the same cases. 

 

Figure C. 8 Trend of time to reach saturation and density of the final dried microparticles. The cases shown are the main 
six sample cases shown in Chapter 3. 

An additional properties of the final dried microparticles studied is their solid phase. The solid 

phase is achieved using Raman spectroscopy. 
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Figure C. 9 Raman spectroscopy of all the cases studied. The plots are separated according to the temperature of the 
external environment. 

In addition, in Chapter 3 only the trend of peak area is shown. The trends of peak width and height 

have been similarly calculated, Figure C. 10. 

  

Figure C. 10 Trend of peak width, on the left, and the trend of peak height related to the crystallization window of each 
case studied. 
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Appendix D. Analysis of Cohesion Forces between 

Monodisperse Microparticles with Rough Surfaces 

This appendix shows additional material for the results introduced in Chapter 4. In this chapter, 

AFM is used not only for the calculation of pull off forces. In tapping mode, the AFM is used to 

analyze the morphology of the microparticles. Different scanning areas are used to evaluate the 

morphology of the microparticles. 

Table D. 1 Examples of the morphology of the microparticles for each case studied. The morphology is shown in a 2D 

image. 

 0.25 0.5 1 5 10 

A 

     

B 

     

C 

     

D 

    

 

E 
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To analyze deeply the trend between precipitation window, Δtc, and crystal size, three cases with 

a closer precipitation window are chosen. The images shown in Table D. 2 are related to a scanning 

area of 0.25 µm2. 

 

Table D. 2 SEM and AFM images of three cases studied. These cases are considered because they 
showed close values of precipitation window. 

Δtc [ms] 2.23 1.64 1.09 

Diameter [µm] 4.15 ± 0.15 3.87 ± 0.18 3.51 ± 0.19 

SEM 

   

AFM 2D 

   

AFM 3D 

   

 

From the images shown in Table D. 1, roughness and asperities are obtained for each case. For the 

value of rms1, the following cases are considered: scanning area of 100 for the case A, 25 for the 

case B, 1 for the case C, 0.25 for the case D and 0.0625 µm2 for the case E. The choice of these 

scanning areas is related to the size of the particles studied; on average the scanning area covers at 

least half of a microparticle. For the value of rms2 the following cases are considered: scanning 

area of 1 for the case A, 0.25 for the case B, 0.0625 for the case C, 0.0625 for the case D and 0.01 

µm2 for the case E. A smaller scanning area is chosen for the secondary mean squared roughness 

because smaller peaks can be recorded. One additional scanning area is added for the case E, Table 

D. 3. With the same scanning areas, asperities and distance between peaks for each case studied 
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are calculated. The distance between two consecutive peaks (λ) is used for theoretical calculations 

of pull off forces in Rabinovich and Surface energy Rabinovich models. The asperities are used 

for theoretical calculations of pull off forces in Rumpf and Modified Rumpf models. 

 

Table D. 3 List of asperities and Lamba values for the cases studied. 

Cases λ1 [nm] λ2 [nm] Asperities [nm] 

A 7275 ± 318 562 ± 33 1079 ± 89 

B 4285 ± 662 890 ± 134 1994 ± 392 

C 1248 ± 251 1017 ± 119 3248 ± 267 

D 936 ± 114 390 ± 29 184 ± 23 

E 493 ± 115 297 ± 26 80± 5 

 

In the project shown in Chapter 4, most of theoretical models used for the calculation of the 

cohesion forces between two microparticles require the surface energy of sodium nitrate. The 

surface energy of sodium nitrate has not been previously shown in the literature. Therefore, it is 

calculate using the sessile method. Some images of the contact angle between the three liquids 

used and a smooth surface of sodium nitrate are shown in Table D. 4. 



170 

 

 

Table D. 4 Images of an example of contact angle between a flat 
surface of sodium nitrate and a drop of the three solvents used. 

Chloroform 

 

PFOB 

 

Silicon oil 
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Appendix E. Control on the Distribution of 

Chemical Components in Spray Dried 

Microparticles 

This appendix introduces additional material to the results shown in Chapter 5. In the publication 

shown in Chapter 5, the project relates to the understanding of which chemical components 

saturates first on the surface of the final microparticles. Some of the input parameters are not 

introduced. As a result, few of the important parameters selected for the conditions of the 

experiments are the following: 

 Distance between injection point and collection point = 1 [m]; 

 Air flow in the flow tube = 2 [L/min]; 

 Inner diameter of the flow tube = 4·10-2 [m]; 

 Inner diameter of the piezoceramic dispenser = 30 [µm]. 

The best explanation for this project is the graphical abstract done for the submitted paper. Figure 

E. 1 shows the crystallization kinetics effect on the distribution of the chemical components in the 

final dried microparticles. The component that saturates first on the surface mostly distribute on 

the surface of the final dried microparticles. 

 

Figure E. 1 Particle formation process of a multicomponent droplet. Crystallization kinetics influences the distribution 
of the chemical components on the surface and through the shell thickness. 

The composition of the chemical components along the shell thickness has been recorded using a 

S-TEM. In the publication shown in Chapter 5, only two pictures of the sectioned microparticles 
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are shown. Therefore, Table E. 1 shows some images of sectioned microparticles recorded using 

a TEM. On the right hand side, the signal of chemical elements of sodium and potassium is shown. 
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Table E. 1 Examples of images of sectioned microparticles recorded with a TEM. 
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In the publication shown in Chapter 5, time to reach saturation and time for crystallization are 

shown. Precipitation and crystallization window can be easily obtained simply subtracting from 

the time to constant aerodynamic diameter, the time to reach saturation and time for crystallization, 

Figure E. 2. 

 
 

 
 

Figure E. 2 Precipitation and crystallization window for all the cases shown in Chapter 5. 

Final dried microparticles have been analyzed for different properties. One of them was the solid 

state. In Chapter 5, only the Raman spectroscopy of two cases was shown: 10 mg/ml at 50ºC and 

100ºC. 
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Figure E. 3 Raman spectroscopy of the cases of 1 mg/ml at 50ºC and 100ºC. 

 

Lastly, the analysis of the distribution of the chemical components in the final dried microparticle 

was achieved through SEM/EDS, for the distribution on the surface, and S-TEM, for the 

distribution through the shell thickness of the final dried microparticles. While the images 

collected using the SEM/EDs are all shown in the publication, the images of S-TEM have been 

only partially shown. Microparticles have been cut with an ultramicrotone and then analyzed with 

S-TEM. A line was drawn from the outside to the inside of the shell and, thus, the center of the 

signal intensity more shifted to the left indicates the component that mostly distributes on the 

surface. 
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Figure E. 4 S-TEM images of the distribution of the chemical components through the shell thickness of the final dried 

microparticles. 

 


