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ABSTRACT o
It 1s -+ well - known that analog-to-digital (A.'D)

P

conversicr error, comnonly called guantization nolse, can
affect =zicnii:cantly, the performance cf a feedback control

svstem. Furtnermore, there is always a conflict between tre
N

Juantizaticr noise amd the A/D dynamic range. The proplen
becomes more. importarnt when the &/D wcrdlength is . rather

. . - < -y <. " . L~
iimited. Trhis problem -has nct been stucieq.extensively in
D :

R o}
4

the conircl svstems area but has received mu%;

the communication systems area. Many interesting and useful
‘ ‘ _ | : .

tecanigues  for elficient guantization and codihg nave
resulitec. Dne particular scheme, kaown as Adap:tive

Differential Pulse Cocdae Modulation (ADPCM), is :zcund *tc  be

<
[44]
LA
4]
tH
rh
(03]

ctive in  extending the. dynamic range while

maintaining an acceptatle level cf guantization errcr, ever

This thesis is concerned with the appiication of ar

KDPCM cZZer as an A’D cpnverter to digital feedback control

B2

.systems. The main purpose of this work 1is to study the

merits- that can result from  such an application. The

researcn 1s oriented to practical ‘hardware implementation
considerations. Before the proposed system is p}esented, a
brief rev;ew on the subject of differenti@l encoding in
commﬁnicationv is given. Then the configuration éf the
ﬁropoéed system,is.pfesented'and discussed. Design ‘methods

or the conircl system and the ADPCM coder are also

¥plained and discussed. Suggestions for the implementation
. ) . )

f
-
e

o
s

e



of the control system with practical hardware compo%ents are

aisc included and discussed briefly. . ‘

(@ FEN

The'performance of the cortrol system 15 analvse

tneoretica..yv by means of linear transfer funccion analvsis,

o
et
ot
E3
v
T
i
o))

few simplifying assumptions. The resulting

performance’ estimate is orly a crude epproximatior =c.:ne

ADPCM system, and is simply vtha;I cf §a nonadap:ive .D?CM

system. Furthermere, thé issue of stabilityﬂfor.the propcsec

contrel éystem !s also presented ver:y brieflylxln order - t:
: ‘ .

eviluate the performance. of the propcsed system,{compu:er
‘ . ;

with twc cspecific examples, and

0,

similations are performe
perfcrmance results are compared with that ¢f a fixed 2 D
hl

svstern., Compariscn. of simuletion resul:s indi

(@]

a

ot
(8]

that, irn-

-that of

O
o]

Genersa., ADPCM yields superior performance )t

-

@]

MNxed & I converter with the same wordiength. The simulaci

n

results  also agree reasonably well, in many cases;, with the

‘pericrmance estimate obrained from - the simplifiiec
L] '

arproyimace analysis., It is observed, however, that

nphlinear effects such as limit cycles exist in some cases
and this demonsﬁrates the nqnlinear Nature of the ADPCM
coder.>Furthermore, the simulation résulfs:agébt demonstrate
that 1 stabllity, may dccur for open-loop unstable Systems
when there is inadeguate feedbéck» information. Finally,

\\Eimmaﬂg\ and conclusions of this research 1is given anc

suggesticns for further study are also included.
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Chapter 1

INTRODUCTION

1.1 Background

. ' ,
T 1S well knowr tha:t the innerent errors due to finita

diength eifects car affect the performance of a cicital

v
rt
jox
Hh
e
3
o
t
D

eedback Cconirol system which is implemented w:
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woralength hardware components. In some cases,

wordlencth may even cause. instability of the closed-lico}

¢re  the rcunc-coif errors in the erithmetic processcre used:
10 rezllze the COnIrol svsterm,

guantization error of =-he

ccntrcller parameters when they are represented by ¢ mooTer

mercry woras with finite accuracy, the guantization errcr

Cintrodusesd by  araiog-to-digital (a,D) ccnverters, and
clzital-tc-analcs DA} conversion errcors,

Firite wcrdlength effects have aroused great interes:

and been studied ex:enéively in theé communication and éignal

precessing .arees  {Oppenheim and Schafer; 1975: Rabiner and
Gold, 1675

5). Mary useful theory and ideas are available in

these areas. But, they are not directly applicable tc a

digital feedback control system. The reason is that, in
G Y A .

<

control systems, the presence of a feedback path will couple

the plant output back to the input through the D/A and &,D

v

converters. In communication ‘and signal processing, however,

>

such feedback ccupling effect 1s not present and hehce the

analysis of the finite wordlength effects would be different

-



from that in control systems. Finite wordiength effects have

v

also been studied in the context of & closed-loop feedback

system (Berﬁram, 195€; Slaughter, 1964; Knowles and Edwards,
. ;

1665).  Mére recent thorouah 1nvestigations c¢f finize

wordlengtn effects in ccnircd svstems are that off Rink . and

on

o

Cheng  (197%, 197.9)., Tne mos: recent results are that ¢

Moroney (1883) and van Wingerden anc De Konig (1984).
. it
An 1mportant finite wordlength problem which has not

received much attention irn the control systems area is that

¢f the confilicting requirements between the A’D conversiorn

errcr, commonly Ca..eC guantization nolise, and the - A D
. P
converter cdynamic range. Ccnsider & typlical input-outpu:

s N : <

teristic of an A'D conver:er, or eguivéalently, a fixed

cuentizer, as shown in Fig. 1'.1. As g evident frox

iz, t.', the inmput signal can be approximated by & se: ¢f
~

finite <Ciscrete guantizer cutput levels, Thus only a finite

dynanmi
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guan:tlizer without - introducing much error. Given an
’ ) 3 .

acceptable guantization error level and hence a Ggiven

Juantization. step-size, if a wide dynamic né?@ -1s desired,

2

1t 1s necessary to .increase the number of .guantizer- cutput

levels, or the number of guantizer bits. On

iy

tha other hand,
given the number of quantizer bits, the dynamic range will
gepend on the allowable. guantization error level., If only

low guantization error is acceptable, a small dynamic range

will be impliecd; however, if a wide dynamic range is needed,
a large guantization error will result. In - many
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Fig. 1.1 Input-Output Characteristic of a Uniform b-bit
Mid-Riser Quantizer. .

;;Li:afions, this conflict 1S simpif sclived wi:h Cvery
:ohsérvative Jesign using veryv long &,D wordlengths. Bu:
nis approach is not very cost-effective. In cases where “he
A, D worélengﬁh is restricted; such as when fast AD
converters which usually have ivery short wordlengths are
:équired, this approach of design will not be feasiblé;

Though this problem has not been studied extensively in
gpe‘ control systems area, it has received much attention in
the communication area and many useful te;hniques for
efficien; coding have resulted. One pafticular scheme 1is

known as Adaptive Differential Pulse Code Modulation (ADPCM)

ot

coding for purposes of bit-rate reduction in speech coding



and communication applications. This coding scheme 1s found
to be very efficient and is capable of extending the wuseful
dynamic rande. of the coder even whern the A/D wordlength s
very l.mitec. koplications of such a coding scheme te speecr

Signeis have peer stuclec extensivel” vie computer

ha”’dware implementations. Results nave showr

n
o))
3
O,

cimulations

that this class of cocding scheme has superior performance :c
e

“hat of conventional coding- schemes. Comprehensive reviews

on ADPCM svstems can be founc in Javant (1974), Rablner anc

Schafer (1¢7¢7, and Gibson (198la).

Ir. v.ew <Ccf +the success in apglving ADPCM cccinc
tecnnifues in communication, 1t is Dbelieveid that similar
. U S o L . .
penefits can &.sc be obtained when such coders are used &s
&.D converzers in feedback control systems. Rink (18821 Thas

recently .a:temp;ed an app.icetion of a noradaptive vers:icor
c¢f this ceoding ‘teéhn@que, ac ar efficient qguantizaticon
ving ‘a’nonadap:iveﬂbifferential Pulée Code
MoZulatiorn (DPCM) coding scheme in the feedback path ci &
iocalizead éon&:cl system and has found that it can pfovije
significant improvement in contrcl system ‘performance over
that of thé4cbnventional fixed gquantization schemes. Fischer
and Tinnin (1982, 1984), 1in a&iattempt to solve the problem
of joint optimization of control and communicatioﬁ, have
alsc made use cof an ADPCM coder .in a centralized LOQG
regulater probiem. © They have also observed similar

performance lmgrcvements.

-



. )
1.2 O&jecti&e and Scope of Thesis , o
Basec on tVe promising results of the earlier attempts
made by Rink (798?)0and Fischer and Tinnin (1982, 1984), the
EPPCM  cocing :ecﬁnique will be applied to a control system.

Tne-ma.r concern of this thesis is tc study the benefits of

an ADPCM coaer in., a localized control system anc the

‘... . . . . .
researin 15 oriented t¢ racticel hardware implementaticr
cons.derations, rather than the purely theoretical approackh
¢i Flscher and Tinnin (1982, 19840, This is motivated by the

fatt  tnat marny important issues in hardware implementations

st.ll unexgiore

I CiGltel ‘conircl  systems are a anc
unanswerez, "It is expected that the results of this research
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ve as a modest starting point  tc
& vast unexgiored érea, which is the search for better
i:r_ me-noas for control systems.  The ideeas
tresentes In this thesis mey alsc be very useful in civins
nsights te digital contrcl system designers who need =:c
irmplement their designs with practical hardware components.
This study is essentially an extension of the ideas ci
4 N ' :
Rink ('982) from a nonadaptive version to an adaptive
version of the DPCM guantization scheme, with emphasis on
Lractical implementation considerations. Since the'problem
i1s concerned with diéital control, the study is limited to

£

disc

t

ete-time systems. Thus the system 1s assumed to have
beer sampled properly at the appropriate locations.
With a time-varying and signal-dependent ADPCM coder in

the centrel  loop, the system becomes highly nonlinear.



N . ) N . [ . o
C.csec form analytical solutions from theoretical analysig

may not be obtainable. Hence, this study will 'make use of a
1)

AR

simplifled, approximate approach of linear-analysis and wil.

relv on extensive computer simulations, performed on tw:

ot
N

Vo

particuiar examp:e sys-ems, for specific guant

results.  These simuladion results ancé the resulte {ron -he

(4

approximate analysis can then be vused +o evaluate the
performance of the proposed systcem, when compared with .a

syster usinz conventicnal fixed A D conversion merhocs.

thne simulactions two different types, the feedfcrward anza th
feecbacr type, ¢f  ADPCM c&dérs are apgii1ed andéd trelr
centributions te the ' improvements in control sys-er
pericrmance are @.sc compared '
1.3 Outline of Thesis

Befcre the prcposed corsorcl svster s cresencecd, =&

o]
.

brief review ¢f

Given in Chapter 2, Then, in Cherp

communication is ter I, the
configuration c¢f the proposed system is discussed. Desigr

5
1

v .

methods for the eguations used in the control system as well
. %

as for the guantizer used in the ADPCM coder are also given

in this chapter. It is followed by Chapter % which contairs
s :
. . . A .

a brief discussion on the, jyconsiderations  of hardware

implementations of the control ?ystemfgand suggesticns fcr
N .
i -

% 2

‘hgrdware ' components’' are also

"
o}
9]
-t
[
]
o)
[

realization with p

included, The main r

extensive computer




graphicaily and'discussed in Chapter 5. Finally, summary and

conclusions of this thesis, together with a-—few suggestions

¢

fev further study, are giver in Chapter 6.

- ,(D



Chapter 2
ADAPTIVE DIFFERENTIAL QUANTIZATION IN DIGITAL WAVEFORM

COMMUNICATION

2.1 Introduction

™e funcrtion

O
3
o}
Q
'
.
¥
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communicatlon systen

N

he <transmission of analog waveforms, as accurateiy as

]
(84

possibie, in a digital format vie a digital communication

channel ' or commurication link, A “he receivina end nf *ne

[}

channe., Ttne coriginal anaiog waveforms are reconstructed

SIS the ClZiti: agata recelvec. Befcre the analiog waveforic
:ahfse “rensm.tted, they must be convertes from an ana.cc
fcrrazt Nt c cdicital format. This regu:.res
ara.lig-to-diclital (47D} convercers to perform the
conversion,  which involves & samp.ing and a quén:i:ati:
£rocess. Tne ara.cc waveicrms must first be converted frov o
ConIinLous-Time fcrmat  intc & discrete-time  format Do
Samp.inc tne wavelicrns at dliscrete time interva.s. These

\

signal samples, whose amplitudes may assume any cf

oW

comrtinuum of values ranging from -= to =+= (Gersho,” 1978),

are quantized intc samples having only a finite set of
~ L] .

Q.
.

n
)
rt
(D
ct
Y
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mplitude levels and then coded into digit?l data,

of which binary numbers are the most widely wused in

fractice. During the guantization, some information ~in the
original signa.  sampies is discarded. Therefore the
reconstructed wavefcrms at the receiver will no: be

identical to the original waveforms  but oriy ar



approximaricn and a distorted version of the corigina., The
alsLortior resu.ts fron the ervoers o ontroduced by e
guantizatlior  protess. Apart  from  posSSiile Loommunioati
Channe; errors, tne guartization  erro: € ¢ funaanerntal
SAMLTETIon CDothEe d1QLtal wWevelnorm TOMMULICat 1N SVGt e
Thus @ wel. adesignec ‘8veten €noLlé De One that CCnTaing ar
little guantization error as possible

Ir order o rminimize the éuantiza:iéﬁ errcr, one mo-

.

1se a Larage number of binary dicite (bits) sc that 4 ve:
-arce  set ¢l cdiscrete amc.itude levels s aval.ar.e o
Telresentine ¢nd  coding  the wavefcrm  samples, This o ig,
nowever, not an efficient wayv cf designing the communicasic
s¥ysten sinfe & .arge number ¢f kits imglies a hich date
transmission cli-rate. This will regquire & larae
transm.ssicn channel capacity or transmission bandwiZ- anc
will  leal 1. ar inc;ease in the cost ¢f transmissicr ac
well, This a conflicting reguirement betweer the
cuantization accuracy and the data cransmission bit-raze
crises. In practice, it is.often desirable tc minimize <«he
charnel capacity reJuirements by reducing the transmission

t-rate so tha the

M 3

minimized., Th:

the expense of an acceptable amount

cistortion  1in

ccst

trTe Ccommunicat
In order to schieve
*c reduce the number

reduction

1on channel

of data .bits used

of  transmission

+

S - -
bit-rat

CC

of

(Davisson, 1972),

bit-rate reduction,

can

als

gquantization

o be

e 1s usually achieved a*

error

the output waveforms at the receiving end of

.

1t 1s hecessary

or coding the signal



sampies. This reguirement may, however, create anouiie:

probien.  Given o  certain acceptable level of quant gt oo

error, redur .oz the number o the data bits useo -
Ternesent  the S1dna.  samniles  1mpiies a  decrease ir ot

cynaric randge of sidna. sampr.es “hat  car  pe  acCcoOmmMCaat e,
Aoternatively, to gmalintolr tne desiracle wide Synamic range

& sarge guartization step-size is reguired. This may res_.-
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coarse guantizaticn.-Thus o conflicoing reguiremenrt botwe

- - . £ = - —~ -
The cyvramic rarnice c: ohe SIaracl Saimg.es thas car D
alTornloater v oTne guantizer anz The Juantizec.iorn alIllrocT

Cuant.ZeTiln must be fourd.

-t is well Know: that wher speech or image signals are
samf.eZ at the Nvaguist rate, which 1s twirce <-ne ricnes
Irezuencs componert  in trne  wavefcrms, there exis-s -
sicr.liicant amcun:t of redd"dar:y 1N the signal samzles -

the Icro cof intersagmple correlaticr (Javan
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widely used me+thod cf

&
oY)
rt

lO
c
o]
o)
ot

1 ion in practice, “of these signal samples by means
» : 1 . ‘ »
ol memoryless guantizers such as uniform Quantizers,
. . " . N
logarithmic companded Guantilzers, or optimum guantizers, is
inadeguate and inefficient (Gersho, 1978) since a large
number of bits 1s wasted in coding the redundan-
information. If the redundancy can be removed from the
signal samgles before guantization, it 1s"possible to reduce

the number of bits requirel for coding the infcrmation. This



w

l1s exactly the procedure used in-a predlctlve‘coc*ng system

(Ellas 1955; O'Neal, 1966a; Atal ‘and Schroeder, 197C:

Gibscn>\”19805) 'whiéh makes‘J use of the intersample

cof;elatioh,k baéed on past- infprmation of the signal

sampiesl to reduce the signéel redundancy; “It has been
hat .

successiully aDplie;\xtc spee:h‘ and 1image #ignals and is

ounc to be very efficient and effective .in realizipg. the

cbjective of bit-rate reduction anéd data compression
(C'Neal, 1666a: Atal and Schroeder, 187C; Jayant, 1875 4,

1976; Nell, 197%a; Gibson, 188Ca). ‘Since past information c¢?
. . - \d 4 . .;‘ . - . N ’ .,‘ .
tne sigrne. samples 1S reguired in  the removal S the

- A ) ‘ :
redundancy, predictive - coding systems are, generzlly
. \ ) \

< . ‘.
. . ~

clas¥:fiec as quan:izers having memory as compareo wiith the
. : ;

memoryless. gquantizers mentioned before. The most om on forr
‘ S A
10 whlch predicroive. coding is appli ec s ‘the._crfferential
hl

encoding  systerm which includes schemes such as Differencial
Pulse Code Modulation (DPCM) and Delta Modulation (DM) as
welz as’ their adaptive. versions (Jayant, 1$74; Gibkson

1980a). - | R

- In" the “following sections, the basic principlesof. -

differential éncoéing Systéms'and their adaptive versions

will Dbe aescL*bed br1ef7y More detailed discussion on the

N 1

SLbjec- of prealctlve COdlﬂg is that’ 'ofb»Elias (1955) .and

comoreben51ve ~rev1ewsh on thé ‘subject of differential

encoding can be found in Jayant (1974),fRabiner and Schafer

, s
(1978}, ancd Gibson (1980a).



2.2 Differential Encodiﬁg Systéﬁ

’

o /

2l2:1 Basic System Descript&gn

The basic aqgeneral éonﬁiguration of a’ differentia:l
encoding communicatior system IS shown in Fic, 2.' in &
bloﬁﬂl diagram form. At the transmitter, the predictor F,
bacec on,info:mationiderived\from pé;t information of the

input waveform samples {y(k-71),y(k-2),...}, generates &

oredicted value ¢f the current input sample y'k/. 7This
predicted value, ylkik-1), ,is £first subtracted Irom the
input to remove the signel redundancy s¢  that only the

retained. Tnhe resulting cifference signal, or the preciction
ersor,
) %
2.

Sik! = yik) = yikik-11, ' -

1s ~hen cuan

rr

ized, ‘encoded, and transmitted as channel

- code-words -to the receiver via the communication ghannel.
. . 2

The ' advantage of removing the redundancy 1is that the

variance of the signal tc be guantized is reduced and hence

the dynamicz range. is also recduced (Neoll, 1S75a). The
g C ‘ .

quantizZed prediction error, 6q(k), 1s added back to the

predicted™value to reconstruct the original signal sample.
This reconstructed .signal y(k|k), a guantized version of the
,QYJ: =

ori part of the past information to be

H
0

o

jus]

[\

i

ot

o

(1]

oL

o

[19]

(

O

3

14

wn

used by the predictor in the feedback loop to form the nex:

. . . - e
predicted value y(k+7 k). It should be noted, however, that
[
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T4

y(K!K! is only an approximation to the ‘original sample
' N
because cf the inevitable error introducec¢ in the process of

guantiz:inc b6ik! : N e
§.1K) = 8(k) + elk), L.t
where «e(K! represents the guantization errcr at time K.

Generally, e(Ki is assumed <to. be an additive =zero-mean,

white, and uniformly distributed randcn rn:lse seguence, For

o

. A Cma) Cm r
>~ fetKl] € — = — (2.3
22 2°
where 1 1s the guantizer steprsize and O isvthe number of
guartizer bits. The difference between yiklk!' and yik! is
simgzly tnhe cguantizetion errcr (Afal and Schroeder, 15670)
. - 4 G e S
VIKiK) = yiKkiK-1) + 6q(k> S
= yikioK=1) = 8ik) + elk)
= yik) * etk (2.4
ht the receiver, the removed redundancy must be

reinserted (Gibson, 198Ca) to reconstruct the original input
sample. This ' is done by repeating the identical
reconstruction process asin  the transmitter. The

transmitted signal is decoded into &§/(k) and then, added tc

/

(
q
the ©predicted value y’(kl!k-1), generated by the predictor P

at time k-7, to form the reconstructed signal y’(klk). This



then Becomes part of the past information to W used by P in

the receiver predictor feedback loop to generate the next

!f nc channel transmission errors are present, &8/(K!,
¥ (hiki, and Y’'(Klk-1" &+ the receiver are idensical tc
(kJ, yikik!,  anc ‘y(kik—i‘, respe:ﬁively, at  the
. transmitter. Again y’(Kjk! differs from yi(k) only b&’ <he

guantizatlcn error elk!) (Atal and Schroeder, 1970).

2.2.2 Signal-to-Quantization Noise Ratio Improvement

ir the absence oI transmission channel errors, the

s:gna.-to-guantizaticn noise ratio (SNR) ¢t the
recons-ructed signel at the receiver output is, 1n standard
statist.zal notation,
| yrikD)>
SNR = ————, (2.0
ek ’
where e indicates a time averaging . cperation.

Aiternativeiy, this can be written as (JaYant/ 1€74: Rabliner
anc¢ Schafer, 1978)
Cy2(K)I> <87(K)>

SNR = =" Gq -SNRQ, - (2.6)
CO2KI> Ce2(k)>

where the SNR of the guantizer is given by

| 52K 1>
SNRQ =,
' Ce2( k1>



anc¢ the gain due tc the differential configuration is

»

defined as

y el Kiy

Gy = ————. (2.8)
<hiik) R

»
For uniform guantizatiorn ané a b-bit guantizer
"
! Al 1 (6max 6m‘\n)2 N
{eK)I, = — = —- . (2.¢

N}
N
(N
>

kS C

o8}

r‘be‘geen from Eg. (2;6)f two factors contribute t6 the
. - v .

SNR ¢I the reconstructed signe.. For a given Quantizer wi=n
. given  parameters, SNR) is fixed. For speech waveforr
sigra.s, G, s ciften found 0 be much areater than unity aﬁé

carn usually offer a g&in of about 6 @B up to about 16 4dE,

V
/e

m

cepending on the fcrm of the predictor used (Noll, 1875
Tnus  the SNE is creatly increased and this results in &
system periormance better than that obtained by applying the
same quan:iéer directly tc the input sampies. The SNR
improvement is a result of the differential configuraticr
which is bessentially a QUaﬁtizafion noise reduction
technigue using a feedback loop around the guantizer ($pang

and Schulitheiss, 1962). On the bther hand, the differential

configuration. permits a reduction of the guantizer
wordlength., This is a result of the dynamic range reduction
by the removal of signal redundancy in the signal samples

o

efcre guantization. When the dynamic range of the signal tc

be qguantized is reduced, one can decrease the number of



quantization levels by reducing the number of quantizer

ot

bits. ~This lowers the SNRY, but the decrease is compensatec
by the gain in G, due to the differential configuration and
hence. a srwe.liled SNR performance car s:till pe maintainec.
The reducticn of cuantizer wordlengﬁ% thus makes bit rate
reduction, and . hence pandwid:ih  reduc:ior possibple.
‘Conseguently, the existing transmission anc storagé

facilities can be used in a more efficient way.

2.2.3 Predictor

(@]
F
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3
m
(2

UnCT IO

£,

sz P

i)
n
v
)
mn

"the precd:c
Iy, to generazte an és:timate of the future 1inpu:
samp.:e wvelues usinz available infcrmation about the pas:

ictor estimate 1s then subtracred

3

(L

Input samgfles., Th

D
o}

re
from the nput sample to reduce the signal redundancy in :re
signa. tC be guantized. The most CcOmmON approach ¢t

prediction is’' by means of the linear prediction me:thoZd

(Zl1as, '95%; O'Neal, 1966a; Atal and Schroeder, 1977,
Jeavant, 1974;

; Makhoul, 1875).

The 1nput speech signal 1s modelled as a 1i

bt
2
.M
m
't

comblnation of M past signal samples:

M
yik) =Za,y(k—i>. (2.10)
o= . ’
The prediction is then generated by a linear combination of
M past reconstructed samples:



M
ViKik-T1 =S agik=ilk=i1. * (2.11)
o=

This preclctor structure is essentia.ly & transversal fillser

rnevirng M tappec delay lines weiohtec by the coeff.cients g

‘Reriner &anc Ge:c, 875, Treonm Ec. (L.€), Icr & givern SNR{
ana & fixed input power level <y2tk!,, the output SNR can be

maximizea by maximizing the gain G,. This reguires the

variance of the prediction errcr <&%(k)>, given by

M
ATk o= [ytk ) - X:aly%k—fjk—i’]:\
t pe .

(2.:2)

: M M

- lyk) - T ayiRei) - Y a ckl,

B o= 1
tc  be r‘r-n‘zo& by the appropriate selection cof the
coefficients & “in Ezg. (2.12). Detailed discussion on how
these coeificients can be obftained is givern by Atal anz
Schroeder (187(¢;, Jayant (1574), and Rabiner and Schafer

(167€). One may alsc notice that the guantization error will
affect the performance of the predictor as weil because the
reconstructed signal contains the guantization error.

Results have shown -that & gain of about 6 dB in G, is

¥
3

attainablé éven with a,first order (M=1) predictor. Furthe;
increasing thé predictor order M does not increase this gain
significantly for spegch sigrals (Jayant, 1974; Noll, 1975a;
Ratiner and'S:hafer, 1978). Hence, the first order predictor
has widely been used in préctice in differential encodefs
‘f

because o its simplicity of implementation and its quite
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:s we_.l known that
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re nonstaticnary and vary widely

ad

Usually, only & limited amoun

statistics 1s available (Noll,
' .

fixed coefficients or parame:ers

with the nons:ationarity and the

statistics of the signals. The
the precictors adaprive to match
signal statistics., The paramet

¥

, 1966b; Cummiskey et al.,

iG77b; Dubnowski, 197¢

Un and Cynn, 1980; Boddie qf al:,

increase the output SNR of
o

filtering

-4

py using a Kalman

{Gunn and Sage, !973; Melsa

Ob)., A Kalman' filiter

of yielcding optimum

amp.es. Furthermore, 1i:

e guantization noise in the

r

he transversal filter <type

feature. Results have showr

y

[99]

onlv a

D 18977,

(Melsa and Kolstaq,

lstics cof speech signa.

-~
i

fo different speakers.
)

t of the knowledge c¢cf these

1975a). Predictors having

will not suffice in dealin

inexact knowledge <cf  the

obvious solution is to make

the time-varying speech

-
S

ers or coefficients of the
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predictors can be updated periodically by means of
sophisticated parameter estimation . schemes, such as steepest

descent gradient search techniqu Javant, 1974) and Kalmar

filterincg technigue (Gibson et 1674; Gibson, 197¢,

)

'

1980a, 1980p!, wusinc pas:t recenstgfucted signal samcie.

Ls}

Typicelly, ar increase of -4 G8 in G, over that cf +-he

[
b -
>

ec precictor is attainatle (Gibson, 1980a). However, thrig

minimal improvement usually does not justify the complex

hardware implementation cf the adapt:ive predictor
aigcrithms, In practice, fixed predictors are.consideres -

2.2.4 Quantizer

Altncush & memcrv

direct coiding ¢f speecn signel samples, it is still  a-
.ndispensitl eiement ir the cdifferential encodinc svs-er
Unce the recundancy is removed or reduced, a memory.esc

Guarntizer <can then be apcli
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suitable guantizer depends on  the encoding scheme tco e

used. If Differential Pulse Code Modulation (DPCM) coding is

desired, one would choose a multi-bit quantizer. For a Delrta

Modulation (DM) <coding scheme, one would thén,sele:t a
two-level guantizer. For a two;level Quantizer, one only
need to select a step-size that will yield the specified
SNRZ. For a ﬁulti-bit quéntizer, there are severa.

alternatives one can consider.
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Uniform guaentizers, in which the guantization leve!
spacings are ailstributed uniformliv, are simple to implemen:.
The cisadvantage 15, however, that the SNRQ 1is very
sens:tive tC tne 1nput power level ancd a specified SNR
Canntt  pe ma.ntalnec over o significarc dynam.: rande

{Gershz, 1€7E

o
3
w
(1]
‘u
o
D
03
ot
Vo
e
tt
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)
n
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=3
3
it
wn
t

e range of power

level wvariations that car be accommodated. This prcblem carn

be remediecd quite readily’ Dby means of nonuriforr
Guantizar:icn  Iin which, the quanrtizat.or level spacings are
disiripyted nonuniicranly tGerEhc, 1GTE L.

Tne nost ocommcn nonunsfcornm guertization techricue s
the _ogarithmic companding method, or cemmonly called  w-law
compancing cuantization. The input samples are firse
"compressed” by & ncnlinearsfunction, commornly known as  the
u-Zaw, suzh  thas lsamp;es naving l1ow amglitude wi;l ctcugy
mire Zuartizatitrn leyels wnile tnose naving nigh amgplitude
wi.. occupy fewer. The compre$sed sampies are then uniformlv
Gueniizecd. By "expandinz” the guantized samples with ar
inverse functicn ¢f  the, nenlinear function wused im the

compress.cn, the original infcrmation can be recovered with
a2 high degree of fidelity. The advantage cifered by this
scheme 1s that a specified SNR(Q can be Eaintained over a
dynamic range significantly wider <han that of a unifornm
guantizer having the same numbet'bﬁ guantization levels &=
.he same specified SNRQ (Gershc, 1978). '
Giver. the probabilicy distributiorn function . (PDF) of

the input samples, it 1s possible to design a nonuniform



guantizer that is able to match this PDF to yleld an optimun
SNRZ. Max (196() assumes a Gaussian PDF and obtains tne
“parameters for  the optimun qguantizer. Paez anc Glissorn

(1872) assume a Laplacian PDF tc approximate a Gamma

9]
'

wn
rt
L
b
O
c
-

ion, which resemblec closelvy tc the speech signa.

PDF, ancd cptimum guantlzer parameterc for sucn a PDF  have

alsc bpeer obtained. Results have shown tha:, fcr a aqliver

fixed input power level, when the guantlizers are matched ¢

' ~

the Inpus  PDOF primum guantizers carn yie.l a higher SKNE]
tian tnet ¢f logarithmic cempanded guantizers (Ranirer anc
Stneier, STz, However, the same CVnamic range proc.er ¢
Inoenlicron guantlzatlorn alsc app-les to copUimum  guantlzers,
Trls is osecause they are on.y optinized Por a particular
.

Infut sigaral PDF anc power levei, When these vary, the
Juant.ters are 0T lcnser metched to the statistics ¢I the
sAg”al. Yerze, berczuse <¢f  1+s w.de dynramic range, e
lggaricnnilc ccmpanded guantizer 1s more favourable than an
cotimur cuantizer inospite c¢f ar infericor SNRQC (Rafine and
Schaler, 18787,

There ex.sts,. however, a w;de variation of power levels
ir speech signals for different speakers. The fact that the

power level s not always known has motivated the design of

0,

ada

-
-

C

lve @

0

antizers (Zavant, "38973; Mitra, 1974; Goodman anc

Gershz, 1674 Nzll, 874 Goodmanr and Wilkinson, 1875). The
basic idea i1s tc increase the guantization step-size when 1t
1s evident that the ampi:icude of the inpu: samples are larce

and wvice wversa. Thus, by adapting the step-size, a much
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wider range can be accommodated than that cf tne
conventilonai quéntization rechniqgues. When used
condjunction  with differential encoding svstems, a muc! more
signiiicant 1mprovement 1n  sveten  pericrmance car ol
excectec.

2.3 Adaptive Differential Encéding System

m
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ADPCM
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statistics, and

<
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efficient: coding method with =

lcant improvement in system performance. Comprehensive

e

ferential encoding and adap:t:v

rediction in speech coding can be found in Cayant (19749,
Rebiner and Schafer (1378), and Gibson (1?80a\.
Twc typical ADPCM 'system configurazions are shown Io
Figs. z.2 and 2.3. Basically, they are idertical to Fig. 2.°
exf‘pt that extra blocks cof step-size adaptation logic are
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included. The function of the step-size édaptation logic 1is
to update the guantizer step-size A(K) at each sample time K
so that a su.table A(k!) would be wused to guantize the
current input signal which 1is the prediction ef;or-éfk’.

. . o, . \ . . .
This step-size 1nformation mus:t alsc be transmitiec to the

vy
cr

h onsisten step-size l1g¢ used Dy the

(R

a

of
o
(@]

ecelve

"

SC.

¢

(o8

e receiver when encoding and decodin .the
g

i

tter an t

-
-

AR
e

ansm
transmitted code-word. The method of transmitting thig

infcrmaticn depends on whether a feedback or & feedforward

.:ybe of adap:tive cuantigzer 1is used 1n the ADPCM transmitter
{Nell €T%a; Ratiner and Schafer, 187E1,

n Zne ARDPCM system heving a feedback acdag:ive
quantizer'(ADPCMQ) as shown in Fic. 2.2, =he step-size

X

;5q1kh- At each sample time K, t?eﬂa@aptatioﬁ ‘ogif'derives
informatior abcut the szep-size from éhe code-word -seguence
Cik) and updates the step—siZe Al k) ac:crdingly; This
.step-sige is used to guantize the prediction error §(k! intc
éq(R) which 18 then encoded into a channel code-word Cl(k)
angd transmitted to the .féceivef."At the receiver, an

. 9 _
identical - adaptation logic uses the received channe.l

4
!

code-word seguence C(C’{k) to reconstruct the step-silze
information A’(k/. This derived information is then used in
the decoding of C’(k) to retrieve 6d(k) from which y’(Kk|Kk!

o |

can be reconstructed. Since the step-size information is

aiready contained in the channel code-word sequence in the
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feedback guantizer system, additional step-size information "

Al k! need not be :transmitted to the receiver.

-

I the ADPCM syster having & feedforward adaptive

guantizer (ADPCMF, as showr in Fig. 2.3, the step-size

r
-

ic s controlied direztly by the quantizer

adagtatior .o

{o]

~inpu; Sseguence &im rather thar bv the :informasion derived
from the channel code-word seguence C(K! as in the ADPCM
system. At each samplé time k, the adaptation iogic quates
the s:ep-;ize‘ Ark) Irom information in the input lé(K)

seguence. Tne guantizer then uses this step-size to quantize

04é3 and transmit-ed -z
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q
the recelvar., Since the é1Kk) sequence is not available ac

the receiver, it is not 'possible for :the receiver to decide

wiat step-size A(k) is. used by the transmitter at timé K. In
crder o Gecode the received channel code-word C/iK)
ccrrectly, it is né:essafy to transmit the step-size Alk) =c
the receiver in addition to the transritted code-word. With
the Step—éize transmitted . explicitly the stég-sizé
adaptetion logic is not needed at tﬁe receiQer.

The advantage of both the feedback and the feedforward
adaptive qpantizer is their ability tc adapt the step-sizes
to & wide dyramic range of input signal power 'level
Yariations. For speech signals, i1t is possible to  attain a

gain of abour 4-6 dB in SNRQ over a standard u-law
non-adaptive quantizer having the same number of bits. The
o ) ‘ . N\ = ‘ . h .
feedfiorward adaptive guantizer <cah vield a gain of about
L c :

S 48 in SNRQ over the non-adaptive'u-Law'quantizer.wi:h the

P2



same number cf bits (Noll, 1975a; quinef and Schafer,
1578) . Combining s possible € dB gain due to the
differential configuration having a first order predictor
(Ncll, 1%75s; Rabiner 'and Schafer, i9785, a net 10-12 4B
gain :n tne SNR is possible.

S .
One should note, however, that the average guality ci

L

. the reconstructed signal y’(kik) greatly depends on the rate

" of transmission errors present in the code-words C’(k/). This

is especigllv important in the ADPCMQ system Dbecause the
recelver reguires an accurate code-word:« seJguence ¢
faichfully regroduce the ihfbrmé:ioml AtK! and bqlkT. Tre
ADPCME svster  has the acdvantage :hat' it 1s nct . as

susceptizie to the channel error as is the ADPCM(Q. syster

licitly transmitted step-size informaticn.

It may, nowever, reculre extre bits and channel capac1ty for
trarsmitzinc the step-size information, and the origina.
cotiective of bit-rate reduction | may be affectec.
Furthermore, & more compiex gircultry may be‘required for a

feedfcrward guantizer. With proper error protective codings,
both the feedforward ané the feedback guantizers in an ADPCM

system can provide a desirable and .efficient coding scheme

—~ A& DM coder can also be made adaptive by adapting the

step-size c¢f the quantizer., Either feedforward or feedback
-guantizers as in ADPCM coders can be wused. Since only a
cne-bit code-word, ‘is involved  in an ADM coder, it may be

necessary to oversample the signal at a rate much higher
. r
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than the Nyguist rate to compensate for the coarse
guantization. But because cf 1ts simplicity of
implementation (Jayant, 1874&; Rabiner -anc Schafer, 1678},

ADM coders are still worth considerinc and are competitive
to ADPCM coders.

1iferential encoders for speech zoding heve

[eB

hdap:ive
beer studled eXténsively ané have Dbeen compared ¢ <Cther
conven{ional coding-N schemes for digital waveform
cpmmuni:ation. Cummiskey et al. (197;) have compared, usinc

computer simulaticns, the SNR of an ADPCM coder with that ¢of

& .coaritrmic companded coder (loc-PCM) at Cifferen-
zilt-rates i s foung <chat ADPCM can yield be::ier

periormance than 10g-PCM &t the same bit-rate. The ADDPCM
cocer s &a.sc implemented with hardware components and

s, Dby -subjective listening

]

»
i

teste., Results have a.sc shown that ADPCM gives a bezter

\
sSub

(]

ective pérfo:mance and 1s preferrable in many cases
(Cummisker er al., 1973). Jayant (187¢) compares an ADPCM
speech cocder with an ADM éoder as well as a log-PCM iQ terms
of SNR atudifferent bit-rates. The comparison also reveals
the superiority of ADPCM system overvthebothers. ADM 1s also
found to be superior to log-PCM at lower bit-rates, but
relative performance deteriorates graéUally_ when the

b1 e is increasing. At low bit-rates, the performance of

ct
ot

“ra

p—t -

ADM is onl slightl inferior to that of ADPCM. It s
Y Yy

stec that ADM be considered at low bit rates because ¢f

0]

ugg

[41]
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simplicity of its implementation (Jayant, 1874), Ncll
o
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(1575a) compares the performance c¢f various guartization

schemes for speeciH encoding and concludes that ADPCM with

adaptive predictors are the bes: in terms ct SNR

r

perfcormance. In a hardware

b

mplementation of a digital

. . - . VA
speecnh encoaer, Jehnston and Goodman (197&: compare the
gynamic range cof adaptive PCM (APCM/ ', PCM, DPCM, and ADPCM.
It Is found tha: when the quantizer - is made  adaptive, a

wider dynamic range can be accommodated than the range of

he Iixecd guantizer. The differential configuratic llrtner

o

ennances the SNR and gives an improvement of about 6 dB. Un

provice & Iairly wide dvnamic rance. It has alsc beern foung,

however, that the performance cof ADPCM deteriorazes rapicly

ir the presence cf sransmissicr channel errcrs (Ncll, 1975k

Ur and Cynn, 1987'., © This ‘g because the removal o

recundancy alsec Temoves the protection against the
{ .

corruptive effects of channel errors in the transmittesd

sicrna tC'Neal, ' 1S6€a). Fortunately,. this problem can' be

alleviated guite readilv by using a robust adaptive

guantlizer which is'capable'of dissipating‘the effects of the
transmiséion-channel errors (Goodman and Wilkinson, 1675:
‘Einarsson, 1981).

Gemerally speaking, it is found. that ADPCM is more
desirable than other coding schemes for speech waveforms
because of its capability of increasing the dynamic range

and vantizer word-length while maintaining a

reaucing g
specified SNR. Eguj

valently, giver-the number of gquantizer



bits, ADPCM can provide a significant improvement of ~SNR
over conventicnal direct PCM coding of speech signals while

the useful dyvnamic range can be extended significantiy.



Chapter 3

ADAPTIVE DIFFERENTIAL QUANTIZATION IN FEEDBACK CONTROL

3.1 Introduction
In view of the rromising results offered oy the ADPCM
coZinc technigue in digita. waveforrm communicat:on svstems,

one mey abp-y an ADPCM coder as an A/D converter tc &

c¢igitael fegdback control system and expect the same benefits

, L4
trom the coding method. Uniike the digital communicas:or
proc.ern, where bit-rarte anc transmission bandwia:sr
recuciiens are the main .of-ectives, the corsideration o

aDpiving, an ADPCM coder tc & control system is motivased

o}
tnree cther related factors. First, it is moti‘?teé by the
- . - . - - A ’ B \‘ .
cistorticn recuction ana  data compression feature cf -he
clifererzial encodinc configurazior When this coder Is
acg..e2 tc the feedback signal, the distortion woulsi be

reducecd and heNce better feedback information, for a civen

-

data rate, would be availablie to improve the control svsterm

erfcrmance. This may be very important, especially in cases
’ t

i

0e)

where the A/D converter output wordlengths are very limiced.
For example, in applications where very fast guantization is
required, one may need to employ very fast quantizers which

are usually of very limited wordlengths. The benefits from
'

.

the differential encoding configuration will genera..y

3

.mprove the cverall control performance in control systems

}os

where & separation theorem holds (Rink, 1982).

32
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the quantizer dis:orticrn
tate estimaticn errcrs,
v (Curry, 1'970) in which

estimation can be computed

of the separation property by

d the nonlinear measurement
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computational load and

a dynamic programmingc
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e computer wordlengths,
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) 3.2 System Configuration and Descri

tad
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ption

The cystem under consideration, in which ar ADPCM coder

1S useC as ar analoc-to-digital (A’D) converter in a contrc.
tocg, s shown in Fig. 3.1 ir a block diagram form. It has
cenflguration  similar. to the sSystem considered by R:in

'982) where a DPCM system is emplo
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wlK'!'. At each sampling time K, the controller Diz), using
the tracking error seguence elK! as i-s lnput, computes and
generates the control signal uik!) to be applied to the pla%:
input. Tne contrcller Diz) 1s t¢ be desianed to mee: cer-ain
periormance recuirements for the plant output vik! avnamic

- —
resooens

)

M

-

vne may notice that, in this unity-feedpack control

systen, the plant output is not directly converted into

digital fecrm amd is nct fed  back cirectly tc form -he
:ra:kiﬁ; errcr @k, Instead, a one-step-ahead plan: outpur
Treiizticn  y K, K-11, . aenerated cy tne ADPCM predictcor fron
past infcrmation about yiKI, is firs: subtractes from - e
reduce I1:s dyramic range and redundancy. The resul:iing
precizrion errcr diK! is  then quantized  bv the adap:r.ve
gquantizer 0,fe] 3¢ -ne ADPCM :ransmi:ter.'The Guan:tized
prediziion errcr dq0ki is then added back tc plKik-11 <

reconsiruct  tne or:igina. plant ouiput sample Vvik!, Tne

retcrstructed sampie y(Kik! then becomes the actual feedra-k
informat

ion  about the plant outpu: and is comparecd witn tne

reference input sample»h(k) tc generate the tracking errcr
ek, 1t canAbe seen from Fig. 3,1 that‘y(k]k’ s simply the
decoded ocutput of an PCM transmitter and, similarly, is
comprised of the actual plant output ylk) and the
Juantization error elk) introduced by the adaptive quagtizer

(Ec. (2.4)). Since the dynamic range of the guantizer input

leg)
x
Vs
n
8!

2,
ot

ea

[
(@}

e he Guantization error e(k! will be much

’

Sma..er than that 1f the same quantizer is applied directly



[N
o

-

te the plant output  yik! which has a much wider dynamic
renge. With @& smaller quanrtization error, the feedoarsr

inrormation  would be more accurate and nence better contrcl

performance can be eypected.

4

In the case of & tracking contrcl proplien in which tne

p.ant s coéntrollec in such a wav <chat 1itS ou*put w...
Jag - b

fcilow a deterministic reference signa. rik), informa:ion
apout the reference signal shCuid alsc b uskd in  form:ing

the cne-step-ahead plant cuzgpus predifeion yikel K! for she
rext sampling time K+7. One way cf 1nciuding tnls
iricrietion lnosne ;rgji:tior is oy irtroduting the conTril
signel wiK', which ie related tc <the reference Sicra-

(1
Ty
'y
@)
C
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the predictor throuch a feedforward transfier function Foo

wnich  ls o pe determinei. Thus, 1t can be seer thaw -re

crecicilr P:Z!, which cperates or the reconstructec sejuence

yik ki, anc  .the leedicrward transfer function FoC
é

constitute the actual ADPCM predicror,
. i
in Filg. 3.', it has been assumed %tha: the ADPCM A D
converter 1s introduced in the feedback path of the control

S ! ) . . . .
loop to digitize the feedback information. This is guite an

appreopriate assumption since,,in many cases, the reference
Vs

V. . .
nput  signals are specified as set-points represented by
ccmputer code words anc stored in computer memory which is
already in a digital format. Thus the forma: of the feedback
1

aticn and the reference input will be compatikle ané

the tracking error elk/) can be obtained guite readily wish
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. . . ‘ - ! to . 0 ’ » } .
digital computer ‘arithmetic. Furthermore, when r(k) is
specified as a computer code word, the A/D converter, neec

not be. included explicitly for the reference input in the

system. It is reguired oniy -when r(k) 1is an externally

applied signal. . ‘ - ‘ . .

-

2 -

3.3 Controller -
28
: H a
Before one can evaluate the performance of an ADPCM 2,D

m

4
converter in a contrcli lecor, & well-defined <controlier, or
[} - - . -
compensatcor, must be .specifiiéd. Among the many contrcllier
desicr methods, oth classical anc¢ . moderrn, th

"Linear-Quacdravic-Gaussian (LQG) method is & very suitable

cheice (Kwakernsak and Sivan, 13972; Mcroney, 1983). It~ has

manv desirable features such as robustness tc plant
. parameter variatioens, op:iimal performance, stability, and,
its multiveriable nature (Kwakernaak and Sivan, 1972:

Morcney, 1983). Furthermocre, the.controller parameters car

be ' selecued in a more straightforward and systematic manner
b ‘ :
than that of the other controller design methods such as PID

centroller design which may require careful tuning of the

/

pa}ametérs. by  trial - and  error (Kuo, - 1980). "More

specifically, an LQG control formulation has an explicic

cost functibn from which é designer has a high ~degrée‘.of

freedom in specifying the controller ;barameters in  an

optimal wayutlt can also“;péovidg< é. guideline for making
\ |

trade-offs Detween the | plant.output error and the contrcl

‘efforts.



Consider a ‘time—invariant SISO plant having = a
zero-order-hold preceding the plant input. It can be

expressed by the discrete-time state-space eguation

X{Kk+7) Px(k = Tutk!) + T wiK" T iy

ZK Hxi k! ~ vik)

H

ylik) + vik) : o (3.2)

"

where & (nxn)," T (nx1), F1-(NX§§, ahdAH (1xn) are ~constan-

g

plant <transitlon matrices; x(k) is the n-dimensiona: pian:

5
]

r; Uik!) is the piecewise constant con:trcl signa.

.
siatte ver:

O
it

held constan: at each sampling time by the zero-craer-hold:

wi k!, <he p VIK!), the - measurement

L

ocess Cisturbance, an

AO‘

. .. i . . . 1 L.
noise, are independent stationary, white, zero mean,
Gaussiar random nolse seguences. 1: can b= showr that the

cper-_ocp transfer function is given by

Given the state-space model (3.1) and the {%oisy plant
output measurements (3.2)A the objectivé of an LQG regulator
’[P(K)=O] problem 'ﬁs to design ’a lineqf discrete-time
bon:rblier which ‘can generate an optimal “control sequence
ulk) to minimize a quadratic cost functional (Franklin and
Poweil, 1980) |

5 -

. - N ' e :
Jo= =Y [xT1kIox(k) + quiik)] (3:4)

k=0 ) } .

v
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subject to (3s1) and (3.2). Q is a non-negative weighting
matrix on the plant SEate vector and g iS a non-negative
scalar weighting factor on the control signal. Q and g are
chosen by the desigher according to the relative ‘impértan:e
ér costs of the plant state errors and the control effort
’Frangzin and Powell% 198C). The solution can be solved by
@ t o L

appliving a dis;gete—time Kalman filter to the ncisy plan:
output measurement to generate optimum - plant . state

eszimations {(Anderson and Moore, 1€78; Franklin and Powell,

198C): &

GXOKIKT = X(KiKk-T) ~ Lik![Z(K! - HRIKIKk-11], (3.5
Rek+#T K1 = dxlkik) + Tuik!, - (3.6
Lo
@
where ®lk'k’ ic the Kalman “ilter plant state estimate ans
Do . :

- X(Kik-1/ is =zhe one-step-ahead plant state prediction. Lik!

@
.S the stime-varying Falman fil-er gain vector., The optimal
’ . } -
control seguence can then be generazed by
Utk) = -Kik!ixtkik), (3.7

wheére K(k) is ' the time-varying optimal state feedback

-

control gain vector which will minimize (3.4). Both K(K/) angd

L(k) reguire the solving of discrete-time matrix Riccati

) <
eJjuations and can be computed off-line when the parameters

of the Kalman filter and the optimal control egquations are

specified. Tc simplify the computation, one car use a
3 . )

steady-state solution . for both the optimal state feedback



N
]

4

s e

~control ga%h{ and ‘the Kalman filtering problem (Kﬁgkernaak

and Sivan,‘1972; Franklin and Powell, 1980). The resulting

[

gain vectors K and L wil then be constant and

o

time-invariant.

From ~(3.5), (3.6), and (3.7), 1t car be seen that -nhe

(]
contrel ulk!) deperds on k(kgh? which reguires measurement a-
time K. In & real implementation, because ©of the time
reguired fcr.the computations of (3.5), (3.6),» and (377);
there " 1s an inevitable delav from the time the measurement
is made a: time K tc the time the control Ui K| is. ready o
e applied tc the glan-t input. This problem carn be sclved by

‘a prccedure sugoested by Kwakernaak and  Sivarn  (1572) and

Mcroney (1983). For the system considered, it is assumed
“hat this delay 1is negli4ible when compared with the

UiK) 1s essentia..y

cne may be interested only in the

For & SISO p.ant,
plant output error and the cost of the con:irol effert. . In
such a situaticn, one may only need to consider a cost

function or loss function of the form

1N |
=3 Loy itk + urik)] : (3.8)
2it 0

f =

where p 1is the LOG welghting factor and is simply a scalar

“eguivalent of Q ir (3:4). The designer can specify the cost

function such that a large p implieg\relatively inexpensive

0,
o}
r

elatively important plant output error which

w2



&3

is heavily penalized. For a " low p, it implies . that the
“control is relatively expensive and the plant output error
15 relatbvely unimportant.

Since a reference input is also included in the control

system of Fig. 3.7, one can include the referenc lnput in

ormulartin

1y
Ko}

- the LQG proolem ancd penalize the trackinc error

irn the leoss function:

1N

So= oy elnikl = ylKI)E e wt ok
5 : LY
k = C f

T N
= Z:{pe:(ki'* Uitkit, o {z.%.

< ]
This resu.ts irn an eguivalent LQG tracking error reg.lator
groclern.. For the system in Fig. 3.1, the time-invariarnt:

steaCv-state LG optimel compensatcr transfer function «carn

.

ZK(z1-¢+LH$) 'L .
Dz = - . , (3.10)
1+K(z1~-¢+LH®) ' (I-LH)T

where K and{L are the time-invariant steady-state optimal
control gain and Kalman filter gain vectors, respectively,

as defined before,

3.4 Predictor
When applying an ADPCM system to a control problem, one
is in & much Dbetter positibn, when aesigning the ADPCM

‘predictor, than when applying ADPCM. to speech | coding



problems. Unlike speech coding problems. where the source
statistics are nonstationary and the knowledage of its model
1s often inexac: ané inadeguate, the sourc model of &

contr¢l . system, which is the contro.ied olant ~and the

Q

™ = -

Ly be aescribed quite accurately by the

wm

we.. def:inpec dynamiz eguations cf 'the System, Wher th:
petter information about the scurce mode. is vtilized in <re.

Qesign of the precdictor, odne can expect better ADPCM

periormance in & contrcl Svstem than that ints speech coding
syszter., ?ur:he;more,‘unlike speech coding problems which ray
reguire comgliex .adap:ive predictors tZ  account for  -re
nonstatlonar::j s¢ the scurce statristics, adap:ive

m
¢

predictors are nc: required as long as the contrclled ¢l
s assumed tc be time-invarian:.

Wher. desicring the ADPCM predictor, one obtvicus

ot
Uy
[ad

obiective is  to obtain the best prediction such +ha-

precdiction error &ij) wculd be a minimum. This resu-ts Iin

o

regucticn in the éynamic range of the sicnal to be quantizesd
3 S )

and hence the guantizaticn error can also be reduced. As ta-
. . . ! B
be seen from Fig. 3.1, the predictor P(Zz) uses a ‘guantizecd

version of the plant output to generate the prediction. One
may consicder applying an optimal estimator designed for

quantized measurements such that the mean sqguare - predicticn

.

error will be minimized. Such an estimator 1s, however, not

practical because its time-growing memory requirements make

it non-implemertable (Curry, 1970). Other suboptimal

»

alternatives meay need be. considered to approximate the



3
oprimal estimator.
If cne considers éqtk!, the guantized predicticn error,
as an innovatiorn seguence with e(K/, the guantization error,

x

regardec as the measurement noise, one can consider applving

a ilnear Kalman filter as the predictor. It is we.l knownr
that {f both the plan:t disturbance w(Kk) and the quantiza+tion
error eik! are Gaussian random processes, a linear Kalman

filter can vielé .optimal (least mean sQuare . errcr)

preciction, One Iurther advantage is that effects of the

guantizaticn error €1k! can be reduced grea:zly by the Kaiman

Illter whereas, in the transversal filter predictor in &

speech cocing problem, the guantization erro- effects cannce

be suppressed (Gunrn and Saze, 1075, However, the
guertization error elk! is usually far from being GausSsian.

subcptimal. Neverctheless, ic allows a simple anc

straightforwarc procedire for specifying and implementing

the ©precic:zor rather than the intractable optimal predictcr
designed for gQuantized measurements (Curry, 1870; Rink,

1982). If a steady-sState Kalman filter (Franklin and Powell,
1980) 1s assumed, the implemeﬁtation of the predictor ’cah
further be simplified. Thus, to-simplify the implementation,
& Steady-state linear Kalman f?lter will be assumed for the
predictor iﬁ the system consideréd here.

Given the discrete-time state-space model (3.1) of ‘the

“plant with noisy measurements

(3}



where ‘e(k' is the guartization errcr which is treated as the

measurement ncise, the Kalman filter eguations (3.5%. anc

(.6 car be mcdified tc (Rink., 1982): \

i

ROK[K=11 = Légik, (3.12)

Pxikikt + Tui ki, (3.73)

Xl KiK)/

(b T|K!

where L Is the steady-state Kalmar filter gain vector. Since
AN

it - is._unimportant whether <the measSuremen: error eik! is
introduced inside or before the filter locp, the guantized

precicuicrn errcr bglk/ s taken to be the Kalman fil-er

@

fqikt = O L61k)]
= OV lrik) - Yikik-11]

1

YK = elk) = Yikik-1)

= ZUK! - Hx(K|k-11, . (3.14"
where the one-step-ahead prediction is"obtained from
— _ \ ' |
VIiKIKk=1) = Hx(k|{k-1]. (3.15)
One should note that YiK|KI#Hx (K| K but rather

(cf. Eg. (2.4))



. yik|k) = HX(K|Kk-1) + 8 (K
= y(k) + (k) = z(K), (3.16)
Assume for the moment a deterministic problem so that one
car write the -transforms of Egs. (3.12), ), anc
{Z.172) tc sclive for
yiz! = Hx(z) = H(z1-¢) '[¢Léq(z! ~ Tulk!]. (3.17)
From tne block diagram Fig.. 3.1,
yizl o= Fiziutz!) = Piziyiz) + dqtz! (3.8
erc scliving for 1z gives
_ Ptz Fiz
yiZ! o= 6q42’ + utz) (z.°¢
- Piz! b= Pz
Compar-ng (3.17) and (3.19), it follows immediately thac:
Ptz :
= H(z1-¢) *dL (3.20)
1 - P(z)
and
Fiz! A
= H(z1-¢) 'T = G(z), (3.21)
1 - Ptz '
From Egs. (3.20) and (3.21), ‘the predictor control

feedforward transfer fun

ction can

4

readily be cbtained:



e

H(ZzI-¢) '¢L

V)
]
1
(ad
)
r

" Il + HiZzI-¢) "¢L

: o
arlric
A
Giz)
Fiz o =
T+ H{ZI-4) “dL

= Gz - Piz), (2.23
-1 can be snown that both Piz) ang Fiz) contair cleosed- el
2C.es Iror the Kalman filter s+-a-e estimator. eguation ans
nence tney are aes.cned tc be stable. The aesign c¢i Pizi ans

73
=

. X - ry . . .
Fiz! is not vet comp.ete, ndowever, The Kalman fileer ga:in

ij! these transfer functicns depends on the yariances ci the
DI0CESS clsturbance i and the Quantlzat:on ncise ¢, whi-ok
remain tc be specified, and is tc  be sclved irom the
steady-state mezr-> RPiccati eguation fcr the Kalman filver
(Frenk_.ir and Powe.l, 1980).

From 13.22) and (3.23), it can readily be seen thar tte

design cf the ADPCM predictor is complefely independent of
the contrcller. This property could be advantageous because
it implies that when the controller need be changed, which
may De necessary during the initial design of the contro!

system, 1t is not necessary to redesign the predictor an?d

]
(B

the guantizer, & much simplified design procedure will thus
resyl,

3.7, ore may notice that the contrcller Di(z),

3
]
~7]

[
)
)

Piz), and the feedforward transfer function

ot
T
[
e
Lt
m
[V
b
)
t
O
=



oS

Ftz! are represerted as compietely separate blocks for~khe

sake of convenience. But in mény cases, such as the LQG

Gesign presented here, they may involve some pliant state

estimations and hence they could share some common elemer:s

\Rink, “982¢. Ir fact, for an LOG desian, one may gqmbiﬁe

‘Drzv, Pz, anz Fiz) and desian thern alto_efher as f;i?§;ate

;

feedpack contrcl svsten with state estimates genergied b

the Kalman filter, using the quan:tized innovation 6q as tnhe

3.5 Adaptive Quantizer

The adagtive guantizer *to be wused in  the ADDCM
Juantizer c©f Fiz, 3.7 lg assumei “c  have ar input-outpus
Charecteristic, at time Kk, as sﬁowg :n Fig. 3.Z2. It has &
—niform gJuantizer characteristic in whichk  tne guantizazicr
_evel spacinZs are anifcrmliv distribured. When the digci*ta.
representation of the guantizér ouiput is tc be processed by
a diclita. system, uniform cuantization is preferrecd, rather

. ] : 4 .
“han logarithmic companded or optimum nonuniform

Guantizaticon which may reguire extra complex operations
before the output can be processed by the digital system

(Rabiner and Schafer, 1978). In most cases, the digitél

0
‘J

ontro

ler and predictor algorithms are generally realized

nd implemented with micro;rocessors,.,minicomputers, or

[4})

special-purpose digital signal processing hardware in which
twc's complement arithmetic is most commonly used. Thus, if

the guantizer output is coded with and represented by
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twe' s complement dicital binary number, the digitizedg

guani.zer ouTtput can then be used directly in

[
-

6]

comfutations in tn digital «contrzl system. Furthermore

wher using twc's complement binary coding, the code words

Can pe assigneZ :r Such a wav  thas they <can serve as g

cirect numerical represenzaticn cf  the maanitudes of :ne
Juantizer input sample values (Rabiner and Schafer, 1078
: . !{‘* E .
For this reason, 44 mid-:tread guantizer characteristic, as
_ y | |

SROWN An FIlg.- 3.2, 1o which a zero Level output 1iI's availarl.e
whoenootae input samples cre in the vicinity of zerco, is mere
z N 3 S ! Y~

-@vourab.e than & mic-riser guantizer whith cannc- crovice
ar. unoThigucus zerc lewvel cutput (Gershc, 'S78:; Radiner ans
Schaler, 'S72:. Ore ma. nctice  <ha wrhen the c¢cuan:-izer
cutTun 28 coded witn e L-bit pinarv numbder, there can ool
pe 2Y Ziscre-e cutput Levels., For a mid-tread guantizer,
tnis o wi_.l  leac tc one more necative cutput level cha-
£csitive (Rabiner and Schafer, 1978). However, this ex:ra
necative level, wihich can be. regarded as the negative fil.
sce-e .evel, 1s nct used in the computations since i: s
cefiined in digital computing that the most negative fand the

mos: positive) wvalue is. the output level which has a
magritude of the full scale minus one quantization step-size

(Sheing a bEbit gquantizer, .this maanitude

O
e
Q‘
O
~J
~J
"1y
o
s

corresponds  to  (Z° '-1)A(k! (See Fig., 3.2). Nevertheless,
the negative full .scale code is useful for quanrtizer
checking andj as ar adjustment code (Sheingcld, 1977). &an

example ¢I two's complement binary number representa‘tions



I0r the Guantizer output levels is in Fic. 3.2,
noothe uniform Quantizer of Fiag. 3,2, i can be seer
that the input decision levels and *he output guantizaticr
leve.s are all equally spaced and are separatec by $W%f~
quan;;za:icn step-size ALK at timglh. WHenA:he magn:tuae i
“he ih;u:. samp.e value falls into the p--n input decisior
lntervel,
2r- 2r+
A XN A R — (3,24
2 2
ST will tnen be represepted DY the ~-tn oguantizer cutgus
ievel, ror a S-plt guantizer, ‘these 2 distrete cutous
.evels zre civen pv W
Sl btk ] = mAK, lor =0, 0,2, 000 N N=2Po
13,23
’ »
Which are coded wi-n thelr corresponding diclital code  weords
Co (for r=0, » €, 3, ..., Nl. Since the negative f_.l sca.e
code C.y is never used 1in the computation, practica.ly,

2N-1)

sample wvalue 1is

boundegd

v

Cetermined by

b

alss shown

quantizer

6K |<8+,,(K!, then the Guant:z

.Lhe



v

N i ) ‘ L :
‘scale rangeléFS{kRMrls then deterfyned by ¥
o - RE
Ky » » Y ‘
~ . 1 - ‘ s _
S, (k) = 2P TA(K). ’ (2,27
S
- e \ N Y. . '
It can readlly be seer cthat & uniforn guantizer car Dbe
. B g, | .
Spec:iied completely 1f given £ and AlK/) or 6,,x(K) (Rabiner
N . ~ . « -

and Scheafer, 1878).

Since appreximations are invelved in  the quantization

a _ xR _ .
process,- an"inhergnt ga%o: 1s unevoidable. Gererally, =his
errdr ig cons:idered as an.additive ncise given by
€K = éq(.kl—é(k), f3.28)
' o
@ V!
where elk) is.  the guentization erzror; &8ik! is the

unguancized input sample, ‘and 6qu) s the guantizer outpu:

¥

value (boq(k1=Q.{é6(kI]). When ‘the input sample value is

within tne-quantizer range, it is well krown tha: the e:rc:\

, e _ v
e(K) <forg a wuniform 'quantizer 1is bounded by half the
. E z . - Y B .
guantiza¥ion st®p-size ®
» g;
Al k) .
N , ' letk)| < —, o - (3.29)
i : . . 2 ¢

‘ancd 1s regarded as "granular" noise (Gersho, 1978; Rabiner
: , . , _ .

and Schafer;, 1878). However, when the input sample value ig
. ‘ » ) -

outside the full scale (guantizer range, the guantization

error is no longer bounded and-the quantizer is said to be

"

"overloaded

(Gersho,. 1978).° 2 well designed gquantizer

K
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should be matched to the quantizer inppt probability density

function to reduce the possibility of overloading the

quantizer while maintaining an acceptable low granular noise

level}ﬁThis réquifes a compromise between accommodating a
wide dyhaﬁit Tange and obtainiﬁg a ‘léw quantiiatioh
*step-size tc reduce the quahtizatibh error (Goodman ang
Gershc, 1974),

. . : . . . ’
In many cases, the quantizer input samples may cover a

wlce dynamic range and the signai variance of these samples
- - L]

{2,

may rot be knowr., It ma

(2]

"be " cifficult ‘to select a fixe
Quantizer step-size that will provide the bes:t compronise
-

between the guantizer dynamic range and the granulsr ncise

es. If, however, the step-size is alloweZd

a

-

input samp!

£ -
<Cr <The

W

to very continuaily,’ according to a - time-invariant
adaptation scheme, to matcﬁ the éuantiier dynamic range =¢
the input %signal variance, then thé quantizer will be §ble
to handle ihput Sam?les‘having large”amé%@tude.variétiéns,
especially‘nonStatiomary signals, and‘having;unknown -signa.
variance fJayant, 1973). One éhbuld note, however; thét the
‘main advantage of\adaptétion over nonadaptive Qquantization
strategy 1s the increase in the dynamic rahge rather than a

gain in thghinherent SNR (Jayant, 1973).9 With step-size

.

adaptation, 1t i ible to maintain a specified SNR over

a wider'dynamic r& “than that of a honadaptive one.
In order to match ,thé,quantizer to the input signal

variance, it is desirable that the ‘adaptation 5cheme be able

to adjust the  step-sizes to values that will result in



\

N o : . '
appropriate cuantizer -ranges for the changes in the currens

power level of the .input gamples (Goodman and Gersho, 1874%).
This will require some form of estimation for the inpu:
P . 1

signal variance and thus requires the .use of guantizer

[3

melory - when the .input samples are locally stationary
{Jeayant, 1874). Noll (1974, 187%a) described several
W A {M‘“ﬂ “ . . » . R ,

dpproache of - exploiting the quantizer memory in the

estimation of the input signal variance but they may reguire

[ v .

a iarge amount cf computations and guantizer memory. Another
. ' :
adaptation scheme, ®ropesed by Jayant (1572), which does not

regulre an explicitqgécimate oI the input signal varinace,

,,
"
th
O
e
o3
¢
ot
O
O

be much more efficient and simpler to implemen-
tJdayant, 1573; Cummiskey et al.; 1S72). Tris al

H
Q
O
[
13
“+
o
0
oo

whlch can be shown tc be eguivalent to an algerithm that
forms & maxipgeyc)likelihood estimate of the inpu: signal
variance ( d Melsa, 1€75), -adapts the .quantizer

step-sizes by Making instantaneous exponential changes based

en information derived from either the gquantizer output
coae-wcrds or input sample values and reguires only one wcra
of quantizer memgy y (Jayant, 1973; Cummiskey et al., 1573).

In the adaptive quantizer used in Fig. 3.1, a one-word
. Py o |
memory step-size adaptation algorithm will be considered.

3.5.1 Feedback Adaptation

. L.
The one-word memory feedback adaptation’ algorichm
discussed here 1is  similar to the one studied by Goldstein

and\iiu (1976, :977a, b,°c). 1t is a particular realization

o
v
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cf the systems described by Cummiskey et al. ,&1973) and

.

ﬂ\

Goodman and  Gersho (197¢) and 1s very 'simple an3d
straightforward to implement . Particularly, if the

parameters of the algorithm are chosen gppropriately, it is

very practical ana sultable for | microprocessor,
‘minicomputer, or special-purpose digital signal processing
hardware implementations. . _ </

In this algorithm, the only information reguired ir
“makirg changes of step-sizes, after each new input sdmcle,

de c¢f the guantizer outpu-

[

[14]

magn

-
-

o)
C

is thé knowiedge of th

-evel associated with the previous ingu: samgle (Jayent,
'€73; Gocdman and Gersho, 1S74). The step-size Alk+P0 a-
time k+71 is either increased cr decreasec by e

multiplicative factor vy (usdally 1<y<2) from i<s previcus

velue at time K, depending on the magrit ei
ottput level at time K reletive tc a
(Geldstein and . Liu, 1976, 'S77a, b, c!. The algorithm car ke

summarizec as follows

Amax:YMAOQ
( 1f yAlkI2A,,, and |Q.[6(k))|22° 2¢cAalk)
YAl k),

>
x
"

‘4 1f yAlKI<AL,, and [Q.[81k!] |22 2cAlKk)

Atk /y, .

f A(K)/y>4, .. and |Ok[6(k)]!<2°j2cAth
Amrriy_ AOI

1£ AtK)/y<A,;, and @ [8(kIT|<2® 2catk

where b is .the number of quantizer bits, v is the



.

‘ o . ' .
multiplicative fact® referred as the "step-size adaptatior
.V!f'i
. , : e .
parameter”, and ¢ is the "adaptation threshold parameter

(Goldstein and Liu, 1976, 1977a, b, c). A, is'a nominal or
. :

central step-size and M is a factor related to the dynam:ic

range of the guantizer.

on this algorithm, only two distinct’ step-size

adaptation multipliers are used. Thev are chosen in such =&

cons:derations of maintaining a well-defined set ci
step-sizes which are to be implemented with digital hardware
(Goldstein ancd Liu, 1877a), Furthermore, they are selected

such that when the guantizer output level 1is high, arn

inc:ication of the guantizer range being too low. for the

S

current lnput  sample, the‘gtep—size will be increased. oo
fhe other hana, when the output level 1s low, suggesting the
range 18 too high for the currens inpﬁ:, then the step—sizg
will be decreasec accofdingly. Practicgl hardwar=e
lmplementations olsc reguiré  limitations on the al;owablg

tep-sizes. Thus, in the "algorithm, the stepwsizes are

L}
constrained to lie between the minimum value An. . and the
Gy : .

maximum value An,,. These contraints will determine the

dynamic range of the adaptive quantizer through the ratic

Re=8max/Bm, n=y2M (Jayant}'1974).fThis will be the range over
which a specified SNR can be maintained by the adaptive

guantizer.

‘

VR
When making step-size adjustments, the quantiz®r outpu:

1s compared with a given adaptation threshold level C.,
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C, = 20 ¢, (3.31)

which 1s determined by ¢ and is relative to the half full
scale output level (cf. (3.27)). If :mplemented with digital
hardaware, these cutput levels are represenced bv diagital

binary code-words. For .a b-bit mid--read guantizer, these
output levels, given by [Q,[6(k)]|/atk), can only assume
discrete wvalues from the set (1, 2, 3,...., 2° '-1). Txs

obtain ar unambiguous decision threshcld, C, must be chosen

from the uniguely decocdable se: (1, 2, 3, wee, 2P '-1), ThHis
then limizs ¢ to (Gclds:zein and Liu, 1977a):
, k 2 3 N
C e | , , L., 2 ). (2,321
202 2b-2 2b—2 2b—2

The selection c¢I ¢ is crucial tc the performance of the

,4
s
s
o2
(2]
¢t
(@]
[
+

r

b3

adaptive guantizer, When C is too small, C, wi

&nd & 'step-size larger thar the optimum value will be used

causing an increase in the granular noise. If ¢ is ron
large, . +the quantizer will tend to adopt the smaller

step-sizes and this will lead to frequent . occurences of
_ o

quantizer saturationt and slope overloadi (Goldstein anc

Liu, 1877a). The best choice of ¢ should result in a systéﬁi
. . R L - '%-.‘
where granular noise would be the dominant source of errge -
_ .
(Goldstein and Liu, 1977a) since saturation and slode

*Quantizer saturation occurs when the input is larger than. }

‘what the guantizer can handle. In o: her woros this happens

nnn the quantizer 1s overloaded.

fSlope overload occurs wheén the guantizer input signal is
*wc easing at a rate Fas*er than *ne adaptive ouan*lzer can
follo '



n
D

overload errors, which are unbounded, are more harmful thar
dranularity error (Jayant, 1973).
t
3.5.2 Feedforward Adaptation
The one-word memory feedforward adaptation alagorithm :is
) \
basicall: ne same as the ‘eedback algorithm except that the

magnitude ¢ :he guantizer Input is used in the Step-size

adaptatior.. .- can be summarizec as follows (Goldstein and
Liv, '¢77b,
Arrax=7'MAO/
( LE yAMKI28,,, and [6(K+1 11220 icaik)
[ 4
YATK !, ,
LI yAitki4A,, . angd Sk iz2v fcA k)
A;k+7’ = !
AlKkiy,
P AtK)/y>A. . and 18l k+1)]<20 - 2cA(K)
An\r‘:\l MAC/
2P Ak ysAL . and PO UK+T V1 <20 icAi K

e 202

where £, ¢, and 5 have 'thg same significance as in the
feedback algecrithm. The aavantage of the feedforward
algorithm 1is that the most current inpﬁt sémpie is used.ih
the step-size adiustment whereas, in a feedback algorithm,
information about the previous sample is used and so a one
éample delay 1is inherent. The disadvantage is that a

feedforward algorithm may be more complex to implement as

compared with a feedback algorithm.
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A
73 5.3 Selection of Adaptation Threshold Parameter
g ;
In botn the feedback (3.30) and the feedforward (3.33)

adaptation algcrithms, the adaptation threshold parameter’ ¢

s crucia: tO the quantizer performance, which in turn

LIS oY

a

fects the performance of the control svstem. It should be
j : .
se_ecteC sucth  that the most suitable step-size value would
pbe used by the cuantizer for the current quantizer input

power level.

In the systen cof@dered nere, the guantizer Input  is
the prediction error &1k!), cf wnich the dynamic benavicur ig

Cr tnhe momen:t, and hence its power level is a.sc
ab.e to the guantizer. Nevertheless, because of irg

adaptation abiliiy, tne guantizer will successively adjuss

$=5 StepTs.ze  in attempting to match .tc the unknown power
leve édaptaticn algorithms, it oar be seen <ha-

111  be increased " if iOk[étk’]iZCTArk) or

= decreased otherwise. This suggests that

e
[

cr
]
23
0,
m

t¢ drif: towards a steadv-state
step-size value A,, such that the quarntizer will be scaled
according to the long-term average square value E[8§%(k!)] and

hence Qﬁldstein and Liu, 1977a):

/ - Lo JEDETKIY = (G, )t ' (3.34).

(
One should note, however, that ;ith thg algorithms presented
here, a constant »sﬁeady-state ' step-size can never ~ be
reéched, evepk with .a constant 6itk’), Rather, the step-size

will be centered at the steady-state value A,, and increased



or decreased by‘the multiplicative factor «y at subsequéht
sampling times.

Tc select a suitable ¢ parameter, consider a cons-an-
guantizer . inpu:r btK!=b. so that F[8*(k!]->6.° in tne

'

steadv-state., G:ver tnis 6o vaiue, one must choose ( such
that grenu.ar guantization noise wil; be the dominan:t source
of errcr. Suppose Steady-s:afe has been reached and the
gquant:izer ste;-size‘ 1s centered at the steady-state value

A,, which Is "optimum" for the civen 6. value., As mencioned

apove, with  the adartation algoerithms (3.30) and (3.33), &

either be 1ncreasec cr gecreasec from 4,, bv <cthe
multliplicative facior 4. If the étep-size ic decreased from
A,., then the guantizer ﬁay not be adeguate tc guantize the
giver & ~wvalue, and this mey result irn possible gquantizer
saTuration, which  may incfodu:e iarge errors. In order ::

prevent &6(kJ) Irom ceonverging tc smaller values, one can

5. 2 CoA,,. (3.35.-.

This imglies that ghe input §, value should be at least as
large as the threshold level so that the step-size will be
switched up to yA,, at the next sampling period.

Now suppose the step-size has been increased from *the
steacdy-state vaiue t¢c yA,,. If this keeps' increasfng at

subsequent samples, then large quantization error will

v

result as the step-size will no longer be suitable for the



given & value. In order to prevent it from diverging to

larger values, cne can select ¢ (or C,) such that

o0 < (C, - )yA, .. (3.3¢

Tr.s implie: that wne: tre szep-size i€ ‘ncreased fron  <he
“optimum" steady-state value, the threshold level should be
chosen ir a way that will ensure the step-size to switch
back to the steady-state §alue. In (3.36), this is done by
settinc the threshcld, when AitK/=3yA,.,, tc be at least one
S:ép—size hicher than :he‘given b value.

Compining 12,3%) and (3.3%), then

OT Wrnich one car obtain

rh
L

y
20 c = C, 2 — {2,358
}/‘4
and hence
dy
C 2 . (3.39)
2°(y-1)

Eg. (3.3%) thus pfovides a guideline forj‘selecting the
adaptation:threshold parameter C. However, it only gives a
lower limit on C. The Qest Cc value should be one that is
large enoygh so that granular noise will be  the ’dominant

scurce of quantization error (Goldstein and Liu, 1977a).



Simulation results (Goldstein ané Liu, 1977a) have showr
[

.

rn

or y=2 anad G=4, C=1'2 would give best quartizer

performance for a unit variance Gaussian quantizer inpou-,

!
Lan §
o)
a
(9e]
(9N)
iXe)
=
-
ct
g
<

I
(g

and b=4, 1t 1s also found that Cc2. 2.

[

Besides selectinc the appropriate ¢ parameter, one mus:t
a.sC scale the guantizer (by chocsing A..., and A..,.) in sucrn

a way that the steady-state step-size value A,, wCu.Z be

adeguate to ccommodate &(KJ) with the probabilizy cf
cverloading the guantizer kept very 10w,
2.5.4 Quantizer Scaling

The sca.ing of the edaptive Qguantizer reguires

Know.edge oI the variance ¢f the prédicticr errcr, E[& kD,
- fad

wniTh  Gepends on the guantization errcr, plant disturbar-e,
R
anc tne reference input. To obtain the re.ationship cf &ik!

IC these guantities, one can assume a deterministic protler,
Icr the noment, and write down the -ransfer “functions  frono
¢, W, anc '~ o &L For the system configuration of Fig., .,

1T can be shownh tha

T

in genera. (Appendix B)

Piz)
Gizlwlz) ~ ———— §, (27, (3.40)
qQ _
\N 1 - pPiz) » ’

‘

d1z)

With suitable quantizer scaling and the éppropriate choice
cf C so that guantizer overload seldom occurs,kﬁt can Dbe
assumed that* granuiar ncise 1s the dominant source of the
quantiéation error., When - this error ‘is modelled as an-

adéitive ncise, (3.4C) can be rewritten as (Appendix B)

4



bz

il
T
M
=
kg

!
T
N
-
N
"
s

47) the control U anc the

C\
-
c
T
n
D
g
ri
O
3
o
W
-
o1}
o
0
W
o

~S

L]

reference :input m have no effects on the information &1k
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cf the contrcl anc reference signals, .t 1mgliesy tha:

X3
7
D

r

des:gn o0f the guantizer, like the ADPCM predic:or, carn be

completely separate fror the design of the contreller. Thus,

¢
3
'
\
-
(D
o]
(@}
8]
3
<
D
o3
1
'
b)
3
Cv
r

ixed guantizer, the guantizer ir ¢

Ciiferertial guantizaticn system need ncot be changed when ¢
Tnange In Coniroller sirategy arises,
Ez. (2,471 alsc sucgests, when & 1s  wizhin tne

Tuantizer range and granuliar nolse assumption ho.ds, that &

[62]
bl

s simglv ®.o.sur cf  filtered versions of the ©proce

cisturzance w4 ancd  the guantization noise €. RélLaxing tne
CeterninisTtii £SsumCTion and assuminc 4 anc' e O be white
&nl zerl mear stocchastlc processes which are mutually
uncorreletex, the mear sguare prediction "errof car be
exgressec as

27 J z 27 J z

- G, R, + G, R_, ' (3.42)

W

~

where 1t has been defined that

C .
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When the inou
fhe Jguantlization errer {20287, - The .
ver.ance <¢I the guan:ti then be giyen bv

; (z.4%
<5 i
,.' ’i‘
. ! o ColL . .
loniang & zerc mean el k)L Thé step-size

5
1

the guantizeriscaling faz:cr

3

Inithe. quantizer lcadinoc. Qefipin

@]

e KIVIE S AN
‘k P "75")».

then (3.42) can be rewritten as

During <the design s:tage, one can assume a fixed
Guantizer scaling factor and hence a fixed step-size A, Wi-h

a fixed step-size, the analysis problem simply reduces tc

that c¢f a non-sdaptive DPCM application in control similar



&

P} " - i 4
to that <3£&£uwx ('8¢2). Once a scalimg facter for a given R

va.ue 1s found, the adaptive guantizer step-sizes can. ther

be found as discussed later. After solving (3.47) for R

’

together with (3.45) and (3.4€) and a given Ry, one can tner

which

i>

speciiv the guantizer .scalina factor by solving for
e 2 < ot - v}

{s relatéd to Re as ircicatec irn (4%5) above. The resultin:
- can then be used in determining Am., amé A. . . used in :the
acaptation algorithms (3.30) and (3.33).

TC  aveld qguantizer overloads, cne wolld chocse &

Juantizer sctaling factor suach tnatythe Quantizer inpus

&)

Scaie range and <he pronabilicy of

= . By o

[

Guentizer coverload woulic be kept very low. Fcr example, Lf
\ . . .
che fapprcoximates &tk) as  a zerc mean Gaussiar stochasc oo
process, e'conservative scalinc factor 1s that ¢©f assigrirng
dra.mend &, o tc be the three-sigma (3c) velues (Rink, 1982

sC¢ that the probabilitv of overilow 1s abcut 2x'0° %, An ever

more ccenservative scaling is that of four-cigma . (fo:
lcacding, & value commonly used in  speech coding . (Gershc,

0
~J
o
b3
|91
+
(@]
J

howill lead,ﬁ# a probability cf overflow of about

6x ¢,
9. Ny ,
L Fer Wree-sigma loading bhar=9E[8%( k)] and

A%=36E£[87(Kk1}/2%%, This results in « :

R = — ., ' (3.48)

&
‘ &

four-sigma loading, Shax=16E[8%(K)] and

!
O
L

AP =64FE[67ikI]/2% , This will give



16 E[67]
Re = — —n+—, o (3.,49)

Putting (3.48) anc (3.49) intc (3.4

woulc'then cotaar “ .
N b ﬁ
= G, R + G,, (3.50)
- 3 .
-:;5,' ’
and for 40 loading,
3 . . ,
—'2'% = G, R + G, . (3.2
16 . . , .
Ir general, (3.50) ang (3.51),can be expressed as
“; \ . o g-2iv = GF.R+GP, ) (3.82

? : “ N . L ‘ , .
where g is a factor which depends on the .qguantizer loading
factor, = ¢

M b

When the ‘plant model, the quantize: loading factor, 'and

. . [] ) . L. R '.;
“the. number of quantizer bits, b, are all specified (3.52) -

can'then-be solVved for R. An immediate difficulty'_arises,

phowever. Eqg. (3.52)

‘cannot * be solved in closed form since
- : 4 o

“both G, and G, involve solutions to the steadyjstaﬁe Kalman

filter 'equations ‘which in turn depend on R (Kwakernaak and

o '

o S
Sivan, .1972). Iterative
(Rink, -1982): mgg be reqguired. Ekamplgs will be given later

'towillusﬁrate‘the‘gréph}cal solution.of (3.52).

Zlé 

numerical or ' graphical. solutions

-
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Suppose (3.52) has been solved and the solution is

given by R,. From (3.45) and (3.46), for & given Ry, the

step-size can readily be solved:

which can be wused in 'specifving An,x and A4m,, in the
adaptetion algorithms as discussed later.
The limitation of e fized guantizer is that the design
" . . .
, & e ? . , . . . -l . . .
is £4rra civen fixed R, value only. When Ry, . chamges, - 1i:
Co s L 3 Lo L
irplies <that® A must be re-adjusted from (3.53) £6r the npew
Ry value ghdé a change in “he hardware may be necessary. In
many -.cases, once +he cdntroller  and quantizer have bign
. R (e

-,

implemented, it may not . be possible to. rehadjust\ “he

- hardware. Mocrecver, in ‘many real applications, w is not
: y ¢ T
‘necessarily stationary and its variance is Dften no“s ‘knowr
. " y . i 3 .
precisely. In the steady-state Kalman filter equations, w is

usually assumed tc¢ be stationary with a given fixed variance

Ry.  This is oniy & simplification of the design process,

w*

because if a _ nonstationary w is assumed a time-varying

Kaiman filter may be needed, and this will result in a more
' . . ®-
é;.ihbolvgd design procedure. The ability* of the " adaptive

guantizer to adépt itself to different environments car be

of advantage in resolving .the difficulty ‘of scaling the

;o g - ‘ . ‘ , . : .
quantizer when Ry is changed. By allowing. the quantizer to -

adapt its step-sizes the quantizer can seek the mos:

'.” £ . ’ ' ;"‘7;"’
5c§%}ngiL§ct%f}fo: a g;ven Ry value.

)

. - .‘~
appropriate Qguantize

LW W : SR

‘é"j' ’f.cs L

Teowt

-
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The range of R for which the quantizer can adapt is

W

B

| hl

specified by the designer, depending on the pegformancev

! (e " B
: - oY o | o s
requirements. Fot ‘example, one may specify an expected worst

max

case process disturbance R, and from (3.53)

-

. . . e A ) I3 ) ‘.
The . minimum step-size can then be' determineéd frer

Reshrox/An a=y*™. Anczher way of selecting Ap., ané An., s,

value and using (3.5

(O8]
1
(\

log
m
O
D
(@]
Vs
rh
:.
3
O
o))
Vo]
Vo
<

en cent:a; RWo

determine a central step-size Ag:

R
[N
[$2
n
Z

An. r=y MOc (see Egs. (3.30) and (3.33)). From (3.54) and

- — [N ’ . ‘. . ", ° . '. N
(2.85) i1t can be seen .'tha:t the range of R, which' can be

s

< )

henclecd by the adaptive gquantizer <can _be selected ol
choosing y and M, appropriately. 2 higher M wilk'imply &
wider range whereas a lower M will result 1in a narrower

range of R,,. : © o

Ote furthet advantage of the application of an adaptive
quant;zér is that the timejénvariaht steady-state Kalman
filter would be ugeful over‘a'wider range of RW? determgngd

by y and M, than that of a fixed quantizer. When Rw is

changed, it is necessary to re-adjust the scaling of the

quantizer from {(3.53),  if it is pessible., Otherwise, the
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ratio R, cannot be maintained and this implies the Kalman

H‘
Vo
-
or
(4]
ry
=
O
(@t
Q.
o
O
{

be optimal for the new R, value. With an
. < & . .
adaptive qQquantizer, however, it is possible to maintain the

at:o R, over a much wider range .than that o0f the fixed

quantizer. As a result the Kalthan filser would be cptim&l
. Q o . .

'

ALY

for a much wider range as specitfied by 'y and M. This aspec:t
! o . :

Hh.

)

: . , .
1s veny‘usef 11 1n many real applications where it mayv not be

,‘;*0 o
Lo #%ange the hardware once it is implemented. With

¥rive quantizer, a time-varying Kalman filter is net

e a%aoJr for a time-=varying R,,.
y , ~ . R

It choul @ﬁyoe pcinted out’ that the desian for Piz!) znd

Fiz!) anc @“e aaaD_AVQ quaw:izer scaling zs cnly & simplified
appro>~wa:glmefhdd. in fect, this is simplv the desich for &
noradaptive DRCM coding applidatidh‘;n control. . Ohe shouid'
nRcte that with the‘éda;tive qUan:i;?;'?n’the.eoﬁtrQl iocg,

)

it is inadegste to assume a white guarntization error el K/,
Because ¢f the adaptetion‘algcrithms, this error' equnnce is
signel dependent as well as time-varying.- Not oﬁly is ic

K ‘ ) .' - &
correlated tc w ana &, but it 1s al sc a nonwhite sequence.
As a result the z-domain analysis 1is' .grossly inadeguate.
Nevertheless, it .greatl’y simplifies the design prQCess;
resulting in & suboptimal system performance which may be

adeguate for many applications.



Chapter 4 .
Y
% ¥

SUGGESTED'HARDWARE REALIZATIONS AND“IMPLEMENTATION

CONSIDERATIONS ‘ N

i

4.1 Introduction

Having beer properly desianed and selected, the digizel

! : /
controller, +the control feedforward transfer function, th

14

< ’ .
ADPCM precictor, the ADPCM predictor feedback loop, and the

adagtive guantizer mus*t eventually be realized anz
fiementec with practical c¢igitel nardware components such
as TiCroprocessers cr special-purpose digitel sicna.

process.ing hardware, However, since ar adaptive Quantizer

ngwinc ctime-varying step-sizes is present in the contrc:
: - 4
iocg, the imglementation of these tranfer functions will be
. _ N _ .
2z - £ hoa : . & ~ F e ~ e - -
Girlerent from that c¢f system® using fixed guantizers whic
have only fixed guantization step-sizes amd thus, fixed

. . { . T Ve .
scale factors. ©One must . consider the time-varying scalez
14 . 1

+ . \} ¢
factors associated with the adaptive quantizer and rea.ize

the transfer functions such that the internal scaling of the

4

data‘ in the digital computations ‘would be 55nsistéﬂt.

Furthermore, the digitél—to—analog (D/A) converters shoulz:

also.be scaled accqrdingly to provide consistently scaled

analog output = values. qudstein' and Liu (1976) have

suggestéd a method of impleméntingu nonrecursive- digital

filters for AD?CM_'ched signals. _Tﬁeir ;gsults.cannot,
.

however, be applied directly in the scaling of the

O

controiler  transfer . functions since "they are usually

e

. @, 71
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recursive in control system applications. Furtherﬁore, the
predictor used in Goldstein and Liu (1976) is a simple unit
deley (a first-order predictor),  which greatly simplifies
the scale-factor problem, wherges$ in control systems the
p:edictcr orger 1s often greater than wunity. In the
following, poésible hardware. realizations of an adap:ive
Quantilzer éhd the sca-inc of the D/A chyerﬁers as- well as
the 1nternal 'scaling consideratdog&é@of transfer functicn

rezlizations will be priefly described and discussed.-

214

zation
.the orfjective ¢t  an  adap:ive

ne Guantizer to, the dynamic range c?

by allowdng  a ¢ set , 0f possitle
) N . . ) 0 . . - . s
Suantization step-sizes, selgrted according o &

timesinvariant adaptation algorithmi This implies that an

93]

adaptive guantizer is composed of - two basic elements:

Cuantizer with a time-varying full-s:éléﬁ{range anc - a
step-size adaptation * control .algorithm. Instead ¢t

consider.ing‘a guantizer having a varying full-scale range,
¢ ; ’

: co ¥ o . - : o
One can Vview an. adaptive guantizer as being a fixed
guantizer preceded by a time—vafying.gaigkor scaling factor,

, ' -
This leads to an alternative configuration for the adaptive

 quantizer as shown in Fig. 4.1 (Goodman gndiAGersho} 1974;
¢ . v S LA
Rabiner and Schafer, 1978; Johnston and Gooqun, 1978) .

In this configuration, the guantizer input at time k is -

first pre-scaled by aggain:
) e R
W B S

éactor which 1s proportional to



1/Ak) = — — 'd Alkl -
x ixed. igita e y
ol 1 Reference £ Acomputations[= T4 Reference |- e
f A/D : D/A- f

_x.m._ ’ Yout 1

|
Pre - Scaling : _ Re-Scaling

by 1/Ack) ) ! by Alk)
R 3 i I )
Alk)
Gain Control

Fig.,4.1 Alternatlve Configuration of an Adaptlve Quantlzer
,%, “[After Johnston and Goodman (1978)]
% | ,

’

zhe f?nversei cfa the step-size 1/A(K)
. g ~~ - . . . -l Mo

: i ,
guantizer and':aus is equlva ent to;‘an adaptive Quanrtizen
3 W \'»,( g . N

e ' . . o
aving time-vatryin u&ﬂtlzatlon step-sizes.
. 7 quél . 1S

Different approaches of hardware implementation of an

adaptive = quantizer. using the combination of "'a- fixed

e . : M + ..
> b L S

- ' E Sty [ ¥ L ,.
guantizer with scaling and re-scaling have pgen: reported’

recently (Johnston and Goooman711978‘ Boddie et él 1981),

23

Johnston and Goodman (1978) have dpSlgned and constructed a

multipurpose digital - qodlng dev1ce for audlo 51gnals whlch
: g, i
s capable of prov1d1ng ADPCM ° codlng Thg, dev1ee 1s,,
‘ .
however, 8ased primarily on analog ha*d&ate homponq@ s wh ch
L4 .

# ‘3@‘ ‘\

may lead to problems of repeatabl 1ty of th° anaxOg dev1c

gaim factor: propﬁ&hional‘ t the the s-ep-size Aik!. This

LA

e hy
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(Boddie et al., . 1981). Another approach suggested by Boddie
et ali (19€1) is to use a special?purpose digital signal
processor to configure the ADPCM .coder and decoder. The
entire"process, being a .digital operation, requires the
guangdzer input to be:A/D converted 1into an 8-bit u-law
companded ‘PCM format which is then converted ir-o a_20—bit
linear PCM code-word by the ‘digital processcr Dbefore the

"ADPCM .coding procedure. This approach, though appropriacte

Zfor communication applications where, in practice, the
sicnals are usually represented digitally by & wu-law
companded PCM format, is nct applicable in :the presen:

- ) :
app.ication c¢f an ADPCM coder as an A/D éonver:er ir a
cortrc. locp. Not only does it regUire - a reduncan:

Fre-guantization process with a u-law converter, but alsc &

7

complicated procecdire for converting a shorter-werdlength.
©cg PCM coge-worc iric a longer-wordliength linear PCM forma-
which In many cases may not be permissible due to finite

wcrclength. of the processor. Thus an altern tive approach

{1

which 1s repeatable and reliable should be considere
One. attractive 8zpproach of realizing ' the adaptive
quantizer scaling and re-scaling gain factors is to make use

of a variable reference D/A converter (Sheingold, 1977). The
‘Analoeg Devices,A@752§ {Analog ﬁevices,. 1982), which 1is =

multiplying D/A ;bnvéqter (MDAC), 1is particularly effective

and useful for realizing a variable reference D/A conVerteg.

wit<“caa take in- a digital code-word D(k) and produce an

A
analog output sigral which is the product of D(k) and the

v ' R
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reference input signal applied to the MDAC. If the step-size
(k) 1s represented by D(K!), the quantizer scaling factor is
then realized by preceding the fixed ouant1ver by a varla

reference DA converre or a MDAé ' mocﬁther ‘with an

r1

aporopriately configured high gain operational amplifier (2P

AMP), to produce an output signal which is proportional to

‘.

the inverse of the s*eD-sizakt/A(k) as shown in Fig. 4.2.
The re-scaling of thgﬁmgA output can also be realized

by a similar procedure asﬂ@%hown in Fig. 4.3, Here, the
desired output 1s ﬁiTSt converted from 1ts Jdigi:zal
: . ,

representaticn into ankénalog form by a Iixed referefice D A

onvertér witn an aprropriacte reference voltage input. The’

(1

This second converter then acts as  -he Te-scaiing gain

factcer y tarlng 1n a digital input code-word Dik!
- N . D g -
representinj tne step-size Alk) and oroduces the . final

»-‘

jesired re-scaled analog cutput signal.

pnalog . , . Digital
lg(ﬂkjf AMP v o= x(k) pr‘”
‘ out~ 27 ]
x Alk) Fixed . i ox(k)
— Reze;eome —>Q Ak
>>l
A(k)
(Digital
Code-Word) -

3

ig. 4.2 Realization of Adaptive Quantizer P:e‘Scéliqg

r1y




Digital Analog
Input — : Output
A yto| —. xed y(k)
a fgﬁ |T=5] Reference 7}7@ —_
D/A in‘

Alk)
(Digital
Code Word)

Fig. 4.3 Realizaiton of Analog Output Re-Scaling.

4.3 Adaptive Step-Size

scaling can e

leedback algcrithm (2.30) or the one-word memory feedforward
a.gorithm (3.23). The new step-size2 Ark+]! az time k-] is
cbtainegd Dy eilther 1rcreas‘r§ ¢r decreasing tne pasct
step-size wvalue AlK+ by a multipllca::ve facter v, If this
parameter .s chosen gppropriately, the resylting algoritnm
implementatlion can greatly 'be simgiifled., For example, by
set*ing . y=2 and " 1/2,“»the' muit:iplicasions of the
step—siies reduce simply to a one-bit left shift and a
one-bit- right shift, respectively, of the = registers

Control

step-sizes

Lsed

containing the past step-size value AiK! in sign magnitude

convention. Not only

can it

simplify

the adaptation

operation, but 1t can also reduce the time for computing the
. > . " } .

new step-size value A(k+7) as well as the memory storage

requirement for the step-s¥zes since only one word of memory

f. A

location is all that 1is_ required %to keep track of <the

0

W
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step-sizes. This approach is unlike the other methocs <¢f
implementation (Cummiskey et al.: 1973; Johnston ang
Goodmar, 1976; Boadie et al., 1981) which may reguire mcre
meﬁéry stcrage for a step-size look-up table. The price Qaié
fcr this aporcach of simplified implementation by lett:inc
“he multlplilers to be y=z and 7y '=1 2 is that the aceptive
guartizer can only vield subop;imum perfo:mance because tnis
set ¢of multipllers is nct optimal. Névertheless, the ease <f
implementatior as well as memory space éavingsJ coupiec with
reasons relatecd to the sca.ing problem explained later, make
=nis apprcach seem more favourable thar the <c¢thers o
crutime:  pericrmancte 1< reguired one can use the optimal
mLlTifliers teoulzted by Javan: (273, but tne
‘mplementaricn and the internal scaling problem will be more
InvCLves anc coTplex,

FCr practica. hardware implementations, :he a..0wab.e
stec-s.zes must be Iimited., I7  tne algcorichms  (3.30) anzd
NCICRCE fcr y=Z, these are ccnstrained to be Amal=2”3g anz
A.. .=2"%A. where A, represents a noOmMina: cr centra.
é:e;—size vaiue. The parameter M'may be viewed as an integer
related to the number of bits used for the exponent 1if the

: . e
adartive quuantizer 1s regarded as a particular form of a
flocating-point A/D converter (Oppenheim, 1978). It also
constrains the number of allowable step-sizes to 2M+1 and
determ:ines the step-size adaptation range as well as the
dvramic - range cf the édaptive'quantizer thfough the ratic
R.=3n,. An .. This dvnamic range is the zange of input power
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which can be handled by the guantizer and 1s the range

which

a

S
Besides

M

The nomina.r Ste
Lo Ziven A, L.
rezclrements o
LS emzloves wis
<z tne  stTep-s
ci expcnents LS
&
Thus the vaiues
7’

For example, with m=3'bits, then M=4 and gt he
¢ 'e

gynamic

om

(o7

B [

[* &

the ra
referern

W

3
Q)

@]

range

o

ich 1

S

-
-

th

O

O
[
¢t

D
tn

£

pecifile
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over

4 minimum SNR can be maintained (Jayart,

determin 3 the dynamic rande cf the
lso determines the ranage of the exponen:
Amax
R. = = DM, (4.
Ar .
-size A¢ can alternatively be determined bv
s
A- = [A.,. A, ) (e.2
~d A. . values wniln wlll mee:s. Certa:l
K.. If flcatinc-pcint number representation
m-tits fcr the exponent, which 1s Trelatel
ze used a:t time K, then from (4.7) tne rande
ined to b A ¥
confined to be AN
N S : kﬁb
B & 4
YR ;,v.,‘
27 = 2M, S e (4.2
. R
: .
of M are constralned to be

>

.
)

1s Ry=256 or equivalently a dynamic range of

adeguate for many .

quice apgplications. Once
o e ;

the step-sizes has Dbeen determined, the

e fixed 2D and D A converters can be fixed

attainable.



at a levei such that the step-size cf the fixed converters

will ccrrespond t¢ the A,,. value.

Wner all .the parameters cf the adaptation algorithme

have Dbeen specifiéd, the implementations of the algorithns

can then be rea.ized acco angiv,

L+

4.3.1 Feedback Algorithm

5 Very simT.e anc straigrnticrward. Besides the analoc
complnents rejulred Icr the gQUantizer pre-sca.ing, no  extrea
ané-tc Tomplnents are regulreld fCr Tnls ailgorithr whisch oca
- 3 - - = 8 - o~~~ R
De rea..zel wiutl the Corputaiidonal power ¢ ne  processo:
@3S TS Deripheras.  Jevirles, SUIN as mMemory COmMpIneénts and
-nLer.acing  dewvices, used 1n implementing the feedba:s
i Py ’
R . . .. . :

cConty loczo ine pcssikie cenlilgurarsion 1S snzwn

»

.‘ - - :
S-cneéTatite..v I Flg. s.2. When Updating’ the - step-size,
P PN, - - = N ~ 3 ’ R e
INLCOTMAtiOon adout the Quantizer Input signal is derived ofrc

o 3
' .
B N - o N . . . -~ . ' -
tne guanilizer oUtLut level which 1s the guantrzeg.version o '
= 8 5 4 < .

3

he Input  signal  samplie. TRis infcrmation is then used -
4 : 3 . .

rt
jo
D

. the feedback adaptation  algerithm  (3.3C). The steprsize

adaptation according to (3.30) - can simply be obtained by -

Y
)

comparing the absolute value of the b-bit digital outpur
%
- . ! L
_®he threshcld

code-word from the A/D converter wj

code-word C, associated with the .threshold Elue 20 :c cf”
' a A ; r ‘u 4 ,

(3.3} to determine whether the s‘ﬁl@%lzé should be

e

ecreased. For a nedative a# output, code-word

»
o]
0
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1
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wn
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]
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Fig. 4.4 Feedback Step-Size
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Adaptation Implementation.”
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value. cin be obtained by two'secomplementing,the code-worg -

$

‘to obtain its’ positive equivalent. The result of the

comoarisdn then éontrols the ,direction bf shlft for the

(
1= bﬂt stht YQSIQt% , 8 bltS‘ n manv cases, whlch ,:Onta ns

. ' K

theﬁ EUrrent step 51ze value Ay ki af t1me K. After the shll

\\ -

-
- oy
’

ope*aelor the content of *he sh:ft reglstern then becomes

~ -

thes “step-size value Al(k+1) tc be appl1ed to the pre- ;callho

.

MDAC auﬁthe next salelng time k+7 lnd is stored /jnto memo:y'

\\ i . * e . i~ 3 -
as wel- : .
13 ‘ ) . . l -
[ .
Q S : -
4.3.2 Feedforward Algorithm e " .
~ . ‘ ) S S
One ' possible impl emeneawﬂfn - the ‘feedforward
a lgerithm 1is s“oyﬂ sz he atically in g.. .5. 1n contrast tc

the feeoback”algo “ithm e;scussed pgev;ously,~this algerithm

. - ¥

/l reguires extra = analog Phardware '~ components in - the
. 4 : :

;implementat<ion.: Here, the current step-size A(K) at time Kk
ffs updatea based on nfo?maelon/ derived from the current
qualtl er input at time K. Since <this -information is

vl

available only in-an analog form rather than in a digital

. form, .comparing it with the threshold value requires sofe

vform of analog operations.

‘The threshold value in the feedforward algorithm is
given by 2° *c&(k-71). To compare it with the quantizer input
which "is in an analog form, it must be‘cohverted frem.ile
digital form into a compatible aﬁalog form. Therefore, -the
thresholdv value 1is converted from .the digital code-word

-value 2°"ic intoc an analog value using a fixed reference D/A
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Fig. 4.5 Feedforward Step-Size Adaptation Implementation,
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. o
n

- ¢ _ . ) ' . . L [ ‘
converter. It 1s then re-scaled by the past step~size Value

~

Alk-1) using a MDAC as shown in Fig. 4.5. The resulting
analoag Qersion of the adaptation threshold is appl@e;/to the
inpuﬁ of énv'aﬁalog‘ comparator and is compared with the
absolufg value of tBe guantizer inpgt obtained by passing it
‘through an analog ¢ solute value circuit. The comparatcr

output’is use® to.centrol the direc -~ of shift for the
_ ‘ > . ) (.

{-bit shift register which contains the past step-size value

). Lo N . : . L
Alk-71). mkfcer the shift, the “register then -contains the
current step-size value A(k) which is. then USed”in&the

at time K. It is also stored inic

{2
C
m

}
ot
-
N
[13]

VAR

o
'
4

|
w
(@]
o))
[

~
3
\

s oan be geen from Rig. 4.5, a more complex éimouitry

& YR ’
1S necessary .tc implemen the. feedforward algorighm,
Intuitively, this increased complexity may result ir a
. ’ . A 3 ¢ . .A“ ' .
better guantizer performance since the  most current
guantizer input value, and hence the most up-to-date

R v ‘\ M
informaxion, is used to update the current step-size value

whereas in a feedback algorithm, there is a one sample delay
of the step-size value. The choice of either a feedback or a

feedforward algorithm depends on the performance requirement

as well as the circuit complexity constraints. :

&



4:4 Internal Scaling of Data

When an- adaptive quantizer is

Scaling between the 24'D converter input and the D/A

fteedback contrcl- loop, Dbesides

84

used in’ a digital

LN

maintalining & consistent

fonverter ouuput, 1t is also necessary to provide a

2

consistent scaling for all the internal data uUsed ir :he

“

ceontroller, the contrcl feedforward, 'and the ADPCM predictor

- »
y

transfer ’function computations as well as those used in the

ADPCM prediction feedback “loop. Fortunately, thi's internal

scaling

o]

roo.em can be much simplified and is readily

solvable if the *ransfer functions and the feedback ioocp are

all realized with the concept

arithmezic (Oppenheim, 1970: Oppenheim

©r an array o numbers are jo

t< @ ceommon’'exponent which is associated .with
AY

i

*

1

tly

ct

noclock-Iloating-pcint number representation, a ‘rplock

normalized

block-floatinc-pcins

and Schefer, 1878,

number . 1in the cleock, represented és an ordinary

floatinc-point number having a normalized mantissa. Urlike
. o/ ‘

flqatingfpcint number representation which normalizes each

number individually,‘block—floating—point only reguires a

single exponent for a large block of numbers and thus saves

a lot bf memory space (Rabiner and Gold, 1975).

When . a digital filrer

block-floating-point arithmetic,

associated with the largest number amcng the filter inpu:

the

is realized: in

common exporent is

and the intermediate filter states (i.e., the outputs of the

4

y



(os]
(94}

:

delay registers). These numbers are jcintly normalized with

respect to this common exponent and the compuwmations (:.e.,

muitiplications ang additions) are carried out in

fixed-point arithmetic. The scale factor associated with the

N

ccmmon' exponent 1n  the normalization 1is ' then wused to

dencrmalize the. filter output to produce & fixed-poi

o]
ct

result (Oppenheim, 1970).

’
-

Besides saving memory space, block-floating-point

number representation, being a hybrid between fixed- ang
P

ot

{#atinc-point numbers, combines the  advantages ct
.D . .

sCatinc-polint number for Its wide dynamic range andé of

Iixed-pcint arithmetic for its simplicity and accuracy

{Cppentrelim, 1Q70), , -

Tea.izat:ion c¢i a block-floating-peint AD converter, +the:
- N
;He ccncept ¢f block-Iloating-point arithmetic is readily
applicable tc the 1internal re-scaling problem c¢f the
.

feedback contrel loop hawing an ADPCM guantizer. In the
i

Lg% 2

fcilowing, this concept is applied to the overall*scalinc o

the control system of Fig. 3.1 _as well as the scaling:

L 4

problem of the transfer functions."’
4.4.1 Transfer Function Realizations

In most cases, the digital controller or the predictor
transfer functions are realized 1in a recursive form. For

reasons of quantization effect reduction, they are wusually

implemented by cascading first- and second-order transfer.



3
‘ " 8o

fuﬁction sections to form highé%?brder transfer fungtions
(Oppenheir and Schafer, ‘1975;lvRabfner and Gold, 1675).
Therefore, consider§tions of the écaljng problem'for fi;st*
anc Second-ofder transfer functions will sufﬁﬁce. |

. )

lize the  transfer ' functions ° witn

¥rn

Tc re

m

" bleck-floasin

{e]

-point arithmetic, cne may regardé the adap*ive

qQuantizer as a special case of a block-floating-point A/D
: ‘ o o e
converter, At each sampling time k, all the datggﬁﬁn the
Bl :
. : . Wiy
feedback .control loor- can be considered as having been

Jeintly normelized with respect to +the current .guant:zer

ster-size AtK/. The computaticns are then carried out in

fixec-pcint arithmetic. Thé end resultais then denormalized
wizh. the same . scaie facsor Atk) s> produce a consistentlv

scaled fixed-pcint output. In this way, the steg-size AlKk!

3

can be treated as an eguivalent tc the common .exponent 1T

bleccr-Iloating-point number representation.
4.4.1.1 First-Order Transfer- Functionp—
‘Ccnsider a first-order transfer function irn a
recursive form .
Yiz) ao + az .
L — = : (4.5)
B ) X(z) 1 4+ 1&012-1 ’
The corresponding difference eguation in the time-domain is
yiK) = aoxtk) +.a;xtk-1) - byy(k-1). (4.6)

: !
Nermalizing it with respect to (k) will result ip



4 A(k"1)
)/x(k) = a(»)Kx‘K) + [81X*(J("7) "ba}/*‘k—r)]'—“_‘f'w/
. : . : Al k)

“

yik) Xtk
y ik o= and x*ik) = .
Al K) Al K

Wnen realizing this firsy-order transfer function, Eg. (4.7)

-
.

simply sucgests that the outputs of the delay registers pe
resta.ec bv & scta.e facror of Alk-7),/Atk! (Oppenheim, 1870},
Tig. 4.€ shcws the scale facior incorporated lrto  the

transier furction in a direzt observer canonice. forn

L X .. . ..
'Flc. <.0&! anc a cirect con:trci canornical form (Fig. 4.6C
. ”
iFrankiin anc Powell, 19680). Basically, the scale fac:tor can
pe cons:derec as censisting of & denormarizinc and
rencrna.lzlnZ process. Since the input <. the transfer
fvnction s normellized with respect to AfK!) at time K, the

cutpucts at the delay reglisters represent numbers which are
d

elayed version ©f the pas:

o}
Q
ry
3
)
ot
¥

lizec with respect to the

step-s.ze sca.e fLactcr AtK-1J)., Thus, to obtain consistenzlv
scaied data, 1t 1s necessary toc first denormalize them with

*

-

Atk-1J) and then rerormalize them with A(k). In this way, the
- : 1 ;. 1 * 4 y . ]
data inveolved in all the summatiors in the transfer function
at time k"wou}d be jointly normalized with respect to A(k!

. [

and the g;ETiﬂg\lpuld then be consistent. The final outpu:

s then denormalized with A(k!) to produce the fixed-point

¢

resu.t as shown in Fig. 4.6,
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4.6 Realization of a First-Order Transfer Function with
 Consistent Internal Scaling.



4.4.1.2 Second-Order Transfer Function

The realizction of a second-crder transfer functior
‘is igentical  to that of the first-order transfer function,
Consider a second-oraer transfer funcrior in & recursive

form

The ccrresponding diiference eguation in the time-domain s

yu X K-21 = Diyik-1) - biy(k-21,

it
!
x
N
+
0y
x
x
1
-a
+
)

(4.0
Norma.lzing it with respec: tc Ark! results in

} Alk=11
‘¢‘%y*'ki = axXikios lax*ik-11 - boyXik-11]

AtK!
. Ark-2) Alk-1)
; = la:x® k-2 - boy*ik-21] S .
' Aik-11  Alk)
’ (5.7
r "
By the same reasoning as before, a scale factor «c¢f

AtKk-1)1/A1k) is reqguired at the output of each delay register.

. 0 . ' . ‘ . - “
so that all the computations at time. k will involve in data
having the same normaliization factor A(k!. The realizar.o-

1s as shown in Fig., 4.7 in a direct observer canonical form

rt

as well as a direct control canonical form.
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Fig. 4.7 Realization of a Second-Order Transfer Function with
Consistent Internal Scaling.



1 4
The wdvantage ol choosing a one word ‘memory step-s.ze

agaptarion  G.aelrithm  having step-size muli.pliers 5:2 and

(

Y s 2 willooalst simplify Lther scal ina  problem ’\c_;f t he
»
internal data. Since the step-size a: each samp.:na time is
either increasea or decreased bv a factor ¢f 2, the racic
Ark-1" Airk! reduces :¢ elther c oor VDL This simply implies
a ieft ov riant shift by one bit of the contents of all +the
de.ay reglsters of Figs., 4.6 and _4.7. One should note,
hd “
however, +hat simple shiftinc tc re-sca.e the register
conterts  cannct be appliec tC regat:ve numbers representec
DvoTwl'e compiement arithmet.c. Nevertheless, +thnis car  ne
nercled guite readily by cenvertinag the negative number int:
Sts positive ezuivalent by twc's complementing, Shiftins che
»
nunDe .rthe &ppropriate direction, and ther converting
Dalrh sl 118 necat.lve LD twl's compliement formas.
;

Tnouch this guantizer can  oniy  vield a subocpt.mun

ceriormence, practical imglementaticn ronsiderations make -
|

;réferra:-e.

contrel fee

.4.2 ADPCM Prediction Feedback Loop Scaling

The qne-step-ahead plant output prediction y(k k-1) a-

>

s obtained from the ADPCM predictor P(2Z) and the

forward transfer function F(Zz) based.on past

),

inforraticr available up to time K-7. In computing yiklk-11,

data are ncrmalized with respect to the previous

-size which is Ack-7) at time k-1. Thus the predictic-

value must be denormalized by re-scaling it by Alk-11 t¢



e

) = .
provide  a consistently scaled output value. Also, since *he
prediction value i€ to  be added tc  the mhs*  current
cuantized predictior  error bqfk’, it must be re-scaled by
‘irst denormalizing it by Atk-7) and then renormalizea with
respect tc AitK', Wnen yiklk-7) 1s negative, it must a.so be

.ve eJuivalent, as discussed ear.ier,

y
O
3
<
o
~
¢
@
2.
re
Y
rr
v
>

"

N
v

pefore 1t r~an be shiftec In the re-scaling process. This
Scaiing and re-scaiing will ensure that all the

cata in the contro. feedback loop are consistently

nornclized with respect tc o Alk)  at time K. The overal.l
scclinc recuirements carn be summarized as showr n Fig. 4.6,

One shiou. ncte that the dynamic range ¢f the gplant
oredistion signal y K K-1) is . usuallv rmuch wider than tha-
i the greziccticr error &tK!' or the guantized: prediction
error b MK Thereficre, -he dicital ccae-wird :kov the 4D
converter usucl.y contributes tc  the least significan-
dizits ~2f +he irternc. "9g€isters, n brler not to lese
accuracy from the A D meagz#éﬁent, 1t Is cgteﬁ'desirable e

have internal register(w:ri;eng:hs much longer than thart of
4 ) _

[
o AN
tne A D converter. ‘ »
Es discussed previously, the choice of the step-size

multipliers to be ¥=2 and y '=1/2 <can, similariy, greatly

wn
yo
3
e
—
*
rn
o
“t
jog
o
O
—
jo}]
(9]
ct
-
9]
jo}]
[
s3]
w
[44]
«)
ot
n

of the implementation of the

feedback contrcl loop having an  ADPCM ‘transmitter as ,the

Q
C
03]
3
o
Vs
N
[t
[
)
-
b

the scaling and re-scaling problems reduce to

(@]
rh

a simple shifs cf the ontents ¢ the approgriate shifc

registers. Tne only problem left that one may have to pay
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particularattentionto is the prevention of overflow ‘in the

. . . - : . .
intermedlate -arithmetic operations. This : is essentially a

finite wordlength effect problem and will not be studied
‘here. The proktlem has been studied extensively in digitél

;signai processing (Oppenheim and Schafer, 1975: Rabiner angd

Gold, #1872). ‘It has also beeén studied. in digital control

Véystems‘ {Rink angd Choﬂg, 1579;'Mofoney, 1983) @nd a more

recent work is that 'of van Wingerden and De Konig (1984).

S L - . .
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Chépter 5

PERFORKANCE ANALYSIS AND SIMULATION RESULTS

S.J Introduction’

The main purpose of this chapter 1is to evaluate the,
A

~,

per®*ormance of <he control system‘iﬁ Fig. 2.1 which has arn
ADPCM coder used as an A/D converter ;ﬁfthe feedback path.
The contrcl system performance is'évaluated from theoretical
analysis as weli as from digital  computer simulations.
However, with an adaptive qguantizer in the con:rgllleop( the
system -becomes highly nonlinegr. Theoretical nonlinear

LY

analysis will be wvery complicated and may nct ever pe

feasible. Therefore, the perfcrmarce ane.ysis te be
cresenzed wi.l make wuse c¢f certain assumptions sc that =&

more tractable linear analysis @ may be appiicable., The
rescltins - periormance .estimate, though only an

approximecicon, s still very useful for comparing with the

]

perficormanc results from computer simulaticns. Ir additior

o the approximate perfcrmance analysis, a brief discussicn

.

orn the stability of the closed-loop control system having an

EDPCM A/D converter will also be inckpded. Finally, computer

of

simulation results for two specific examples are presented
| .

.

to illustrate the benefits of an ADPCM A/D in a contro

fo-

system and to verify some of the design criteria derived in

previous chapters. i .
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i [

5.2 Performance Analysis

\

-

. The performance of the control system shown in Fig. 3.

depends on - the design of the LQG compensator, the process
\ ' - AN N

disdurbance, and the errors due to the ADPCM quantization

f \\\ ‘\“
né¢ise '~ intred

4
-

uced in the feedback path. In-oraer to evaluéte
“he tracking performance of +the control svscem, <ransfer
functions from/ r, w, e fo the planf.dutput y are reQuired.
The presence of the adéptive-quan;izer in the control iooz
makes the system highly.nonliﬁear. In order té optain the

ensfer fynctions, certain assumptions are necessary.

the fc_lowing performance analysis, it will be assumed thar

the adaptive quantizer is well designed and proper.y scaled
sucrh  that. guantizer saturation and slope overload rarely
i ’ ’ ' Ta

b
s . . - - N :
occur., é%-refore, granular noise will be the dominant source

r and hence it carn be modelled as an

,4
N

m
it

1]
(O
e
D

'y

of  guan or
2CEicive npelse Furthermcre, it will Dbes assumed tha:
i

A
)

steacv-state has been reached and the gquantizer will emplov
& constant steady-state step-size A,, for a cgiven preccess

Gisturbance power level RW. AS a re§mlt, the guantiza
‘\\ N

ot
]
o

errcr can be assumed to be a zero-mean, stationafy, and
uniformly distributed random seguence. This approach of

analysis 1s, however, only an approximate angd simplified way

4y

c evaluating. the <c®ntrol system performance, It is
essentially an analysis for a nonadaptive DPCM system which
has been scaled properly for "a given value of R

] ] . . . ‘ . :
er@rtneless, 1t recuces the nonlinear analysis problem to a

much simpler, linear one, and the resulting perforrmance



-
i
/

)estimate can, provide -a useful measure for evaluating the
performance benefits of an ADPCM coder wused as an &'D
converter in a contrcl system.

x - Consider the block diagram in Fig. 3.1. Assuming &

"

deterministic problem for the moment, the plant output is

civen by
ytz) = Glzlwiz) + Glzlugriz) + D(zIGz)[riz) - yiz1],
(2.1)
where 1t has been assumed that a steady-state cifse:
compensation control term, u.r, defined in (B.1), 1is alsc

include2 in the control signa. U» From (B.12/), the feedback

Diz )Gtz - Gl z)

yizi = ) riz)l o+ Uortz) ~
+ DizIGez) 1+ DizIGez)
: (5.2
—
. °q “ .
[* - PizV]l + Diz)G(z)]
Stbstituting (5.2) into (5.1), one would get
DiziGgtz) : Gl(z)
ytz) = riz) + Uor(z)
T+ DizIGlzZ) T+ DizIGlz)
: ‘ (5.3)
Dtz)Giz)
+ Glzlw(z) - ‘ 6q(z).

(1L - P(2))[1 + DIz)G(z)]

.

Tﬁg\output tracking error is then given by



eclz) = pizl - yiz)
1 - Glzlue :
= ri.z) - Gizlwiz)
1T+ DizIGuz) '
DizIGlz)

bq(z).
(v = Pt2)][Y + DizIGLZ))

The first term 1in (5.4) describes the closed-loop dynamic

pehaviour of the plant output error due tc¢c the reference

w
o}
O

Ut Oor set-pcint chapges. For a Type-0 system with the vuo
cifser compensatiéﬁi?control term or a Type-! system, this
term will vanish wherr the plant output Thas. reached the
set-pcint  after the transiernts due to the set-poin: chanaes
have csettled down. Neglecting-this term, the oUtput tracking

error caused by the quantized -prediction error and the

DiziGgiz)
o' 7 = 6q42) - Glziwiz,
[V - PizJ[1 + DizIGLz)]
(5.5)
With the adaptive guantizer "homed into” a constant

step-size A,,-at steady-state for a given R, value, together
with the additive quantization noise assumption, then
6Q(ZV=6(2J+6(Z’ and 6(z) 1s given by (B.15). Substituting
these into (5.5) and making use of (3.23) yields

D(z)Gtz) - Glz)

eclz) = elz) - ———w(z). (5.6)
, 1+ D(z)Glz) 1 - DizIGlz) ' »

s simply the steady-state closed-loop response tc  the

3
3
Il
"
v



as

addi:ive feedback measurement nbise ¢ and the process
disturbance ' w. XThe same equation also applies.mto a
conventilonal dig}xél feedback control system which does not
gaithhe ADPCM feature but only a f{xed A/D converter in the

feedback path. Relaxing the deterministic assumption ans
assuming, ac pefore, that ¢ and w are mutually uncorrelated

zerc mean, white random seqguences, the steady-state output

tracking mean-sqguare-error (MSE) is ‘then given by

: 1 : Diz)Gtz) |4z .
e lz) = —— | — Ele?]
. ‘ |1~ DizIGtz) oz

where it has beer defired thar

I [] DiziGiz) |*dz T
¢ 95 —i R = Ele?], (5.8)
2% Vor DizIGlz) ) oz o

Ti=

o
i

anad

1]

i Gtz) de :
55 —i Ry = Elw?]. =~ (5.9)
2rj<Z |1 + DizIGiz) z '

Normalizing (5.7) with respect to Rwy: one can then obtain a

normalized steady-state output tracking MSE



Y Eled] R, |
Re R, Ow
1
= GCE + GW' (5.10)

wnere R is delined as pefore in (3.4¢)-and is simply R,; ‘he

solution to (3.52), which 'has already been specified when

Ea)

designing the Kalman filter predictor P(Zz) and F(z) as well
as the quantizer sceling as-discussed before, Since;GC ana

Gw,inVCIVe the Kalman filter, which have already beer

(4]

determined by specifying R,, and the LQG compensator, (&.:
can be evaluated guite readily by numerical methods once the
LQG . weighting factor p and hence the optimal state feedback

gain K is specified.

~5 cer be seen from (£.70), this perfcrmance evaluation

6]
U
(g
0}
+
th
Ve

ec completely during the desigrn stage when the

Ca De

(382}

Ralmar iiter and the LQG compensatcr are specified. If
serves only as a lower performance 1limit whick <can be.
expected from a noradap:tive DPCM coder tﬁat,has beern scaled
properly for each given RW. value in a_ . feedback control
application;‘-The actual performance will be different from
the estimate obtained from (5.10) because occurrence of
guantizer saturation and slope overload errors wiil increase
the MSE. Furthermore, the adaptive nature of the quantizer
and 1its Signa¢—dependent as well as,sequentialiy correlated

gquantization error is not accounted for in the analysis.

Nevertheless, the result of (5.10) 1is still useful for

’ £

evaluating the performance of a control system. having an



ADPCM A'D converter for a given range of Ry, values in

the

example,

adaptive

quantizer can adapt its

one may regard the performance esti

step-sizes, I

mate

101

which

For

£

of  (5,10)

as an "optimum" performance index. Ther, the performance of

a
tris 1

perfcrma

Wher

however,

disturba

con:trol

system with ADPCM feature can be

-~
i

ndex tc determine how well the

f=

nce can match up to this optimum val

gquantizer saturation and

-the precedin R

™

1

I this

\
errcr e,

be shown to co

rrocess disturbe

cutput  {q.

will be giver by (B.'Z1 which

=

pas

(see Eg.(3.20)) and

"

+
I

[

zaticr nolise

the Qqua

£

L

nce w. Conseguently, :

compared with
control system
ue.

slope overload occu:

antized prediction error 6q can

situa

1s given by i

ntein

ls essentially the uncon

nZe

The prediction er

a.5C

15 essern

e and

‘open-loop poles, instability of the control system

predicti
guantize
avert

saturati

by

on error may also cur. But,

r which can adapt its step-sizes, it

the occurrence of

on occurs, the guantizer can increas

W

’

ve granular noise assump:ion

!
o

o2
m

R
ci0n,

oo
J.00 e

open-.locoe

Trc.o.ec

“he

[oF

an

L

o)

L

contains

-

1;:\' oo

1

ot
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cr

an

-

[

h

1]

P

the plant contains unstable

and -ﬁhe

with an adaptive.

1s possible

e 1its

f

.
cC

instability. When quantizer

step-size

the factor y so that the system'can catch up at tBe next

sampling period before siope overload develops. Then the



guantizer input will be w\shin the guantize:

)

v

range again

S0

that granular noise will\once again be the dominant scurce
of guantization error. When slobe ~over.oad occurs, the
quantizer will open up by increasing its step-sizes by the
factor » at each sampling period unt:i:l it catches up and
recommences trdcking c¢f the guantizer lnput signal. In :th:is
case, however, the ability of the quantizer ¢ ca*c? up
depends on the rate at which the quantizer input, which is
the unsctable & signal, 1s increasing as we.l as how fast the
Guantizer can open Up 4duUring siope overioad.

Trnus 1t car. be seern  tha: proper selection  o¢f the
adap:tive quantizer parameters 1S very crucial to the

i

perfcrmance ¢l the contrcl system. Inadeguate des.gn  may
ever leac tc detrimental effects such as instability and
less i contrcel cf o the -system. The sim:lafion Tesu.lts
presentez  1n  the Iollowlng sections will illustrate these
lssues.

5.3 Computer Simulztion Resulgs

evaluated

shown

—~
“

sele

4

s
[

he performance of

by

Fig

ed to

digital

computer

simulations

Ore of them was a marginalily stable process

was

+
o

o

—

an

e piant.

A

’
/D

revealiing the merits of

an ADPCM coder in a control loop was

of the system

and

the

the ADPCM coder when

converter, they were alsc use

. 3.1. Two particular second-order examples were

‘be the contreclled plants in these simulations.

re

-

These systems were chosen beacuse in

£

)
iu

l for
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demenstrating the stability aspect o©f such a coder in a
contrcl svstem application.. The transfer functions Guz/,
Diz?d, Pozl, anéd Fezd were all simulated on a general purpose

¢iaita. computer nhavina a very long wordlength and so

internal finite wordlength effects are neglicibie. The
- ' /
randor seguence w was dqenerated from & zerc mear, unit

variliance Gauss:ian random number generator and was scaled by

*
R, to opteln a process disturbance which has the desired

varlance va.iue. The D A ccnverters 1n Flg. 3.1 were assumec

cmlv socurce 5f guantization errcr is essantially the errcrs
ircroduced oy the adaptive guant:i:zer ¢f the ADPCM coder in
~ne f{eedback locp.

* e adeptive Cuantizer usec in <ne ADPCM coaer In the
simulations heas & structure similaer ¢ that shown In
Figs., 4.7 ard 4.7,y Basica.ly, it 1s made up of a fixec

quantizer which is pre-scaled by a gain factor 1.Dik) wherg

Dik) is a scaling factor directly proportional to the

step-size AtkJ. Tne output of the 'guantizer was then

re-sca.ed by the factor D(kI!. The resuﬁting guantized signa:
g ! .

3 EN
ptively. guantized. In

s egulivalent to one which has been ad

parameter was
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With y=2 in the adaptat!ion algorithms, the scalina factor
7

DIk used ir the simulations was set up in such a way( that

, when AtKiI=A,. .,

2D0K-G 0, wher AdcKi=2AtK-1

]
x
i
)

whern A(KI=Ack-1"

2 ™ whern AtK/!=4, .

Therefcre, whenever A(k!<A,.,., the guantizer inpus wou.d be

pre-scaied by the gain factor 1 Dik! from -he a..owable se-
vea2t, 20 00,0, and the  output  ¢f the fixed guantizer

wWOLULC De re-scc.el by thne factor Dik/ from the allowab.e sgo
Ao -

. L. . - (&
Juant.izer Lnput wiulc simp.y  be applied direetlv o ke

f:xel guantizer, Th:is impliles that +he fixed Jguantizer mus:
De ST&.el In SuUTh & way that its step-size weuld pe the same

as  Ae,n, whilch s cbtainable from (3.5¢4) for a civen R

the sclution of (2.82) for a civen number of cuantizer bi-s
5 and a given guantizer loading.factor. In the simulations,
R, was sclved from (3.52) by numerical and graph: means,
as 1llustrated later, for quantizers which were Lv ang =0
;oaded and with b=3 as well as b=4. A,,, was specified by
(2.55) for an assumed worst case maximum value of an”;

7o evaluate the perfcormance of the control system 1n

Lan 8}

the simulazion, tweo cifferent perfo

3

mance indices were usel.

The first was the normalized steady-state output tracking



mean-sguare-error (MSE) similar to that in (5.10) for a wide

ranage of K, variance values. It was calcu

—
jod]
rt
8]
(o7
ez

<
[o¥]
<
D
"
o

€«
'
=

o

the sguares of 5000 consecutive samples of the steadv-stare
cutput tracking error and normalizing it with respect to the
\
process disturbance variance Ryt
E{’@{‘} 1 1 510

= — Y Lrik) = yiki]e, (5.12)
5000, . 1c0

The referencze signa. ~ in these simulations was a constarn-

unity ser-pcint !S,P,) applied tc the system at time K=(.

Thet Yis Stoois  oimply & unit  step input. Thus -he

+h
(t
3
D

periormance 27 ts sinply the performance ¢

ndex (&,
J‘

(@]
(@}

cnse of  the control svstem at steady-state

unlt  steo res

wher g.. the transien+ts due *¢ set-point changes had dies
cowrn. This rperformance car then be compared with she
pericrmance estimate from (5.10) to evaluate how well the
LDPCM Sontro.  system can match up to “his "optimun "

]
J
D
O
sl
3
]
ty

£ P
perform

o8}

nce Index used ir the performance

O
r

eva.uation was similar to (5.12) excep: that it was =
normalized with respect to Ry and the reference input was
. 4 .
POt a constent set-point. Instead, for every 100 samgling
periods, a random set-pcint values was generated by a randorm

number generator which ic wuniformly distributed over the

interval (C, pr_..). The output tracking mean-sQuare-error

was ca.cu.ated frorm



1 S10C¢

Filei] = —— Y Irtkl o yiko) (£,

for a wide rarge of Ry, values. This perfcrmance inuicator °s

tor evaluating the ransient performance of ‘he

ot
b

use !

8]
O
]
rt

rol systen for @ random set-poin:t whizn  is ranaom: v

0
-
o8}
=

ging periodically for every 10C ‘samples.
Besides the output trackina error performance indicec,
another indicator was alsc used ir the syster performan-e

eveluaticn., It was the root-mean-square (RMS) value cf +ne

centrel  signal, U,.,, and was computed by averacing the
SZuares ol 5000 consecutive samples of the centrol sigral

i
I —
- t1L0
Uom, usek! o, s, s
5000, . 14¢
~ Tezether with (5,12} and (5.13), (5.12) is & very uselil

ndex for eve.uating the benefits of applying an.APDCM coder
as an A’D :o:vertef In a contrcl sys:tem.

In the fcllowing sections, simulation resul:ts are
presentec graphically for various combinations of the ADPCM
Juantizer parameters. The results of cémputing (5.2,
(5.13)" and (5.14) ‘rom the simulation results are shown as
pcincs on the graphs and are also connected by straight line

segments. Tne steady-state performance estimates of (5. 1()

ct

are shown on the appropriate graphs as lines which are
\

[o¥

indicated by the symbol ==, | : » ‘
N :



5.3.1 ADPCM 1n a Marginally Stable Plant

The marginally stable second-order plant (Piant A) uscn
©v the simulations has a transfer function  (includ.ng
zero-order-hcold) aiven by,

L]
Yoz a - v a;
G ) = s A& —, (5.5
utz) z= bz - D;
where a.=0.048374 8% a.=0.04€78R4, h.=1.904837418, 4ar-
5.=-0.904837418. This will result in open-loop plant pc.e
lozations at  ~.=0.8048374 and Z,=1.00C. Because cI ne
cresence of the integrator pole at zo=1.000, this plarnt 1¢ &

Tvpe- ' systen -and hence ‘the clcosed-locy system will have

zerc steadv-state errcr to step reference inputs (constan:

set-points).
lagl - - £ FN N - Loz .- . o~ o . ~
The Ttransier UJnNCctlon (5, o) can De reg.l1zed N &

Girect observer cancnica. form  simi.ar to that shown Ln

ry

L.7a ard then fcrmuleted intc a state-space form
assigning the ocutpuzs cf the delay,elements as the states !

tne systen. The resultinc state-space eguation 1s given by

x(k+1 )

Lb: 04

has beer assumed that the process disturbance

where 1t
appears ‘at <+the plant input and hence [,=I. The state
transition matrices of the system are given Dy
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- - D1 ‘1

— 1dan )
¢ = | and I,=F= . (5.17)
S\b, 0 _ da : :
The plant dutput”is given by
' ; N
T yik) = X, (k) =TRgik, (5.1»51‘>

A

'where H=[1 0]. This state-space eguation can then be applied

left-hand side (

tc the Steady—gtate Kalman filter eguation to solve for the
steadv-state Gain vector L.

N

Toc sclve for the steady~state variance ratic R,, the

(el

HS)" and the ,right-hand side (RHS) c*
; v . ' . Ce :
£2¢.(3.52) must be evaluated. The LHS can be calculat

"
1))

acily' when the gquantizer loading factor and the numbbr of

(oY

cuartizer bits b are specified. For 3¢ loading, a='/2, .ar
- . T . ‘

fcr 4c loading ‘@=3/16 .in  (3.52). The RHS depends or :the

steady—sta:a‘ﬁalman filter gain L as well as the  variance

2
¥

atio R.  The steaCy-state gain L car be. evalua-ed

~
I

C

merically by computing the eigenvalues and eigenvecters,

N ‘ . o . . )
as a function ©¢f ‘R, of the Hamiltonian egquation for this

\

‘system (Franklin and Powell,»;1980): By specifying an R

.

end Piz). The gains G, énd G, in (3:52)

value, ¥ L - can
PR . -

requiré’ evaluations

of‘theucomplex integrals in [(3.43) and (3.44),'respectively.

These can be computed guite readily by a‘numerical'proceduré

described by Astrom et al. (1970). The numerical values of

‘the LHS and the RHS of (3.52) can then be plotted agains:

various values of R.as shown in Fig. 5.1. The, intersections

be calculafed and then substituted into Fiz!

/

/

7

ed quite \
, j

i

2
7
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of <the curves on the plot will yield rhe solution R,, which

\2an then be used to compute the reguired steady-state Xalman
. /,’

lter gain L. Furthermore, R, 1s also used o calculate the

rth
P

+ srep-size of the cguantizer. In the simulatlons, with a given
pal ’ ' )

loading factor and number of qQuantizer bits, A,.x wWas
calculated from (3.54) with R, obtaingd from Fig. 5.1 for
the given "conditions and an assumed maximum value of

- 3 . . ’ . .
Ry =10°. . , _ ‘ B ]
The sSteady-state optimal state ;eedback gain vector K

can be computed as a function oI the LQG weighting factor o

by seoliving. for ;he,'eigenvalues ~and éﬂgenvectcré‘of the
5 i
10

'-(\\‘ F A . .

i - . .

P10* k ‘Right-hand side of £q.(3.52)——
ce 3

RS (0 |
. 7Y =

4 F

3 [ . S

“ o, A2 Left-hond side of .Eq(3.52)

< . / 4

S b ——————— e e et TR — L e e
2 E

S o < N e
510 E T .
S E b=3

- F o

© or

$10° E :

] E 3o Loading

S F

£ . F . smme- 40 Loading

10 E ‘

v -

~ i

10—2 [ ';;_unuu ;%n’uui 01 ‘nu‘:lvfé%“uu‘ 24 nux_ﬂ::“i .‘u.uL;_l _1_15 Pl u: . ,
- =1 | AP L B .
107 10 100 407 10 10 100 10 100 10

Variance Ratio, R (R, /R.)

oy
Rl

Fig. 5.1 Graphical Solution of Eq.(3.52) for Plant A.

7
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Hamiitonian equations, similar fd thé\Kaiman filter problem,
for the optimal.cént;ol problem (Franklin and Ppyell, 1980) .
Once K 1is oélculated, together with the gaigﬁh calculated
when R, is Specified, the LQG_compensator transfer 'functidh
(3.10) wiil- &hen be specifiéd cémpletely. With this
specified LQG compehsator transfer fuﬁction, Step responses
wére simulated fér'va;ious p vaiues with R, speéified from
Fig. 5.1 for é 30 loaded and b=4 quantizér situation.
R :
Fig. 5.2 1illustrates the resulting unit step responses, at

1

the sampling instants, of Plant A in an ideal unity Zfeedback

contrcl sys:tem where there are nc guantization error and no
2.5 r N
r LQG Weighting
_ ﬁ o p=10°
o2 f n e p=10'
N CoA A
—~ P ! .0 p—‘l‘O
€3 SN s p=10®
= sl =
-+ 1
3 b }i B .
Q Fovl
+ i :
3 b
O 8
“— T r
c o .
O L
Q_ i

Fig. 5.2 Closed-Loop Unit Step Responses of Plant A
for Various LQG Weighting Factors o.



1

précess disturbance. It can be seen from Fig. 5.2 that-for
lov p weightings, the étep response 1s highly damped and
takes a relatively long time tc reach the steady—staté. For
higher o values,‘ however,. the step response 1is very
csciilatcry during the transiént and takes a relatively
shert time to reach the steadv-state. The selection of a
suitab:e p 1s determined by the allowable overshoot during

-

the transients and the time reguired to reach  the

wn
rt
1]
[4)]
Q,

[

'~state. It 1s alsc determined by the loss function

anc the allowable contrcl efforts. The loss functior

R
Ve

(3.9) will imply a larage control signal for high p values

The steadv-state perfocrmance estimate (5.10) can a.s-

be eva_uezed wher the LQG compensator Diz! is specified., The

geins G. end Gy in (5.70) are readily. obtainablé by
evaiuating the complex integrals in (5.8) and (e.¢h,
respec:ively,-‘by'the’numerical procedure mentiéned earlier.
Fig. .2 iilustrates the results of computing (8.1C) for
“varicus values of ¢ with P, specified from Fig. 5.1'for a 3c

-caded and b=4 guantizer as in Fig. 5.2. It 1s apparent from
Fié. 5.3 that with a higﬁer £ welghting, one would expect é_
lower steady-state outh£ tracking er >r from the LQG
Ednﬁrol sYstem. ~

In the following sections, steady-state output tracking
error. performances  for .varipus ADPCM parameters and

configurations are presented in graphical form as explained

earlier. e
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T T

27 J 11+D(2)G(z)| z
121=1 '

._Lf D(2)6(2) | 'dz o /

T T‘IFIIIII

a E[e;]/l?w: GC--lgn Gy

Gc, Gy, and E[e2) /R,

10-1 = " where * R:RW/R‘
g E[‘zl/hw
N G
=2
10
- 2
[ ! G(z) daz éGw
Zm 1+0(2)G(2)\ 2
©oz1=t ’
10-3 | | ‘* ol e Lo IL v
o] 1 2 3 - 4
10 10 10 10 10

LQG Weighting Factor, p

Fig. 5.3 Performance Estimate. Eq.(5.10) for Plant A
with b=4 and 30 Loading.

5.3.1.1 Performance Versus c
"Figs. 5.4 to 5.8 illustrate the steady-state control

system performance with unit step input (unity set-point

(S.P;)) for various.c‘values, selected from the allowable

set  (3.32), in the; adaptation -algorithm (3.30). The A/D
converter 1in theAsimulétiqp wés a feedback ADPCM (APDCMQ)

coder thch was 30 loaded with b=3 and b=4. M fn (3.30) was

chosen to be M=4 to.give a wide quantizer adaptation range

(48 dB) which is given by Rs=2. The LQG weghting factor p



o~y

"SIt £=g(q) 'SITE p=G(®) ‘san{es D snotriep
pue | =d 103 10113-s1enbs-uesW ajeis-—4&peaiss v°5 *btg

Y '8oUDQUN}SI(] $S$S820.d JO BOUDIIDA
LOb oL ol oL Ot oL,oL 0L, ol

0

2]DWIIS3 3dUDWIOIod o=

£=q
oO—HQ _.
01="d'S v
Buippo og H

[T TP T ]

N

Ol

ot

o
4

"3/|

9]3 'ISW Bupiopd] indinQ 8ipjS—APD8IS pazipLLLICN

" ‘©2UDQUN}SI(] $$820.44 JO SIUDIIDA
0L 0L 0L 0oL oL, 0L,0i 0,0l

MSE:mm%coEStm& -

PN

S v=q 1
oo_HQ
0'l="d'S
Buipoo o¢

ﬂj«g;g ]

Ol

3]3 *3SW Bupioo] inding éims—K'pos PaZIOLLION

o
4

"4/



's318 £=G(q)

"s31g p=q(e)

"Y ‘9oUDgUN}SI] $SS820.4d JO BIUDIIDA

0L 0L 0L 0oL oL, 0,0l 0, o0l

33 ISA SUMODJ_J_ indinQ 810}S—ApDals Paz IDLLION

Ly 91DWIS 3
- __. JOUDWI0} IS em
£=q !
,ol=d 5
1
01="d’S :
Buipoo o¢ \
5
* 0 r
<
O 5
(Q) *

*sSanTea O snotaep
pue Q| =Jd 103 10113-31enbs-uea 931e3S-4&peals g g

"bra

"y ‘8OUDQUNISI(] SSBI04Y JO OUDLIDA
Lob ol o ob o o,ol ot 0l

v=N
{ v=q
,01=d
=S

aowilsy
9IUDUIIO, I3 e ]
vy/l=2 o
/€= o
v/G=2 o Y
1=9 o .
¥/€=2> v
=2 o 3 :
v/1=2 4

anJl!ﬂq1J3111J31]I3411Jﬂd11d3111ﬂ334|!311431]],

Buipooy og 1

o

3]3 “3SW Buppoy ndinQ 8io}S-ApDalS pazipwiioN

o
Z

(P)

Ol

"4/



1

*S11d £=g(Qq) "sitg t=g(e) ‘saniea O mjoCmV
pue ,(Qi=0 10j 10114-530nDS-ur3N 931e385-4Leais 9°g *big
4 '9oUDQUNSI(] SS820.14 4O DUDLIDA "y '90UDGUN}SI(]-SS9204d JO S8DUDIIDA
oL oL 0 Ol 0L OL.0L 0,0l o Ol 0L O 0L 0L, 0L,0L 0,0l
QNSNS AR ISR N AR USSR SN USRS LISAREN UIERER : Q— 3 LatteamEn w LUMIAS S 1AM I AR S BN IS RN (LSRN ULIARES UINARER
3 GIDUWIST O uDiild, lod m=
3iDUUIST D UDUL IV i0d e . 0 B ] ~
: N g
@ N ~.
Q. v N
n | . Y
3 74
Q- S g
\‘l:llC\ -
o !
81 ToTE
O e
0oL o o v
Hﬂu v, -2 : v-q
1l (¢ u|o. . 019
o voer s " 01-as
Q- R Buipoo ) ug
3 vogoo
@ o
/=2 :
< , :
S el V\~ 2 .
3 1
as
Ll 5
q) ) v

8|3 *3SW BuxoDI| INdiND 810jS-APD3IS POZIPULIN

c
c

"/



"o

's31g £=G(q) °S3Itgd $=G(P) *SanTeA D SNOTIeA
pue .(Q(=J 1QJ 1011Fg-sienbs-uesw 931e35-4Apeais .G *big

'
xm ,meCOD\_D#m_D SS300.4 JO o9DUDLIDA ;m .meCDQ\_DA_m_Q mmm,.UO\_n_ }O ®UCDT,:U>

oL Ol oL 0L OL,0L, 0L Ob,o0l z 0l Ol oL O Ol Ob,0l Ol 0l z
ﬂf ) SAREE (ASEEE il 1 NOw w ﬂ:‘] LUUARREE (A ane (LIARED UMARNE (LUIAREE AUMLEE (LSIEE ULEARES USRS mloﬁ w
23 o o
N’ N
(¢} [¢]
Q AIDWINST AIUD U1} 19 e Q
() W
® ®
9] Q
a a
T o I
% =7 o
S S
N @ A ®
v O
_ o g 1 <
: e 7 O
Lol < ] =
! = 8 =

| : | | .o 8
5 z. 0l:-d |||||||| W

____ 2 RO 3
Buipoo o¢ ' Z N /1=> 0 Z
® N 6uippoy o¢ v,\._.uu A %%
' ™M m
: m ] m
Mﬂd|,v(. | AOA.UwL
o 55 O 5

(q) a2 (D) :

VNN



*S31d £€=g(Qq) °"S3tgd H=g(e) °"saniTea D SNOTIBp
pue ,Ql=0d 103 1011F-31enbs_uesw s3e3is-4Apesis g g "big-

"3 ‘32UDQUNYSIQ SS820.4d JO 3DUDLIDA ¥y ‘9oUDQUNYSI] $$82044 JO 3DUDLIDA
oo o000, 000 z oo ool ol oo O, Ol
i 1 R o ! WIO/. IW/ e g e )l b e LAMMRIEES Ltan , O/
Q
N v
e AOWIST ADUDWI0| IS =
IDUWNST A2UDWINIAd e w% B
Q
Q
~
;.01 ﬁ_b ., Ol
S
@ 1
O
L
=
1=
l
o
oL 8 0l
=, p-Q . o=
a R S 4 S
< 01="d'S : /1= 0
Buipbo o¢ \ H.&Jq buipoo1 og AT
o
o
0Ol W Ol
1q) %

e]] ‘IS Bunjoou| indinQ 81piS—ApDalS paz!PUoN

o}
-
(8

"4/l



rangéi from 1 to 10* so that the urit step responses of the
closed-icop system would range from very slow to very fast
{see Fio. 5,20, In the simulation |, Ry ranged from 10 * tg¢
10 in 10 4B steps. This wide range 1is very wuseful ‘or
examininc the ability of the quaﬁ:izer to adapt to different
environments. Note that when RWEﬁO‘, the syster would be
driver by & process disturbance having a variance va.ue
peyond the marximum that can be handled by the adaptive

guantizer,* Tris 1s a useful ‘est for starility wher

information. kS snowr befcre in (5.%), under su-r
ccnzitions, closec-loog -nstapility may result 1f the glans
cChia.ns unsteD_e ¢per-100f pcles. The performance ec-ima-e
tS.70 for the steady-state tracking errcr was a.sc croute:s
anc 1s showrn on Fics. .4 to 5.8 as a sireightline indica-ed
oy -,

in gZeneral, as evident from Figs. 5.4 ts 3.8, the

contrcl syster having an ADPCM A D ctonverter performs very

he control

-3

well and is robust to a wide range of Rw values.
system performance is, however, greatly affected by the

selection of ¢ in the adaptation algorizhm (3.30). With y=2

EQ.13.39) imglies that ¢21,2 for b=4 and Cc2! for b=3. Tris
s wvepified by the simulation results. As apparent fror

Figs. 5.4 to 5.6, when C is below the limiting values, the

performance greaz:tly deteriorates for low Ry values., This is

tAn..was specified from (3.54) for a maximum value of
A



a result c¢f an increase in guantization noise when ¢ is toc

y

N

low., As dlscussed before, this causes CT to be too loww ...
hence & step-size larger than the optimum value will be

uses. From the figures, when ¢ is below the limit ses by

L

(3.3%), the robustness of the svstem to R, will be lost ang

oQe

8]

hence the adaptive guantization feature of the ADPCM

‘)

wlil no:t be very effective for low R, ievels.

Comparing the figures, it is seen that when c>1/2 (p=4)

and c»' (»=I), the performance deteriorates at higher R,
va.ues. Tris llystrates the fact tha: when C is oo large,
<, will be tcc high and this will Imply a step-size sma..er
Than the optirur va.ue. As & result, slope ovegﬂoad anc
Juantizer Sseturatiis occur wore freguently. Thus the

Dericrmance 1s greatly affected. The simulation resul-s ‘-
ShEo-iguUres suzzest that C be selected tc pe  the  limitii

Va LU < 12.3%) te give +tne best corpromise betwee-

roousiness to Ry and censistency of steady-state tracking

errcr performance, These results have also shown that “hre

Se.ection of the C parameter is not very sensitive to the

cifferent LQG weighting factors. For ail p factors, the bes:
<

For P=&¢ and with ¢=1,2, except for p=10° and 1C¢, the
control system perfcrmance agrees reasonably well with the
perfermance estimate of (5.10). In all cases, the lowest MSE

.

Va.ue oCcurs when R,=1C"*. This value is the lower limie,



R, ,that can be handled by the adaptive quant:zer.t With
mn

this R, value, the quantizer 1is essential ly & Iflxed
guantizer since A,,, would pe used most of *ne time. Wnen

Ry 7¢ . 4w.. s :tic large and nence the resuitinc
guant.zZation noise wil: be increaseaqd ané Subsequer.tly trne
centire. systen performance w&ll deterliorate. On the other
nand,  when R,>10 ", the adaptive quantizer is effective and
hence wi.! inject a signa.-dependent guantization noise i-
she syster. Tnern, the adcitive guantization ncise assump- s
1€ nT o.onger valld and thus  the  linear +transfer fun--oa-
aporoach o ana-ysis bezomes ~\grcssly lnadecuate.
Furthermcre, the L)DG compensator is \deSigned with whize
system niise assumptions. Hence the con:trdller ‘g no-
. .
capar.e °f hancling tne seguentially ccerrelated cuantiza--o-
Be.S%,  wh.on arises Dbecause of the step-size adaptatic-.
wotlhotne preserce ¢f the correlatec guantization ncoise  i-
tne L2G contrcl system, the performance will genera NN
dzteriorrate  Mcrcoreyv,  'G83).  Therefcre, a discrepancy
nd the

exis.s between the ©performance of the ADPCM coder

thecretical estimate (5.10) for a nonadaptive DPCM which has

£

cr each Ry, value. One can also notize

that when R, 1s rear the maximum R value, the simulatioen
m ax

resclt deviate further away from the theoretical estimated
|
vaiues. This is the result of the more frequent occurrences

SWith M=4, which will yield an adap:ation range of about

:€ 43, the adaptive guantZzer can handle Rw values ranging
from 10° down tc 10°° when An,,, isS desigred for the assumed
R, value,



of guantizer saturation ang slope overload when R, s a:
higher values.

For D=3 and with O=1, the bess MSE also  occurs whe:
R,=10" ¢ a: which the simulaticn results agaree weil with the

marce estimate (5.10).  As mentionec  earlier, < b

'O
¢]
"o
@]
"1

(s}

adaptive quar-izer at thisg Rw i1s essentially a .y

]
1

Fuantizer nhaving a step-size of A, .. For walC SR VR

toC large  and  thug the tracking errcor becomes relatively

large., For in‘C “, the control svstenm Reriormance becing --
¥ v -

Seviarte Iror the periormance es:ima\g. Thi
\.

iatIlorn

n
1.
@
-
.

8]
4]
)
@
=3
[19]
[&)]
3
1
)
(48]
L
¥
J
(0]
3
x

.S arproaching R as we_.. wner

max
N oy ~ [0 SN 3 . - 3 3 - RPN .
-S i°Creacs:inc. This deviation is alsos otservecd o be lagrge:
om - - - -~ — Lan IS 3 .» S - - -
shen Tnat ol D=4. This shows the Glsadvantage ci the ccorsi/’
. —/"
- - - - N - - . - 4 - = o) £ — -
cuantlizacio -€5u-ting  Iror using only 3 bite cf zlar-io-er
: ; -
Wor&.encin tnat can provide onlv 4 guantizer gutout levels
~ - : X
iSee Filg, ) AS a resul:, tne adagrtive cuantizer g
~ - - - - - ~ PN
Tiver.Iintciguantizer saturario ars  s.cpe overlzai rore
< - - - . p — L. N . , = SN
citen nen ~Cehpbar LI0 tae SE2 Juaentizer el H ic How o
cite wne ompared w he O Suentizer, which has rore
.
CUrm e Y aa MAarauer- ~ar e o= ng () ~E = e =
“etbvt .eve.s. Mcrever, comparing {(a’ a o cI Figs., =4

or
Ty
Yy
i}
Kes
o))
]
E
o3}
<
wn

can be seen that the system w:

-+
O
o
m
-
¢

O
o
o
O
1Y)
~

forms the one with bH=2 bits. Thus it 1s perhaps

it quantizer to Give firer

O
"1
(03]
Fh
D
"
2
(o)
lea
)
4%}
ot
O
[
n
™
oY
87
n
NS

guantization than a b=3 bit quantyzer which will result in
. . \\

very ccarse guantizaticn., Ir gensral, one can expect tha-

With more guantizer bits in the ADDPCM coder, better <ccntrcl

1,

systenm periormance can be obtaine
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When R =10%, which is beyond the assumedﬁﬁéximum value

-

ci R, =107,. the steady-state output tracking MSE is still

bounded for both the 5=3 and b=4 guantizers.. With RW>RW )

max

the dynamic. range of the quantizer 1is not .adequate. The

. : . :
guantizer under such condition will be driven into
saturation and slope overloag, resulting in loss cf feedback

irnformation. Then, the control system 1s essentially ir an
. ’ o8 :
open-Yoop uncontrolled condition. The performance depends on

the ability of the open-loop plant to suppress the process
. . | : :
disturbance and on the stab:lity of the open-Ioop plant

H
o

pcle

9]

O

.
=

°r -xhls marginally stable Plant A, no instabilicy

O

was

bserved ' in the simulaticns when R,=10>R . The
B m a x

steady-state error is still pounded as shown in Figs. 5.¢ ¢

5.8, although it deviates from the periormance estimate

in the fclliowing simulations, ¢ will'be selected, based

e the results from Figs,

of (3.22), zrat
provide the besSt compromised tracking errcr performance. -

- ' 0

5.3.1.2 Performance Versus M
In this section,'simulation results of’the control
system for various M values with an ADPCMQ coder when p=10:

are presented. As discussed before, ¢ was chosen to be Cc="

.

for b=3 and ¢c=1/2 for b=4. The steady-state pefformance to a

unity Sgi-poiﬁi are shown 1in Fig. 5.9 for b=3 and in

Fig. 5.1C for b=4 with M vérying from C to 4. The = step-size

o - ‘ : ' Ay .
adaptation range is given by the ratio R,=2™ or R.=12M ds,

-
1)

k

to 5.8, as the limiting values

bs4 and c¢=1 for p=3, to,
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v

When M=0, the ADPCM coder simply reduces to a nonacdap:tive
Py I

DPCM coder. With R, -fixed at & specified wvalue, the
max
minimum Ry, that can be handled by the quantizer is

‘determined by the range ratio Ry for the different M values.

'

cr example, when M2, Rw 1s simply RW because this a

min ma x

nonadaptive DPCM. Wher M=1, the adaptation range is 12 dp

(t

and his will result in an Ry, ~value of about. 10%, As can
be observed from Figs. 5.9 and 5.10, a higher M wvalue wi.!l
genera’ly result in conircl system performarce which is
robuse tc & wider rahge of Rw' This range, as found from the

simu.eticn results, agrees gquite well with the range defined

by R.. As discusseé before, in a.l cases, +*he bes:

perfcrmance occurs wnen Ry 1s at the mirnimum valiue that can

be nanc.ed by the guartizer. At such an R, level, the
guantizer usec A, . most cf the time and essentially behaves

ike & fixed guarntizer., Hence the performance a: this value

(@)
e
=)
2
Q
Vo]
=
®
D
10)]

fairly well with the performance estimate ¢of

t5,72). For R, other than Ry , the performance deviates

m,n

3

from tnhe 'performance estimate. A Eiﬂ, the discrepancy is a
Y
N

ignoring the sequential correlation in the

£

result of
guantization noise as welE:;gs the - effects of quantizer
. ’ - \.A . - o .
saturationr and slope overload effects. This discrepancy is
. . B ) y .
mcre significant for bH=3 than for p=4 as a result of the
coarse guantization as discussed before. For b=4, the
performance agrees reasonably well with the theoretical
performance estimate and M=4 precvides, reiatively, the

widest range of rcbustness to R



.The RMS control signal, u,,,, as computed from (5.14)

i

is also shown in Figs. 5.9 and 5.1C. The general <“rend is
.
that when Ra is increasing, it reqguires more control effort
to suppress the effect of <the process disturbance. These
figures iilustrate that for lcw R, the control-signai 1s
g:eatly reauced when M is large. Thié is a result of the
wider range of the guantizer with higher M values.
ConséqUenE}y, better feedback information 1is available at
low R, levels and“hence hore effecfﬁve control signals will
resu.st., in the simulations, it was observed that when »o=:,
M=C,. end R =iC"*, <the RMS control signal was éssentially
zerc anc.the system dynamic. behavicur was essentially an

open-1i1c0p response  f the process disturbance arnd =h

Q]
1y

[ina}
[¢N]
T

guantization noise. The fixed guantizer in the DPCM ccde
with a step-size which was tcolarge for <his Ry value was
tnable tc detect the error  anéd hence erroneous feedback
information was used to generate the control signal. This :s
& gooc illustration c¢f the effect on the. control syster

that may be caused by inadeguate feedback information.

Besides determining the range of robustness to Rw” M

also affects the speed of step-size adaptation. Since the
number of available step-sizes is given by 2M+1 for the

algorithms (3430) and (3.33), it will take a longer time to

[N

switch from a smaller step-size to a larger step-size feor

higher M wvalues. For example, when M=4, it will reguire at

least S sampling periods to switch from Am,, to 4,,, (cr

from 4.., to A...), but for M=2, this will take oniy 5
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sampling periods. During slope overload, which may ihtroduce
large guantization errors.to the system, a long delay to
éwitch" up fromljthe lower step-sizes to vAma, may have
detrimental effects on the control systems. For open-loop
unstable systems, this may evén lead to instability.

To illustrate effects of the speed of step-size
adaptation, with different M values, dynamic responses of
the plant output and the step-size to a nonstationary
process d:isturbance are shown in Figs. 5.11 and 5.12 for M=24
'awd M;2.fron k=850 to Kk=1450 with a z;ro and non-zerc
set-pcint, réspedtively. Figs. 5.73 and £.14 are simila; Tt
Figs. £.11 and 5.12 except thét the time is from k=3 sC %c
k=3S:(. In +these figures;,:he process disturbance variance
leve. changes ‘or every 100 samgling periods as indicated oy
b on ‘;he‘ figures. It .s selected randomly from the se-
S O R R with équal probaktility. Ir generel, ac
car  be seen ??om these figu;es, the step-size adaptatich
behaQicur is determined by the wvariance of —the" process
disturbance. Wher M=4, there are.mofe step-sizes from which
tﬁetqﬁan*izer‘can select to match the Rw level, whereas for
M=2, thHere are less to choose from. SincéAmax l1s specified
with sz =10° in all cases, Am.n'for M=1 i; smaller than

that of M=2. As a result, the M=4¢ guantizer is able to adapt
1ts step-sirces to lower Ry levels than that of the M=2
Guantizer. But, with M=2, the quantizer is able to switch up

from A... to An.,, Or vice versa, in a much shorter time

than that of M=4,.



N

"Z=N (9 v "T=W(®)
*13p0D DWD4AY UB Yitm om¢_1x 01 0G8=Y Buwrl 10}
(103eTnbay) 3JUTOd-23S 0137 B pUR JdDUBQINISIQ S$S3201dg : \
Kieuotr3ejsuoN e 03 sasuodsay szi1s-dais pue 3nding juerd ﬁ_ G *bra

3 ‘ewn] % fauul]
oGl 0GEL T 06 0Gli oGOt 066 0S8 oSyl 0S¢t osa oS 0G0t 0G6 0S8
lasoaaaasadaaasasy hFFFLLIrLlrEFtL,lelrLFLELFtLF;_L 14 »ﬁL 4113 mb [T TETTEE ISV ITITE PP UEETEE SN YT SRS N TSR PRe| LLWLL\r . B
v v v v | ® v v v v A v gl 2 @
— . . Wi 7 Re} Z O
L] LELCE S X
| AL 2 U
_ — ﬂ lnN M
-z ¢ AR
. > >
N N . ) N
—m —_= v E LE
| ~ }? AN
| 4 s ANHES B
‘ 3 gLt 3
. 5 - R - 3
ma:;mmli_,oﬁzmlls%:;m%—Qu;mlT..oo_"}mlT 01 0.y pO b 00Ny lnfoo:zmiTl_o:xz'Tooﬁsa.li!,of;mlmoﬁ;m
oSyl = 0GEl _0sdl oSt 0Gol 056 0S8 oswt 067t 0szl osi (61510] 0s6
[ U S Ui VU AU U ST AU U A SO W U U SO U S ST S U U RO U S T U N U PN — citddaa s braaaaasaads s e o i caaaa s s s b aaaa i L
v v v K] v v .oﬁ v v R v v

(M)A indinQ jupid

(D)

T/\=0 =N s g ‘Buipoot o¢ * Ol=0 ozu%z -0l , CAE2 e W p=Q _?608 og¢ “.01=7 'DADJAV - G



oSl

Vi

g0 T (00 Y = 01 MY = Ty = 0 Y e 0y
06wl

|

NEBV ¢x:v.

"13p0) DWOdAY U® Y3ta 0Gl=Y O3 0S8=Y auty 10j
JUIO4d-233S 0J9Z-UON 3JuR3lsSuoc) e pue 22UeqiInNisig S$s=2201d

AieuotlelsucoN e 03 sasuodseayg 9z15-dais pue indang Juetrd ZL°G

1wy

0G¢l osal oslt oGOt 066

brL.LL»L_>tL.r».rLLF.—L,LLL[rrPLh»»L »F»»th[gh.—.ut __»FLLP.»L__

1 _éﬁjéj_égz;_ 0
|

onn osu

om@ 0G0l 066

D O A Y

Z/1=2"Z=W 'v=q ‘Buipoo’ u¢ ' OI1=0 ‘DWILAY

0s8
v
(]
c_EQIoN :G_
A
YN
¢
A
V
-7
?_ e
_ N
XOW - __TVN W
_ 3
5
moh .
068
¢S

d

LD

Halofle

N
1

Gl

o/

oGl

=$;

oGvl

"bra
- o tawy \
0691 0GZi 06l 0Gol 066 068
,n;..ph.-»>>->¢>>\..,‘.v.¢_. ,,@.A._..>»0»,»»,»,,,0»»_ |SQ!
- ) Ut QN [§]
| W K
I " . i ]
‘_; | , R~
- ) . N
LIy, _ __ y. £ i AL
i Hopl : i — ¥
| AN S
| | | : LS
y Pl X
— I BN
LI
| oz [
. DWW - g7 3
s =
Matbe OGN 0 MY = 0 e 01 MY = 01— 01
0G¢! 0Gcl oGl 0G0l 066 0G8
P N e S ST I Dy .
v v v } v v LS
| o
B
_ _g a
| ) IRt
| e ..\zni\,{({(ﬁj‘?,ﬂéJ\~,_(3s>(>\<,?}\<(\<.(,<1 s ‘v.k | l t G
C AR O
N ~ o -l
a ‘ | o
h P g
L <
' N
(D) NS
!
¢ Gl
. t
Z/1=9 'p= ‘r=q ‘Buipooy og ' o= ‘DWIHAV ' oc
C



TCEN(Q) TE=p(R)

"19p0) CWO4A¥ uU®' YITM 0GEE=Y O3 .0GEC=Y BuwlL 103

(103eTNHAY) 3IUTO4-18S 0137 B pUB BIUPQINISII SS2D014
mxmcoﬁumumcoz e Ou sasuodsay sz15-da3s pue indinQ ueld g€ ° g bty

Y ‘el Y ‘Ll
0G6E  * 068¢ 06/¢€ D59¢ 066§ 0SYS  0S§§ 0G6¢ 0G8¢ 064§ 069¢ 066¢ 0SS 0Se¢§
F O N O O I O S O R S S R S A A S _::.,_....»::.J w I O I T A U I S S A S A SR S G AN U U S S R w
v v T v v v 7 v v ﬁ '
T ceer iy
_ 2 1% A 2w
| . _ N _ el N
| N? — R
I | L i 7 L
\ TN . ! —~
| il _ [5& IS
: E it/ 2 s
g ¥ O LT I o
3 E xowg | 973
a 3
~ A A ~ &£ ’
. R . SN o ¥ e Y ey ¥~ 0Ty 5 00 Mk 0 M = MY 01 =M = 0 — o™
RISNY 0G8¢ 05/¢ on@n 0GG¢ 0Gve 0See 056¢ ~ 0GBS 06/¢ 059¢ ‘06G¢§ oSl s 065§
. F D e e e . . R S S P T T R !
v v 9 v v v ot v v v v v . 9 Oi
L[4 , ﬁ '
H ! .
Tl o)
L 3
(. O
| ,
S e b ;Z,ﬁ_.,éié _ _.(_; ,,,,,,,,,,,, 0T
C
i ~<
T~
X
(L) g
Z/1=2 '¢=NW 'y=q ‘Buipoo’ o¢ ‘ o1=7 "DWIHAY ol Z/1=2 'v=W 'v=q ‘Buipoo ag¢ ' o= ‘DNIJAV S o



"3

TCEN(T) =N (E)

. "19P0) OWDOdAdY¥ U® Y3Ilm 0S6E£=Y O3 (GEL=Y Wt 10}
1UT10d-39S 0J13Z-UON 3UBISUO) P pue S0UPQIN3IS I SSSD01L
£leuot3ielSUON B 031 sasucdsay 9zt1s-dais pue indino uerd g *brg .
% ‘ewl| e M B .
0G6¢ 058¢ 0S.§ 059¢ 06G¢ 0Gr¢  0G%§ 0GhY 058§ 05/ 069¢ 066§ 0Srs™ 0556
- e O T I S H T T O S w :,‘»,_.,w,_h,h.:,,.,.,»,,_..,..,»L...,..n.>.,,,,,_:_>._.>,
v v 7 S v S v v v v ¢ .,oN 2
‘1#\ I u :ﬁ %.4 _ﬂ;:‘ﬂ-_ ) EEd.N,M
: Cob
M , iy A% ,_ , 2 U
! , N ‘
| ~ ® , < N
W . 2t - ! | Pl s
_ | | _ | > JLin Ll Lo
{ . N ~ i il N
il & S X
LT g i -
D S0
. 3 ‘ wowg ¥ 3
3 3
C e THE L T e Je T e T e e MYy e TR R T R . T e RIS (0 —= 0 P = M
BN DGRT T 0G/¢ 0Ga¢ (GG¢ o5t¢ 05%¢ UGET 0GRS 0G/¢ 059¢ 0659 OGYe 065 ¢
q Q.mqm,.ﬂ ».;r@ ......... c 0 L c o ,,,,,, ,.c ,ﬂ:
Ol
I
0 o |
5
- _
&) T
G JMOY .‘,, ,,,r i
- A AP KT RN | - s
} 3 . [
t ~ .
- TN f
L3 |
' (0) k
; Gl
/179 ‘7=W ‘=9 ‘Buipoor ng .NO_HQ ‘DNDLAY . cl . Ul W e tBuipoon og ,No_nl ‘DND4aY . 0¢



At time k=900, S Ry changes from 10’ to a much smaller
value cf 10 ‘., As can be observed from Figs. 5.11 and 5.2,
with M=4, it takes a much longer time (about 60 samples and
30 samples, respectively) to switch from the higher
step-size (near An,.) to the mcre soltatie, Lowers step-sizes
{near A, .) when compared with =hat required by <the  system
with M=2 (about 0 samples). Furthermore, during the
transition from R,=10° o 10°* at k=900, the dynamic

behaviour ~ with M=i <for the zero and non-zerd set-point

s.tuations are quite different, In Fia. 5.'1a, durirgy Kk=G¢C0

e about k=340, the regulatcr syvstem experienced a
¢

distursance, which 1s reflected from <the r©lant ocutput,

caused by a ccmoinaticon ¢f lar3e cuantization error and ohe

existenze C°f limit cycles. Conseguently, erroneous feedback

also Dbecomes errsneous and thus  results N iCSS of
clcsed-loop contrc.. Ther, after about k=84, the gquant:izer

samp.es. In Fi13. 5.'2a, during tne same period of time, such
a disturbance &id not occur. Startinag fxr:~ apout k=900, the

quantizer was able to switch down td the lower step-sizes 1in
about 30 samples. Limit cycles were not observed £for this
~case. In contrast to the assurption that -8 1s independent cf
the set-point r, the dynamic behaviour of the prediction
error and hence the guantizer adaptation tehaviour, as
opserved frcom this simulation result, can be affected by the

externa.ly applied reference input. This illustrates the
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quacy c¢f linear transfer function approach of analysis

has 1anored th effects of the

o2}

adaptive gquantizer

the
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rmore, analvsis e
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1

he step-size A. The adaptive

never switch down to the more suitable lower

sizes during this period of time. This again

the nonlinear effects of the adaptive guantizer

e contrcl svstem, which may be detrimental to  the
T perficrmance. Before R, changed from 1Q® toc 10°° a-
G, the syster might have a-ready béen experiencing a

predicticn  error since R, was large. This might leacd

&
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ge guantization errer., After K=34(0 when R, changed
: L 4

the system was not able to respond to this larae

R, guickly encugh and hence the predicticn error

s the cuantization er remained

[

or

sequential correlation in the

uanItizer was no-  able o

e

continuesZ to behave as i were be:in

system

()

-
\.

by & large process disturbance. The result was 1oss
CseZ-iC0p control and ‘hence the Ssystem OutDUT was a.sc
ez as can be orserved frorm Figs., S.713a ard 5.4a.
nooFig. 5,13k, durinz the same period ¢f time, -ne
.5 experienced limit cycles similar tc tha:s cf M=l
-asted only Iocr about 30 samples. After apout K=344°
GrTive Zuantizer wos afle o oswiich down -o tne lower
izes and 1imit Syc.es no _onger existed. In Flg. B.0ir
he set-pcint is ncon-zero, during the Samé period cof
nC oLImIt cvCies exlsted and the Quantizer was akle <o
cown te the lower step-sizes after K=340C. This again
rates tne nonlinear effects cf the adap:tive guantizer,
ing 1n guantizer behaviour which may be affected by
t-point,
fter k=38C0 when R, changed from 1C' to 0", the
in Fig. 5.73a aca.n experienced limit cycle for abou:
ples before it was able to switch to the lower
izes. But for the other systems in Figs. §.13a, 5.14a,
<, nc limit cycles existed during this period cf
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Signals. Basing ¢n the observations from Figs. &,

‘i
IEal

-

.the results ir Figs. ©,71 to 5.14, one can observe
ever limit cvcles occur,. the plant ouiput response

affected and 1s agenerally scme sort of an open-1ioog

as & resu.t of lcss of the appropriate scontro.
Furthermeore, limit cycles in contrcl svstems aro

very undesirarie since they can causSe the con-r-.

€S tC wear our rap:dly and the control 'nefiy sper.-
mit cycles 1s wasted without prbducing usefy:

el

-e 1 agciizaticrh where the process dis:urban-e
arrupt.y and Ireguently from a very large v+ variance
¢ very smc.. one, Lcwer M values are more effec-ive
:
ttugtion., 0 tnhe  other haend, - if 4 stationary
Jisturdance  ls  expected, a nigher M will pe rore
€.nle 1T Zan provide a relatively wider range o

5 tC RW, Tnus, the pest chcoice of M would be ors
ds the bes: corgrinise betweern adaptation speec ar:
cf robustness o R

K v

“5.3.1.3 Performance Comparison of ADPCMQ and ADPCMF Coders

'

= .

=

ety

erforman
ADPCM (A
loading f

well as b

From

o
(\<
)
0

igs. 5.5 and 5.'€ illpstrate the contrecl syster
p .
Ce tc a.unit step reierence inpu: with feedforwar=s

DPCMF) " and ADPCMQ coders for different quantizer

ac-irs (30 and 4o0) with p='0° and M=4 using b=3 gas
=< guantizers.
thése figures, it is apparent that ADPCMF -oders

supericr formance tc that of the ADPCMD co

e}
¢
1
(),
o
't
)
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although the  improvement -in performance is not very

significant excep:t at higher R, levels. It can alsc be

AR
< 4

observed that a more conservative 4¢ loaded gquantizer w?

lead slightly inferior performance to that of a 30 loaded
> '

guant:izer except for va10‘ﬁbeyond:the'assumed max1lmum value

of R, =10". The RMS cgntrol signals are essentially the

max

same for ADPCMF and ADPCMQ coders as well as for 30 and 4o

. L . B .
The improvement in performance of an ADPCMF coder is =

resu.t ci lts structure. Since the most current information
lsee - (2.23}) 0f the aquantizer lnput 1s used in - the

sdaptaticon, the guantizer can make step-size adjustment more
. "y \ .
E :
apidly than can the feedback ADPCM coder which uses s

S PO 2 . - : . : o
‘elayes (° .sampie) versior of the Quantizer output

)
nicrmation  (see (3.3(0)). Phis is especially imporzant at
lgh R, levels csince by makinc more up-to-date step-size
.. ; : . . ' ot .
tejusctments, tre chances of develcping slope overloal and
idantizer saturation will be reduecd. This benefit is

-

vident from Figs. 5.1 and 5.16 which show -that' the

n

s

er fomance 1mprovement is more significant with ADPCMF

oders for b=4., For b=3, the ADPCMF coder can -improve the

4

erformance for higher R, levels but is still unable _to

voiév the resﬁlts ‘0of the coarse quantization step-size
ffect angd hence the performance -still deviates. from the
»erforménte es:imate. For b=4, however, the performance'of
he contrcl system with ADPCMF agrees guite well with the

erformance estimate over a wide dynamic range of Ry levels

Ty



as given by the ratio R..

Dynamic responses to a nonstationary process
diéturbanCe similar to tﬁose of Figs. 5.7%1 to 5.14 were alsc
simulated and the results are shown in Fiés. 5.17 and 5.18
for zero and non-zero set-points, regpectively, for an M=4,
b=4, and 30 loaded gquantizer. As apparent from thése
figqures, the undésirable limit cycle effects that occurred
in the previous cases did not exist in the ADPCMF systems

£

for both the regulator and non-zero set-pcint responses from

K=90C. tc k=1000, from K=3400 tc k=3507, and from k=38gg “c

k=3500. Thls illustrates the benefit of using the curren:

"~

cuantizer input information for step-size adaptation rather

ct
-
o))
3
ot
ja
D
O

ne-sample delay quantized information.
Ir. ceneral; ADPCMF coder can provide better. performance
A ' .
thar car an RDPCM] coder. However, the implementation cf an

ADPCMF coder reguires extra complex hardware as compared

T

with the simpler ADPCMQ  coder hardwar reguiremen:.
Therefore, befcre deciding which coder to be‘used, one must
consider the trade-off ‘between system performante and the
ihardware complexityf Nevertheless, in light of the ability
to avoid limit cycle effects, ADPCMF coders may - be
preferrable 1in applications where a nonstationary process
disturbance '1s to be expected.
1 ’ .

5.3.2 Pérforhénce Comparisoné of ADPCM Coders and Fixed A/D

~Caonverters
g &

L
3 I
n_"!
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v

This section presents comparisons cf contrpl
performance of systems with an ADPCM coder with that of
systems with a fixed A/D converter having the same numbef cf
cits (b=4). As in many coﬁventional digital control
configurations, the fixed A’D converter is placed in the
forward path of'a‘unity feedback control sysﬁem. »Thereﬁore,
instead of guantizing the éctual’ piant output feedba:k
signal, the tracking error at the reference input will be
quantized’ and coded into digital information to Ee applied
Te the ceontreller Diz),

wWitr the fixed A/D in the forward path, it caﬁ be shownr
:h;£ the steacdy-state MSE c¢f the trackiﬁg error at the

reference Input 1s given bv the same eguation (5.7) which ‘s

ot
[N

the cutput -racking MSE wher. & fixed guarntizer is in the

feedbaci

3
m
ot
oY
O
t

>f  the control system. Normalizing this
eguetior as befcre, one car then obtain the same form of
ncrmalized MSE as givén by (5.‘O);.This information can ‘ther
be usec in scaling the fixed quantizer and is readil.
ocbtainable by specifying the Kalman filter gain vector L and
the LOG state feedback gain vector K and computing (5.10)
numeriﬁally " as before in the ADPCM system. Since a
comparison between the ADPCM and the Ffixed A/D systems is
needec, therefore, the same parameters R., K, and'L will be
used- in caléulating the fixed .A/D scaling. Im  the
similation, a conservative 30 loading factor is chosen for a
D=4 guantizer. The full scale range, V

rsr ©Of  the fixegd

guantizer - is selected to be the  maximum of



méX{hma!L/EJkW;a;[E[eé]/RW]} with E[{e?l/R, obtained frgm

. - - . . /. . .
Fig./~545 and Np.. being the maximum set-point value. R,

m a

is chesen to be the same as before in the ADPCM system. IMp.,

1s selected .to be 10 1in the simulations. The step-size can

-

then be determined from A=V, g /2°"

1

once V.s 15 determined.

5.3.2.1 Steady-State Track: g Performance /
The steady-state tracCring error peféormance are shown

.2 fer various wvaluess 0of p. In  <the

[NEY

(63}

in Fﬂgs. £.'¢ o

4]

lmuletions, for p=1 tC 10, Vs 1s given - Dy

S’RW LElel] R, anc for ¢=307 o 10, V.o is given by,
manx . .
MNe,.. Thus, <for the latter cases, the guantlizer scaling is

more ccnservative than that ¢f the former cases. The resu.ts

I Figs. £.°'2 tc  5.2¢4 suggest that the AD?CMF coder
Jenerzlly yviel.ds the besi ZIONIroL  System peifcrnance o
terms ¢I  rctustness te A, and gooé agreemenrt to the
pericrmance eczimaze (3.12)., Tre figures aisc show thé:

s

systems with ADPCMF coders reguire, relatively, the least

amcunt c¢i RMS conctrol efforts. The performance of ADPCMZ

O

- : 5 .o . ~ ‘ -
coders 1s only siightly inferior to that of ADPCMF coders

except when p=i0* and . 10* where the difference = in

2

perfcrmance 1s more significant. The fixed A/D converter cah
A
match to the performance of the ADPCM coders only at R,=10°

'
which 15 the designed value for the quantizer scaling
facter. For R, other than mea‘, the fixed.A/D conveéter is
no: akle to maintain a robust control performance to the

different process disturbance variances. Furthermore, a

higher RMS «control signal 1is reguired when compared with
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that for the ADPCM coders. Therefore the *otgal Test, oo tne

loss function, for the control systen wi.ll be higher wi

rt
-

}
&
o8
120

fixed qugPyizer. This shows the advantage of an ADPCM

azie of reducinc the contro! signal, esper.al.v

'

the Contr . signal is essentia. .«

‘
™
"
o]
o+
X
>
b
3

zerc Zor the fixed A'D converter system. The L.ant outpur ¢

essentially an open-locp response  to the procesce
cisturbance. This is a result ©f the logg of teelbnac«
-hLormatien wher tne guantlizer step-size s toc ~arce s

the  trafkinc error, act +tnils st‘Rw value, ¢ be Zetec:ted 2
:ﬁelk J converter. AS & resu.t, errcneous Tontrel sigcnagl Ll
cenerates Irom the contrceller and  thus resc.Ts Ina

essentilally cpen-loop resparse. This situs*ior Glwavs cacvses
~:fit Tyt.es with open-loop unstable plants (Moreoneyw, "S85
meTle L1t Jemonstrates that a fived A D .converter whi-o- nes
peer sta.ez fcr a particular Rw evel will e war,

ireffective when it is applied :o other R, levels,
Tor .ow LQG weightings (p=1 to 10¢), the zontral svs-e
)

performance for ADPCM coders agree reascnacly well with she

o]
1]
"y

"
(o]
~
3
e8]
]
8]
4]
[49]
wn
«
¥
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o

A

o
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O
~
si)
¥
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]
At
¥}
3

[t
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O
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o)
b3
b
[4°]
«

#r]
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n

speciilecd by R, (about 50 dB for M=4). The RMS contr

1)
s-gha. :s much smaller than that reguired by the fixed A o

wn
s
wn

ter for low Ry ~evels., Even at RW=1O‘, ‘which is pevons
“he maximum allowable wvalue of Rw =10° the ADPCM

pericrmance 1s supericr tc tha:t of the fixed A D ccnverser,
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For highég LQG weightings“§§F103, and T§7), the control
: ' T : : ¢
system periarmance of the ADPCMF coder still agrees

reasonably well with the ‘performance estimate within the

. . ‘ \\
speci1fied range of R

w: For ;hewADPCMQ coder, @pwever, the

performance deteriorates significantly. Thisgis because of

the high gain of the LOG compensator when p is very high. &s

-

can be seen from Fig, 5.3, as p isvincreasing, the gain Gc-

is also fncreasing ThlS 1ndlcates ‘thatfas the LQG ‘welghti

@

is ihcrea51nc tne control systemgbecomes more sen51t1ve to

the guantization e:ror;_;he errors 1nL~odu”ed by ﬁuong‘éér
\-safura:ién and 'slope oyefloadp which Qécur moref‘oftenv in.
ADPCML sYstems than“ in9 ADPCMF %ystéms, will then have &
signifjcant ef ect on the'ccntrol syétem performaﬂce when ¢
vis ge:iiﬁg rhigher. Another ﬁosgible cause of‘this phenémenon
i5<the-limit cycle effects which have been obser&ed' in

ADPCMY  coders blt not in ADPCME coders (see’Figs. 5.13 and

= . o : ‘ T . L -

S.7%). When the systenm ‘5 driven into limit cyciles, the
L Y .

contrel ‘sys:em,g ﬁggfo*mance will then 'deteriorate

sigrificantly sihce 1t is essentially an cpen-loop response.’

In all cases in Figs. 5.19 t0"5f23, ADPCMF performs

better than ADPCMQ and r;qgifes less amount of control
effort in the control SyStem._‘Henéé, the total cost for
systems with ADPCMF coders will be lower than-the cost for
ﬁﬁ SYSTems with ADPCMJ or fixed A/D converteif

inall}, the steady-state perfomance; are summarlzed 1n

'Figs. 5.24, 5.25, and 5.26 for fixed K/D converter, ADPCMQ

toder, and ARPCMF codery, respectively, for the various 0

Pl

» . @x
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o

I
5

.v!,
. . Y .
factors. As can be observed from these figures, the required

steady-state RMS control  efforts also increase for

t

increasing R,,. indicating that more control energy is
required " to suppress the more noisy and exciting process

disturbance. On the contrary, the control signal required by

the fixed A/D system 1is relatively insensitive to the R,,

levels., This 1llustrztes the ineffectiveness of a fixed A/D

converter which has been staled to a particular R, va%ue but

used in a wide range of R, levels. The resulting total] cost

W

w21l be unnecessar:ly nigh, especially at low R levels.

Comparing the steady-state tracking error erfoermance,
e ° 3

1
I}
L3
wn
Ve
D
3
D
[a
™
[€p]
m

12y true that with higher ¢ factors, the MS

tt

ol
Ie!

will have & lower value. For the fixed A/D converter,

5D

~lowasty MSE wvalue for each p agrees guite well with the

P

s +the

n
ct
(D
<
ol
-
>
[19]

perfcrmance estim erly et R,=10° which

designed sca.ing vaiue. For KR, other than this maximum
value, the performance will dQe-ericrate., Fcr the ADPCN

coders, +the performance agrees reasonably well with the
. C

performance estima-e except for ADPCM)D coder at high ¢

r’; ’ v‘ :

values. This range of robustness also agrees well with that

]

limited by Rs. Thus, 'in general, it can be concluded that an

ADPCM coder performs much better than a fixed A/D converter

@

having the same number of quantizer bits b.
5.3.2.2 Transient Performance Comparisons

This section presents simulation . results of the
iong-term mean sQuare tracking error ds computed from (5.13)

when the reference input is a series of random set-point:

»
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changes for fixed A/D converters and ADPCM COderé. For every
i00 samples, the set-point 1is randomly selected from a
uniform random number generator distributed {ﬁ the 1interval
(0,Pma.) with rn.,=10.

Figs. 5.27 to 5.29 illustrate the simulated "dynamic
réSpoﬁses ¢f "the contrel systém with random -set-point
changes and a stationary process disturbance. The time a-*
which the sét—point 1s changed is indicéted by A ‘bn the
ciagrams. Comparing these figures, it is evident that the
pehaviour «c¢f the adaptive quantizer is not affected by the
refergé:e set-point: values., Instead, , the step-size
adép:a:icn behaviour is determined by the powér level of the
‘process Zlsturbance. Fig. 5.27 illustrates that the mediar
s-ep-size, SelecteéJ by  the . guantizer when Ry=10"", has a
value of abous 28, ... For Ry=1, Fig. 5.28 suggests a median
step-size value which ié' between 2'A..., and 2°A4A.. ..
Fig. 5.29tsugge5ts“a median value which is between 2%A, .,
gnd“?ﬁam,n when RW;WO. Thus it can be seen tﬁat the acdaptive
quantizer is capable of seeking 2 step-size which 1is the
most suitable for_the current Rv,levéﬂ.,Figg. 5.30 to 5.34
present the output tracking MSE, for b=4 and various vélues'
iof p ftactors, when the control system is subject to random
step 1nputs and a stationary process) disturance. This
results 1n a performance indicator which also includes the
transient effects. Comparing fhese figures, it can be seen

that the ADPCM codetrs perform significantly better than the

fixed A/D converter in general. There is also a significan®
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saving in the RMS | ontrol efforts with ADPCM cocers compared
with that reguired by the fixed A/D system. In all cases,

.- for low Pw“leﬁels (from 10-* to about 1), the mean sQuare

4

tracking error is rather insensitive to the 1ncrea51ng R
values. This 1nd1cates the tracklng error 1is l1@1ted by the

transient ’e:fe;:s of the control system when R, is low.

v = A
Statrting - from R,=1C, the - tracking error increases

significantly as Ry is increasing. This illustrates that the

values becomes

-

effect of process disturbance at these Ry

a

more significant to the contrcl system and hence affects the

corntrol 'performance. The RMS control = ‘signal - behaves
. . : : ‘ W _ o
similarly for low R, and also increases when i%t becomes

iarge. The fixed A/D performance mazches tc tha: c¢f <the

&

ADPCM * coders onlv at R,=710°, which is the assumed maximur
value used to scale the fixed quantimer. For other R,, the

-
|

fixeé_'A/D' performance is ‘inferior to - that of the ADPCM

rh

coders excep"'*.Rb;10‘.

W or p=10°> and 10¢. At tris 'LOG

weighting, :the gquantiz

[14]
"~

uses a very conservative Scaling

fac tor and noncé it.results in better performance.

Fop trls random step input response the difference
between"fhe performance of ADPCMQ and ADPCMF is -almost
unnotlceable. ADPCMF, fhowevér,_‘Still performs better for

- - , ‘
hlgh R, and hlgh p factors, although the difference ‘is .

. minute.  4n, generél,':ﬁhe robustness to R, is a desirable

featuse provided’by the ADPCM coders; They can reduce_ not.

-

niy the -.output tracklng ‘error but also the expéno1tu e of-

-

the control effcrts;'Thg resul 1ng toral cost for tbbanQG
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contrel system with ADPCM coders will hence be reduced ahd
will be less than. that of the system with a fixeaNA/D
cdhverter.y ’ o,

Tﬁe .“simulation regu;ts. in tHis section are also
summarized in ?igs. 5.35, 5.36 and 5.37 for the fixed A/D
céhvertef, ‘the  ADPCMQ  coder, and the ADPCMF coder,
respectively, for vérious p factors. These figures -

illustrate again that witk rrigher o weightings, a higher
control effort . would jbe\?hecessary. However, the output.
. L ‘ ) '

tracking MSE does net necessarily decrease when p- is
A} " '

} T - o ' .
increasing for low Ry, levels from 10°+¢ to apout 1. From <he
h '}b‘ ' . > N »
diagrams, it can be observed that for this low range of R,
the MSE decreases as p increases from 1 to 10* but ‘then

P . PN

.4
o}
0
&t

€ases when o increases from 10° to 10¢. This is a resul-

of the highly'dscillthby transient responses for the high ¢
' . 3 .
systems. When R, is above 1, the tracking error then

8- . C - L -
dezreases for Increasing p. Figs. 5.3

(94

to 5.37 suggest thas

-

p=10% will provide the best compromise between the transient

x

benawiour and the time reguirecd to reach the Steacy-stare.

L

S 1
&

5;3.3é§DPCM'inAan,UnstabIe Plant

The unstablélsecond-ordef pfant (Plant B) used in this

.

simulation has a  transfer - function (including
Azero—orde7-hold) - ‘given similarly " by (5.15), ° with

@1=0.007008361, &;=0.001008361, b,=2.1008361, and b,=-1.000,

This will result . -in opeh4faop plant ‘poLe3.10cations._at
Z2,=%.371542, - which . is anwun§tabléhpcley;gh&*ﬁ%ﬁo;728894]:' -
' ' A SR e e T
e " o *

P

.d
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For this Type-0 system, a non-zerc steady-state error to
step input will result. Thus, to reduce this tc a zero

steady-state error, an offset compensation control term must

.

alsd be included. This is calculated from (A.B)(or (B.7) and
can be shown to be uUe=riil- D; /lay+a; ). Realizing the
transfer function in a direct observer canhonical fo 'm, . as

befcre, " and formalizing it into a. stata-igfée eauat*ow

similar tc (5.16), (5.17), and (5.18), the steady-state

Kalman filter gain L and the optimal state feedback control

Fig. £.3¢ shows  the simulated cleosed-lbop unit ster

responses c¢f the unstable system for various LQG weightings,
£. From Fig. £.3%, the transient response for p=1(0* spers - to

give the best compromise betweeh the overshoot and the time

to reach steady-sgtate. Hence, the fcllowirg simulations will
be limited to thiis LQG facto?’only.'The maximum allowable R,

“1ue 3 10 - ,
value is assumed to be meaxf10 . B éﬁ*
' N . y o < ; //,
5£3.3.1 Performance Versus c ™ l
. i .
Fig. 5.40 1illustrates %he simulation results , of
(" ‘7 N .

Plant B to a gnit step input for various ¢ vallUes with p=10*

and a b=4, M=4, and 30 loaded ADPCMQ coder. This diagram

a}?
also shows that the selec*low ox~€”ca crucilai to the

v‘:. Lad ‘h £ - e \» . A . B -
performance ,o0f the control *gu.arly, when C is



Y
-

7
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chesen tc be 372 and 7 4, instability (as indicated by T)

occurs for R, Rw =10", This illu ustrates when ¢ is too
anx i

targe, C, i1 be too high, resul g in a §@%ﬁ §1‘b which

1s smaller than the optimum value., Conseguently, the

quantlizer is driver into saturation ané slope overload very

4

freguently. Fcr this open-loog uns:able plant, the effec:s
¢i these unbounded errors on thé @nt*oW sys em result ir

’,W &4
instablility as demonstrated in Flgﬁ%S 40, As can be observed

from this- figure, ¢ should @be chcsen to be ¢=1,2, as
clscussel before, o  obtain %be best compromise Detweer

and agregmenht to the performance esrtima-e.

o R

wner. C=1 2, the steady-staie MSE aagrées reaso“au‘; well wion

W
071, This is the conseguence of the effeccs of guantizer
saturatitn  and slcpe  overload, which occur freguenzly fcov
. ‘ 2 >
B N U; i
rign R, levels, on the contrcl systerm This resu.t ¥

3

illustrates the importance cf g prcper cnoice c¢f  the
acdagzaticn threshold parameter in the step-size adaptation
a.gcrithn. 1. the folloulng simulations, ¢ will be choser
from the limiting value of (3.39).

5.3.3.2 Steady-State Performance Comparisons - .

Fig. £.41 illustrates the comparisons of steady—stag&_

tracking. error for Plant B with a fixed A/D converter, a
ADPCMD coder, and an ADPCMF cbder in the control loop. The
: fixed A/D is scaied by the prgéedure as ciscussed before.
=10 an:‘.RW =10,V

N 3 - ~ = ~ 3
rs 15 selected to be V, =r.,, and

the Guantizer is scaled very -conser vatrively, The
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resclt in Fig. 5.41 indicates the robus:tness of the ADPCM
coders to the Rw/levels. It also demeonstrates thet the fixed

# D s wvery ineffective when applied to a wide range of R

values. The control signal 1is rather insensitive to the

increase 1n Rw’ Furthermore, for the ADPCM coders, the
contrel sicna. iS5 alsc greatly reduced tc a muchk lower value
e

than that of the fixed AD converter. This also shows that

ADPCM coders can reduce the total cost, of the 'LOG control
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" cown o about '), The contrcl signal s alsc lower ‘har
trat 2f RDEIMD for R »'(. Even at high RW levels (RW=‘C‘ and
07", the perficrmance Is improved from that cf the ADPCIM]
cuder at the same R, valiues, showinc the advantage <¢f :he

f better contrcl systern perfcormance (s desirable, ADPCMF s

\

nighly recommendec.
The systems with ADPCMF and ADPCMQ coders experienced,
@}
however, an instability  when R.>R., as indicated :in

m a x

Fig. 5.471 by T. For ADPCMQ, instability occurred when
R =1.2x1C® at about Kk=2060. At that time the systen

experlenced a large disturbance, as shown in Fig. 5.42a,
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L

tfacking' er:or« as well as the control 51gnal For loy
the sav~ng in control effo is tremehdous {about 100%) ancé’
the MSE is also.greatly reduced. As a result, ADPCM codersd

can vield & total cost much lower than that of the fixed a/D-
converters,

‘

\“ )

J ‘

Summary ., - e o 3
- - , S

In  this chabter, - an " approx1mate steady-state

5.4

[}

S
"
1

‘pe rforman e analvszs has been car*leo out and a  steady-state:

\\ gmr tormance’  index  in terms -° ¢ci.  the - output, tralking

\

Mean-SQuare-error has also beel _obtained. ,Whe' sta b111

*

issue of an  ADPCM coéer‘ in a contrdl loop has also beern

o))

ciscyssed brieflv. It is concluded that there is always
oo Y : |
bill ©f instabllity when such & codor 1s app

the contrel ¢f ar open-loop ul ggab e pl aﬁ\” as a resu

e
-
(o]
or

e

(@]

+ o)
< 197

[N
th

The large unbgunded error intro uced by ouant*zer sa*u*at or
and 'sLlope cverliced. Digital com“uter simulation resuits are

N -

cregentea  for unit stép as well as.random step reference
inputs and the resulting performances are compared with <the
values cbtained from the theoretical analysis. The results

have iodicgted the superiority ' of an ADPCM coder when

. o

compared - with a fixed A/D having. the same number of
‘guantizer bits. An ADPCM coder is wery effective in reduc1nc
“the output trac klng error and the control signals. Thus the"
total cost of the LQG system can also be reduced; Limit
cycle effects have been observed in the simulacioos for

ADPCMQ coders under certain conditions. This demonstrates
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the highly .nonlinear effects of the _adaptive quantizer'.inf
the control locp.-Under the same conditions, an ADPCMF coder

can avert from the limit cy le effects which occur in the

~

_ADPCMQ system. This demonstrates the advantage of the ADPCMF

coder which uses the most current information to update its

step-sizes. Thus ADPCMF coders may be preferrable in many

applications even if it may require more complicated
hardware - components. The . simulation results have
demonstrated the occurrence of instability,  fcr the

open-loop wunstable plant, wher the quartizer is driven ou:

- . 5.
~ . 4 - . A . ’ [ . .
ci its desitgned .range. This 1illustrates the detrrmentalkp
. g : ‘ A ba o
‘effects that can be caused 4py inadeguate feedback

] / .
information. As & conclusjon, it is found that ADPCM coders,
,./‘ L ‘ j / /
ADPCMF cocers :h particular, provide the best performanrce® in
cerms ¢f robustness o 'R“ﬂ general /agreement tc t he
/ .

perfcrmance estimate-. obtained from the simplified

thecretical arnalysis, and its ability to reduce the RMS

-

contrc® effort. /



Chapiar 6

CONCLUSIONS? S

6.1 Shmmary.and-Conélusions
. .

The purpose of this thesis is to study the benefits
that can result from.an ADPCM coder, when useé as an A.D
converter, 1n a digitad. feedback control system in terms of °

dvnamic range extension and guantization noise reduction

[}

wher A’D wordler~' s limiteg,.
' »- N

Riter a-brief review of di:.crential encoding and ADPCM
cocers in waveform communication,  the configuration of s

» B . ;

. N : ’ . X .
Contro. system having an ADPCM coder in the feedback logr
‘ AR €

; - ) ‘ : o v

was ther presented., An LOG apprcach cof compensator desigr

was se.ected for this contrcl system because ‘cof  its manv

man - filter was choser

[

eatures. A steady-state HKa
tC be the ADPCM predictor becuase it is capatie of yieldin:
, : . A

optimur  sta¥e estimatés. , Ther, by assuming the quantize

*y

e

'H

itive noise,

(O]
(2

ncise as a white, zerg-glean; uncerrelated a

r

funcrions were

[

the controller end the predictor trarsfe

4

derived. & one-word memory ‘step-size adaptation algorithm

for the ADPCM coder was presented and tke Approach to

\
"wmmquaﬁkizer scaling was also described. Since. the control
system and the  ADPCM coder would eventually ?e applied to

4

real physical systems, how they. qould be realized with

hardware components should also be considered. Thus
suggestions for hardware implementatiocns were also
presented. The performance of the control system was

180
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analysed approxims by a linear transfer  function

apprcach. In " the analysis, the guantization errcr was

Falie

assumed to be anr-uncorrelated, additive, stationary noise
with its intersample correlation ignored. Furthermore,
Quantizer saturation and slope overload effects were ncot

included in the analvsis. The resulting performance analysis

v

1s simply that c¢f a control system with a nonadaptive _DPCM

'A/D converter which has been scaled properly for each given

process disturbance variance. This performance estimate “her

-

serves ag & ower limit for the performance of .ADPCM coders
in ccfitrel systems. Computer simulation. results were ther
obtairfec and displayed in graphical form for evaluating the
. c N . /
merlits ¢l the ADPCM system,
The simulation results have indicated that ADPCM
Cuantizers can trovide superior performance to that of fiyesd.

A2 . converters having the same quantizer wordlength. The
3 i .

¥

perio

1

reasonably well with the performance estimate which Ras

the nonlinear effects of +he ADPCM~>COder. The

¢

(2,

igncre
an'v‘ .

performance is 4&lso found to be robust to a wide range of

process disturbance variances. With quantization error

reductiond provided by the ADPCM coder, the control system

output tracking error 1s also reduced. Furthermore, with an

ADPCM coder 1n the control loop, a significant reduction.in

the RMS control effort is aléo achieved. Thus, in general,

the total LOG cost of the control system with an ADPCM coder

is much lower than that of a control system with a fixed

mance  ¢I the' conirol system with ADPCM acrees

-
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coder

182

system

always

A/D. Hence"'with 4an  ADPCY coder, the

'perierhanCe cani generally be improved. Simulatign results
have alsc shown that a forward . (ADPCMF )
outperforms’ a feedback (ADPCMQ) . coder,

performance 1s only slighty improved.

howevef

of the process disturbance is near

value, ADPCMF generally produces

Y
ot
O
]

was oObserved thatelimit

the process disturbance variance
B -

cocer,  limit cycles did no+

dist urbance. The exXistence

cne of the many porential

System &s a result
-

Cleosed-loop instabllity of

ozcur for the marginallyiﬁgable

inadeguate feedbatk information due

arnd slope overload.

o

open-loop
was out of the range

This demonstrates

especially for unstable systems.

In general, when an ADPCM

feedback control system, one can

improvement ir

with that of a system w1th a fixed Ay D»converter.

ADPCMF coders are more desirakle,

the

occurred.

a

assumed

‘ADPCMQ. In the simulations, with an ADPCMQ coder,
cyc:es existed wnen a la

‘But,

occur

of

limit

lthough ‘the

In certalm 51tuatlons

When the variance

maximum

better performance than'

1t
rge jump ir
with ar
for the same

cycles

noniinear effects on

of

plant

Instability ¢id‘occur,

codler.

expect

the

the controel

when

however,

applied

a

“ADPCM  A.D
Ssystem did

<there was

t0 guantizer sa*turatior

for the

unstable planu«when the process dlsturbéyce level
that could be handled by. thevguantizer.

: /
the necessity of adequate system design,

to a

significant

the control system pe*formance when compa*eo

ADPCM 1s 3
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“

very useful technique for guantization noise reduction and
dynamic range extension. This is especially true when A/D
~ wordlength is limited, such as in cases where fast A/D

coqyerters which usually have very short wordlength are

’

employed. As can be observed in the simulations, even with

shor: AD wordlengths (%;4), - the ADPCM performance
‘ - :
improvement is significant when compared with that of &

fixed A/D converter with the same wordlengtﬁ. Hence, if

onger wordlength 15 available, a much mo;cﬁgsignificant

b—s

, . =)
perfcrmance improvement can be expected. pl

ADPCM is also & very useful ..approach o realizing a

n
U
D
)
o

tal form of floating-pcirt A/D converter (Oppenhe:im,

‘0O
~1J
(82

cf which the output may be applied directly tc fas:

(A3
b

o)

ot

ing-pcint processors (Ware et al., 1964) which are

o

:

imclementing the contrcl system. The onliy

£,

useoul

h
'

~
~

T it et
LlMmltetion

3
n

cre the hardware constraints of the components

to be used for implementimg the control system. For examgle,

nite ~wordle

(2541
[
i

the. internal -

0

th Tound-off effects may
lncrease ﬁhe contrcel system error. The accufacy of the ADPCM
coder 1s limited by the accuarcy of the D/A converter used
in converting the one-step—ahead plant prediction. For an
ADPCMF code;,' the converter performance may also depend on
the accuracy limit of the analog comparator used in the

adaptation threshold decision.

,

»



6.2 Suggesfions for Further Study

The study reported here has demonstrated, that ADPCM A,/D

conQerSion 1s one attractive way of reducing quantization
noise effects in feedback control systems, 'espec{ally when
‘A/D wordlength is rather limited. It has also demonstrated
that ADPCM is verv useful in extending the useful range ' of
ST
an A’D. converter and hence is very useful in applications
where one  may expect: a very' noisy environment with
disturbqnces having wide variance variations. This study is,
however, onlf a very modest beginning of an area, viz., the

o
£

efflcient ways of 1improving gquantizaticn ir

l9

search of

(D

cdback corntrcl systems, whi-h remazins to be explored ang
%,

)]

ctec.

vest:

v
3
<

88

The aesign.cf the ADPCM coder, the contrcl System,; and
\ . J

_ \
&l performance are much simplified by assuminc

LB

ct

et

(@]

the thgg

ot

adcitive guartization noise so that linear transfer function

analvsis 1s applicable. This approach has ignored [ the
intersample correlation, which results from the step-size
adaptation, Cresent in the Quantization error. The
correlation cf the process disturbance w and the prediction
error 6 to the guantization error has also been excluded in
‘the analysis. As a, result, the linear transfer function

L ) ‘ ' ‘ .
approach can only yield suboptimal system performance. The

approximate ekfo;;;;EE\estimate (5.10) is very crude and is
PP % I .

only useful fcr approximating nonadaptive systems. Moreover,

the approximate analysis is not able to describe the dynamic

behaviour o¢f the system and 1is not able to indicate the
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nonlinear effects, such as limit cycles, which result from

£

s \ . _ .
% bresence ol an adaptive guantizer in the. feedback locp.

To obtain a more precise description of :the dynamic
behaviour of the control system and a better performance
analysis, more rigorous theoretical analysis 1is required.

This may reguire a more precise statistical model rather

than an additive wuniform 1striqution assumption for the

¢

Qquantization .error. Since the guantization ncise is a

cerrelated process, Jjoint distribution between b, w, and ¢

3
(—H
o
o
F
w
(@]
lon

cf the contrcl sys:tem, it can be conjectured that the plan:

system mocel  gmay also zifect the behaviour cf the
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ct
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t
13
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ot
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b—s
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Q
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izetion ncise, & more precise model for the predic-icn
error 6 is alsc needed since 1t will be useful in the
adaptlive guantizer design. By the linear analysis, & is
shown to  be iIndependent of the set-pcint. Bu: simula‘ion
results have indicated that under Certain conditions, the
reference input may affect the behaviour of § and thus the
qﬁantizér behaviour. It may be necessary to 1nvestigate the
rgre of the set—éoint in the dynamic behaviour of §. With
better information about the. prediction error b, it 1is
possible te design» a quantizef which can reduce the
Lrobability of guantizer saturation and slope overload.

4

§ reguired, Furthermore, in view of the coupling

o

s



Mosr:importaﬁr of all, with the adaptive duantizor In
the contrel  loop, instability may arise even 1f ‘he
ciosec-loop system is designed properly such that it would
beAstablé. Thus a more rigorous stability analysis ic needed
so that guidelines may be available for the design of &
staple clcsec-loop system even when an adaptive guantizer is
present .n the feedback locp.

Rlthouch theoretical analys:s results are ava:lable

0

the communication area (Goldstein and Liu, 1977a, b, <,
they are nct directly applicable to the present conitrol
crcolem. Unlike a control syster, & communicacsion Syste:

s

usually does not’ involve feedback information. Trhus, -

afiected by the guantizaticn errdr. In con-rcl systeme,
AoWeVer, Quantiz&tion error 1s courled back te the plant vie

feecdpack and hence will a.sc appear at the plant cutpus
~which s the scurce *c be Quahtizec. Therefcre, ctheore-ica.

analysis pertinent to feedback contrcl system is necessary,
. ‘

a.though some ideas mey be borrowed from the communicaticr
system area (Goldstein and Liu, 1977a, b, c).

The one-word memory step-size adaptafion algorithm used
in this research is basically an -~idea borrowed fror
communrication system which does not have the fea@back
coupling effect. Hence, it is baSically an open-loop design.
For a control system, however, due to the feedback coﬁplihg
effectv through +the plant, thé statistics of the source

(plant output) to be guantized also ° contains  the
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gquantization OI';U: introduced by f)le fé(«iban*k. Thus  the
profboern becomes a closed*lcmﬁ*dpsigﬂ p:ob]em'and its nature
Y6 fairly differen: trom that of a communication Systen, The
one-word  memory  alacrithmn may, nox be 1deal for a feedba-k
control sysgem apglication, Therefore, step-size algorif%ms
Suitable for leedback contrcl systems other than the
one-word memcry algorithm may need RQe explored; pé;haps, by

including more memory words in the algorithm, or by matching

the quantizer inpur,

re

omoto the statistics ¢
WhiTho 1S tne predictiorn error &,

Finally, <his stuay is mcs vated cy proplems arising
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converier It & contrcl svstem with rea. fractical hardware
--hEponents. However,  sinCe @il hardware coTporerss  ha e
fiﬁf:e word.oencthe, -internal round-cff errors cannct ze
-grocrez.  Trhus, thecretica. analysis cf internal firnive
worliengin effects, g difficult prokblem in its own righs,
anc  thelir interacttions wish  the adaptive guantization

effects shculd alsc be considered. The results from this
analysis would be very useful as guidelines for selecting
the interna. register and A/D wordlengths when implementing

. the system with practical hardware components,
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APPENDIX A - Derivation of Steady-State LQG Compensator
>

\

Transfer Function for a System with Non-Zero Set-Point

Usg (k)
Kalman Fitter [ < DS —1 2 2w
State Estimator :Q uek) L2 i)
______ 1 |
LQG Compensator D(z) ’
- N

Fig. A.1 ﬁQG Control System with Non-Zero Set-Point
[After Moroney (1983)].

v

Assume a constant se:z-point* such thar

s
rig) =y, (A,1)
J
The cutput tracking error is given by
o) -

elk! = -tik) = Ve - Z2tk) . (A2 )

which 15 used in the compensator for generating the control

sequence U(k)., The purpose of the steady-gtate LOG tracking

~Eﬁ;;;rc;rrregulator problem 15 to minimize the 1o0ss function:

.9). At the steady-state, the following relatioméhip must

tFor a time—varying reference input r(k), a constant ¢ and
steady-state time-invariant LQG compensator may not suffice.
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hold (from Egs. (3.1) and (3.2))t

J ‘ Xy, = Ox,, + fu,, (A,3)
y.. = Hx,, - C(A.4)
"from which
/ D
Us, = [H(1-9)" '] 'y,, (A.5)

e

~

The term [H(I-¢) 'T'] is simply the steady-state gain of the
open-loop transfer function. For a Type-1 plant, since there
Qs a polé-'at z=1, [H(1-¢) 'T] will vbecome infinite at
sEeady—state and this 'implies a zero sﬁeady—state control
signal.'Fdr a Type;d system, U,, is non-zero and its wvalue
 is given by (A.5). To reduce the tracking error‘e(k? to zero
at steady—étate, one muét appli this nbﬁ—zéro control signal
to the plant so that yss=yr.-Subtracting the steady-state

values of (A.3) and (AK.4) from (3.1), one would obtain

x(Kk+1) = x,, = ®[x(k) - x,,1 + Tulk)
“Ix,, - 9%,,] + Twlk) (A.6)
y(k) _Yss =HX(k) ‘yr. ' (A-7)

In (A.7), it has been assumed that Y=Yy at  the
stéaéy—stété; Now define new plant stétes”and,variables
which are the deviations from their steady-state values

'(Kwakernaak'and>sivan, 1872; Moroney,-1983):?

tThe subscripts 'ss' denote constant steady-state values.
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E(k) = x(k) - x,, (A.8)
ntk) = utk) - y,, (A.9)
7(k)=y(k)—)’ss
X = ylk) - Yr (A.10)
\-",-f/
‘ { ' f/‘
With these new states (A.6) and (A.7)* then become
ECk+1) = @£(K) + Totk) + Tywik), (A.11)
y(K) = HE(K), (A.12)
SCk) = z(k) - y,
= y(K) + vik), ’ (A3

where ((k!) is the new ncisy measurement. Egs. (A.11) through
(£.712)  have exactly the same form as the original (3.1) and
{3.2) excepr that the plart states are different. Therefore,

tne design proceaure for the LQOG compensator is the same as

the cri

89}

inal regulatcer problem. The Kalman filter egquation

for the new states is

E(kik) = E(Kik=-1) + LIS(K) - HECK[K=101,  (A.14)
EOk+T k) 2 ®F(k|K) + Tnik),

where L is the ste dy-state Kalman filter gain vector. The

optimal control ggin is obtained from

n(k) = -KE(k|k), (A.16)

where K is the %$teady-state optimal state feedback control

Gain vector. [Taking the z-transform of Egs. (A.14) through



(A.16) and solving for glz) yields

fezr= (¥ - o« ae) (01 - LH)In(z) + zL§(z)].
(A.17)

From (A.16)

n(z) = -Kilz), | (A.18)

Solvihg ntz) from (A.2), (A.17), and (A.18) one would obtain

nlz) ntz) ZK[Z1-9+LH®] 'L .
D(Z): - = - = S
elz) Yiz) 1+K[ZzI-¢+LH®] " [I-LE]T

N (A.19)

which Is the reqguired steady-state LQG compensator transfer
Lo . - . 5 L . Coa s

functior. Tc generate the actual control s.gnel, one willw

have tc add the extra term u,,, which may be regarded as the

steady-state plant output offset compensation term, to *the’

compensator output:

Uk = ik v, C (A.20)

For a Type-1 system w,, is zero and is non-zero for a Type-0 -

system, .
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APPENDIX B - Derivation of Equations (3.40) and (3.41)

From Agpendi# A, 1t 1s shown that an offset term U,,
must be added to the control signal in order to reduce the
steady-state plant output‘track{ng error to zero for Type-0
systems. For cénstant“set—points," this offset is also

constant and is given by"(A:S). In general, one may consider

U,, as a scaled refefence feedforward signal given by

{

Uiitk) = [H(I-9)"'T)'r(k) = Uor(k),  (B.1)

where ri(k) is the reference - input set-point | and
Uo=[H(I-®) 'T')-'. Thus, with féfs(gﬁ;e to Fig.. 3.1 and for

“constant reference set-points, the control signal, together

with the offset compensation term, will be given by
// utz) = Dtzlelz) + uoriz). ~ (B.2)
From the block diagram Fig. 3.1 and assuming a deterministic

problem, one can write down the Zz-transform of the

prediction error:

§(z) = ylz) - y(z)

ylz) = Flzlulz) -.P(z)ylz). (B.3)

Substituting (B.2) into (B.3),

198
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bz = iz« (FiziDiz) - Pzyiz)

- F(i)DYZ)P(z) - Fizluer(z), (B.4)
o _ SN oo ~
From Fig. 3.1, the plant autput can expressed as
' v ’ . :
. - - : ‘v /
ytzl = DI2)Giz){riz) - yizl)] « Glzlw(s ) + Gtz luortz),
] . (B.5)
. .
\ R ’
A
- Putting (B.5) into .B.4), c s

&tz = [F(zIDizi - P(z) - DizIGiz) vtz + Giziwiz)

+ [DtzIGtz) - FiziDiz1)riz)

< [Grz) - Fiz)luoriz). | ' (B.€)

From EQ. (3.23), Flz)=[1-P(2)]Glz), it follows immediately

Ciz) - Flz! = PizIGiz, (B.7)

Using (3.7) and (3.23) to simplify 6(2), (B.6) reduces to

LY

61z) = Glzlwtz) + P(zIGIZ)uor(z) + P(z)D(z)G(z)P(z>

- [+ DZIG2) IP(ZIy(zZ). (B.8)

From the block diagram

yiz) = ylz) + dqlz)

Ftzlultz) + Pizigtz) + bqlz). (B.S)

Sclving (B.9) for yiz), %t\follows that

v/l
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FIzIDizIiriz) + Fiziboriz) « bylz)
}‘/(Z’) = . (B.}O)
ol Pez) o+ Fizipiz)

Using (3.23) agair, the denominaror of (B.10) reduces ro

P Pzl FiziDiz) = [V - P(z1]]1 + DizIGtz)],

(B.11)
Putting (B. 1) into ‘B.10) and simplifying
Dtz Gz Guz!
}'/(2) = ‘\t_"p(z) + Uphi Z)
= DizZIGeZ) '+ DizIGiz)
; (B. 2,
Xéq(z’
+ + .
[t = Pz M« DizIGiz))
Substituting (B.12) into (B.8) and simplifying
Stz = Gizipiz) ~ PizIGlzuoriz) + PiziDizIGizipiz
: 6q(2’
T PizIDizIGZIrtz) ¢ Gizlugriz ) - -]
S T - Piz)
Piz)
= Glzlwiz) - ‘ 6q(z) (B, 13)
- Piz)

which 1s the required BEg. (3.40). If the guantizer input is
within the quantizer range, the quantization noise can be
modelled as an additive noise bounded 5%‘ (2.3) or (3.29). =

Hence ™




1

"

i

Piz)
——{8(2) v (7]

Gizlwiz) -
- Piz) ‘

Filziwz) - Pizleiz)

200



APPENDIX C - Steady-State Optimal State Feedback Gain and

Steady-State Kalman Filter Gain Design Data

FM LOG State Feedback Gain, Kt ( CITSEd-Lco; pPrle
Weighting et Location . |
Factor, o K, . K, |

L. e

1 3.9437132x10° | 3.4342070x10° | 0.7766737 « Jc_wﬂzjgj;1
107, 7.8107538x10° | 6.1651287x10° | 0.6192474 + 70.2597469
100 | 1.4251803x10" | 9.9519167 .10 0.3748359 + ;¢ 325462
100 2.2987488x10" | 1.4202253x10" | C.C631674 o J0.298083%
10 3.1315598x10" | 1.7674703x10". | -0.0S58185, -: 551365

S — |

*K=[K, K:] for the second-order system ysgeZ i7 the Simulat.:~n.

Table C.1 Steady-Sta:e Optimal State Feedbatk Gain and
Closed-Loop Pole Ldcation fCr Plans A,

LQG State Feedback Gain, K Closed~Ldgp Pole
Weighting Locasion
Factor, » K, Ka
10 1 4.6907520x10° | 3.2771826x10" 6486278 + ;0. 1658227
10° 6.9642529x10¢ 4.4B43164x10? 0.4731929 JC. 2760125
!
10¢ 1.0766401x10° 6.2276270x10* £.1936004 - JC.3176768
10° 1.5124360x10° | 7.9498633x10" '-0.1129392 J0. 1637778
10° 1.8350356x10°. 9.0940454x10° -0.6561361, ~0.01049€3

Table C.2 Steady-State Optimal State Feedback Gajip and
Closed-Loop Pole Location for Plant 3,
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APPENDIX\Q - Quantizer Scaling Design Data

Quantizer A
Loading b | Ve (R, =107) | A, . (R, =10")
Factor e e
3 6.9224982 1.7306246
30
4 5.5745843 6.9682304x 10"
Y | 3| 1.0684187x10" 2.6710467
40
4 7.9844193 : 9.9805241x10" "
Table D. | Adaptive Quantizer Scaling for Plant A,

Juantizer
Loading Ei{Ves (R, =10%){a.,, (R =10%)
Fac-or mes me
3 1.5306842 3.8267105x10- "
30
4 1.2025172 ) 1.5031464x10"
3| 2.4120721 | 6.0301803x10-
4o
4 1.7353691 2.1692113x19-
]

Tableée D.2 ° Adaptive Quantizer Scaling for Plant B.
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Table‘D.3a

" LOG ‘ ’
Weighting | V, (me" =10, Pmax=10)
Facth, b |- o

1 . © 3.,8660834x10"
. /3\\;'), ) o
10 1.9878268x10"
107 1.1502698x10"
100 . e 10
104 10

205

:Quantizer Scallng of. leed A/D for Plant A with

30 Loading and b=4.



