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Abstract

This thesis contains three unpublished papers that develop and validate models
for concentration fluctuation statistics in a plume dispersing in the highly sheared
flow near the ground in the neutrally-stable atmospheric boundary layer. The models
developed are practical, operational models that can be applied to full-scale haz-
ardous outcome prediction. An extensive water channel data set for concentration
fluctuations from point source releases in both rdugh surface boundary layer shear
flow and in shear-free grid turbulence are used as a basis for the model development
and verification.

A digital linescan camera and laser-induced fluorescence technique is developed
for measuring high frequency, high spatial resolution concentration fluctuations at
1024 simultaneous points in a dispersing plume. The large-scale time averaged me-
andering motions of the plume are directly measured by tracking the plume centroid.
The plume spread development with averaging time compares favorably with a mod-
ified travel time based power law model for averaging time adjustment while the
widely-used 0.2 power law for averaging time effects is demonstrated to be a poor
approximation.

An engineering model is developed for the total concentration fluctuation intensity,
intermittency factor, and concentration integral time scale for a plume dispersing in
a shear flow. The relevant parameter for wind shear effects is found to be the velocity
shear normalized by vertical turbulence intensity, plume travel time, and average
streamwise velocity. The reference position at which to evaluate the non-dimensional
shear is an important factor because both the source position and the receptor position
influence the concentration fluctuation statistics.

The overall concentration fluctuation statistics are used to drive a stochastic time
series simulation to produce ensembles of realistic exposure events with a clipped

lognormal probability distribution of concentration. The accuracy of the stochastic
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model is verified by favorable comparison with water channel measurements for con-
centration bursts above a threshold level and gaps below a threshold. A simple time
delay technique is developed to produce realistic cross-stream correlations of concen-
tration Huctuations. This greatly enhances the application of the stochastic model
as the exposure to an individual and his neighbours can be evaluated simultaneously

for the same release event.
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Chapter 1

Introduction and Overview

1.1 Background and Motivation

This thesis is a continuation of work in my MSc thesis, Hilderman (1997) “Stochastic
Simulation of Concentration Fluctuations for an Effective Toxic Load Model”. The
objective is to find a practical physical and engineering model of scalar concentration
fluctuations in a plume dispersing in a turbulent shear flow. More specifically, I am
concerned with accidental releases of hazardous material into the atmosphere that
cause acute toxic responses, odour annoyance, flammability dangers, or other short-
term hazardous effects on-site in the occupational exposure setting or off-site where
the general public can be exposed.

The key issue is that the random nature of turbulent dispersion causes the instan-
taneous concentration of a contaminant at any point in a dispersing plume to vary
widely over a range from zero to 20 times the mean concentration or greater. Figure
1.1 shows two examples of typical time series of concentration. The hazardous effects
of a release, such as acute toxicity, are non-linearly dependent on the instantaneous
or short-term average concentrations. For example, a widely-used model for acute
toxicity is toxic load

L=c"t (1.1)

where L is the toxic load, ¢ is the exposure concentration, ¢ is the exposure duration,
and n is the toxic load exponent which ranges between 1.0 to 5.0 depending on the
chemical, see, for example, ten Berge et al. (1986); CCPS (1989); AEGL (2000);
Rogers {1990). Most chemicals have n values between 2.0 and 3.0. Adverse effects,
such as fatality, occur when the exposure toxic load exceeds some threshold level.
With this type of non-linearity, the peak concentration fluctuations are much more
important than the mean concentration. A simple mean concentration estimate does
not provide sufficient information to evaluate the hazard.

The overall goal of this PhD thesis research has been to develop the tools to
enable complete atmospheric dispersion modelling from the source to the eventual
outcome of the hazardous release. I was heavily involved in the Natural Sciences and

1
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Engineering Research Council of Canada (NSERC) Strategic Project (1998-2002)
“Outcome-Based Risk Scaling and Uncertainty Factors for Toxic Gas Releases” in
cooperation with the Alberta Energy and Utilities Board, Imperial Oil Ltd., and
Shell Canada Ltd. to develop and apply a prototype of a complete outcome-based
model to develop guidelines for assessing toxic pipeline and gas well releases (see
Wilson (2002) for the final report on the project).

As a result of this project, the basic prototype computer-based toxic fatality out-
come model, EVENTSIM, was developed. My PhD research draws on lessons learned
from EVENTSIM, and produced a significantly improved model EVENTSIM2 along
with extensive experimental validation of the new concentration fluctuation model.
At present, EVENTSIM?2 is operational, but very user-hostile and unsuitable for ap-
plication outside of the research environment. Some of my concentration fluctuation
modelling contributions to EVENTSIM2 are discussed in this thesis, but the complete
computer-based EVENTSIM2 model itself is not included.

1.2 Basic Plume Parameter Definitions

Throughout the thesis, a general understanding of common plume dispersion param-
eters will be assumed so a few basic definitions are given here to assist those who are
unfamiliar with the terminology.

e Fluctuation Intensity i: The fluctuation intensity 1, is

where ¢’2 is the variance of the concentration and vV ¢? = ¢/ which is the standard
deviation or root mean square fluctuation. (The convention used is ¢ = C + ¢
where c is the instantaneous concentration and ¢’ is the fluctuation from the mean

o).

e Conditional (in-plume) Fluctuation Intensity i,: The conditional fluctu-
ation intensity 7, is calculated by excluding the zero concentration intermittent
periods.

Zp - —C—’—i (13)
p

where cf is the conditional concentration variance and C,, is the conditional mean
concentration.

¢ Intermittency Factor v: The intermittency factor v is the probability of the
concentration being greater than zero (i.e. the fraction of time during which

2

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



there is measurable non-zero concentration.) The total and conditional fluctuation
intensities are related to the intermittency factor by the definition, see Wilson
et al. (1985, Equation (8))
1442
1442

v = (1.4)

e coordinate system z, y, 2: The z coordinate measures downstream (or down-
wind) distances, y is the cross-stream direction, and z is the vertical direction
with zero at the ground and positive upward.

e plume centroids 7, Z: The cross-stream centroid 7 and vertical centroid Z are the
concentration weighted centres of the plume measured across a profile in the y or
z direction respectively. For a continuous cross-stream distribution, for example

__ = ye(y) dy
YT ) dy

where ¢(y) is the function describing the cross-stream distribution of concentration
in the plume

(1.5)

e plume spreads oy, 0,: The plume spread is the standard deviation of the spa-
tial distribution of concentration in the cross-stream direction, o, or the vertical
direction o,. For a continuous cross-stream distribution:

o 5 (w—7)%c(y) dy
v 5 c(y) dy

¢ instantaneous plume spread oy;, 0,,: Instantaneous plume spreads are sim-
ply the plume spread of the instantaneous ensemble average plume calculated by
aligning each of the instantaneous plume centroids %, in the ensemble and then
determining the average concentration distribution across the plume.

(1.6)

e plume meander: Turbulent eddies of equal size or larger than the plume cause
the entire plume to be pushed in one direction or another. This large scale motion
is distinctly different than the smaller scale turbulent mixing that involves only
small pieces of the plume cross-section at any one time. One way to measure
the plume meander is to consider the spatial distribution of the instantaneous
centroid position of the plume over an appropriate duration ... The meandering
component of plume spread o 5 is

tavg
0\ = / @ - 7....)"p (@) a5 (L.7)

where p(7,) is the probability distribution function describing the instantaneous
centroid position. The meander parameter M is the ratio of meandering spread
to instantaneous spread oy u /0y,

Other plume parameters will be defined where necessary in the body chapters and
appendices.
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1.3 General Approach to Concentration Fluctua-
tion Problems

There are two fundamentally different ways to evaluate hazards caused by intermittent
fluctuating concentration exposures:

1. Consider only overall statistics of the release. The most easily predicted
statistic is the mean exposure concentration. From this mean concentration,
fluctuation effects can be taken into account by approaches ranging from a
simple safety factor or peak to mean ratio estimate to the prediction of the
probability distribution and higher order moments of concentration. A toxic
exposure human outcome model is then applied to this statistical description of
the concentration fluctuations to determine the eventual outcome.

2. Simulate physically realistic time series of concentration fluctuations.
An ensemble of these simulated events will automatically include the mean
concentration, higher order moments and all important features, such as time
correlations and peak concentrations. With these simulated time series, complex
and realistic human exposure outcome effects models can be applied directly to
each member of the ensemble of repeated events to assess health effects and the
event-to-event variability.

The first approach is the simplest. There is a vast array of dispersion models
available to predict long-term (i.e. several minute to several hour) average concen-
trations. There are considerably fewer methods to predict higher order moments of
concentration or accurate peak to mean ratios. This use of overall summary statis-
tics also requires hazardous effects models to be relatively simple because only a few
statistical parameters can be included. Methods that follow this first approach to
modelling concentration fluctuations end up trying to fit the outcome models to the
few parameters that they have available.

The second approach, developed in this thesis, is to take basic statistical informa-
tion about the concentration fluctuations in a dispersing plume and generate realistic
stochastic time series of concentration fluctuations that have these overall statistics.
With these computer-generated time series, complex hazardous effects models can be
applied and the real exposure problem can be examined directly.

Instead of forcing the outcome model to fit a limited set of predetermined statistics,
we ‘let the time series of concentration and the hazardous effects model determine
the important variables. By predicting the outcome from an ensemble of realistic
random concentration time series we can determine whether the important variable
is the mean, the variance, the 90th percentile concentration, the number of times a
threshold is exceeded per event, the duration of exposure above a particular threshold
coupled with the time spent below a threshold where there is recovery from the
previous exposure, or any other possible combination of parameters. In short, a-
priori assumptions about how erposure concentration fluctuations are related to the

4
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outcome are minimized. The important parameters are determined from those which
are actually observed to influence the outcome.

Direct event simulation techniques also provide the powerful and useful ability to
predict event-to-event variability. Although each event in a simulated ensemble is
constrained to the same mean values, the time correlation parameter in the model
ensures that the simulated time series reaches statistically stationary conditions in
the same way as the full-scale atmosphere. In other words, large ensemble averages
of events converge to the correct mean values, but the event-to-event variability is
also realistically simulated. This approximates the natural variability observed in the
full-scale atmosphere caused by turbulence time scales that are comparable to event
durations. Natural variability produces surprisingly large differences in outcomes
predicted under atmospheric conditions that are identical in their mean values, but
have underlying turbulent variations. Direct event simulation allows planners and
regulators to refine the meaning of “worst reasonable case” when setting up exclusion
zones and planning for emergency response.

Others have also begun to recognize this need for concentration fluctuation time
series in addition to overall statistics. Venkatram (2002) used a very simple time
series model with randomly spaced zero and peak concentration periods to examine
the effects of averaging time. Yamartino et al. (1996) and Yamartino and Strimaitis
(2000) have developed the sophisticated Kinematic-Simulation-Particle (KSP) disper-
sion model for the German EPA. This computationally-intensive model attempts to
predict second-by-second concentration fluctuations. However, the published mate-
rial for KSP limits its validation to some peak concentrations and a few probability
distributions compared with experimental data. A lack of detailed experimental data
has limited their ability to test this part of the KSP model.

1.4 Outline of Work

Both my MSc thesis and this PhD thesis are written as a series of papers. Two
chapters of my MSc have already been published in refereed journals and my PhD
papers will be submitted in the near future. A brief description of the MSc based
papers and the three PhD chapters is given in the following subsections. Note that
each of the PhD Chapters 2 through 4 is intended to be a complete stand-alone paper,
so there is some repetition of content, particularly the experimental descriptions.

The Appendices at the end of the thesis contain supplemental information and
are designed primarily for future students in this area of study. This material is not
critical to understanding the work in Chapters 2 through 4. However, the appendices
do provide many additional plots comparing experimental measurements with theo-
retical lines for source types and downstream positions that were not covered directly
in the body chapters. The reader is encouraged to refer to the appendices if there
are any doubts about the conclusions drawn from the few selected graphs presented
in the body chapters.
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1.4.1 Hilderman and Wilson (1999) “Simulating Concentra-
tion Fluctuation Time Series with Intermittent Zero
Periods and Level Dependent Derivatives”

This paper was based on Chapter 2 of my MSc thesis and presented a stochastic
model for generating realistic intermittent concentration fluctuation time series as a
first order Markov process. This model was an extension and improvement of the non-
intermittent upcrossing rate model of Du et al. (1999). The stochastically generated
time series compared very favorably to water channel dispersion data collected by
Wilson et al. (1991) using salinity probes. This was also the first publication of the
clipped lognormal probability distribution for describing intermittent concentration
fluctuations. Some details of the stochastic model have also been presented in the
conference paper Hilderman et al. (1997b) with a small extension to these results
presented in the conference paper Wilson and Hilderman (1998).

Although the Hilderman and Wilson (1999) paper proved that the concept of
stochastic time series simulation was viable, it did not provide any method of deter-
mining the correct input statistics to drive the stochastic model (i.e. the intermittency
factor, fluctuation intensity, and fluctuation integral time scale). The data set tested
did not include measurements in the highly sheared flow near a rough surface that
would be typical of a full-scale atmospheric exposure.

1.4.2 Hilderman et al. (1999) “A Model for Effective Toxic
Load from Fluctuating Gas Concentrations”

Based on Chapter 3 of my MSc thesis, this paper developed a modified toxic load
model with an uptake time constant, a recovery time constant, and a saturation
level. A case study was completed for hydrogen sulphide releases using the best
estimated values for uptake and recovery time constants that could be derived from
the toxicological literature. Exposure concentration time series were simulated using
the methods of Hilderman and Wilson (1999). The case study results showed that the
effective toxic load model provided realistic estimates of population fatalities when
compared with the standard occupational exposure limits. Fatality estimates using
the simple mean concentration toxic load and ignoring fluctuations did not produce
realistic results.

Some of this toxicity work was also presented in a conference paper Hilderman
et al. (1997a). An examination of uncertainty factors and proposed hydrogen sulphide
exposure limits was presented in a poster by Hilderman et al. (2000).
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1.4.3 Chapter 2 “Plume Meandering and Averaging Time
Effects from High Resolution One-dimensional Concen-
tration Measurements”

This paper documents the development of the linescan laser-induced fluorescence
(LIF) technique for high temporal and spatial resolution measurements of concen-
tration fluctuations in a water channel. This non-intrusive optical technique allowed
measurement of 1024 simultaneous data points along a laser beam used to illuminate
fluorescent dye dispersing in a water channel.

The water channel was configured to produce both a rough surface boundary layer
shear flow and a shear-free grid generated turbulent flow. Near surface measurements
in the shear flow were of the most interest because nearly all human exposures occur
near the ground in the atmospheric boundary layer. The grid turbulence data provides
an interesting no-shear reference to test the robustness of concentration fluctuation
models in the limit of zero vertical velocity shear.

With the large number of simultaneous data points and high spatial and temporal
resolution of the data, the centroid of the plume is tracked and time averaged to al-
low detailed examination of averaging time relationships. In addition, the probability
distribution of instantaneous centroid position is examined along with the probability
distribution of instantaneous plume spread. There are currently no other experimen-
tal methods that can provide these detailed near-instantaneous concentration profile
measurements in a dispersing plume.

The LIF data set is used to verify the applicability of the pseudo-meandering
plume model for concentration fluctuations developed by Wilson (1995) and to test
a modified travel time power law model (TTPL) for averaging time effects on plume
spread. The TTPL proves to be a better model for averaging time effects than the
widely used 0.2 power law adjustment (see, for example Hanna et al. (1996))

1.4.4 Chapter 3 “Measurement and Prediction of Wind Shear
Distortion of Concentration Fluctuation Statistics”

Vertical linescan LIF profiles through dispersing plumes are used to examine the effect
of wind shear distortion of concentration fluctuation statistics near the ground. This
is a critical issue as virtually all important full-scale atmospheric exposures occur in
near-surface sheared flow. These statistical parameters are necessary as inputs to the
stochastic model described in Hilderman and Wilson (1999) and in Chapter 4.

The most challenging aspect of the model development was to find a single phys-
ically realistic model that included the effects of receptor position and a changing
release height. The experimental data showed that there were significant differences
between a release high above the ground, initially dispersing in no-shear flow and
descending to the ground; and a ground level release that experiences a wide range
of wind shear over the plume height.

An operational engineering model for shear distortion of fluctuation intensities,

7

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



intermittency factors, and time scales is developed. The important variable in the
model is the wind shear normalized by the vertical component of turbulent velocity
fluctuation, travel time, and flow velocity at both the source and receptor positions.
The model fits well with the experimental data, and in the limit of no-shear describes
the grid turbulence case.

Recommendations are made to allow direct application of the proposed shear
distortion model to real atmospheric dispersion problems where the available flow
field information may be limited. A case study of a plume in a neutrally stable
full-scale atmosphere is used to verify the robustness and realism of the model over
a wide range of conditions. The case study shows large shear-induced variations in
fluctuation intensity and intermittency in vertical profiles through any plume.

1.4.5 Chapter 4 “Stochastic Modelling of Cross-Stream Cor-
related Concentration Fluctuations in a Dispersing Plume
for Cross-Stream Hazard Evaluation”

This paper is an update and extension to the original stochastic model paper Hilder-
man and Wilson (1999). With the new LIF shear flow data set, the clipped lognormal
probability distribution, first proposed by Hilderman and Wilson (1999), was demon-
strated to be an excellent fit to intermittent concentration fluctuations even in the
highly sheared flow near the ground.

With the basic specifications of the stochastic model confirmed, higher order statis-
tics of burst and gap length were investigated as a measure of the model performance.
A burst is a series of consecutive concentration samples that exceed a threshold level
and a gap is a series of consecutive concentration samples below a threshold level.
Burst and gap periods can be important for hazardous release effects that depend
on exceeding a threshold for a minimum amount of time, or for considering recovery
during the low concentration time periods. These types of statistics are difficult to
predict analytically, but can be easily extracted from a stochastic simulation time
series. The stochastic model provides a close match to the distribution of gaps and
bursts observed in the water channel data.

The scope of the stochastic model is expanded by considering the cross-stream cor-
relation between points in the plume. The pseudo-random number generator driving
the stochastic model allows highly correlated fluctuation time series to be simulated
and then de-correlated with a simple time delay. This de-correlation method is con-
firmed by comparison with the water channel data.
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Figure 1.1: Typical intermittent concentration fluctuation time series that could be
observed at a receptor positioned at a fixed point in the dispersing plume. (a) low
intermittency (v = 0.9), low fluctuation intensity (i, = 0.7) (b) high intermittency
(v = 0.1), high fluctuation intensity (i, = 1.4). The total mean concentration C and
conditional (in-plume) mean concentration C, which excludes the zeroes are shown
as horizontal lines. The peak concentrations can be 20C or more.
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Chapter 2

Plume Meandering and Averaging
Time Effects from High Resolution
One-dimensional Concentration
Measurements

Abstract

Linescan laser induced fluorescence (LIF) concentration measurement techniques were
developed and then used to acquire high spatial resolution, high frequency measure-
ments of fluorescein dye plumes dispersing in a water channel. A novel calibration
technique was developed to produce individual calibration curves for each pixel in
the linescan camera CCD array of 1024 pixels. Post-processing of the collected data
removed time dependent background dye levels and corrected for attenuation across
the laser beam to produce accurate measurements over long sample times in both a
rough surface boundary layer shear flow and shear free grid-generated turbulent flow.
The data collected was used to verify the applicability and modify a pseudo-
meandering plume concentration fluctuation model originally developed by Wilson
(1995). The large-scale time averaged meandering motions of the plume were directly
measured by tracking the plume centroid in the cross-stream direction. The time aver-
aged meander and plume spread development with averaging time compared favorably
with a modified travel time based power law model for averaging time adjustment.
The widely-used 0.2 power law averaging time adjustment was demonstrated to be a
poor approximation of the time averaging effects observed in a dispersing plume.

2.1 Introduction

Development of the linescan laser-induced fluorescence (LIF) experimental technique
was motivated by the desire to measure high frequency scalar concentration fluctu-
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ations simultaneously across a range of measurement positions in a water channel.
Concentration fluctuations are important for a wide range of practical dispersion prob-
lems ranging from atmospheric releases of toxic materials, where effects are typically
non-linearly proportional to instantaneous exposure concentration (e.g. Hilderman
et al. (1999)) to chemical reactions between two mixing materials where the reaction
rates and products formed may be dependent on concentration levels.

The information in this study can be considered from two points of view. Firstly,
it is a water channel study of the effects of averaging time on the dispersion of a high
Schmidt number (low molecular diffusivity) plume in a shear flow. Secondly, it is a
scale model study of the atmospheric dispersion of a small momentum jet source in
neutral stability. This work was done with the ultimate goal of developing a complete
atmospheric dispersion model which includes the effects of concentration fluctuations.

The basic experimental configuration is illustrated in Figure 2.1. A linescan cam-
era is aligned with a laser beam which illuminates a line of fluorescent dye within
a dispersing plume in the water channel. Optical techniques, in general, are one of
the few cost-effective and non-intrusive ways to make simultaneous measurements at
many different points. Other methods of measuring concentration fluctuations such
as conductivity probes, thermocouples, or flame ionization detectors (in gas flows) can
provide high sampling rates under the right conditions, but all of these methods are
intrusive and are usually limited to a few simultaneous measurement points. LIDAR
measurement (for example, Jorgensen and Mikkelsen (1993)), is a large scale optical
concentration measurement technique that produces similar results to the laboratory
scale LIF measurements, but measures time delayed back-scatter from dispersing par-
ticles instead of fluorescence. The advantages of a laboratory scale experiment such
as LIF are that the flow conditions can be easily controlled by the experimenter and
long samples of statistically stationary turbulent dispersion are possible.

LIF has been widely used for both qualitative and quantitative fluid mechan-
ics measurements for more than 25 years. Some examples that are similar to the
present study are Distellhoff and Marquis (1998) who made linescan measurements
in a stirred tanks and Koochesfahani and Dimotakis (1985, 1986), who made linescan
measurements across a plane shear layer. Other recent examples of LIF development
are Crimaldi (1997); Crimaldi and Koseff (2001); Crimaldi et al. (2002) who present
low frame rate (2 to 8 Hz) area scan measurements and single point high frequency
(1000Hz) measurements in plumes dispersing in a water channel. In the present study,
LIF measurements were made at 1024 points across the entire cross-stream extent of
the water channel at rates of 500 samples per second for durations of 500 seconds. The
measurement techniques presented in this study are a significant improvement over
previous linescan LIF and cover a range of spatial and temporal resolution between
the extremes of Crimaldi’s LIF methods.

For comparison, in the neutral atmosphere with a 400 m mixing height H, the
water channel is approximately a 1:1000 scale model. With a typical full-scale wind
speed of 3 m/s at 10 m above the ground compared to the water channel velocity of
100 mm/s at 10 mm above the ground the time scale of the water channel is 1:30

13

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



of the full scale. The total sample time of 500 seconds at 500 samples/second is
approximately equivalent to 15,000 seconds = 4 hours at a rate of 16 samples per
second in full scale.

2.1.1 Scope of Experimental Measurements

Numerous samples in both a shear flow boundary layer and a shear-free grid turbu-
lence flow with a variety of source types were tested. With the LIF data, a number
of concentration fluctuation statistics and averaging time effects will be examined in
detail and compared to a pseudo-meandering plume model for concentration fluctu-
ations developed by Wilson (1995) from the meandering plume moments derived by
Sawford and Stapountzis (1986). Modifications to this model will be recommended
based on the new data. The following statistics and dispersion parameters will be
examined.

e Averaging time effects on plume meander M and concentration fluctuation inten-
sity ¢

e Cross-stream profiles of concentration fluctuation intensity i.

e Cross-stream probability distributions of instantaneous plume centroid position g
and instantaneous plume spread oy ;

e The effect of averaging time on plume meander M and plume spread o, as com-
pared to a travel time power law model of averaging time effects and the typical
0.2 power law adjustment for averaging time.

2.2 Water Channel Scale-Modelling Facility

The recirculating water channel in the Mechanical Engineering Department at the
University of Alberta has a test section 5240mm long by 680mm wide by 470mm
deep with glass sides and bottom for complete optical access to the entire test sec-
tion. Figure 2.2 shows the configuration of the channel. The total volume is approx-
imately 5000 litres, allowing long averaging times without excessive accumulation of
background tracer concentration. A pair of centrifugal pumps drives the flow into
the bottom half of the inlet plenum where it is turned through 180° by two sets of
turning vanes and passed through a flow straightener and a contraction down to the
width of the test section. For these experiments, the channel was run with a water
depth of 400mm using throttling valves on the pump inlet lines and a weir gate in the
outlet plenum to set the average flow rate and depth. Three different tracer sources,
shown in Figure 2.3, will be discussed in more detail in Section 2.2.3
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2.2.1 Turbulent Boundary Layer Shear Flow

For most experiments, the channel was configured as in Figure 2.2 to produce a
well-developed rough surface turbulent boundary layer flow similar to what would
be observed in the atmosphere under neutrally stable conditions. The rough bottom
surface was made of nominal 1/2” x 18 gauge raised surface stainless steel expanded
metal fastened to 6mm thick acrylic panels. The expanded metal had diamond shaped
openings approximately 11 mm wide in the flow direction and 24 mm wide in the
cross-stream direction. The raised surface extended about 4 mm above the acrylic
panels. Boundary-layer development was accelerated by additional flow conditioning
elements placed at the inlet of the channel test section. An array of 4 horizontal and
4 vertical 19 mm (nominal 3/4”) stainless steel square bars and a 70 mm high trip
fence with 40 mm high by 60 mm wide triangular “teeth” were used to redistribute
the flow and generate some mid to large scale turbulence.

A two-component TSI Inc. Laser Doppler Velocimeter (LDV) system was used to
make measurements of the velocity profiles in the channel and fine tune the positions
of the square bar and trip fence conditioning elements. The cross-stream uniformity
of the mean streamwise velocity U was £5% across the channel.

Figure 2.4(a) shows a typical vertical profile of the mean streamwise velocity U
measured at 3000 mm downstream from the inlet of the channel (z/H = 7.5). The
log-law fit to the profile is

U="I (2-d> (2.1)

where u, = 14 mm/s is the friction velocity, x = 0.4 is the Von Karman constant,
d = 1.7 mm is the zero-plane displacement height, and 25 = 0.52 mm is the roughness
height. The zero-plane displacement d is a virtual position necessary to fit the log-law
and is a function of the real roughness height and density of the roughness elements.

The log-law mixing layer depth H = 400 mm was the entire depth of the channel
and the velocity at H was Uy = 232 mm/s which was used as a normalizing fac-
tor in the plots. Figure 2.4(b) shows vertical profiles of the rms fluctuating velocity
components, U, U, and w, . normalized by Uy. Figure 2.4(c) shows vertical pro-
files of the Eulerian integral timescale of velocity fluctuations for all three coordinate
directions, Ty, Ty, and T, normalized by H/Uy = 1.7 seconds.

Figure 2.4(d)shows the vertical profile of the ww Reynolds stress. This linear
profile indicates fully-developed channel flow rather than the constant stress layer
near the surface that might be expected in a zero-pressure gradient boundary layer
shear flow in the atmosphere. However, this should still be a reasonable approximation
of a rough-surface neutrally stable atmospheric boundary-layer.

Appendix A has all of the graphs shown here in measured units of mm without the
normalization by Uy and H, as well as additional detailed profiles of other measured
velocity statistics for the shear flow.
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2.2.2 Grid Turbulence

For comparison purposes, plume dispersion measurements were also made in a shear
free grid-generated turbulent flow. The grid was made of flat stainless steel bars
19.2 mm wide by 5 mm thick with a centre to centre spacing of G = 76.2 mm and
a total open area of 56%. The bars were standard stainless steel rolled stock with
slightly rounded edges rather than sharply machined edges. The grid was positioned
at /G = 4.3 from the channel inlet and the flow was run 405 mm deep with a
U = 200 mm/s average flow velocity.

The cross stream variation of the mean streamwise velocity U was at most £5% if
the wall boundary layers were neglected. The vertical fluctuations w; . were approx-
imately 95% of the streamwise fluctuations u,,, indicating some slight anisotropy in
the flow. As expected for grid turbulence, the turbulence intensity decays with down-
stream distance as shown in Figure 2.5(a). The power law curve plotted on the figure
is the best fit to the power law decay of grid turbulence using Saffman’s invariant
(Hinze, 1975, pp. 217 and 265-267).

As documented by Hinze, Saffman’s invariant arises from the hypothesis that the
mechanism producing the turbulence can only produce a finite total linear momentum
even if the flow field increases in size. This limit on momentum in grid turbulence
occurs when the turbulent fluctuation directions become uncorrelated for large sepa-
rations and the z-momentum will go to zero. The volume with correlated turbulent
motions is proportional to the lateral integral length scale Ag and the momentum
is proportional to u? so the product EiAg = constant, see Hinze (1975, Equation
(3-183)). From this and the assumption that turbulence intensity v, /U decays ac-
cording to a simple power law with time leads to the power law exponent of -0.6 for
ul,/U and the corresponding power of 0.4 for integral scales. Hinze (1975, Equations
(3-184) and (3-186)) gives these relationships in terms of travel time ¢;, but for the
purposes of this study they are reformulated as functions of normalized downstream
distance /G = Ut,/G. The decay of grid turbulence intensity is

, —0.6
B _g3( 2 23 (2.2)
=03 5-2 2

with the constants 0.3 and 2.3 fit to the present data. The dye source was placed at
z/G = 23.6 where the turbulence intensity was about 5% and decayed to about 3%
at the farthest downstream measurement position z/G = 43.3.

The normalized Eulerian time scale of velocity fluctuations for the streamwise
component is about 7, U/G = 0.4 and for the vertical component 7,,U/G = 0.2 as
shown in Figure 2.5(b). The two curves on this plot are the theoretical streamwise
time scale calculated using the grid power law decay as fit in Equation (2.2).

LU o5 (%23 h 2.3)
=005 = ~2 (2.
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The curve for the vertical time scale Ty, is one half of that given in Equation (2.3).
The fit to theory with the exponent of 0.4 set by Saffman’s invariant was not as good
as for the turbulence intensity decay curve, but the general shape is correct and the
ratio between the streamwise and vertical scales is almost exactly the expected factor
of 2.0 that would occur in homogeneous isotropic turbulence. Some errors might be
expected because the integral scale is difficult to measure as is apparent in the larger
scatter as compared to the turbulence intensity data.

2.2.3 Source Configurations

Three different dye sources were used. The basic configurations are illustrated in
Figure 2.3 and the detailed specifications are discussed below.

1. Horizontal Jet 4.3 mm OD and 3.25 mm ID stainless steel tube, 38 mm long
suspended from above the channel by a streamlined support. In normalized
units the source diameter d, ~ 625 ~ 0.008 H in the shear flow and d, =~ 0.04G
in grid turbulence. In grid turbulence, the source was placed in the centre of the
channel at z = 200 mm = 2.6G above the channel bottom, and in the shear flow
the source was placed at height h between 7 and 50 mm ((h —d)/H = 0.013 to
0.12 or (h — d)/z = 10 to 93) above the surface depending on the experiment.
The source flow rate was iso-kinetic in grid turbulence and for (h—d)/H = 0.12
above the ground in the shear low. With the small diameter and low flow rates
the jets from the source were laminar (Re = Uspyreeds/v = 600).

2. Vertical Jet at Ground Level 3.25 mm ID flush with ground (d; = 6z =~
0.008H). To prevent dye from becoming trapped in the roughness elements the
expanded metal was removed from an area 25 mm on either side and 100 mm
downstream of the source. The source flow rate was the same as for the hori-

zontal jets and produced a laminar jet with a mean velocity equal to the cross
flow velocity at (z — d)/H = 0.12, Re =~ 600.

3. Large Ground Level Source 11 mm ID flush with ground. (ds; ~ 21z =
0.028H). As with the vertical ground level jet the expanded metal was trimmed
away 25 mm on either side and 100 mm downstream of the source. The source
flow rate was the same as the other two source (Re =~ 175 based on source
diameter).

The sources were placed 2750 mm (z/H = 6.9) downstream of the channel inlet in
the shear flow and 1800 mm (z/G = 23.6) downstream of the grid in the no-shear
experiments.

For the elevated sources and grid turbulence measurements the average source flow
rates were iso-kinetic with the surrounding flow. The vertical ground level sources
had very low momentum with insignificant plume rise. At 1:1000 scale the full-scale
equivalent source sizes were 3 to 11 m at the source and effectively 2 to 3 times larger
than this after entraining sufficient fluid to take on the turbulent structure of the flow
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field. Measurements were taken at z/d, > 150 for the jet sources and x/d; > 50 for
the large ground level source. At this downwind point the dilution was at least 100:1
which allowed the tracer-marked fluid to take on the turbulent structure of the cross
flow. There was little measurable effect of source size or release rate. Appendix B
lists all of the parameters of the data sets that were collected and used in this study.

2.3 LIF Linescan Measurement Technique

2.3.1 Linescan Camera

All LIF data in this study were measured with a Dalsa model CLC6-2048T mono-
chrome CCD linescan camera. The camera has a single row of 2048 pixels with a wide
dynamic range and an onboard 12-bit (4096 gray level) analog to digital converter.
A wide angle 28mm Nikon {2.8 camera lens was used for all experiments to give the
necessary field of view.

The output was collected with a National Instruments PCI-1424 digital image
acquisition card and stored on a computer using a custom National Instruments
Labview data acquisition program. The camera was capable of data output rates of
up to 10 MHz or 4800 lines/second, but in the current experiments 500 lines/second
data rates were sufficient to capture all of the concentration fluctuations of interest.

The gain and offset for each pixel in the camera were not adjustable. The typical
offset was between 400 and 500 digital counts and varied from pixel to pixel. The
standard deviation of the background noise was between 1.25 and 1.7 digital counts
for each pixel. To improve the light sensitivity of the CCD sensor, the output of pairs
of adjacent pixels could be binned together to produce an effective image of 1024
pixels with double the light collecting area. Binning was used in all experiments.

This model of Dalsa linescan camera has an unique feature that makes it partic-
ularly suitable for these types of LIF measurements. The light sensitive elements on
the CCD sensor are rectangular with an aspect ratio of 38:1 (each element is 13 um
wide by 500 pum long). As shown in Figure 2.6, this makes the alignment of the
camera with the laser beam relatively easy. CCD pixels are photon collectors and one
part of the CCD pixel has the same sensitivity as any other part of the same pixel.
The laser line just has to be somewhere in the field of view of the pixel to produce the
correct reading. In a typical experiment with the camera about 700 mm away from
the laser line and with binning enabled, each of the 1024 effective pixels sees an area
approximately 0.5 mm by 10 mm. It is relatively easy to align the camera so that the
laser beam is within that 10 mm wide area at all positions across the channel. The
effective spatial resolution of the measurement was then defined by the field of view
of the pixel in one direction (approximately 0.5 mm per pixel) and the width of the
laser beam in the other direction (approximately 1 mm).
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2.3.2 TFluorescein Dye Properties

There are a wide variety of fluorescent dyes suitable for LIF, including some very
specialized and very expensive dyes with carefully controlled absorption and emission
properties; see Guilbault (1973) and Molecular Probes Inc. (2002) for some of the
possibilities. Studies have been done to determine the “best” dye for a given experi-
mental situation, see Arcoumanis et al. (1990); but like most experimental techniques,
accurate results can be achieved only by careful calibration and consideration of all
of the relevant dye properties regardless of which dye is used.

In this study, fluorescent dye tracer solutions were made by dissolving disodium
fluorescein salt (CooH19NagOs) in water. Disodium fluorescein is readily available,
inexpensive and non-toxic. The molecular diffusivity of fluorescein is 5.2 x 107 cm?/s.
The Schmidt number, Sc = v/D, for fluorescein in water is approximately Sc =
1930 when the kinematic viscosity of water is 1 x 1078 m?/s at 20°C. This is the
major scaling mismatch for modelling gas diffusion in the atmosphere where Sc >~ 1.
For modelling aerosols or particles dispersing in the atmosphere Sc — 0o and the
mismatch is less important.

Argon-ion lasers, used to excite the dye, produce peak power at 488 nm and
514.5 nm wavelengths which are compatible with the peak of the excitation spectrum
for fluorescein at A, = 490 nm and the fluorescence peak at Ay ~ 515 nm, see Walker
(1987) and Guilbault (1973, chap. 5). A number 16 Kodak Wratten gel-type filter was
used on the linescan camera to remove most of the excitation wavelengths produced
by the laser, but pass the longer fluorescence wavelengths produced by the excited
dye.

As discussed by Walker (1987) there is approximately a 5 ns delay between the
absorption and emission of light energy by the fluorescein molecules. This delay time
is long enough for the molecules to spin randomly due to Brownian motion so that
the direction of the emitted fluorescence light is independent of the direction of the
excitation light. Therefore, illumination can be from any convenient direction and
measurements can be made from any other direction. Typically, the camera was
positioned perpendicular to the laser beam as shown in Figure 2.1.

Attenuation

For linescan measurements, the dye was illuminated with a single laser beam from
one side of the channel. As molecules of dye in the beam path absorbed light energy
from the incoming beam there was less energy available to cause fluorescence in the
remaining molecules. Following Walker (1987), for a beam path dz, the absorption is

dl(z) = —eC(2)1.(2)dz (2.4)

where I, is the intensity of the excitation beam at a point 2z along the beam path, C
is the concentration at a point z, and ¢ is the extinction coefficient of the dye.

Only attenuation along the excitation path needed to be considered because the
effective extinction coeflicient at the fluorescence wavelength A is much smaller than
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at the excitation wavelength \,. This property was confirmed by simple measure-
ments of flucrescence intensity through different depths of dye solution. There was
no measurable difference in the intensity measured by the camera for transmission
through 0 to 300 mm of dye solution. The fluorescence intensity at the detector is:

I:(z) = I.{2) Ape LC(z) (2.5)

where ¢ is the quantum yield of the fluorescence, L is the length of the sampling
volume along the incident beam and A is the fraction of the available light collected.

Integrating Equation (2.4), substituting for I, in Equation (2.5), and assuming a
straight beam path produces an equation for beam intensity at any point b along the
beam with arbitrarily varying concentration and an input light intensity [j,.

I4(b) = Iy Ape LC(b) exp(—¢ /Ob C dz) (2.6)

At very low concentrations, the integral in the exponential term goes to zero and the
attenuation can be neglected. For the present study, the source concentrations were
typically 10 to 100 mg/1 and the total path length through the dye was approximately
500 mm. Attenuation was significant and had to be taken into account.

Sensitivity to External Conditions

As documented by Walker (1987) and Karasso (1994) the fluorescence intensity is
strongly sensitive to pH of the solution and very weakly sensitive to temperature.
The pH effect was automatically included in the calibration by using fresh water,
from the domestic building supply, in the channel each day and using this same water
to mix calibration solutions. The temperature effect was ignored because it is only
0.3% per K and there was little change in the water temperature over each set of
measurements.

Photobleaching

Photobleaching is the decrease in fluorescent intensity over time when a fluorescent
material is exposed to light. Over a long period of time (i.e. several days to weeks)
even ambient room lighting has been observed to bleach low concentrations (< 0.1
mg/1) of fluorescein dye. With laser beam illumination, bleaching can be seen with
the naked eye after exposures of several seconds in stagnant solutions where the fluid
in the beam path is not constantly refreshed. In the literature there are several studies
which have attermnpted to quantify this photobleaching effect, but there has been little
agreement between experiments.

For example, Crimaldi (1997) tested for photobleaching during simultaneous LIF
and LDA (laser - Doppler anemometer) measurements and Saylor (1995) performed
small scale tests with a tightly focused 1 watt laser in a small sample bottle. In
both cases, photobleaching was observed on relatively short timescales of 10’s of
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milliseconds. However, in both of these studies the measuring volume cross section
diameter was of the order of 20 to 30 pum with tightly focussed laser beams resulting
in very high light intensities in the measurement volume.

In the present study, the light intensities were much lower with the cross section
diameter of the measurement volume on the order of 1 mm and laser intensities
of about 100 mW. At these lower intensities, photobleaching was observed only in
stagnant solutions. Any small fluid motion was sufficient to refresh the measurement
volume with new dye molecules and maintain the fluorescence intensity. In the plume
measurements, the dye in the measurement volume was constantly refreshed by new
dye from the source so photobleaching was not a concern.

2.3.3 Calibration

There are several unknown, but presumed constant factors that must be taken into
account when trying making quantitative measurements:

e dye properties from Equation (2.6)

¢ individual camera pixel gain and offsets

e input light intensity

o reflection and/or absorption by the glass walls of the channel

e absorption of light by the water

water pH

These factors may also change from day to day. Because there are no absolute stan-
dards easily available to calibrate the camera and the dye fluorescence independently,
the best solution was to do an in-situ calibration and account for all of the unknowns
at once.

After several attempts, the best results were achieved by calibrating each pixel of
the camera individually using a small laminar jet source placed immediately in front
of the laser line as shown in Figure 2.7. This small jet was slid across the laser line
in the field of view of the camera to expose each pixel of the camera to a known
concentration of dye with effectively zero attenuation. Although the jet added some
additional background dye concentration into the channel, it was a very small amount
for the low concentration and short duration of the calibrations and could be safely
ignored. A similar calibration jet was used by Crimaldi (1997) for a single point LIF
probe.

For the current study, calibration measurements were made at 5 concentrations
from 0 (the background intensity measured by the camera with no dye in the channel)
up to 0.1 mg/l which produced about 4000 digital counts near the centre pixels of the
camera. The zero concentration level was measured by averaging 20 seconds of data.
The non-zero concentration calibration points were determined by taking a 1 to 2
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minute data set during which the jet traversed the entire field of view of the camera.
The 10 highest readings for each pixel were selected and averaged to determine the
calibration intensity. It was assumed that the highest readings for each pixel occurred
when the jet was present at that pixel. Figure 2.8 shows a typical set of calibration
data.

Walker (1987) stated that the fluorescence intensity to concentration relationship
should be approximately linear, but the best fit for the present study was found with
a second order polynomial. This equation empirically accounts for non-linearities in
the dye response at high concentrations. For each pixel, the response curve is

C=ag+a]l+al? (2.7)

where ag, a1, and ay are calibration constants, I is the measured intensity in digital
counts, and C is the concentration in mg/l.

The zero dye background intensity measurement, I, can be obtained very accu-
rately by using a 20 second sample time to average out all of the background noise
fluctuations. Because this was the best calibration point, the calibration curve was
forced through the point at zero concentration and Iy. Equation (2.7) then becomes

C = ay (I - Io) + CLQ(I - 10)2 (28)

At I = I, the concentration should be zero, so ag = 0. The remaining constants were
fit using least squares regression. Figure 2.9 shows some typical calibration constant
values and the calibration curve for a pixel near the centre of the camera.

Attenuation Measurements

Several tests were performed to confirm the literature values of the attenuation con-
stant € by filling a glass walled fish tank with a known concentration of dye, making
a 20 second measurement, and then averaging to find the intensity for each pixel.
These intensity values were then converted to concentration measurements using the
calibration procedure from section 2.3.3 which effectively removed the pixel-to-pixel
variation from the measurement. The measured attenuation constant was € = 0.023
l/mg-mm as compared to Walker (1987) who measured 0.0226 1/mg-mm.

During the attenuation testing, the clarity of the water proved to be a confound-
ing factor. Residual titanium dioxide LDV seed particles in the channel water caused
changes in the beam attenuation from day to day. The solution was to thoroughly
clean the channel to eliminate the particles before proceeding with LIF tests. Fortu-
nately, the water supply at the University of Alberta in Edmonton was sufficiently
clean that additional filtering was not required. This experimenter has been involved
in LIF measurements in another Canadian city where the supply water used to fill
the experiment caused more than a 50% loss of laser intensity even before any dye
was added. Under these extreme conditions additional water filtration was necessary.

The method of calibration discussed in Section 2.3.3 effectively accounts for all of
the unknown constants in Equation (2.6). For the purposes of attenuation correction
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in the measured plume data, the only important factor is the relative change in
intensity from pixel to pixel as light is absorbed by the dye. From Equation (2.6) the
ratio of input light intensity at pixel k relative to the incoming light intensity before
any attenuation I, gives the attenuation correction factor A

k-1
I

A—————zllex —ec; A (2.9)
A 1 p( i Ay)

where I, is the input light intensity at pixel k, ¢; is the concentration at pixel j and
Ay is the effective pixel width. At the first pixel location A = 1 and it decreases
exponentially as a function of the concentration at each subsequent pixel.

Surface Reflection Effects

There was some concern that the expanded metal roughness on the bottom of the
channel would reflect light and distort the data. This was especially problematic
because of the desire to make measurements very close to the rough surface. The
solution was to paint the roughness with flat black paint. To confirm this solution,
some test pieces were placed in the channel to see if they caused any measurable
effect. The test configurations were a piece of painted stainless steel expanded metal
boundary layer roughness over a black piece of plastic, painted roughness over clear
plastic and painted roughness over a bare piece of aluminum. Figure 2.10 shows
the results of a number of these tests done at several vertical locations. There is
no evidence of the roughness over the black plastic or the roughness over the clear
plastic, but the roughness over the aluminum sheet produces reflections that clearly
interfere with accurate measurements. Flat black roughness over flat black painted
plastic was used for all data collection.

Overall Accuracy

Using all of the above measurement and calibration techniques, the overall accuracy
was checked by injecting known concentrations of dye with the calibration source and
measuring the concentration across the field of view of the camera. The result is shown
in Figure 2.11. As expected, the accuracy is poor at very low concentrations where
random camera electrical noise is of similar magnitude to the signal. Overall, the
accuracy of the measurement was about 5% for the measured plume concentrations.

2.3.4 Data Collection and Analysis

Each linescan measurement was 500 seconds long at a data rate of 500 lines/second
and produced 500 megabytes of data for the 12 bit range of 1024 binned pixels. The
basic collection procedure was:

1. collect 10 seconds of data with the source off to be used to calculate the back-
ground level at the start of the data collection.
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2. turn on the dye source
3. collect 500 seconds of linescan data with the source on
4. turn off the dye source

5. collect 10 seconds of data to calculate the background level at the end of the
data collection.

Calculating Concentration

For each line of data, several corrections were made to account for effects such as
the change in position of the measurement location as compared to the calibration
position, the attenuation of the laser light through the dye, and the background dye
level building up in the channel. The procedure was as follows:

1. The camera was fixed in position, so as the laser line was moved to different z
positions the effective spatial resolution of the pixels and the intensity measured
at the camera changed. Fluorescein emits light equally in all directions so the
intensity at any distance from the laser line follows an inverse square law. As the
line gets closer to the camera the effective field of view of the camera decreases
and the measured fluorescence intensity will be directly proportional to the
effective field of view. The correction factor Kine:

cal hcam‘— ine
Kline: Leal ( A ) (210)

line hfcam — Zcal

where w,; is the pixel width in mm for the calibration, wyye is the pixel width
for the line being measured, z., is the calibration height in mm, 2y, is the line
height in mm, and hc,m is the effective camera height in mm.

2. Attenuation at each pixel was corrected by marching through the data pixel by

pixel working in the direction of laser beam propagation using Equation (2.9)
to find A.

3. Concentration based on the corrected fluorescence intensity was calculated using
the constants determined for the calibration Equation (2.8)

4. The background concentration was subtracted from the measured concentration
for each line of data collected. The current background level was calculated by
a linear interpolation of the background images collected before and after each
experiment.

The result of this four-step process was a concentration measurement for each
pixel for each line of data collected. Figure 2.12 shows a typical cross-stream fluores-

cence intensity measurement and the resulting concentration profile after the above
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calculations and corrections. In Figure 2.12(a) it appears that the signal is noisy with
about a +25 digital count range from pixel to pixel, but this is simply a consistent
variation in offset and response between pixels. After applying the calibration for
each individual pixel, this pixel to pixel variation is eliminated and the result is a
much cleaner signal as shown in Figure 2.12(b).

Further Data Analysis

All subsequent analysis was performed on the concentration files using custom soft-
ware written by the author. This analysis included operations such as calculating
time averaged and ensemble averaged centroids, plume spreads, concentrations and
any other statistics that were required.

2.4 Averaging Time and the Meandering Plume
Model of Concentration Fluctuations

Using the data collected with the linescan LIF technique it will be shown that the
meandering Gaussian plume model first proposed by Gifford (1959} and generalized
by Sawford and Stapountzis (1986) is a useful tool for predicting concentration fluc-
tuation statistics in a dispersing plume. The models presented are based on the
operational model described in Wilson (1995) with some modifications and further
development. The effect of wind shear distortion of concentration fluctuations near
the ground will be specifically addressed in a companion paper in Chapter 3.

2.4.1 Effect of Averaging Time on Plume Spread

Averaging time t,., is simply the time interval over which any variable of interest is
averaged to produce a mean value. Sampling time fgmple is the time interval over
which a variable of interest is actually measured. It is obvious that the averaging
time can never be longer than the total available sampling time (i.e. tay < tsample)
Pasquill and Smith (1983, pp. 12-19) and Wilson (1995) use these same definitions.
The definitions seem clear enough, but the two terms are often used interchangeably
and there can be confusion when discussing the effects of averaging time or sampling
time on various dispersion parameters.

Plume dispersion is a complex, highly variable process with material moving in
three dimensions in a turbulent flow field. Even in the laboratory, where the flow is
confined by the walls of a wind tunnel or water channel, plumes still meander back
and forth and have a clearly defined axis only in a large ensemble average or in a long
time average of instantaneous samples.

Plume spreads and mean concentrations are usually computed for a specific aver-
aging time, .. As tay, increases, the centroid of the instantaneous plume has more
opportunity to meander away from the axis of the plume (i.e. more opportunity to
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the sample the extremes of the probability distribution describing its position). The
time-averaged total plume spread increases as tays increases. The only reliable way
to measure these values is to take a large ensemble of samples of length t,. The
unsteady nature of the full-scale atmosphere precludes obtaining more than a few
sample points in an ensemble and as a result there are large variabilities in full-scale
spreads and concentrations.

Consider instantaneous measurements of a plume where t,,, — 0. At a fixed
downwind distance from the source, instantaneous snapshots of the plume will show
it meandering from side to side as well as vertically about some ensemble mean
position. A single instantaneous sample of length t,,, — 0 will reveal very little
useful information about the overall plume properties so the usual approach is to
take an ensemble of these short samples to determine any plume statistics.

The only practical method of determining any statistic of a dispersing plume
requires the assumption that it is a stationary and ergodic process. Stationary because
all the statistics are assumed to come from a process that has the same mean, variance,
etc. at all times. Ergodic because it is agssumed that any sample taken or ensemble
used has captured all the variation in the process and that any other sample or
ensemble of the same size will give exactly the same result. Arguably, the full-scale
atmosphere and most measurements of it do not satisfy these conditions, but almost
without exception dispersion is modelled as if it were stationary and ergodic over
the sampling time of interest. With this assumption, any plume property measured
relative to a reference point fixed to the ground, such as the ensemble average mean
concentration, plume spread, concentration variance, or any other plume statistic will
be constant regardless of the averaging time interval. A large ensemble of short time
interval measurements or an ensemble of long time interval measurements will both
give the same results.

The only way produce a variation with averaging time in a stationary dispersion
process is to follow the plume motion in a time averaged way. The most logical
approximation of overall plume movement is to follow the plume centroid. To follow
the plume centroid averaged over a time interval ¢,,, requires us to take samples of the
plume each of length fempie = tavg. Then, line up all of the centroids of these samples
to create the ensemble before computing the plume statistics. With this approach,
as tavg increases the plume will effectively appear to be wider because more of the
slow large scale meandering of the instantaneous plume samples will be included. As
tavg — 00, or more accurately as f,,, becomes much larger than the largest scales of
turbulent motion, all of the plume parameters will reach the asymptotic value equal
to the fixed to the ground reference frame value.

Figure 2.13 shows graphically the difference between averaging in a fixed frame
of reference versus following the plume centroid. On the left side of the figure the
reference frame is fixed to the ground giving a Eulerian or {,,, — oo average of the
plume. On the right side of Figure 2.13 is the instantaneous relative dispersion with
each instantaneous centroid shifted to a common baseline. This set of instantaneous
profiles is the #,,, — 0 case.
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Confusion can arise because the convention in dispersion literature seems to use
the term averaging time and assume that everyone understands that it is really a
sampling time if we are discussing concentration fluctuation parameters (or velocity
fluctuation parameters for that matter). For the remainder of this paper, in an
attempt to follow convention and minimize further confusion, only the term averaging
time t,ye will be used, even when describing instantaneous concentration fluctuations
measured over an sampling interval of length t,.g.

The linescan LIF measurement technique allows the plume centroid to be tracked
in the cross-stream y coordinate direction, but not simultaneously in the vertical z
direction. All plume statistics in this study were calculated by following the centroid
of the plume in the cross-stream direction as it meanders from side to side.

2.4.2 Meandering Plume Model

The meandering plume model first proposed by Gifford (1959) leads to closed form so-
lutions for concentration fluctuation parameters such as those given in Wilson (1995).
Gifford’s idea was to model a dispersing plume as a narrow instantaneous Gaussian
plume with spread o,; and no internal concentration fluctuations, which is mean-
dered by larger scale eddies in the flow to produce a wider time-averaged Gaussian
plume. If we consider just one-dimensional meandering, in the y-direction, then the
total plume spread, oy, is the sum of the spread of the instantaneous plume, o, ; and
the spread caused by the meandering of this instantaneous plume, o, ar

oF =0+ 00y (2.11)
Plume spreads o, are the standard deviation of concentration across the plume. Most
plume spreads are calculated from large ensembles of data or long time samples. For
example, the instantaneous plume spread oy ; is calculated by following the centroid of
the plume for each sample, calculating the ensemble average instantaneous plume and
determining the spread of that ensemble average as shown in Figure 2.13. Similarly,
the total plume spread oy for a given averaging time is calculated by taking an ensem-
ble of samples of length t,,, lining up the centroids of each member of the ensemble
and computing the spread of that ensemble average distribution of concentration.
The meander parameter Mpreaq is defined as the ratio of the squares of the me-
andering spread to the instantaneous spread.
o2
O{’éM (2.12)

y,i

Mspread -

The subscript “spread” is necessary because there is another meander parameter,
Mintensity which is the meander required to produce the correct concentration fluctua-
tions in the plume. As evident in Figure 2.13, plumes are not smooth Huctuation-free
Gaussian distributions as implied by Gifford’s original model. The real concentration
fluctuations at any point are a result of a range of scales of mixing from large scale
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meandering down to the smaller internal mixing scales of the plume down to the dis-

sipation scales. Yee et al. (1994) extended the meandering plume model by explicitly

including internal fluctuations in the instantaneous plume. Wilson (1995) implic-

itly included the internal instantaneous fluctuations by defining a pseudo-meander

Mingensity t0 account for the increased fluctuation intensity. Instead of measuring

meandering directly using the ratio of spreads as in Equation (2.12), the pseudo-

meander Mipsensity is the meander necessary to produce the fluctuation level that is

observed. This is discussed in Wilson (1995) and Bara et al. (1992) working from the

Sawford and Stapountzis (1986) meandering plume formulation for two dimensional
meandering and the result is

Mintensity = 7/)?7, + (Zi + 7;}21)0'5 (213)

where 15, is the fluctuation intensity on the plume horizontal and vertical centreline.

The linescan LIF measurement technique allows the one-dimensional, y-direction,
meandering to be investigated because the entire cross-wind extent of the plume
is sampled at 1024 points simultaneously at a high enough data rate (500 samples
per second) that o, ; can be measured directly. The high frequency data can be time
averaged to determine o, and the centroid movement can be tracked to measure o,
and thus Mpreaq calculated using Equation (2.12). The high frequency measurements
also allow pseudo-meander Miptensity t0 be determined by measuring the concentration
fluctuation intensity ¢, on the time averaged plume centreline at the effective source
height h, which includes any jet momentum rise, and applying Equation (2.13).

Figures 2.14 and 2.15 are some typical Mgyreaq a0d Mipgensicy values from the water
channel data set. In grid turbulence, Figure 2.14(a), Miensity 1S typically an order of
magnitude greater than the real meander of the plume centroid Mpreaq. In the shear
flow cases, Figures 2.14(b) and 2.15, the differences are less pronounced, but Mipsensity
is still typically a factor or 2 to 10 greater than the actual meander ratio Mypreaa-
This is not unexpected because the large scale slow meandering is suppressed by the
side walls of the channel, allowing the rapid fluctuations in the instantaneous plume
to dominate in laboratory simulations. Appendix C has additional plots of meander
parameters from all of the sources and positions that were tested and the same trends
are evident.

In the water channel, plume meandering ceases at long averaging times as expected
for a statistically stationary ergodic process. For ¢4 U/G > 10 in grid turbulence and
tavgUn /H > 10 in shear flow (L.e. tayg ~ 5 to 10 seconds) meandering has effectively
stopped because the limited size of the water channel restricts the meandering of the
plume. The levelling off of the statistics also indicates that the 500 second sample
times for the water channel data were sufficient to capture all of the ¢,,, effects. As
tave gets longer, the number of effective samples that can be obtained from a single
500 second measurement decreases. Regardless of the real behaviour of the plume we
would expect all the statistics to level off as ., gets large because of the shrinking
sample size. The fact that this levelling happens at 5 to 10 seconds and not at
100 to 500 seconds indicates that 500 second samples were long enough to capture
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statistically meaningful ¢,,, effects.

The differences between the actual and pseudo-meander ratios indicate that the
restricted plumes in the water channel have a great deal of internal concentration fluc-
tuation and large scale meander contributes only a small part to the overall concentra-
tion fluctuation level. The Miyensity necessary to produce the measured fluctuations
is not directly related to the real large scale meandering of the plume centroid given
by Mipread- Although this implies that a meandering plume is not a good physical
model for the dispersion process, substituting the pseudo-meander Mineensity for the
real meander Mpreaq Will be shown to produce a very robust and accurate model for
engineering estimates of the spatial distribution of concentration fluctuations. The
other implication is that predicting Mgpreaq may not be particularly useful for plume
modelling purposes.

2.4.3 Centreline Fluctuation Intensity as a Function of Av-
eraging Time

One of the key relationships in the Wilson (1995) meandering plume model is that
the centreline fluctuation intensity ¢, can be adjusted for averaging time based on the
changes in plume spread o, with ¢,.,,. Wilson (1995, Equation (6.9))

-2
Zhytavg + 1 ~ O-yytavg

ii,ref“" 1 Oyet (2.14)
This relationship requires that isyer and 0y ror at some reference averaging time are
known.

The water channel data was used to test this relationship. The results are shown
in Figures 2.16 and 2.17 with a reference time of t,,;, — 0o taken as the 500 second
total measurement time. The correspondence between i} and o, is not perfect, but
is generally within about 10% and all of the trends are correct. This is an important
result because Equation (2.14) is essential to scaling water channel simulations to the
longer averaging times of the full-scale atmosphere. Appendix D has additional plots
for the other sources and positions that were measured.

2.4.4 Cross-Stream Profiles of Fluctuation Intensity i

Another relationship from the Wilson (1995) operational model that can be tested
with the linescan data set is the off-axis fluctuation intensity values, Wilson (1995,
equation (6.8))

9 g 121;/[1\iytensitz
9 2 (Z _ h) Y +2Mjntensity
1= (i;+1) {exp ( 357 + ————2@)} (2.15)

where 5, is the plume centreline fluctuation intensity, h is the source height, z is the
measurement height, o, and o, are the plume spreads, y is the cross-stream position
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and Migtensity i the pseudo-meander parameter for fluctuation intensity given by
Equation (2.13). ’

It is already known that the shear flow will greatly distort this profile near the
ground, but for the moment we can avoid having to deal with this issue by using
the measured i,-o value on the cross-stream centreline of the plume at each vertical
position instead of i,. Figures 2.18 and 2.19 show some typical cross stream profiles
compared to Equation (2.15). Appendix E contains a more complete set of plots
of cross-stream fluctuation intensity for other sources and measurement positions.
The fit is very good, especially for the grid turbulence, which is more spatially ho-
mogeneous and has no mean velocity shear. In the shear flow cases and far off the
centreline at 3 to 4 gy, the fit is not quite as good, but at this point it is possible that
the walls of the water channel are having an effect. This is a smaller problem in grid
turbulence because the plumes are very narrow and less influenced by the side walls
of the channel.

The best agreement between theory and experiment is obtained when the pseudo-
meander Migtensity,- 15 calculated using Equation (2.13) with ¢ taken at the measure-
ment height z on the plume centreline y = 0, rather than using Minensity n calculated
from the source height fluctuation intensity ;. As an example, Figure 2.20 com-
pares the cross stream intensity profiles for the z/H = 2.5, (z — d)/H = 0.011 case
for the horizontal elevated jet at (h — d)/H = 0.12, with Mintensityz) Mintensity,n and
Mipreaa- The best fit is with the pseudo-meander Miyiensity,, calculated at the local
height of each cross-stream profile to minimize the shear distortion effects. The suc-
cess of the local pseudo-meander suggests that wind shear distortion of concentration
fluctuations is a localized height dependent effect.

2.4.5 Cross-Stream Probability Distributions of Centroid Po-
sition and Plume Spread

The detailed data sets obtained from the linescan LIF enable direct measurement of
many interesting properties of plume dispersion which are very difficult or impossible
to measure with other experimental techniques. Two parameters that may be useful
to future development of meandering plume dispersion and concentration fluctuation
models are the probability distribution of the position of the instantaneous plume
centroid 7 and the probability distribution of instantaneous plume spread oy ;. (The
double subscript i is necessary because o, ; is defined as the ensemble average in-
stantaneous plume spread (o, ;;)) The centroid position and instantaneous spread size
will be normalized by the total plume spread o, o which is the 500 second average
plume spread in the water channel.

At each downstream position, the time-varying location of the plume centroid is
a function of the larger scale eddies that have meandered the entire plume during its
time of travel. The centroid moves as a random additive process that should produce a
Gaussian distribution. Figures 2.21 and 2.22 are some samples of the centroid position
7/0y 0 probability distributions. The Gaussian curves plotted with the data have the
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same mean (defined as §/o, o = 0 on the plots) and centroid standard deviations as
the data. The standard deviation of the centroid is equal to the meandering plume
spread o,y from Equation (2.11). Other source types show similar correspondence
between the plume centroid position and a Gaussian distribution as shown in the
additional plots in Appendix F.

Instantaneous plume spread oy ;; is highly variable and has a probability distri-
bution of its own. This variability is caused by the random dilution and spreading
of the plume and also by plume meandering perpendicular to the linescan measure-
ment. Dilution is a random multiplicative process so a lognormal distribution might
is expected for plume spread.

Comparing measurements of instantaneous spread to a lognormal is complicated
by the fact that in grid turbulence there are significant periods of time during which no
part of the plume is in the measurement beam, even when the measurement location is
on the vertical plume centreline. The intermittency factor vy,e is the fraction of time
during which there is a measurable plume somewhere in the measurement volume.
Even on the centreline of the plume, v, ranges from 87% at z/G = 6.6 from the
source to 95% at /G = 19.7. For the boundary layer shear flow some part of plume
is present for 100% of the time at all positions (z — d)/H < 0.12 50 7jine = 1.0 for all
of the shear flow cases.

Figures 2.23 and 2.24 show some samples of the distributions of measured nor-
malized instantaneous plume spreads ¢y;/0y oo compared to a clipped lognormal (for
Mine < 1) or lognormal distribution for all other cases. The clipped lognormal was first
used for modelling intermittent Eulerian concentration level probability distributions
by Hilderman and Wilson (1999). In its application here to the instantaneous plume
spread o, ;; the pdf is

1 Ty,ii,50
exp | — = (2.16)
V210 i1 (0y i + Oy i base) 202 1

ln,? ( G'y,ii+(7y,ii,base >

P(Uy,z‘i) =

where gy ;;; is the log standard deviation of the plume spread, oy i base is the shift of
the distribution needed to generate the correct plume intermittency, and oy ; 50 is the
median of the unclipped lognormal distribution. Essentially, this is just a lognormal
distribution shifted to the left by 0y i pase- All values less than 0 are clipped off and
replaced with a delta function at zero that represents the intermittent periods where
there is no measurable plume anywhere along the measurement line. The oy, and
Oy.iibase Values are chosen so that after clipping the remaining distribution has the
correct mean and variance. Hilderman and Wilson (1999) give additional details on
the calculations required to compute oy ;;; and gy i pase- For the non-intermittent case
Oyiipase = 0 and (2.16) reduces to the lognormal. Appendix F has additional plots of
the plume spread data fit to the lognormal and clipped lognormal.

The clipped lognormal is a remarkably good fit to instantaneous plume spread
distributions. The only discrepancies are for the extremely small plume spreads where
oy — 0 such as in the grid turbulence case. These errors are not surprising as
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the camera pixel resolution limits the ability to measure very small plume spreads.
To date, there has been no theoretical basis developed for the clipped lognormal.
A simple physical explanation is that dilution/spread is a naturally multiplicative
process so a lognormal might be expected. A clipped lognormal implies that even
zero periods are part of this same multiplicative process.

2.4.6 Section Summary

In this section the basics of averaging time and the meandering plume model were
presented and models of the concentration fluctuation intensity developed in Wilson
(1995) were tested against the water channel experimental data. The key observations
are listed below. The engineering design and physical modelling implications of these
observations will be discussed the conclusions section.

e Averaging time effects on a dispersing plume can only be accurately measured in
a Lagrangian frame of reference that follows the plume movement.

e The concentration fluctuations in the plume change with averaging time in parallel
with the changes in the time averaged plume spread.

e The meander parameter based on the large scale meandering of the plume Mgyread
is much less than the pseudo-meander Miytensiey required to explain all of the con-
centration fluctuation measured in a dispersing plume. The large scale meandering
of the plume only contributes a small part to the overall concentration fluctuation
level the remainder is due to internal plume variability.

e Despite the above conclusion, the meandering plume model remains a useful tool
to predict concentration fluctuations. Using Mintensity €valuated at the local pro-
file height above the ground for cross-stream variation in fluctuation intensity ¢
produced very good agreement with the water channel data.

e The instantaneous centroid of the plume meanders in the cross-stream direction in
a random additive process that produces a Gaussian distribution for the centroid
position.

e The instantaneous plume spread has a probability distribution that is well de-
scribed by a lognormal in the case where vy, = 1 or clipped lognormal for y,e < 1
when the plume meanders entirely outside of the measurement volume for signif-
icant periods of time.
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2.5 Plume Spread with Averaging Time: Models
and Data

2.5.1 Plume Spread Variation with Averaging Time

As the averaging time interval increases, the instantaneous plume will meander more
and total plume spreads will increase while the plume centreline average concentration
decreases. In Figure 2.13 the left side of the figure is the ensemble averaged plume
for t,,; — 00 while the right hand side is the ensemble averaged plume for ¢5,; — 0.
The shorter time average filters out the larger scale motions of the plume causing a
reduced plume spread.

One widely used method of accounting for time average effects is to adjust plume
spreads oy, for an averaging time t,, relative to some reference averaging time {re
for which the spread oy, is known. The typical power law model is (Hanna et al.
(1996, Equation (6.1)))

0.2
Tytas _ | Lave (2.17)
Oy tret tref
Gifford (1982, 1984) proposed a random force model to describe crosswind plume
spread at all stages of the dispersion by adapting the Langevin random force diffusion
equation. Wilson (1995) developed a travel time power law model for averaging
time effects inspired by the Gifford random force model. Wilson’s model considers
source size and averaging time as equivalent to a change in the effective travel time
of the plume. The constants in the power law were chosen to produce results that

approximated Gifford’s solution to the Langevin equation, see Wilson (1995, Chap.
3 and Appendix A). From Wilson (1995, Equation (3.12)):

2
T t; t

R

Oy ity 2 Try Tro (2.18)

2
Uy:tref 3¢2 TLU + tt + tref
r
O\ Tro  'Tre

0.5

where 1; is the plume travel time, t,.,, is the averaging time, t.y is the reference
averaging time, and T, is the cross-stream (y-direction) Lagrangian integral velocity
fluctuation time scale. The source size parameter ¢g is the non-dimensional source
size from Wilson (1995, Equation (3.13))

gy

Po= \/Q—UI*mSTL‘U

(2.19)

7

me 18 the cross-stream rms velocity fluctuation. The

where op is the source size, and v
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empirical parameter r; from Wilson (1995, equation (3.14))

1

T parwend
1 o (14061 4 0alme
67 .

(2.20)

LV Try

An alternative form for r; will be proposed in the present study. The effective initial
source size a, is (Wilson et al., 1998, Equations (A.31) and (A.32))

2
o2 Y, PP(Ah
— =+ = 4B? 2.21
B2 T2 \®’ | T (2.21)
where R, is the source radius, Ah is the plume rise, and 3, is
1+ 0.01572
=06 ———2 2.22
be 06(1+0.04T§> (2:22)
T, is the density weighted velocity ratio given by (Wilson et al., 1998, Equation
(A.21)) ,
0.5 W
Ps s
Ts=|— — 2.23
2) % 23)

where p, is the source density, p, is the ambient fluid density, W, is the vertical
velocity component of the source, and U is the average flow velocity. The empirical
source size constant By accounts for source size of low velocity releases with no plume
rise and Wilson et al. (1998) found By = 0.5 based on water channel plumes.

2.5.2 Plume Meander as a Function of Averaging Time

The travel time power law model of Wilson (1995) given by Equations (2.18) through
(2.23) can also be used to predict the meander parameter M yreaq as & function of
averaging time. Using the definition of Mpreaq from (2.12) and the meandering spread
from (2.11)

2
Oy tuve
Mapread = (Jif—> ~1 (2.24)

In (2.18) let 0y ref = Oy .t,,,—0 = Oy and combine with (2.24)
Teo\ t

3 2 __E;_ t avg

¢O ( b > " TLv * TlTLU

2
TLU tt
3 2
¢O ( tt ) i TLU

Mspread - -1 (225)
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As discussed in Section 2.4 knowing Mgpreaq is of limited use in predicting concentra-
tion fluctuations. However, it is useful for verifying the accuracy of the fit between
the travel time power law model and Gifford’s original random force model because
meander is a much more sensitive indicator of the power law fit than the plume spread.

2.5.3 Improving the Travel Time Power Law Model

An improved fit between the Gifford random force model and the travel time power
law model can be made by adjusting the coefficient r; from Equation (2.20). An
improved empirical fit for the parameter 7, is

1.5
1+0.2 b
. TL'U
‘ : 1.5
o(1+0228) [ 1+0. i
( o TM) +05(TM>

This form of 7, is less sensitive to changes in travel time than Equation (2.20) and
behaves correctly in the limits of ¢,., and ¢;. With this new equation for rq, the travel
time power law model matches Gifford’s predictions of meander within approximately
+20% over any reasonable choice of travel time, sample time and source size. The
travel time power law model in Equation (2.18) with the new 7, value from Equation
(2.26) will be referred to as the TTPL model.

Ty =

(2.26)

TTPL Behaviour for Long Travel Times ¢; > Ty,

To check the behaviour of the modified 7 coefficient, consider the case of a point
source, oo — 0 and compare the spread at s, — 00 to the instantaneous spread at
tavg — 0. From Equation (2.18) squaring both sides

tt +r tavg
2 1
a
poo _ % T (2.27)
Oy,i tt
TL’U

In the limit of long travel time t;, > Ty, the modified r; goes to 0.1 and the
ratio O'j,tavg/ 05’1- is very weakly dependent on f,,,. When ; > t,,, then, as expected,
averaging time will have almost no effect. At large £, the plume has travelled far
downstream and the instantaneous spread is so large that there are no eddies larger
than the instantaneous plume to cause meandering.

TTPL Behaviour for Short Travel Times t, < T},
In the limit of short travel times ¢, <« Tp, it is expected that
Oy ™ Uyt (2.28)
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