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Abstract

This thesis contains three unpublished papers that develop and validate models
for concentration fluctuation statistics in a plume dispersing in the highly sheared
flow near the ground in the neutrally-stable atmospheric boundary layer. The models
developed are practical, operational models that can be applied to full-scale haz-
ardous outcome prediction. An extensive water channel data set for concentration
fluctuations from point source releases in both rdugh surface boundary layer shear
flow and in shear-free grid turbulence are used as a basis for the model development
and verification.

A digital linescan camera and laser-induced fluorescence technique is developed
for measuring high frequency, high spatial resolution concentration fluctuations at
1024 simultaneous points in a dispersing plume. The large-scale time averaged me-
andering motions of the plume are directly measured by tracking the plume centroid.
The plume spread development with averaging time compares favorably with a mod-
ified travel time based power law model for averaging time adjustment while the
widely-used 0.2 power law for averaging time effects is demonstrated to be a poor
approximation.

An engineering model is developed for the total concentration fluctuation intensity,
intermittency factor, and concentration integral time scale for a plume dispersing in
a shear flow. The relevant parameter for wind shear effects is found to be the velocity
shear normalized by vertical turbulence intensity, plume travel time, and average
streamwise velocity. The reference position at which to evaluate the non-dimensional
shear is an important factor because both the source position and the receptor position
influence the concentration fluctuation statistics.

The overall concentration fluctuation statistics are used to drive a stochastic time
series simulation to produce ensembles of realistic exposure events with a clipped

lognormal probability distribution of concentration. The accuracy of the stochastic
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model is verified by favorable comparison with water channel measurements for con-
centration bursts above a threshold level and gaps below a threshold. A simple time
delay technique is developed to produce realistic cross-stream correlations of concen-
tration Huctuations. This greatly enhances the application of the stochastic model
as the exposure to an individual and his neighbours can be evaluated simultaneously

for the same release event.
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Chapter 1

Introduction and Overview

1.1 Background and Motivation

This thesis is a continuation of work in my MSc thesis, Hilderman (1997) “Stochastic
Simulation of Concentration Fluctuations for an Effective Toxic Load Model”. The
objective is to find a practical physical and engineering model of scalar concentration
fluctuations in a plume dispersing in a turbulent shear flow. More specifically, I am
concerned with accidental releases of hazardous material into the atmosphere that
cause acute toxic responses, odour annoyance, flammability dangers, or other short-
term hazardous effects on-site in the occupational exposure setting or off-site where
the general public can be exposed.

The key issue is that the random nature of turbulent dispersion causes the instan-
taneous concentration of a contaminant at any point in a dispersing plume to vary
widely over a range from zero to 20 times the mean concentration or greater. Figure
1.1 shows two examples of typical time series of concentration. The hazardous effects
of a release, such as acute toxicity, are non-linearly dependent on the instantaneous
or short-term average concentrations. For example, a widely-used model for acute
toxicity is toxic load

L=c"t (1.1)

where L is the toxic load, ¢ is the exposure concentration, ¢ is the exposure duration,
and n is the toxic load exponent which ranges between 1.0 to 5.0 depending on the
chemical, see, for example, ten Berge et al. (1986); CCPS (1989); AEGL (2000);
Rogers {1990). Most chemicals have n values between 2.0 and 3.0. Adverse effects,
such as fatality, occur when the exposure toxic load exceeds some threshold level.
With this type of non-linearity, the peak concentration fluctuations are much more
important than the mean concentration. A simple mean concentration estimate does
not provide sufficient information to evaluate the hazard.

The overall goal of this PhD thesis research has been to develop the tools to
enable complete atmospheric dispersion modelling from the source to the eventual
outcome of the hazardous release. I was heavily involved in the Natural Sciences and

1
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Engineering Research Council of Canada (NSERC) Strategic Project (1998-2002)
“Outcome-Based Risk Scaling and Uncertainty Factors for Toxic Gas Releases” in
cooperation with the Alberta Energy and Utilities Board, Imperial Oil Ltd., and
Shell Canada Ltd. to develop and apply a prototype of a complete outcome-based
model to develop guidelines for assessing toxic pipeline and gas well releases (see
Wilson (2002) for the final report on the project).

As a result of this project, the basic prototype computer-based toxic fatality out-
come model, EVENTSIM, was developed. My PhD research draws on lessons learned
from EVENTSIM, and produced a significantly improved model EVENTSIM2 along
with extensive experimental validation of the new concentration fluctuation model.
At present, EVENTSIM?2 is operational, but very user-hostile and unsuitable for ap-
plication outside of the research environment. Some of my concentration fluctuation
modelling contributions to EVENTSIM2 are discussed in this thesis, but the complete
computer-based EVENTSIM2 model itself is not included.

1.2 Basic Plume Parameter Definitions

Throughout the thesis, a general understanding of common plume dispersion param-
eters will be assumed so a few basic definitions are given here to assist those who are
unfamiliar with the terminology.

e Fluctuation Intensity i: The fluctuation intensity 1, is

where ¢’2 is the variance of the concentration and vV ¢? = ¢/ which is the standard
deviation or root mean square fluctuation. (The convention used is ¢ = C + ¢
where c is the instantaneous concentration and ¢’ is the fluctuation from the mean

o).

e Conditional (in-plume) Fluctuation Intensity i,: The conditional fluctu-
ation intensity 7, is calculated by excluding the zero concentration intermittent
periods.

Zp - —C—’—i (13)
p

where cf is the conditional concentration variance and C,, is the conditional mean
concentration.

¢ Intermittency Factor v: The intermittency factor v is the probability of the
concentration being greater than zero (i.e. the fraction of time during which

2
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there is measurable non-zero concentration.) The total and conditional fluctuation
intensities are related to the intermittency factor by the definition, see Wilson
et al. (1985, Equation (8))
1442
1442

v = (1.4)

e coordinate system z, y, 2: The z coordinate measures downstream (or down-
wind) distances, y is the cross-stream direction, and z is the vertical direction
with zero at the ground and positive upward.

e plume centroids 7, Z: The cross-stream centroid 7 and vertical centroid Z are the
concentration weighted centres of the plume measured across a profile in the y or
z direction respectively. For a continuous cross-stream distribution, for example

__ = ye(y) dy
YT ) dy

where ¢(y) is the function describing the cross-stream distribution of concentration
in the plume

(1.5)

e plume spreads oy, 0,: The plume spread is the standard deviation of the spa-
tial distribution of concentration in the cross-stream direction, o, or the vertical
direction o,. For a continuous cross-stream distribution:

o 5 (w—7)%c(y) dy
v 5 c(y) dy

¢ instantaneous plume spread oy;, 0,,: Instantaneous plume spreads are sim-
ply the plume spread of the instantaneous ensemble average plume calculated by
aligning each of the instantaneous plume centroids %, in the ensemble and then
determining the average concentration distribution across the plume.

(1.6)

e plume meander: Turbulent eddies of equal size or larger than the plume cause
the entire plume to be pushed in one direction or another. This large scale motion
is distinctly different than the smaller scale turbulent mixing that involves only
small pieces of the plume cross-section at any one time. One way to measure
the plume meander is to consider the spatial distribution of the instantaneous
centroid position of the plume over an appropriate duration ... The meandering
component of plume spread o 5 is

tavg
0\ = / @ - 7....)"p (@) a5 (L.7)

where p(7,) is the probability distribution function describing the instantaneous
centroid position. The meander parameter M is the ratio of meandering spread
to instantaneous spread oy u /0y,

Other plume parameters will be defined where necessary in the body chapters and
appendices.
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1.3 General Approach to Concentration Fluctua-
tion Problems

There are two fundamentally different ways to evaluate hazards caused by intermittent
fluctuating concentration exposures:

1. Consider only overall statistics of the release. The most easily predicted
statistic is the mean exposure concentration. From this mean concentration,
fluctuation effects can be taken into account by approaches ranging from a
simple safety factor or peak to mean ratio estimate to the prediction of the
probability distribution and higher order moments of concentration. A toxic
exposure human outcome model is then applied to this statistical description of
the concentration fluctuations to determine the eventual outcome.

2. Simulate physically realistic time series of concentration fluctuations.
An ensemble of these simulated events will automatically include the mean
concentration, higher order moments and all important features, such as time
correlations and peak concentrations. With these simulated time series, complex
and realistic human exposure outcome effects models can be applied directly to
each member of the ensemble of repeated events to assess health effects and the
event-to-event variability.

The first approach is the simplest. There is a vast array of dispersion models
available to predict long-term (i.e. several minute to several hour) average concen-
trations. There are considerably fewer methods to predict higher order moments of
concentration or accurate peak to mean ratios. This use of overall summary statis-
tics also requires hazardous effects models to be relatively simple because only a few
statistical parameters can be included. Methods that follow this first approach to
modelling concentration fluctuations end up trying to fit the outcome models to the
few parameters that they have available.

The second approach, developed in this thesis, is to take basic statistical informa-
tion about the concentration fluctuations in a dispersing plume and generate realistic
stochastic time series of concentration fluctuations that have these overall statistics.
With these computer-generated time series, complex hazardous effects models can be
applied and the real exposure problem can be examined directly.

Instead of forcing the outcome model to fit a limited set of predetermined statistics,
we ‘let the time series of concentration and the hazardous effects model determine
the important variables. By predicting the outcome from an ensemble of realistic
random concentration time series we can determine whether the important variable
is the mean, the variance, the 90th percentile concentration, the number of times a
threshold is exceeded per event, the duration of exposure above a particular threshold
coupled with the time spent below a threshold where there is recovery from the
previous exposure, or any other possible combination of parameters. In short, a-
priori assumptions about how erposure concentration fluctuations are related to the

4
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outcome are minimized. The important parameters are determined from those which
are actually observed to influence the outcome.

Direct event simulation techniques also provide the powerful and useful ability to
predict event-to-event variability. Although each event in a simulated ensemble is
constrained to the same mean values, the time correlation parameter in the model
ensures that the simulated time series reaches statistically stationary conditions in
the same way as the full-scale atmosphere. In other words, large ensemble averages
of events converge to the correct mean values, but the event-to-event variability is
also realistically simulated. This approximates the natural variability observed in the
full-scale atmosphere caused by turbulence time scales that are comparable to event
durations. Natural variability produces surprisingly large differences in outcomes
predicted under atmospheric conditions that are identical in their mean values, but
have underlying turbulent variations. Direct event simulation allows planners and
regulators to refine the meaning of “worst reasonable case” when setting up exclusion
zones and planning for emergency response.

Others have also begun to recognize this need for concentration fluctuation time
series in addition to overall statistics. Venkatram (2002) used a very simple time
series model with randomly spaced zero and peak concentration periods to examine
the effects of averaging time. Yamartino et al. (1996) and Yamartino and Strimaitis
(2000) have developed the sophisticated Kinematic-Simulation-Particle (KSP) disper-
sion model for the German EPA. This computationally-intensive model attempts to
predict second-by-second concentration fluctuations. However, the published mate-
rial for KSP limits its validation to some peak concentrations and a few probability
distributions compared with experimental data. A lack of detailed experimental data
has limited their ability to test this part of the KSP model.

1.4 Outline of Work

Both my MSc thesis and this PhD thesis are written as a series of papers. Two
chapters of my MSc have already been published in refereed journals and my PhD
papers will be submitted in the near future. A brief description of the MSc based
papers and the three PhD chapters is given in the following subsections. Note that
each of the PhD Chapters 2 through 4 is intended to be a complete stand-alone paper,
so there is some repetition of content, particularly the experimental descriptions.

The Appendices at the end of the thesis contain supplemental information and
are designed primarily for future students in this area of study. This material is not
critical to understanding the work in Chapters 2 through 4. However, the appendices
do provide many additional plots comparing experimental measurements with theo-
retical lines for source types and downstream positions that were not covered directly
in the body chapters. The reader is encouraged to refer to the appendices if there
are any doubts about the conclusions drawn from the few selected graphs presented
in the body chapters.
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1.4.1 Hilderman and Wilson (1999) “Simulating Concentra-
tion Fluctuation Time Series with Intermittent Zero
Periods and Level Dependent Derivatives”

This paper was based on Chapter 2 of my MSc thesis and presented a stochastic
model for generating realistic intermittent concentration fluctuation time series as a
first order Markov process. This model was an extension and improvement of the non-
intermittent upcrossing rate model of Du et al. (1999). The stochastically generated
time series compared very favorably to water channel dispersion data collected by
Wilson et al. (1991) using salinity probes. This was also the first publication of the
clipped lognormal probability distribution for describing intermittent concentration
fluctuations. Some details of the stochastic model have also been presented in the
conference paper Hilderman et al. (1997b) with a small extension to these results
presented in the conference paper Wilson and Hilderman (1998).

Although the Hilderman and Wilson (1999) paper proved that the concept of
stochastic time series simulation was viable, it did not provide any method of deter-
mining the correct input statistics to drive the stochastic model (i.e. the intermittency
factor, fluctuation intensity, and fluctuation integral time scale). The data set tested
did not include measurements in the highly sheared flow near a rough surface that
would be typical of a full-scale atmospheric exposure.

1.4.2 Hilderman et al. (1999) “A Model for Effective Toxic
Load from Fluctuating Gas Concentrations”

Based on Chapter 3 of my MSc thesis, this paper developed a modified toxic load
model with an uptake time constant, a recovery time constant, and a saturation
level. A case study was completed for hydrogen sulphide releases using the best
estimated values for uptake and recovery time constants that could be derived from
the toxicological literature. Exposure concentration time series were simulated using
the methods of Hilderman and Wilson (1999). The case study results showed that the
effective toxic load model provided realistic estimates of population fatalities when
compared with the standard occupational exposure limits. Fatality estimates using
the simple mean concentration toxic load and ignoring fluctuations did not produce
realistic results.

Some of this toxicity work was also presented in a conference paper Hilderman
et al. (1997a). An examination of uncertainty factors and proposed hydrogen sulphide
exposure limits was presented in a poster by Hilderman et al. (2000).
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1.4.3 Chapter 2 “Plume Meandering and Averaging Time
Effects from High Resolution One-dimensional Concen-
tration Measurements”

This paper documents the development of the linescan laser-induced fluorescence
(LIF) technique for high temporal and spatial resolution measurements of concen-
tration fluctuations in a water channel. This non-intrusive optical technique allowed
measurement of 1024 simultaneous data points along a laser beam used to illuminate
fluorescent dye dispersing in a water channel.

The water channel was configured to produce both a rough surface boundary layer
shear flow and a shear-free grid generated turbulent flow. Near surface measurements
in the shear flow were of the most interest because nearly all human exposures occur
near the ground in the atmospheric boundary layer. The grid turbulence data provides
an interesting no-shear reference to test the robustness of concentration fluctuation
models in the limit of zero vertical velocity shear.

With the large number of simultaneous data points and high spatial and temporal
resolution of the data, the centroid of the plume is tracked and time averaged to al-
low detailed examination of averaging time relationships. In addition, the probability
distribution of instantaneous centroid position is examined along with the probability
distribution of instantaneous plume spread. There are currently no other experimen-
tal methods that can provide these detailed near-instantaneous concentration profile
measurements in a dispersing plume.

The LIF data set is used to verify the applicability of the pseudo-meandering
plume model for concentration fluctuations developed by Wilson (1995) and to test
a modified travel time power law model (TTPL) for averaging time effects on plume
spread. The TTPL proves to be a better model for averaging time effects than the
widely used 0.2 power law adjustment (see, for example Hanna et al. (1996))

1.4.4 Chapter 3 “Measurement and Prediction of Wind Shear
Distortion of Concentration Fluctuation Statistics”

Vertical linescan LIF profiles through dispersing plumes are used to examine the effect
of wind shear distortion of concentration fluctuation statistics near the ground. This
is a critical issue as virtually all important full-scale atmospheric exposures occur in
near-surface sheared flow. These statistical parameters are necessary as inputs to the
stochastic model described in Hilderman and Wilson (1999) and in Chapter 4.

The most challenging aspect of the model development was to find a single phys-
ically realistic model that included the effects of receptor position and a changing
release height. The experimental data showed that there were significant differences
between a release high above the ground, initially dispersing in no-shear flow and
descending to the ground; and a ground level release that experiences a wide range
of wind shear over the plume height.

An operational engineering model for shear distortion of fluctuation intensities,

7
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intermittency factors, and time scales is developed. The important variable in the
model is the wind shear normalized by the vertical component of turbulent velocity
fluctuation, travel time, and flow velocity at both the source and receptor positions.
The model fits well with the experimental data, and in the limit of no-shear describes
the grid turbulence case.

Recommendations are made to allow direct application of the proposed shear
distortion model to real atmospheric dispersion problems where the available flow
field information may be limited. A case study of a plume in a neutrally stable
full-scale atmosphere is used to verify the robustness and realism of the model over
a wide range of conditions. The case study shows large shear-induced variations in
fluctuation intensity and intermittency in vertical profiles through any plume.

1.4.5 Chapter 4 “Stochastic Modelling of Cross-Stream Cor-
related Concentration Fluctuations in a Dispersing Plume
for Cross-Stream Hazard Evaluation”

This paper is an update and extension to the original stochastic model paper Hilder-
man and Wilson (1999). With the new LIF shear flow data set, the clipped lognormal
probability distribution, first proposed by Hilderman and Wilson (1999), was demon-
strated to be an excellent fit to intermittent concentration fluctuations even in the
highly sheared flow near the ground.

With the basic specifications of the stochastic model confirmed, higher order statis-
tics of burst and gap length were investigated as a measure of the model performance.
A burst is a series of consecutive concentration samples that exceed a threshold level
and a gap is a series of consecutive concentration samples below a threshold level.
Burst and gap periods can be important for hazardous release effects that depend
on exceeding a threshold for a minimum amount of time, or for considering recovery
during the low concentration time periods. These types of statistics are difficult to
predict analytically, but can be easily extracted from a stochastic simulation time
series. The stochastic model provides a close match to the distribution of gaps and
bursts observed in the water channel data.

The scope of the stochastic model is expanded by considering the cross-stream cor-
relation between points in the plume. The pseudo-random number generator driving
the stochastic model allows highly correlated fluctuation time series to be simulated
and then de-correlated with a simple time delay. This de-correlation method is con-
firmed by comparison with the water channel data.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



References

AEGL (2000), PUBLIC DRAFT: Acute Exposure Guideline Levels (AEGLs) for
Hydrogen Sulfide, Public Draft report from the National Advisory Committee to
develop Acute Exposure Guideline Levels (AEGLs).

CCPS (1989), Guidelines for Chemical Process Quantitative Risk Analysis, Center
for Chemical Process Safety of the American Institute of Chemical Engineers.

Du, S., Wilson, D. J., and Yee, E. (1999), A Stochastic Time Series Model for Thresh-
old Crossing Statistics of Concentration Fluctuations in Non-Intermittent Plumes,
Boundary-Layer Meteorology, 92:229-241. '

Hanna, S. R., Drivas, P. J., and Chang, J. J. (1996), Guidelines for Use of Vapor Cloud
Dispersion Models, Center for Chemical Process Safety of the American Institute of
Chemical Engineers, New York, NY, second edition.

Hilderman, T. L. {1997), Stochastic Simulation of Concentration Fluctuations for an
Effective Toxic Load Model, Master’s thesis, University of Alberta.

Hilderman, T. L., Hrudey, 5. E., and Wilson, D. J. (1999), A Model for Effective
Toxic Load from Fluctuating Gas Concentrations, Journal of Hazardous Materials
A, 64:115-134.

Hilderman, T. L. and Wilson, D. J. (1999), Simulating Concentration Fluctua-
tion Time Series with Intermittent Zero Periods and Level Dependent Derivatives,
Boundary-Layer Meteorology, 91:451-482.

Hilderman, T. L., Wilson, D. J., and Hrudey, S. E. (1997a), The Effect of Uptake and
Recovery Rates on the Toxic Load Predicted from Toxic Gas Exposure Concentration
Fluctuations, In International Society of Exposure Analysis (ISEA) Annual Meeting,
Research Triangle Park, NC' - November 2-5, 1997.

Hilderman, T. L., Wilson, D. J., and Hrudey, S. E. (1997b), Modeling Zero Con-
centration Intermittent Periods in Toxic Gas Risk Assessment, In Presented at the
Society for Risk Analysis Annual Meeting, Washington, D.C. - December 8 - 10, 1997,

Hilderman, T. L., Wilson, D. J., and Hrudey, S. E. (2000), Application of Inter- and
Intra-Species Uncertainty Factors to Rat Fatality Data Used in the Hydrogen Sul-
fide AEGL-3 Levels, In API Hydrogen Sulfide Health Research and Risk Assessment
Symposium, October 31 - November 2, 2000, Chapel Hill, NC, poster presentation
with 14 page handout.

Rogers, R. E. (1990), Toxicological Justification of the Triple Shifted Rijnmond
Equation, Technical report, Alberta Energy Resources Conservation Board, Appendix
B, Volume 7 of the Risk Approach: An Approach for Estimating Risk to Public Safety
from Uncontrolled Sour Gas Releases.

ten Berge, W. I'., Zwart, A., and Appelman, L. M. (1986), Concentration-time

mortality response relationship of irritant and systemically acting vapours and gases,
Journal of Hazardous Materials, 13:301-309.

9

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Venkatram, A. (2002), Accounting for averaging time in air pollution modeling,
Atmospheric Environment, 36:2165-2170.

Wilson, D. J. (1995), Concentration Fluctuations and Averaging Time in Vapor
Clouds, Center for Chemical Process Safety of the American Institute of Chemical
Engineers, New York, NY.

Wilson, D. J. (2002), Outcome-Based Risk Scaling and Uncertainty Factors for Toxic
Gas Releases, Technical report, University of Alberta, Final Report for NSERC
Strategic Project 215980-1998.

Wilson, D. J. and Hilderman, T. L. (1998), Stochastic Reconstruction of Intermittent
Zero Concentration Periods in Plumes for Accidental Toxic and Flammable Releases,
In Proceedings, 23rd NATO/CCMS International Technical Meeting on Air Pollution
and its Application, September 28 - October 2, 1998 Varna, Bulgaria.

Wilson, D. J., Robins, A. G., and Fackrell, J. E. (1985), Intermittency and
Conditionally-Averaged Concentration Fluctuation Statistics in Plumes, Atmospheric
Environment, 19:1053-1064.

Wilson, D. J., Zelt, B. W., and Pittman, W. E. (1991), Statistics of Turbulent Fluc-
tuation of Scalars in a Water Channel, Technical report, Department of Mechanical
Engineering, University of Alberta, Edmonton, Alberta.

Yamartino, R. and Strimaitis, D. (2000), Results of and Extensive Evaluation of the
Kinematic Simulatioln Particle Model Using Tracer and Wind Tunnel Experiments, In
11th joint AMS/AWMA Conference on the Applications of Air Pollution Meteorology,
Long Beach, CA, January 9-14,2000.

Yamartino, R. J., Strimaitis, D. G., Scire, J. S., Insley, E. M., and Spitzak, M. J.
(1996), Final Report on the Phase I Development of the Kinematic Simulation Par-
ticle (KSP) Atmospheric Dispersion Model, Technical report, Institut fuer Meteo-
rologie, Freie Universitaet Berlin, Carl-Heinrich-Becker Weg 6-10, D-12165 Berlin,
Germany and Umweltbundesamt, Document No. 1274-3.

10

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Low Zero-Period intermittency
Low Intensity Fluctuations
v=0.9
iP =0.7

Concentration

conditional mean
concentration
with zero periods

1! - : AN removed
& J“ mean concentration

Time

(a)

High Zero-Period Intermittency
High iIntensity Fluctuations

v=0.41
lp =14
jos)
o
=
g
I
@
O
5
(&) conditional mean
1 / concentration
C ] with zero periods
P i removed
}ean concentration
C ¥ 1 J1

Time
(b)

Figure 1.1: Typical intermittent concentration fluctuation time series that could be
observed at a receptor positioned at a fixed point in the dispersing plume. (a) low
intermittency (v = 0.9), low fluctuation intensity (i, = 0.7) (b) high intermittency
(v = 0.1), high fluctuation intensity (i, = 1.4). The total mean concentration C and
conditional (in-plume) mean concentration C, which excludes the zeroes are shown
as horizontal lines. The peak concentrations can be 20C or more.
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Chapter 2

Plume Meandering and Averaging
Time Effects from High Resolution
One-dimensional Concentration
Measurements

Abstract

Linescan laser induced fluorescence (LIF) concentration measurement techniques were
developed and then used to acquire high spatial resolution, high frequency measure-
ments of fluorescein dye plumes dispersing in a water channel. A novel calibration
technique was developed to produce individual calibration curves for each pixel in
the linescan camera CCD array of 1024 pixels. Post-processing of the collected data
removed time dependent background dye levels and corrected for attenuation across
the laser beam to produce accurate measurements over long sample times in both a
rough surface boundary layer shear flow and shear free grid-generated turbulent flow.
The data collected was used to verify the applicability and modify a pseudo-
meandering plume concentration fluctuation model originally developed by Wilson
(1995). The large-scale time averaged meandering motions of the plume were directly
measured by tracking the plume centroid in the cross-stream direction. The time aver-
aged meander and plume spread development with averaging time compared favorably
with a modified travel time based power law model for averaging time adjustment.
The widely-used 0.2 power law averaging time adjustment was demonstrated to be a
poor approximation of the time averaging effects observed in a dispersing plume.

2.1 Introduction

Development of the linescan laser-induced fluorescence (LIF) experimental technique
was motivated by the desire to measure high frequency scalar concentration fluctu-

12

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



ations simultaneously across a range of measurement positions in a water channel.
Concentration fluctuations are important for a wide range of practical dispersion prob-
lems ranging from atmospheric releases of toxic materials, where effects are typically
non-linearly proportional to instantaneous exposure concentration (e.g. Hilderman
et al. (1999)) to chemical reactions between two mixing materials where the reaction
rates and products formed may be dependent on concentration levels.

The information in this study can be considered from two points of view. Firstly,
it is a water channel study of the effects of averaging time on the dispersion of a high
Schmidt number (low molecular diffusivity) plume in a shear flow. Secondly, it is a
scale model study of the atmospheric dispersion of a small momentum jet source in
neutral stability. This work was done with the ultimate goal of developing a complete
atmospheric dispersion model which includes the effects of concentration fluctuations.

The basic experimental configuration is illustrated in Figure 2.1. A linescan cam-
era is aligned with a laser beam which illuminates a line of fluorescent dye within
a dispersing plume in the water channel. Optical techniques, in general, are one of
the few cost-effective and non-intrusive ways to make simultaneous measurements at
many different points. Other methods of measuring concentration fluctuations such
as conductivity probes, thermocouples, or flame ionization detectors (in gas flows) can
provide high sampling rates under the right conditions, but all of these methods are
intrusive and are usually limited to a few simultaneous measurement points. LIDAR
measurement (for example, Jorgensen and Mikkelsen (1993)), is a large scale optical
concentration measurement technique that produces similar results to the laboratory
scale LIF measurements, but measures time delayed back-scatter from dispersing par-
ticles instead of fluorescence. The advantages of a laboratory scale experiment such
as LIF are that the flow conditions can be easily controlled by the experimenter and
long samples of statistically stationary turbulent dispersion are possible.

LIF has been widely used for both qualitative and quantitative fluid mechan-
ics measurements for more than 25 years. Some examples that are similar to the
present study are Distellhoff and Marquis (1998) who made linescan measurements
in a stirred tanks and Koochesfahani and Dimotakis (1985, 1986), who made linescan
measurements across a plane shear layer. Other recent examples of LIF development
are Crimaldi (1997); Crimaldi and Koseff (2001); Crimaldi et al. (2002) who present
low frame rate (2 to 8 Hz) area scan measurements and single point high frequency
(1000Hz) measurements in plumes dispersing in a water channel. In the present study,
LIF measurements were made at 1024 points across the entire cross-stream extent of
the water channel at rates of 500 samples per second for durations of 500 seconds. The
measurement techniques presented in this study are a significant improvement over
previous linescan LIF and cover a range of spatial and temporal resolution between
the extremes of Crimaldi’s LIF methods.

For comparison, in the neutral atmosphere with a 400 m mixing height H, the
water channel is approximately a 1:1000 scale model. With a typical full-scale wind
speed of 3 m/s at 10 m above the ground compared to the water channel velocity of
100 mm/s at 10 mm above the ground the time scale of the water channel is 1:30
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of the full scale. The total sample time of 500 seconds at 500 samples/second is
approximately equivalent to 15,000 seconds = 4 hours at a rate of 16 samples per
second in full scale.

2.1.1 Scope of Experimental Measurements

Numerous samples in both a shear flow boundary layer and a shear-free grid turbu-
lence flow with a variety of source types were tested. With the LIF data, a number
of concentration fluctuation statistics and averaging time effects will be examined in
detail and compared to a pseudo-meandering plume model for concentration fluctu-
ations developed by Wilson (1995) from the meandering plume moments derived by
Sawford and Stapountzis (1986). Modifications to this model will be recommended
based on the new data. The following statistics and dispersion parameters will be
examined.

e Averaging time effects on plume meander M and concentration fluctuation inten-
sity ¢

e Cross-stream profiles of concentration fluctuation intensity i.

e Cross-stream probability distributions of instantaneous plume centroid position g
and instantaneous plume spread oy ;

e The effect of averaging time on plume meander M and plume spread o, as com-
pared to a travel time power law model of averaging time effects and the typical
0.2 power law adjustment for averaging time.

2.2 Water Channel Scale-Modelling Facility

The recirculating water channel in the Mechanical Engineering Department at the
University of Alberta has a test section 5240mm long by 680mm wide by 470mm
deep with glass sides and bottom for complete optical access to the entire test sec-
tion. Figure 2.2 shows the configuration of the channel. The total volume is approx-
imately 5000 litres, allowing long averaging times without excessive accumulation of
background tracer concentration. A pair of centrifugal pumps drives the flow into
the bottom half of the inlet plenum where it is turned through 180° by two sets of
turning vanes and passed through a flow straightener and a contraction down to the
width of the test section. For these experiments, the channel was run with a water
depth of 400mm using throttling valves on the pump inlet lines and a weir gate in the
outlet plenum to set the average flow rate and depth. Three different tracer sources,
shown in Figure 2.3, will be discussed in more detail in Section 2.2.3
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2.2.1 Turbulent Boundary Layer Shear Flow

For most experiments, the channel was configured as in Figure 2.2 to produce a
well-developed rough surface turbulent boundary layer flow similar to what would
be observed in the atmosphere under neutrally stable conditions. The rough bottom
surface was made of nominal 1/2” x 18 gauge raised surface stainless steel expanded
metal fastened to 6mm thick acrylic panels. The expanded metal had diamond shaped
openings approximately 11 mm wide in the flow direction and 24 mm wide in the
cross-stream direction. The raised surface extended about 4 mm above the acrylic
panels. Boundary-layer development was accelerated by additional flow conditioning
elements placed at the inlet of the channel test section. An array of 4 horizontal and
4 vertical 19 mm (nominal 3/4”) stainless steel square bars and a 70 mm high trip
fence with 40 mm high by 60 mm wide triangular “teeth” were used to redistribute
the flow and generate some mid to large scale turbulence.

A two-component TSI Inc. Laser Doppler Velocimeter (LDV) system was used to
make measurements of the velocity profiles in the channel and fine tune the positions
of the square bar and trip fence conditioning elements. The cross-stream uniformity
of the mean streamwise velocity U was £5% across the channel.

Figure 2.4(a) shows a typical vertical profile of the mean streamwise velocity U
measured at 3000 mm downstream from the inlet of the channel (z/H = 7.5). The
log-law fit to the profile is

U="I (2-d> (2.1)

where u, = 14 mm/s is the friction velocity, x = 0.4 is the Von Karman constant,
d = 1.7 mm is the zero-plane displacement height, and 25 = 0.52 mm is the roughness
height. The zero-plane displacement d is a virtual position necessary to fit the log-law
and is a function of the real roughness height and density of the roughness elements.

The log-law mixing layer depth H = 400 mm was the entire depth of the channel
and the velocity at H was Uy = 232 mm/s which was used as a normalizing fac-
tor in the plots. Figure 2.4(b) shows vertical profiles of the rms fluctuating velocity
components, U, U, and w, . normalized by Uy. Figure 2.4(c) shows vertical pro-
files of the Eulerian integral timescale of velocity fluctuations for all three coordinate
directions, Ty, Ty, and T, normalized by H/Uy = 1.7 seconds.

Figure 2.4(d)shows the vertical profile of the ww Reynolds stress. This linear
profile indicates fully-developed channel flow rather than the constant stress layer
near the surface that might be expected in a zero-pressure gradient boundary layer
shear flow in the atmosphere. However, this should still be a reasonable approximation
of a rough-surface neutrally stable atmospheric boundary-layer.

Appendix A has all of the graphs shown here in measured units of mm without the
normalization by Uy and H, as well as additional detailed profiles of other measured
velocity statistics for the shear flow.
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2.2.2 Grid Turbulence

For comparison purposes, plume dispersion measurements were also made in a shear
free grid-generated turbulent flow. The grid was made of flat stainless steel bars
19.2 mm wide by 5 mm thick with a centre to centre spacing of G = 76.2 mm and
a total open area of 56%. The bars were standard stainless steel rolled stock with
slightly rounded edges rather than sharply machined edges. The grid was positioned
at /G = 4.3 from the channel inlet and the flow was run 405 mm deep with a
U = 200 mm/s average flow velocity.

The cross stream variation of the mean streamwise velocity U was at most £5% if
the wall boundary layers were neglected. The vertical fluctuations w; . were approx-
imately 95% of the streamwise fluctuations u,,, indicating some slight anisotropy in
the flow. As expected for grid turbulence, the turbulence intensity decays with down-
stream distance as shown in Figure 2.5(a). The power law curve plotted on the figure
is the best fit to the power law decay of grid turbulence using Saffman’s invariant
(Hinze, 1975, pp. 217 and 265-267).

As documented by Hinze, Saffman’s invariant arises from the hypothesis that the
mechanism producing the turbulence can only produce a finite total linear momentum
even if the flow field increases in size. This limit on momentum in grid turbulence
occurs when the turbulent fluctuation directions become uncorrelated for large sepa-
rations and the z-momentum will go to zero. The volume with correlated turbulent
motions is proportional to the lateral integral length scale Ag and the momentum
is proportional to u? so the product EiAg = constant, see Hinze (1975, Equation
(3-183)). From this and the assumption that turbulence intensity v, /U decays ac-
cording to a simple power law with time leads to the power law exponent of -0.6 for
ul,/U and the corresponding power of 0.4 for integral scales. Hinze (1975, Equations
(3-184) and (3-186)) gives these relationships in terms of travel time ¢;, but for the
purposes of this study they are reformulated as functions of normalized downstream
distance /G = Ut,/G. The decay of grid turbulence intensity is

, —0.6
B _g3( 2 23 (2.2)
=03 5-2 2

with the constants 0.3 and 2.3 fit to the present data. The dye source was placed at
z/G = 23.6 where the turbulence intensity was about 5% and decayed to about 3%
at the farthest downstream measurement position z/G = 43.3.

The normalized Eulerian time scale of velocity fluctuations for the streamwise
component is about 7, U/G = 0.4 and for the vertical component 7,,U/G = 0.2 as
shown in Figure 2.5(b). The two curves on this plot are the theoretical streamwise
time scale calculated using the grid power law decay as fit in Equation (2.2).

LU o5 (%23 h 2.3)
=005 = ~2 (2.
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The curve for the vertical time scale Ty, is one half of that given in Equation (2.3).
The fit to theory with the exponent of 0.4 set by Saffman’s invariant was not as good
as for the turbulence intensity decay curve, but the general shape is correct and the
ratio between the streamwise and vertical scales is almost exactly the expected factor
of 2.0 that would occur in homogeneous isotropic turbulence. Some errors might be
expected because the integral scale is difficult to measure as is apparent in the larger
scatter as compared to the turbulence intensity data.

2.2.3 Source Configurations

Three different dye sources were used. The basic configurations are illustrated in
Figure 2.3 and the detailed specifications are discussed below.

1. Horizontal Jet 4.3 mm OD and 3.25 mm ID stainless steel tube, 38 mm long
suspended from above the channel by a streamlined support. In normalized
units the source diameter d, ~ 625 ~ 0.008 H in the shear flow and d, =~ 0.04G
in grid turbulence. In grid turbulence, the source was placed in the centre of the
channel at z = 200 mm = 2.6G above the channel bottom, and in the shear flow
the source was placed at height h between 7 and 50 mm ((h —d)/H = 0.013 to
0.12 or (h — d)/z = 10 to 93) above the surface depending on the experiment.
The source flow rate was iso-kinetic in grid turbulence and for (h—d)/H = 0.12
above the ground in the shear low. With the small diameter and low flow rates
the jets from the source were laminar (Re = Uspyreeds/v = 600).

2. Vertical Jet at Ground Level 3.25 mm ID flush with ground (d; = 6z =~
0.008H). To prevent dye from becoming trapped in the roughness elements the
expanded metal was removed from an area 25 mm on either side and 100 mm
downstream of the source. The source flow rate was the same as for the hori-

zontal jets and produced a laminar jet with a mean velocity equal to the cross
flow velocity at (z — d)/H = 0.12, Re =~ 600.

3. Large Ground Level Source 11 mm ID flush with ground. (ds; ~ 21z =
0.028H). As with the vertical ground level jet the expanded metal was trimmed
away 25 mm on either side and 100 mm downstream of the source. The source
flow rate was the same as the other two source (Re =~ 175 based on source
diameter).

The sources were placed 2750 mm (z/H = 6.9) downstream of the channel inlet in
the shear flow and 1800 mm (z/G = 23.6) downstream of the grid in the no-shear
experiments.

For the elevated sources and grid turbulence measurements the average source flow
rates were iso-kinetic with the surrounding flow. The vertical ground level sources
had very low momentum with insignificant plume rise. At 1:1000 scale the full-scale
equivalent source sizes were 3 to 11 m at the source and effectively 2 to 3 times larger
than this after entraining sufficient fluid to take on the turbulent structure of the flow
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field. Measurements were taken at z/d, > 150 for the jet sources and x/d; > 50 for
the large ground level source. At this downwind point the dilution was at least 100:1
which allowed the tracer-marked fluid to take on the turbulent structure of the cross
flow. There was little measurable effect of source size or release rate. Appendix B
lists all of the parameters of the data sets that were collected and used in this study.

2.3 LIF Linescan Measurement Technique

2.3.1 Linescan Camera

All LIF data in this study were measured with a Dalsa model CLC6-2048T mono-
chrome CCD linescan camera. The camera has a single row of 2048 pixels with a wide
dynamic range and an onboard 12-bit (4096 gray level) analog to digital converter.
A wide angle 28mm Nikon {2.8 camera lens was used for all experiments to give the
necessary field of view.

The output was collected with a National Instruments PCI-1424 digital image
acquisition card and stored on a computer using a custom National Instruments
Labview data acquisition program. The camera was capable of data output rates of
up to 10 MHz or 4800 lines/second, but in the current experiments 500 lines/second
data rates were sufficient to capture all of the concentration fluctuations of interest.

The gain and offset for each pixel in the camera were not adjustable. The typical
offset was between 400 and 500 digital counts and varied from pixel to pixel. The
standard deviation of the background noise was between 1.25 and 1.7 digital counts
for each pixel. To improve the light sensitivity of the CCD sensor, the output of pairs
of adjacent pixels could be binned together to produce an effective image of 1024
pixels with double the light collecting area. Binning was used in all experiments.

This model of Dalsa linescan camera has an unique feature that makes it partic-
ularly suitable for these types of LIF measurements. The light sensitive elements on
the CCD sensor are rectangular with an aspect ratio of 38:1 (each element is 13 um
wide by 500 pum long). As shown in Figure 2.6, this makes the alignment of the
camera with the laser beam relatively easy. CCD pixels are photon collectors and one
part of the CCD pixel has the same sensitivity as any other part of the same pixel.
The laser line just has to be somewhere in the field of view of the pixel to produce the
correct reading. In a typical experiment with the camera about 700 mm away from
the laser line and with binning enabled, each of the 1024 effective pixels sees an area
approximately 0.5 mm by 10 mm. It is relatively easy to align the camera so that the
laser beam is within that 10 mm wide area at all positions across the channel. The
effective spatial resolution of the measurement was then defined by the field of view
of the pixel in one direction (approximately 0.5 mm per pixel) and the width of the
laser beam in the other direction (approximately 1 mm).
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2.3.2 TFluorescein Dye Properties

There are a wide variety of fluorescent dyes suitable for LIF, including some very
specialized and very expensive dyes with carefully controlled absorption and emission
properties; see Guilbault (1973) and Molecular Probes Inc. (2002) for some of the
possibilities. Studies have been done to determine the “best” dye for a given experi-
mental situation, see Arcoumanis et al. (1990); but like most experimental techniques,
accurate results can be achieved only by careful calibration and consideration of all
of the relevant dye properties regardless of which dye is used.

In this study, fluorescent dye tracer solutions were made by dissolving disodium
fluorescein salt (CooH19NagOs) in water. Disodium fluorescein is readily available,
inexpensive and non-toxic. The molecular diffusivity of fluorescein is 5.2 x 107 cm?/s.
The Schmidt number, Sc = v/D, for fluorescein in water is approximately Sc =
1930 when the kinematic viscosity of water is 1 x 1078 m?/s at 20°C. This is the
major scaling mismatch for modelling gas diffusion in the atmosphere where Sc >~ 1.
For modelling aerosols or particles dispersing in the atmosphere Sc — 0o and the
mismatch is less important.

Argon-ion lasers, used to excite the dye, produce peak power at 488 nm and
514.5 nm wavelengths which are compatible with the peak of the excitation spectrum
for fluorescein at A, = 490 nm and the fluorescence peak at Ay ~ 515 nm, see Walker
(1987) and Guilbault (1973, chap. 5). A number 16 Kodak Wratten gel-type filter was
used on the linescan camera to remove most of the excitation wavelengths produced
by the laser, but pass the longer fluorescence wavelengths produced by the excited
dye.

As discussed by Walker (1987) there is approximately a 5 ns delay between the
absorption and emission of light energy by the fluorescein molecules. This delay time
is long enough for the molecules to spin randomly due to Brownian motion so that
the direction of the emitted fluorescence light is independent of the direction of the
excitation light. Therefore, illumination can be from any convenient direction and
measurements can be made from any other direction. Typically, the camera was
positioned perpendicular to the laser beam as shown in Figure 2.1.

Attenuation

For linescan measurements, the dye was illuminated with a single laser beam from
one side of the channel. As molecules of dye in the beam path absorbed light energy
from the incoming beam there was less energy available to cause fluorescence in the
remaining molecules. Following Walker (1987), for a beam path dz, the absorption is

dl(z) = —eC(2)1.(2)dz (2.4)

where I, is the intensity of the excitation beam at a point 2z along the beam path, C
is the concentration at a point z, and ¢ is the extinction coefficient of the dye.

Only attenuation along the excitation path needed to be considered because the
effective extinction coeflicient at the fluorescence wavelength A is much smaller than
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at the excitation wavelength \,. This property was confirmed by simple measure-
ments of flucrescence intensity through different depths of dye solution. There was
no measurable difference in the intensity measured by the camera for transmission
through 0 to 300 mm of dye solution. The fluorescence intensity at the detector is:

I:(z) = I.{2) Ape LC(z) (2.5)

where ¢ is the quantum yield of the fluorescence, L is the length of the sampling
volume along the incident beam and A is the fraction of the available light collected.

Integrating Equation (2.4), substituting for I, in Equation (2.5), and assuming a
straight beam path produces an equation for beam intensity at any point b along the
beam with arbitrarily varying concentration and an input light intensity [j,.

I4(b) = Iy Ape LC(b) exp(—¢ /Ob C dz) (2.6)

At very low concentrations, the integral in the exponential term goes to zero and the
attenuation can be neglected. For the present study, the source concentrations were
typically 10 to 100 mg/1 and the total path length through the dye was approximately
500 mm. Attenuation was significant and had to be taken into account.

Sensitivity to External Conditions

As documented by Walker (1987) and Karasso (1994) the fluorescence intensity is
strongly sensitive to pH of the solution and very weakly sensitive to temperature.
The pH effect was automatically included in the calibration by using fresh water,
from the domestic building supply, in the channel each day and using this same water
to mix calibration solutions. The temperature effect was ignored because it is only
0.3% per K and there was little change in the water temperature over each set of
measurements.

Photobleaching

Photobleaching is the decrease in fluorescent intensity over time when a fluorescent
material is exposed to light. Over a long period of time (i.e. several days to weeks)
even ambient room lighting has been observed to bleach low concentrations (< 0.1
mg/1) of fluorescein dye. With laser beam illumination, bleaching can be seen with
the naked eye after exposures of several seconds in stagnant solutions where the fluid
in the beam path is not constantly refreshed. In the literature there are several studies
which have attermnpted to quantify this photobleaching effect, but there has been little
agreement between experiments.

For example, Crimaldi (1997) tested for photobleaching during simultaneous LIF
and LDA (laser - Doppler anemometer) measurements and Saylor (1995) performed
small scale tests with a tightly focused 1 watt laser in a small sample bottle. In
both cases, photobleaching was observed on relatively short timescales of 10’s of
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milliseconds. However, in both of these studies the measuring volume cross section
diameter was of the order of 20 to 30 pum with tightly focussed laser beams resulting
in very high light intensities in the measurement volume.

In the present study, the light intensities were much lower with the cross section
diameter of the measurement volume on the order of 1 mm and laser intensities
of about 100 mW. At these lower intensities, photobleaching was observed only in
stagnant solutions. Any small fluid motion was sufficient to refresh the measurement
volume with new dye molecules and maintain the fluorescence intensity. In the plume
measurements, the dye in the measurement volume was constantly refreshed by new
dye from the source so photobleaching was not a concern.

2.3.3 Calibration

There are several unknown, but presumed constant factors that must be taken into
account when trying making quantitative measurements:

e dye properties from Equation (2.6)

¢ individual camera pixel gain and offsets

e input light intensity

o reflection and/or absorption by the glass walls of the channel

e absorption of light by the water

water pH

These factors may also change from day to day. Because there are no absolute stan-
dards easily available to calibrate the camera and the dye fluorescence independently,
the best solution was to do an in-situ calibration and account for all of the unknowns
at once.

After several attempts, the best results were achieved by calibrating each pixel of
the camera individually using a small laminar jet source placed immediately in front
of the laser line as shown in Figure 2.7. This small jet was slid across the laser line
in the field of view of the camera to expose each pixel of the camera to a known
concentration of dye with effectively zero attenuation. Although the jet added some
additional background dye concentration into the channel, it was a very small amount
for the low concentration and short duration of the calibrations and could be safely
ignored. A similar calibration jet was used by Crimaldi (1997) for a single point LIF
probe.

For the current study, calibration measurements were made at 5 concentrations
from 0 (the background intensity measured by the camera with no dye in the channel)
up to 0.1 mg/l which produced about 4000 digital counts near the centre pixels of the
camera. The zero concentration level was measured by averaging 20 seconds of data.
The non-zero concentration calibration points were determined by taking a 1 to 2
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minute data set during which the jet traversed the entire field of view of the camera.
The 10 highest readings for each pixel were selected and averaged to determine the
calibration intensity. It was assumed that the highest readings for each pixel occurred
when the jet was present at that pixel. Figure 2.8 shows a typical set of calibration
data.

Walker (1987) stated that the fluorescence intensity to concentration relationship
should be approximately linear, but the best fit for the present study was found with
a second order polynomial. This equation empirically accounts for non-linearities in
the dye response at high concentrations. For each pixel, the response curve is

C=ag+a]l+al? (2.7)

where ag, a1, and ay are calibration constants, I is the measured intensity in digital
counts, and C is the concentration in mg/l.

The zero dye background intensity measurement, I, can be obtained very accu-
rately by using a 20 second sample time to average out all of the background noise
fluctuations. Because this was the best calibration point, the calibration curve was
forced through the point at zero concentration and Iy. Equation (2.7) then becomes

C = ay (I - Io) + CLQ(I - 10)2 (28)

At I = I, the concentration should be zero, so ag = 0. The remaining constants were
fit using least squares regression. Figure 2.9 shows some typical calibration constant
values and the calibration curve for a pixel near the centre of the camera.

Attenuation Measurements

Several tests were performed to confirm the literature values of the attenuation con-
stant € by filling a glass walled fish tank with a known concentration of dye, making
a 20 second measurement, and then averaging to find the intensity for each pixel.
These intensity values were then converted to concentration measurements using the
calibration procedure from section 2.3.3 which effectively removed the pixel-to-pixel
variation from the measurement. The measured attenuation constant was € = 0.023
l/mg-mm as compared to Walker (1987) who measured 0.0226 1/mg-mm.

During the attenuation testing, the clarity of the water proved to be a confound-
ing factor. Residual titanium dioxide LDV seed particles in the channel water caused
changes in the beam attenuation from day to day. The solution was to thoroughly
clean the channel to eliminate the particles before proceeding with LIF tests. Fortu-
nately, the water supply at the University of Alberta in Edmonton was sufficiently
clean that additional filtering was not required. This experimenter has been involved
in LIF measurements in another Canadian city where the supply water used to fill
the experiment caused more than a 50% loss of laser intensity even before any dye
was added. Under these extreme conditions additional water filtration was necessary.

The method of calibration discussed in Section 2.3.3 effectively accounts for all of
the unknown constants in Equation (2.6). For the purposes of attenuation correction
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in the measured plume data, the only important factor is the relative change in
intensity from pixel to pixel as light is absorbed by the dye. From Equation (2.6) the
ratio of input light intensity at pixel k relative to the incoming light intensity before
any attenuation I, gives the attenuation correction factor A

k-1
I

A—————zllex —ec; A (2.9)
A 1 p( i Ay)

where I, is the input light intensity at pixel k, ¢; is the concentration at pixel j and
Ay is the effective pixel width. At the first pixel location A = 1 and it decreases
exponentially as a function of the concentration at each subsequent pixel.

Surface Reflection Effects

There was some concern that the expanded metal roughness on the bottom of the
channel would reflect light and distort the data. This was especially problematic
because of the desire to make measurements very close to the rough surface. The
solution was to paint the roughness with flat black paint. To confirm this solution,
some test pieces were placed in the channel to see if they caused any measurable
effect. The test configurations were a piece of painted stainless steel expanded metal
boundary layer roughness over a black piece of plastic, painted roughness over clear
plastic and painted roughness over a bare piece of aluminum. Figure 2.10 shows
the results of a number of these tests done at several vertical locations. There is
no evidence of the roughness over the black plastic or the roughness over the clear
plastic, but the roughness over the aluminum sheet produces reflections that clearly
interfere with accurate measurements. Flat black roughness over flat black painted
plastic was used for all data collection.

Overall Accuracy

Using all of the above measurement and calibration techniques, the overall accuracy
was checked by injecting known concentrations of dye with the calibration source and
measuring the concentration across the field of view of the camera. The result is shown
in Figure 2.11. As expected, the accuracy is poor at very low concentrations where
random camera electrical noise is of similar magnitude to the signal. Overall, the
accuracy of the measurement was about 5% for the measured plume concentrations.

2.3.4 Data Collection and Analysis

Each linescan measurement was 500 seconds long at a data rate of 500 lines/second
and produced 500 megabytes of data for the 12 bit range of 1024 binned pixels. The
basic collection procedure was:

1. collect 10 seconds of data with the source off to be used to calculate the back-
ground level at the start of the data collection.
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2. turn on the dye source
3. collect 500 seconds of linescan data with the source on
4. turn off the dye source

5. collect 10 seconds of data to calculate the background level at the end of the
data collection.

Calculating Concentration

For each line of data, several corrections were made to account for effects such as
the change in position of the measurement location as compared to the calibration
position, the attenuation of the laser light through the dye, and the background dye
level building up in the channel. The procedure was as follows:

1. The camera was fixed in position, so as the laser line was moved to different z
positions the effective spatial resolution of the pixels and the intensity measured
at the camera changed. Fluorescein emits light equally in all directions so the
intensity at any distance from the laser line follows an inverse square law. As the
line gets closer to the camera the effective field of view of the camera decreases
and the measured fluorescence intensity will be directly proportional to the
effective field of view. The correction factor Kine:

cal hcam‘— ine
Kline: Leal ( A ) (210)

line hfcam — Zcal

where w,; is the pixel width in mm for the calibration, wyye is the pixel width
for the line being measured, z., is the calibration height in mm, 2y, is the line
height in mm, and hc,m is the effective camera height in mm.

2. Attenuation at each pixel was corrected by marching through the data pixel by

pixel working in the direction of laser beam propagation using Equation (2.9)
to find A.

3. Concentration based on the corrected fluorescence intensity was calculated using
the constants determined for the calibration Equation (2.8)

4. The background concentration was subtracted from the measured concentration
for each line of data collected. The current background level was calculated by
a linear interpolation of the background images collected before and after each
experiment.

The result of this four-step process was a concentration measurement for each
pixel for each line of data collected. Figure 2.12 shows a typical cross-stream fluores-

cence intensity measurement and the resulting concentration profile after the above
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calculations and corrections. In Figure 2.12(a) it appears that the signal is noisy with
about a +25 digital count range from pixel to pixel, but this is simply a consistent
variation in offset and response between pixels. After applying the calibration for
each individual pixel, this pixel to pixel variation is eliminated and the result is a
much cleaner signal as shown in Figure 2.12(b).

Further Data Analysis

All subsequent analysis was performed on the concentration files using custom soft-
ware written by the author. This analysis included operations such as calculating
time averaged and ensemble averaged centroids, plume spreads, concentrations and
any other statistics that were required.

2.4 Averaging Time and the Meandering Plume
Model of Concentration Fluctuations

Using the data collected with the linescan LIF technique it will be shown that the
meandering Gaussian plume model first proposed by Gifford (1959} and generalized
by Sawford and Stapountzis (1986) is a useful tool for predicting concentration fluc-
tuation statistics in a dispersing plume. The models presented are based on the
operational model described in Wilson (1995) with some modifications and further
development. The effect of wind shear distortion of concentration fluctuations near
the ground will be specifically addressed in a companion paper in Chapter 3.

2.4.1 Effect of Averaging Time on Plume Spread

Averaging time t,., is simply the time interval over which any variable of interest is
averaged to produce a mean value. Sampling time fgmple is the time interval over
which a variable of interest is actually measured. It is obvious that the averaging
time can never be longer than the total available sampling time (i.e. tay < tsample)
Pasquill and Smith (1983, pp. 12-19) and Wilson (1995) use these same definitions.
The definitions seem clear enough, but the two terms are often used interchangeably
and there can be confusion when discussing the effects of averaging time or sampling
time on various dispersion parameters.

Plume dispersion is a complex, highly variable process with material moving in
three dimensions in a turbulent flow field. Even in the laboratory, where the flow is
confined by the walls of a wind tunnel or water channel, plumes still meander back
and forth and have a clearly defined axis only in a large ensemble average or in a long
time average of instantaneous samples.

Plume spreads and mean concentrations are usually computed for a specific aver-
aging time, .. As tay, increases, the centroid of the instantaneous plume has more
opportunity to meander away from the axis of the plume (i.e. more opportunity to
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the sample the extremes of the probability distribution describing its position). The
time-averaged total plume spread increases as tays increases. The only reliable way
to measure these values is to take a large ensemble of samples of length t,. The
unsteady nature of the full-scale atmosphere precludes obtaining more than a few
sample points in an ensemble and as a result there are large variabilities in full-scale
spreads and concentrations.

Consider instantaneous measurements of a plume where t,,, — 0. At a fixed
downwind distance from the source, instantaneous snapshots of the plume will show
it meandering from side to side as well as vertically about some ensemble mean
position. A single instantaneous sample of length t,,, — 0 will reveal very little
useful information about the overall plume properties so the usual approach is to
take an ensemble of these short samples to determine any plume statistics.

The only practical method of determining any statistic of a dispersing plume
requires the assumption that it is a stationary and ergodic process. Stationary because
all the statistics are assumed to come from a process that has the same mean, variance,
etc. at all times. Ergodic because it is agssumed that any sample taken or ensemble
used has captured all the variation in the process and that any other sample or
ensemble of the same size will give exactly the same result. Arguably, the full-scale
atmosphere and most measurements of it do not satisfy these conditions, but almost
without exception dispersion is modelled as if it were stationary and ergodic over
the sampling time of interest. With this assumption, any plume property measured
relative to a reference point fixed to the ground, such as the ensemble average mean
concentration, plume spread, concentration variance, or any other plume statistic will
be constant regardless of the averaging time interval. A large ensemble of short time
interval measurements or an ensemble of long time interval measurements will both
give the same results.

The only way produce a variation with averaging time in a stationary dispersion
process is to follow the plume motion in a time averaged way. The most logical
approximation of overall plume movement is to follow the plume centroid. To follow
the plume centroid averaged over a time interval ¢,,, requires us to take samples of the
plume each of length fempie = tavg. Then, line up all of the centroids of these samples
to create the ensemble before computing the plume statistics. With this approach,
as tavg increases the plume will effectively appear to be wider because more of the
slow large scale meandering of the instantaneous plume samples will be included. As
tavg — 00, or more accurately as f,,, becomes much larger than the largest scales of
turbulent motion, all of the plume parameters will reach the asymptotic value equal
to the fixed to the ground reference frame value.

Figure 2.13 shows graphically the difference between averaging in a fixed frame
of reference versus following the plume centroid. On the left side of the figure the
reference frame is fixed to the ground giving a Eulerian or {,,, — oo average of the
plume. On the right side of Figure 2.13 is the instantaneous relative dispersion with
each instantaneous centroid shifted to a common baseline. This set of instantaneous
profiles is the #,,, — 0 case.
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Confusion can arise because the convention in dispersion literature seems to use
the term averaging time and assume that everyone understands that it is really a
sampling time if we are discussing concentration fluctuation parameters (or velocity
fluctuation parameters for that matter). For the remainder of this paper, in an
attempt to follow convention and minimize further confusion, only the term averaging
time t,ye will be used, even when describing instantaneous concentration fluctuations
measured over an sampling interval of length t,.g.

The linescan LIF measurement technique allows the plume centroid to be tracked
in the cross-stream y coordinate direction, but not simultaneously in the vertical z
direction. All plume statistics in this study were calculated by following the centroid
of the plume in the cross-stream direction as it meanders from side to side.

2.4.2 Meandering Plume Model

The meandering plume model first proposed by Gifford (1959) leads to closed form so-
lutions for concentration fluctuation parameters such as those given in Wilson (1995).
Gifford’s idea was to model a dispersing plume as a narrow instantaneous Gaussian
plume with spread o,; and no internal concentration fluctuations, which is mean-
dered by larger scale eddies in the flow to produce a wider time-averaged Gaussian
plume. If we consider just one-dimensional meandering, in the y-direction, then the
total plume spread, oy, is the sum of the spread of the instantaneous plume, o, ; and
the spread caused by the meandering of this instantaneous plume, o, ar

oF =0+ 00y (2.11)
Plume spreads o, are the standard deviation of concentration across the plume. Most
plume spreads are calculated from large ensembles of data or long time samples. For
example, the instantaneous plume spread oy ; is calculated by following the centroid of
the plume for each sample, calculating the ensemble average instantaneous plume and
determining the spread of that ensemble average as shown in Figure 2.13. Similarly,
the total plume spread oy for a given averaging time is calculated by taking an ensem-
ble of samples of length t,,, lining up the centroids of each member of the ensemble
and computing the spread of that ensemble average distribution of concentration.
The meander parameter Mpreaq is defined as the ratio of the squares of the me-
andering spread to the instantaneous spread.
o2
O{’éM (2.12)

y,i

Mspread -

The subscript “spread” is necessary because there is another meander parameter,
Mintensity which is the meander required to produce the correct concentration fluctua-
tions in the plume. As evident in Figure 2.13, plumes are not smooth Huctuation-free
Gaussian distributions as implied by Gifford’s original model. The real concentration
fluctuations at any point are a result of a range of scales of mixing from large scale

27

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



meandering down to the smaller internal mixing scales of the plume down to the dis-

sipation scales. Yee et al. (1994) extended the meandering plume model by explicitly

including internal fluctuations in the instantaneous plume. Wilson (1995) implic-

itly included the internal instantaneous fluctuations by defining a pseudo-meander

Mingensity t0 account for the increased fluctuation intensity. Instead of measuring

meandering directly using the ratio of spreads as in Equation (2.12), the pseudo-

meander Mipsensity is the meander necessary to produce the fluctuation level that is

observed. This is discussed in Wilson (1995) and Bara et al. (1992) working from the

Sawford and Stapountzis (1986) meandering plume formulation for two dimensional
meandering and the result is

Mintensity = 7/)?7, + (Zi + 7;}21)0'5 (213)

where 15, is the fluctuation intensity on the plume horizontal and vertical centreline.

The linescan LIF measurement technique allows the one-dimensional, y-direction,
meandering to be investigated because the entire cross-wind extent of the plume
is sampled at 1024 points simultaneously at a high enough data rate (500 samples
per second) that o, ; can be measured directly. The high frequency data can be time
averaged to determine o, and the centroid movement can be tracked to measure o,
and thus Mpreaq calculated using Equation (2.12). The high frequency measurements
also allow pseudo-meander Miptensity t0 be determined by measuring the concentration
fluctuation intensity ¢, on the time averaged plume centreline at the effective source
height h, which includes any jet momentum rise, and applying Equation (2.13).

Figures 2.14 and 2.15 are some typical Mgyreaq a0d Mipgensicy values from the water
channel data set. In grid turbulence, Figure 2.14(a), Miensity 1S typically an order of
magnitude greater than the real meander of the plume centroid Mpreaq. In the shear
flow cases, Figures 2.14(b) and 2.15, the differences are less pronounced, but Mipsensity
is still typically a factor or 2 to 10 greater than the actual meander ratio Mypreaa-
This is not unexpected because the large scale slow meandering is suppressed by the
side walls of the channel, allowing the rapid fluctuations in the instantaneous plume
to dominate in laboratory simulations. Appendix C has additional plots of meander
parameters from all of the sources and positions that were tested and the same trends
are evident.

In the water channel, plume meandering ceases at long averaging times as expected
for a statistically stationary ergodic process. For ¢4 U/G > 10 in grid turbulence and
tavgUn /H > 10 in shear flow (L.e. tayg ~ 5 to 10 seconds) meandering has effectively
stopped because the limited size of the water channel restricts the meandering of the
plume. The levelling off of the statistics also indicates that the 500 second sample
times for the water channel data were sufficient to capture all of the ¢,,, effects. As
tave gets longer, the number of effective samples that can be obtained from a single
500 second measurement decreases. Regardless of the real behaviour of the plume we
would expect all the statistics to level off as ., gets large because of the shrinking
sample size. The fact that this levelling happens at 5 to 10 seconds and not at
100 to 500 seconds indicates that 500 second samples were long enough to capture
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statistically meaningful ¢,,, effects.

The differences between the actual and pseudo-meander ratios indicate that the
restricted plumes in the water channel have a great deal of internal concentration fluc-
tuation and large scale meander contributes only a small part to the overall concentra-
tion fluctuation level. The Miyensity necessary to produce the measured fluctuations
is not directly related to the real large scale meandering of the plume centroid given
by Mipread- Although this implies that a meandering plume is not a good physical
model for the dispersion process, substituting the pseudo-meander Mineensity for the
real meander Mpreaq Will be shown to produce a very robust and accurate model for
engineering estimates of the spatial distribution of concentration fluctuations. The
other implication is that predicting Mgpreaq may not be particularly useful for plume
modelling purposes.

2.4.3 Centreline Fluctuation Intensity as a Function of Av-
eraging Time

One of the key relationships in the Wilson (1995) meandering plume model is that
the centreline fluctuation intensity ¢, can be adjusted for averaging time based on the
changes in plume spread o, with ¢,.,,. Wilson (1995, Equation (6.9))

-2
Zhytavg + 1 ~ O-yytavg

ii,ref“" 1 Oyet (2.14)
This relationship requires that isyer and 0y ror at some reference averaging time are
known.

The water channel data was used to test this relationship. The results are shown
in Figures 2.16 and 2.17 with a reference time of t,,;, — 0o taken as the 500 second
total measurement time. The correspondence between i} and o, is not perfect, but
is generally within about 10% and all of the trends are correct. This is an important
result because Equation (2.14) is essential to scaling water channel simulations to the
longer averaging times of the full-scale atmosphere. Appendix D has additional plots
for the other sources and positions that were measured.

2.4.4 Cross-Stream Profiles of Fluctuation Intensity i

Another relationship from the Wilson (1995) operational model that can be tested
with the linescan data set is the off-axis fluctuation intensity values, Wilson (1995,
equation (6.8))

9 g 121;/[1\iytensitz
9 2 (Z _ h) Y +2Mjntensity
1= (i;+1) {exp ( 357 + ————2@)} (2.15)

where 5, is the plume centreline fluctuation intensity, h is the source height, z is the
measurement height, o, and o, are the plume spreads, y is the cross-stream position
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and Migtensity i the pseudo-meander parameter for fluctuation intensity given by
Equation (2.13). ’

It is already known that the shear flow will greatly distort this profile near the
ground, but for the moment we can avoid having to deal with this issue by using
the measured i,-o value on the cross-stream centreline of the plume at each vertical
position instead of i,. Figures 2.18 and 2.19 show some typical cross stream profiles
compared to Equation (2.15). Appendix E contains a more complete set of plots
of cross-stream fluctuation intensity for other sources and measurement positions.
The fit is very good, especially for the grid turbulence, which is more spatially ho-
mogeneous and has no mean velocity shear. In the shear flow cases and far off the
centreline at 3 to 4 gy, the fit is not quite as good, but at this point it is possible that
the walls of the water channel are having an effect. This is a smaller problem in grid
turbulence because the plumes are very narrow and less influenced by the side walls
of the channel.

The best agreement between theory and experiment is obtained when the pseudo-
meander Migtensity,- 15 calculated using Equation (2.13) with ¢ taken at the measure-
ment height z on the plume centreline y = 0, rather than using Minensity n calculated
from the source height fluctuation intensity ;. As an example, Figure 2.20 com-
pares the cross stream intensity profiles for the z/H = 2.5, (z — d)/H = 0.011 case
for the horizontal elevated jet at (h — d)/H = 0.12, with Mintensityz) Mintensity,n and
Mipreaa- The best fit is with the pseudo-meander Miyiensity,, calculated at the local
height of each cross-stream profile to minimize the shear distortion effects. The suc-
cess of the local pseudo-meander suggests that wind shear distortion of concentration
fluctuations is a localized height dependent effect.

2.4.5 Cross-Stream Probability Distributions of Centroid Po-
sition and Plume Spread

The detailed data sets obtained from the linescan LIF enable direct measurement of
many interesting properties of plume dispersion which are very difficult or impossible
to measure with other experimental techniques. Two parameters that may be useful
to future development of meandering plume dispersion and concentration fluctuation
models are the probability distribution of the position of the instantaneous plume
centroid 7 and the probability distribution of instantaneous plume spread oy ;. (The
double subscript i is necessary because o, ; is defined as the ensemble average in-
stantaneous plume spread (o, ;;)) The centroid position and instantaneous spread size
will be normalized by the total plume spread o, o which is the 500 second average
plume spread in the water channel.

At each downstream position, the time-varying location of the plume centroid is
a function of the larger scale eddies that have meandered the entire plume during its
time of travel. The centroid moves as a random additive process that should produce a
Gaussian distribution. Figures 2.21 and 2.22 are some samples of the centroid position
7/0y 0 probability distributions. The Gaussian curves plotted with the data have the
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same mean (defined as §/o, o = 0 on the plots) and centroid standard deviations as
the data. The standard deviation of the centroid is equal to the meandering plume
spread o,y from Equation (2.11). Other source types show similar correspondence
between the plume centroid position and a Gaussian distribution as shown in the
additional plots in Appendix F.

Instantaneous plume spread oy ;; is highly variable and has a probability distri-
bution of its own. This variability is caused by the random dilution and spreading
of the plume and also by plume meandering perpendicular to the linescan measure-
ment. Dilution is a random multiplicative process so a lognormal distribution might
is expected for plume spread.

Comparing measurements of instantaneous spread to a lognormal is complicated
by the fact that in grid turbulence there are significant periods of time during which no
part of the plume is in the measurement beam, even when the measurement location is
on the vertical plume centreline. The intermittency factor vy,e is the fraction of time
during which there is a measurable plume somewhere in the measurement volume.
Even on the centreline of the plume, v, ranges from 87% at z/G = 6.6 from the
source to 95% at /G = 19.7. For the boundary layer shear flow some part of plume
is present for 100% of the time at all positions (z — d)/H < 0.12 50 7jine = 1.0 for all
of the shear flow cases.

Figures 2.23 and 2.24 show some samples of the distributions of measured nor-
malized instantaneous plume spreads ¢y;/0y oo compared to a clipped lognormal (for
Mine < 1) or lognormal distribution for all other cases. The clipped lognormal was first
used for modelling intermittent Eulerian concentration level probability distributions
by Hilderman and Wilson (1999). In its application here to the instantaneous plume
spread o, ;; the pdf is

1 Ty,ii,50
exp | — = (2.16)
V210 i1 (0y i + Oy i base) 202 1

ln,? ( G'y,ii+(7y,ii,base >

P(Uy,z‘i) =

where gy ;;; is the log standard deviation of the plume spread, oy i base is the shift of
the distribution needed to generate the correct plume intermittency, and oy ; 50 is the
median of the unclipped lognormal distribution. Essentially, this is just a lognormal
distribution shifted to the left by 0y i pase- All values less than 0 are clipped off and
replaced with a delta function at zero that represents the intermittent periods where
there is no measurable plume anywhere along the measurement line. The oy, and
Oy.iibase Values are chosen so that after clipping the remaining distribution has the
correct mean and variance. Hilderman and Wilson (1999) give additional details on
the calculations required to compute oy ;;; and gy i pase- For the non-intermittent case
Oyiipase = 0 and (2.16) reduces to the lognormal. Appendix F has additional plots of
the plume spread data fit to the lognormal and clipped lognormal.

The clipped lognormal is a remarkably good fit to instantaneous plume spread
distributions. The only discrepancies are for the extremely small plume spreads where
oy — 0 such as in the grid turbulence case. These errors are not surprising as
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the camera pixel resolution limits the ability to measure very small plume spreads.
To date, there has been no theoretical basis developed for the clipped lognormal.
A simple physical explanation is that dilution/spread is a naturally multiplicative
process so a lognormal might be expected. A clipped lognormal implies that even
zero periods are part of this same multiplicative process.

2.4.6 Section Summary

In this section the basics of averaging time and the meandering plume model were
presented and models of the concentration fluctuation intensity developed in Wilson
(1995) were tested against the water channel experimental data. The key observations
are listed below. The engineering design and physical modelling implications of these
observations will be discussed the conclusions section.

e Averaging time effects on a dispersing plume can only be accurately measured in
a Lagrangian frame of reference that follows the plume movement.

e The concentration fluctuations in the plume change with averaging time in parallel
with the changes in the time averaged plume spread.

e The meander parameter based on the large scale meandering of the plume Mgyread
is much less than the pseudo-meander Miytensiey required to explain all of the con-
centration fluctuation measured in a dispersing plume. The large scale meandering
of the plume only contributes a small part to the overall concentration fluctuation
level the remainder is due to internal plume variability.

e Despite the above conclusion, the meandering plume model remains a useful tool
to predict concentration fluctuations. Using Mintensity €valuated at the local pro-
file height above the ground for cross-stream variation in fluctuation intensity ¢
produced very good agreement with the water channel data.

e The instantaneous centroid of the plume meanders in the cross-stream direction in
a random additive process that produces a Gaussian distribution for the centroid
position.

e The instantaneous plume spread has a probability distribution that is well de-
scribed by a lognormal in the case where vy, = 1 or clipped lognormal for y,e < 1
when the plume meanders entirely outside of the measurement volume for signif-
icant periods of time.
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2.5 Plume Spread with Averaging Time: Models
and Data

2.5.1 Plume Spread Variation with Averaging Time

As the averaging time interval increases, the instantaneous plume will meander more
and total plume spreads will increase while the plume centreline average concentration
decreases. In Figure 2.13 the left side of the figure is the ensemble averaged plume
for t,,; — 00 while the right hand side is the ensemble averaged plume for ¢5,; — 0.
The shorter time average filters out the larger scale motions of the plume causing a
reduced plume spread.

One widely used method of accounting for time average effects is to adjust plume
spreads oy, for an averaging time t,, relative to some reference averaging time {re
for which the spread oy, is known. The typical power law model is (Hanna et al.
(1996, Equation (6.1)))

0.2
Tytas _ | Lave (2.17)
Oy tret tref
Gifford (1982, 1984) proposed a random force model to describe crosswind plume
spread at all stages of the dispersion by adapting the Langevin random force diffusion
equation. Wilson (1995) developed a travel time power law model for averaging
time effects inspired by the Gifford random force model. Wilson’s model considers
source size and averaging time as equivalent to a change in the effective travel time
of the plume. The constants in the power law were chosen to produce results that

approximated Gifford’s solution to the Langevin equation, see Wilson (1995, Chap.
3 and Appendix A). From Wilson (1995, Equation (3.12)):

2
T t; t

R

Oy ity 2 Try Tro (2.18)

2
Uy:tref 3¢2 TLU + tt + tref
r
O\ Tro  'Tre

0.5

where 1; is the plume travel time, t,.,, is the averaging time, t.y is the reference
averaging time, and T, is the cross-stream (y-direction) Lagrangian integral velocity
fluctuation time scale. The source size parameter ¢g is the non-dimensional source
size from Wilson (1995, Equation (3.13))

gy

Po= \/Q—UI*mSTL‘U

(2.19)

7

me 18 the cross-stream rms velocity fluctuation. The

where op is the source size, and v
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empirical parameter r; from Wilson (1995, equation (3.14))

1

T parwend
1 o (14061 4 0alme
67 .

(2.20)

LV Try

An alternative form for r; will be proposed in the present study. The effective initial
source size a, is (Wilson et al., 1998, Equations (A.31) and (A.32))

2
o2 Y, PP(Ah
— =+ = 4B? 2.21
B2 T2 \®’ | T (2.21)
where R, is the source radius, Ah is the plume rise, and 3, is
1+ 0.01572
=06 ———2 2.22
be 06(1+0.04T§> (2:22)
T, is the density weighted velocity ratio given by (Wilson et al., 1998, Equation
(A.21)) ,
0.5 W
Ps s
Ts=|— — 2.23
2) % 23)

where p, is the source density, p, is the ambient fluid density, W, is the vertical
velocity component of the source, and U is the average flow velocity. The empirical
source size constant By accounts for source size of low velocity releases with no plume
rise and Wilson et al. (1998) found By = 0.5 based on water channel plumes.

2.5.2 Plume Meander as a Function of Averaging Time

The travel time power law model of Wilson (1995) given by Equations (2.18) through
(2.23) can also be used to predict the meander parameter M yreaq as & function of
averaging time. Using the definition of Mpreaq from (2.12) and the meandering spread
from (2.11)

2
Oy tuve
Mapread = (Jif—> ~1 (2.24)

In (2.18) let 0y ref = Oy .t,,,—0 = Oy and combine with (2.24)
Teo\ t

3 2 __E;_ t avg

¢O ( b > " TLv * TlTLU

2
TLU tt
3 2
¢O ( tt ) i TLU

Mspread - -1 (225)
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As discussed in Section 2.4 knowing Mgpreaq is of limited use in predicting concentra-
tion fluctuations. However, it is useful for verifying the accuracy of the fit between
the travel time power law model and Gifford’s original random force model because
meander is a much more sensitive indicator of the power law fit than the plume spread.

2.5.3 Improving the Travel Time Power Law Model

An improved fit between the Gifford random force model and the travel time power
law model can be made by adjusting the coefficient r; from Equation (2.20). An
improved empirical fit for the parameter 7, is

1.5
1+0.2 b
. TL'U
‘ : 1.5
o(1+0228) [ 1+0. i
( o TM) +05(TM>

This form of 7, is less sensitive to changes in travel time than Equation (2.20) and
behaves correctly in the limits of ¢,., and ¢;. With this new equation for rq, the travel
time power law model matches Gifford’s predictions of meander within approximately
+20% over any reasonable choice of travel time, sample time and source size. The
travel time power law model in Equation (2.18) with the new 7, value from Equation
(2.26) will be referred to as the TTPL model.

Ty =

(2.26)

TTPL Behaviour for Long Travel Times ¢; > Ty,

To check the behaviour of the modified 7 coefficient, consider the case of a point
source, oo — 0 and compare the spread at s, — 00 to the instantaneous spread at
tavg — 0. From Equation (2.18) squaring both sides

tt +r tavg
2 1
a
poo _ % T (2.27)
Oy,i tt
TL’U

In the limit of long travel time t;, > Ty, the modified r; goes to 0.1 and the
ratio O'j,tavg/ 05’1- is very weakly dependent on f,,,. When ; > t,,, then, as expected,
averaging time will have almost no effect. At large £, the plume has travelled far
downstream and the instantaneous spread is so large that there are no eddies larger
than the instantaneous plume to cause meandering.

TTPL Behaviour for Short Travel Times t, < T},
In the limit of short travel times ¢, <« Tp, it is expected that
Oy ™ Uyt (2.28)
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This relationship for short plume travel times is from Taylor (1921) with derivations
reproduced in most textbooks that discuss turbulent diffusion.

The instantaneous plume spread o, ; can be estimated from the simple differential
equation

doy
Bl LN (2.29)

dtt Tms,t

The instantaneous measurement vy, ; is somewhat less than the total v, of the flow

because scales larger than the plume size are effectively filtered out. Referring back
to the discussion in Section 2.4.1, following the centroid of the instantaneous plume is
necessary to measure o, ; = 0y, o and filters out any v, greater than the size of

the plume. Using relationship for turbulent dissipation € and the fact that the energy
transfer rate from small scales to large in the inertial subrange is equal to ¢

,U/ 3 ,U;.3S .
rms __ “rms,i 9
€ = R, (2.30)

where £ is the Eulerian large eddy scale and a logical corresponding length scale for

Vpmsi 18 I = V20, ;, the radius of the equivalent top hat plume profile. Solving for

!
Urms,i

1/3
20 i
Ull"ms,i = vllrms (\/—e = ) . (231}

Putting Equation (2.31) into (2.29) and then integrating

1/3
2
/G;Z}/Sday,i = /’U;ms (%) dtt

1/3
§02/3—~v' t —~\/—2—
9 y,i — Yrms /
13/2

9 3/2 ol t3/2
Oyi = (g) (V2)M/2- H;/z (2:32)

The Lagrangian time scale is related to the Eulerian length scale £ and the velocity
scale v, by

14
; (2.33)

s

TL’U X

with a constant of proportionality of order 1. Putting Equation (2.33) into (2.32)
then
V) tf/ 2
Gy = 0.6 :[“jj + (2.34)
Lv
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Pasquill and Smith (1983, p. 122) give a similar solution for o, ; derived by a different

method employing correlation functions of velocity. Their lead constant is 0.82 instead

of 0.6. Wilson (1995, Appendix A) suggests the constant is in the range of 0.6 +0.2.
Close to the source where t; < 17, r1 i8S

1
T = (235)
0 gl
- TLv
and with Equation (2.27)
0'2 1 TL
YO ] 4 — | = 2.36
O';ﬂ- + 04 ( tt ( )

Putting Equation (2.34) into (2.36) and noting that the second term in (2.36) domi-
nates for short travel times

0‘62 2 13 TL
2 rmsvi v
7> — 2. 7
b 0.4 ( ILv > ( t; ( 3 )

~ g2 12 (2.38)

which is equivalent to Equation (2.28).

2.5.4 Cross-stream Lagrangian Time Scale 17,

The cross-stream Lagrangian turbulence time scale, 77, is an important parameter
for the proposed TTPL travel time power law averaging time adjustment. Unfortu-
nately, it is extremely difficult to make direct measurements of Ty,. Typically, the
Lagrangian time scale is inferred from Eulerian measurements. McComb (1990, pp.
444-447) gives an overview of some of the models proposed for calculating the La-
grangian timescale from Eulerian measurements. Pasquill and Smith (1983) cite a
few examples related to the atmospheric dispersion problem. The basic hypothesis
is that the Lagrangian and Eulerian correlation functions (or spectra) have similar
shapes but different scales. It is also generally found that the proportionality be-
tween Eulerian and Lagrangian scales is a function of the turbulence intensity at the
position of interest. The idea of proportionality is generally attributed to Hay and
Pasquill (1960) with further analysis by Wandel and Kofoed-Hansen (1962) and Lee
and Stone (1984). The basic functional form is:

Tre = Br, T,UU

rms

(2.39)

where Bj, is a constant whose value seems to be in the range of 0.4 to 0.8. Wilson
(1995, Appendix C) recommends By, = 0.6 for use in dispersion modelling.
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There is also a range of Ty, U and v, values to use in this calculation. The choices
include; using only local values at the measurement location, using some average
values that are representative of the average velocities and timescales experienced
by the plume as it is convected downstream, or using some combination of the two
with the free stream velocity U and the local Eulerian timescale T}, and cross-stream
velocity fluctuation v,

The local velocity components and Eulerian timescales can be determined from
Figures 2.4(b) and 2.4(c) for the shear flow and Figures 2.5(a) and 2.5(b) for the grid
turbulence. The average advection velocity U, of the plume is, from Wilson (1981,
Equation {14)), the velocity measured at height

Z =h+0.170, (2.40)

where h is the height of the source and o, is the vertical spread.

For example, Figure 2.25 shows the normalized cross-stream Lagrangian time scale
T, Uy /H for the shear flow calculated using By, = 0.6 and either local or advection
height values for T, v/, and U in Equation (2.39). Based on these results and similar
calculations for grid turbulence the 77, was estimated as

Shear Flow 0.5s < T, < 1.9s or in normalized terms 0.29 < T,Uy/H < 1.10
Grid Turbulence 0.8 s < Ty, < 1.8 s or in normalized terms 2.1 < Tp,,U/G < 4.7

where H is the log-law mixing layer thickness and G is the grid mesh spacing. It is
expected that there will be slight changes in 77, with downstream distance as the
grid turbulence decays, but given the other uncertainties these changes are insignif-
icant. There are few compelling reasons to choose one Ty, value over another so
the geometric mean (the most probable value of a lognormal distribution of scales)
of the values given above will be used for all further calculations. In the shear flow
T1,Ug/H = 0.58 and in grid turbulence 77, U/G = 3.1.

Despite the possibility of variation in 77, with height z in shear flow as indicated
by two of the curves in Figure 2.25, only a single 77, value was chosen to represent
the entire boundary layer with a bias towards the lower part (z — d)/H < 0.4 where
the majority of the tracer plume was concentrated. Over this height range even the
worst case Tr, model in Figure 2.25 varies by less than a factor of 4 from the smallest
to largest estimated T7,.

The literature provides little guidance about Lagrangian time scales in non-uniform
flows. The variation in the Lagrangian-Eulerian scale ratios cited in McComb (1990)
covers an order of magnitude even in a uniform flow field. Atmospheric examples
cited in Pasquill and Smith (1983) are somewhat vague about the exact vertical po-
sition considered. Gifford (1984) suggests many full-scale estimates for T, are too
small because of practical limitations on sampling time and Barr and Gifford (1987)
estimate the full-scale 77, =~ 10,000 seconds as sampling time goes to infinity. More
recently, Koeltzsch (1999) and Massman and Weil (1999) let the Lagrangian scale
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vary with z in a boundary layer. Koeltzsch (1999) also lets the Lagrangian-Eulerian
scale ratio vary with z.

This also calls into question the wisdom of normalizing with velocity Uy and
mixing layer depth H. I suspect that cross-stream scales are more likely to be a
function of channel width rather than the mixing layer depth because the width is
critical in determining the upper limit on plume meandering and averaging time. As
Barr and Gifford (1987) note limited averaging time of measurements filters out lower
frequency contributions and produces shorter Lagrangian time scales.

It is impossible to resolve all these issues in the present study with the present
experimental data, so the practical approach was to assume a single cross stream
Lagrangian time scale and prevent this study from degenerating into a curve fitting
exercise. The primary objective is to determine whether the TTPL model is a rea-
sonable approach for estimating averaging time effects. A reasonable estimate of 17,
is necessary, but errors of less than an order of magnitude should not compromise
this effort. The normalization with mixing layer depth and velocity is appropriate
for scaling to other similarly confined laboratory flows, but any full-scale application
may require a different estimate of T7,. The normalization factors Uy and H cancel
out in the TTPL model where only ratios of travel times and averaging time to the
Lagrangian time scale are used.

2.5.5 Travel Time ¢{; Estimates

There is some uncertainty in the travel time of the plume because the vertical plume
spread o, increases with ¢; and in a boundary layer the plume samples a range of
different velocities U(z) over its vertical extent. It is not immediately obvious which
velocity sampled by the plume should be used to calculate the ensemble averaged
travel time. The water channel experiments consistently produce cross-stream plume
spreads oy, that decrease with height z indicating that the travel time at large z is
shorter than the travel time at small z. This implies that the local flow velocity at
the measurement height 2 should be be used to determine the travel time. Using the
local flow velocity U(z) the travel times are given below:

Shear Flow for z/H = 2.5 downstream of the source

o t,Ug/H =T78at (z—d)/H = 0.011 which is the lowest measurement point
in the shear flow (6 mm above the bottom of the channel) where the velocity
shear dU/dz is large.

e t,Uy/H =44 at (z—d)/H = 0.058, a mid height position (25 mm above
the bottom of the channel) between the high shear and the low shear mea-
surement positions.

o t,Uy/H =3.8at (z—d)/H = 0.12 which is the vertical position of the ele-
vated source (50 mm above the bottom of the channel), the highest vertical
position considered in this study, and a positions with relatively little shear.
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Grid Turbulence for /G = 13.1 downstream, t,U/G = 13.1 at all z positions
because the velocity profile is uniform with z.

At the same heights, travel times to other downstream distances are linearly propor-
tional to the times given above.

2.5.6 Testing the TTPL Model for Averaging Time Adjust-
ments to Plume Spread

To examine the applicability of the TTPL model, both the plume spread o, variation
and the meander parameter Myyreaq variation with t,,, will be considered.

Four source types and flow conditions are presented as examples to cover the wide
range of conditions tested.

1. Iso-kinetic horizontal jet source in grid turbulence, measured on vertical source
centreline.

2. Large ground level source in shear flow, measured at ground level just above
the roughness at (z — d)/H = 0.011.

3. Iso-kinetic horizontal jet source at (h —d)/H = 0.12 in shear flow, measured at
source height (z — d)/H = 0.12.

4. Horizontal ground level jet source at (h—d)/H = 0.013 in shear flow, measured
at ground level just above the roughness at (z —d)/H = 0.011. The flow rate of
this source is the same as the flow rate of the iso-kinetic horizontal jet source.

Results from the other source configurations and measurement positions can be seen
in Appendix G.

2.5.7 Plume Spread

Figures 2.26 and 2.27 show the plume spread ratios oy,,. /0, o for the data and the
TTPL model Equation (2.18) with a reference averaging time of t.f — oo and the 4
value from Equation (2.26). The 0.2 power law from Equation (2.17) is also shown
for comparison. There are no empirical constants used to fit the TTPL model to the
water channel data. The r; parameter is fit to Gifford’s analytical solution of the
random force model and the Lagrangian time scale T}, was determined as discussed
in the previous section.

For the shear flow, the shape and the trends of the TTPL model are approximately
correct. The worst fits are for positions close to the source (z/G = 6.6 in grid
turbulence and z/H = 1.25 in shear flow). These points have short normalized
averaging times where the plume spread ratio for the TTPL model is about 15%
too high. In grid turbulence, the data shows a very rapid change in plume spread
between t,,,U/G = 0.1 and 20 that is not accurately reflected in the TTPL model.
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More importantly, the TTPL model predicts differences with downstream distance in
grid turbulence that are not evident in the data.

It is odd that the grid turbulence fit is the poorest because it is by far the simplest,
most idealized flow. Gifford’s original random force model and the TTPL model
have no terms that account explicitly for shear effects, yet the best fit of theory to
experiment is in the shear flow. There may be some interesting physics that cause
this effect, but the current data set is insufficient to provide any enlightenment on
this subject. In terms of atmospheric dispersion modelling, the shear flow case is
the most important and grid turbulence is only a curiosity, so based on the present
experimental evidence the TTPL model is the best available method for predicting
plume spread changes with averaging time.

In all cases, the TTPL model fits the data much better than the 0.2 power law
over a range of averaging times covering 4 orders of magnitude. The fit between
TTPL and the data could be improved by altering the cross stream Lagrangian time
scale 17, but there is little justification for doing this based on available information.
Lagrangian scales are extremely difficult to measure or predict so this will always be
a limitation on the accuracy of the TTPL model.

2.5.8 Meander

Figure 2.28 and 2.29 show the measured meander Mpread, compared to the meander
predicted by the TTPL model from Equations (2.25) with r; from Equation (2.26).
As stated earlier, the Mpreaa value may be interesting but it has little practical
application for dispersion and concentration fluctuation modelling.

The basic shape of the TTPL model is well-supported by the meander data as
well as the spread data, but the absolute numerical prediction of Mpreaq is poor. The
meander prediction is as much as a factor of 5 different for the shear flow cases and as
much as 2 orders of magnitude underestimated in grid turbulence. The general shape
of meander Mypreaq from the TTPL is a power law with a slope of approximately 1.0 at
small averaging times levelling off to a steady value as averaging time becomes large.
The meander values are under-predicted by up to an order of magnitude at large
averaging times. At small averaging times, meander is under-predicted for elevated
measurement positions and over-predicted for ground level measurements.

The 0.2 power law from Equation (2.17) is also represented in Figures 2.28 and
2.29. Calculating the meander from the power law presents some difficulties because
using oy,; as 0y rer means that the reference time is t,s = 0. Equation (2.17) can be
reformulated in terms of the meander at some reference time as

0.4
t
Mspread = (;‘“) (1 + Mspread,ref) —1 (241>

ref

but this equation causes the meander to increase rapidly for times slightly greater
than t.; and then level off to a 0.4 power law form. (Note that the 0.4 power law
is a direct result of the 0.2 power law for plume spread adjustments as applied to
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Mipreaa Which is a ratio of the squares of plume spreads. ) At times less than fr it
gives a negative meander. Even when these problems are ignored, the 0.2 power law
averaging time slope shown in Figures 2.28 and 2.29 matches the data only over a
small range.

2.6 Summary and Conclusions

As stated in the introduction, this study can be considered as both a water channel
study of a dispersion of a high Schmidt number (low molecular diffusivity) tracer
and as a small-scale model of dispersion in a neutrally stable full-scale atmosphere.
The ultimate goal is to apply this information to a model for full-scale atmospheric
dispersion and concentration fluctuations. The conclusions will be made in terms of
these perspectives.

The linescan LIF measurement technique developed in this study enabled the col-
lection of detailed one-dimensional measurements of fluorescent dye plumes dispersing
in a water channel. Measurements of concentrations were made at a rate of 500 Hz si-
multaneously at 1024 points across the plume with total sample times of 500 seconds.
The measuring volume for each point was approximately 0.5 mm by 1 mm. This
high temporal and spatial resolution allows concentration fluctuation parameters and
short time average t,,, — 0O properties of the plume to be measured directly. The
plume centroid can be tracked in one dimension to eliminate meandering.

As a model of the full-scale atmosphere, the water channel is geometrically a
1:1000 scale model of a neutral boundary layer with a depth of 400 m. The equivalent
measurement volume is on the order of 1 m in full scale. Using a full-scale wind speed
of 3 m/s at 10 m above the ground, time in the water channel scales approximate 1:30
which means the full-scale equivalent sampling rate is 16 Hz with a total measurement
time of about 4 hours.

Data collected from a variety of sources in both a shear flow boundary layer
and shear free grid turbulence were used to verify the applicability of a pseudo-
meandering plume based concentration fluctuation model proposed by Wilson (1995)
and an improved travel time power law model (TTPL) for averaging time adjustment.
The models were then tested against the water channel data. Based on this data set
the following conclusions can be made.

e Averaging time effects on a dispersing plume can only be accurately measured by
tracking the plume centroid and comparing ensembles of plumes with the time
averaged centroid positions aligned. This requires a measurement technique, such
as the linescan LIF technique in the water channel, that can measure enough
simultaneous points to allow determination of the centroid position. For wind
tunnel or full-scale measurements, averaging time effects may have to be estimated
from much sparser data sets.

e The concentration fluctuation intensity ¢ in the plume changes with averaging time
in parallel with the changes in the time averaged plume spread o;,, . This sim-
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plifies the modelling of concentration fluctuations because gross plume parameters
such as spreads are generally easier to model than high frequency concentration
fluctuations.

e The meander parameter based on the large scale meandering of the plume Mpread
is much less than the concentration fluctuation intensity based pseudo-meander
Mintensity required to account for all of the fluctuations measured in the water
channel plumes. This implies that most of the concentration fluctuation is caused
by internal plume structures.

e Despite the above conclusion, the meandering plume model remains a useful
tool to predict concentration fluctuations. Using pseudo-meander Mintensity in
the model for cross-stream variation in fluctuation intensity ¢ produces excellent
results compared with the water channel data.

¢ The instantaneous centroid 7 of the plume meanders in the cross-stream direc-
tion in a random additive process that produces a Gaussian distribution for the
centroid position. There is no immediate application for this information, but it
is an interesting result that demonstrates that meandering is a simple Gaussian
process which may be useful for future modellers.

e The instantaneous plume spread o,; has a probability distribution that is well
described by a clipped lognormal. In grid turbulence there are significant periods
of time during which the plume meanders entirely outside of the measurement
volume and the clipped lognormal distribution accounts for this. In the shear flow
cases that were measured, the clipped lognormal reduced to a standard lognormal
distribution because the vertical meander was small and there was always mea-
surable dye in the measurement volume. The application for this information is
not immediately apparent, but it does confirm that the clipped lognormal proba-
bility distribution is a good fit for the random multiplicative dilution processes in
a plume. The fact that clipping the distribution produces good results indicates
that the intermittent periods are an essential part of the dilution process and are
characterized by the part of the distribution that is clipped.

o The travel time power law (TTPL) model! for averaging time adjustment of plume
spread o, with the improved empirical parameter 7 describes the effect of aver-
aging time on plume spread and meander much better than the commonly used
0.2 power law. The limiting factor is the ability to estimate the cross-stream La-
grangian time scale T7,. This will continue to be an issue in both laboratory scale
and full-scale conditions and warrants additional research. However, as demon-
strated in this study even relatively uncertain estimates of 7, provide reasonable
answers for averaging time adjustment and the accuracy will ounly improve with
better T}, estimates.
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e Plume meander Mpreaq can be modelled with the TTPL, but with less accuracy
than the plume spread. Mpread is not very useful for further calculations because
it does not account for any of the concentration fluctuations inside the plume.

e One limitation of the water channel data is that the flow is confined and the extent
of plume meandering is restricted by the size of the experiment. This limits the
largest scales that can be simulated, and hence very long time averages cannot be
simulated. However, in terms of the ratio of travel times and averaging time to
Lagrangian scales, the water channel results are very comparable to full scale. The
laboratory averaging times range from 0.001 T, to 10 T, (from instantaneous
measurement up to about 10 seconds of averaging time). Scaled up to the full scale
atmosphere with a typical Tr, of 1,000 to 10,000 s (Wilson (1995)) this equates
to averaging times of 1 second to 10 hours. In this respect the water channel is
almost a perfectly scaled down version of the full-scale atmosphere. Over this
realistic range, the experimental evidence suggests that the TTPL model and the
corresponding meandering plume relationships for concentration fluctuations are
much more accurate that the standard 0.2 power law averaging time adjustment.

e Another limitation of the present data set is that all of the source sizes tested
were effectively small area source in comparison with the turbulent scales in the
channel. Source size had no measurable effect on any of the experiments. Further
investigation with a larger range of source sizes and a range of measurement
positions closer to the source would provide more insight into the role of the
source size term in the TTPL model for averaging time.
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Figure 2.1: Schematic of linescan measurement experiments. Typical configuration
for measuring cross-stream profiles of concentration.

linescan camera
aligned with laser beam

grid of 3/4” square fluorescein dye source 1024 pixels
stainless steel bars (elevated jet source shown) 12 bits/pixel
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Figure 2.2: University of Alberta Mechanical Engineering Department water channel
schematic. The recirculation piping, downstream weir gate, and inlet plenum flow
straighteners are not shown. Coordinate system origin is at ground level on the
channel centreline at the downstream location of the tracer source. Laser beam
diameter is approximately 1 mm and projects into the page.

48

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



A/dye supply tube

streamlined
4 fairing

flow direction

’ N fluorescein

—— sV}
jet

38 mm long
4.3 mm OD
3.25mm iD
stainless steel tube

Horizontal Jet Source - Side View

(a)
expanded metal
4 roughness
roughness removed
flow direction 3.25mm D 25 mm from source on
(o )4 or < gides, upstream and
> - 11 mmIb 100 mm downstream
source flush of source.

with ground &

Ground Level Sources - Top View

(b)

Figure 2.3: Fluorescein dye sources: (a) Side view of elevated horizontal jet sources.
Source was suspended from above the channel. (b) Top view of ground level sources.
Expanded metal roughness was removed from the immediate area of the source and
dye supply lines were underneath the acrylic panel below the roughness. The large
(11 mm ID) ground level source was changed to the small ground level source by
inserting a plug with a 3.25 mm ID hole for the small source.
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Figure 2.4: Velocity statistics for the rough surface boundary layer shear flow. mea-
sured at 3000 mm (z/H = 7.5) downstream from the water channel inlet.
Normalized vertical profiles of the mean streamwise velocity U/Uy. (b) Normal-
ized vertical profiles of the rms fluctuating velocity components ul, /Uy, vl../Us,
and w,./Un. (c) Vertical profiles of the normalized Eulerian velocity fluctuation
timescales, T,Up/H, T,Uy/H, T,Uy/H and TyqUg/H. (d) Vertical profiles of the
normalized Reynolds stresses ww/U%
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Figure 2.5: Grid turbulence velocity statistics. (a) Turbulence intensity decay with
normalized downstream distance z/G along the centreline of the channel.
power law decay of turbulence intensity based on Saffman’s invariant. (b) Normalized
Eulerian integral timescales of velocity fluctuation in the streamwise T,U/G and
vertical T,,U/G directions along the centreline of the channel compared to T,U/G
calculated using the best fit power law decay of grid turbulence based on Saffman’s

invariant.
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Figure 2.6: Field of view of the linescan camera compared to the width of the laser
line. The Dalsa CLC6-2048T linescan camera pixels have an aspect ratio of 38:1.
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Figure 2.7: Laminar jet source used for calibration.
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Figure 2.8: Typical raw data used for calibration. Zero concentration is the mean of
20 seconds of data, while the non-zero concentration values are the averages of the
10 highest values measured at each pixel using the laminar jet source in Figure 2.7.
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Figure 2.9: Typical calibration constant values for each pixel in the camera. (a) is
the zero concentration intensity reading Iy, (b) is the ay value, (¢) is the a, value,
and (d) is a typical calibration curve for a pixel near the centre of the camera.
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Figure 2.10: Raw data from tests for effect of the bottom surface. Fach line is at
a different height above the bottom of the channel. All roughness was painted flat
black. There is no effect from the roughness over either black painted plastic or even
clear plastic. The highly reflective aluminum can be seen at the lower level locations
starting at about pixel 600.
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Figure 2.11: Accuracy of linescan concentration measurement system. Data points
and error bars are mean errors 3 standard deviations. Dotted line is 5% error with
7 digital counts added to simulate the error caused by electrical noise in the camera.
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Figure 2.12: {a) Typical raw fluorescence data output for a single line (1/500 second).
(b) After subtracting the background, correcting for attenuation, and applying the

calibration equation, the result is an instantaneous concentration profile across the
plume.
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Figure 2.13: Samples of instantaneous plumes and ensemble averages. On the left,
the reference frame is fixed to the ground and on the right the instantaneous cen-
troids of each sample are aligned. Following the centroid removes the larger scale
meander of the plume, reduces the plume spread and increases the centreline average

concentration.
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Figure 2.14: Samples of typical meander parameters Miniensity 80d Mopreaa as a func-
tion of normalized averaging time t,..Un/H. (a) /G = 13.1 downstream of the
iso-kinetic jet source in grid turbulence (b) z/H = 2.5 downstream of the large
ground level source in boundary layer shear flow.
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Figure 2.15: Samples of typical meander parameters Minensity 814 Mopread at z/H =
2.5 downstream of the source as a function of normalized averaging time ta,Up/H.
(a) iso-kinetic horizontal jet (h — d)/H = 0.12 above the ground in shear flow (b)
horizontal jet at ground level, (h — d)/H = 0.013 in shear flow.
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Figure 2.17: Samples of ratios (i}, ~+1)/(if ., + 1) compared to 0y, /0y 00 at
z/H = 2.5 downstream of the source as a function of normalized averaging time

taveUn/H. (a) iso-kinetic horizontal jet (h — d)/H = 0.12 above the ground in shear
flow (b) horizontal jet at ground level, (h — d)/H = 0.013 in shear flow.
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Figure 2.18: Samples of typical cross-stream profiles of concentration fluctuation
intensity ¢ compared to Equation (2.15) (a) z/G = 13.1 downstream of the iso-
kinetic jet source in grid turbulence (b) z/H = 2.5 downstream of the large ground
level source in boundary layer shear flow.
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Figure 2.19: Samples of typical cross-stream profiles of concentration fluctuation
intensity ¢ compared to Equation (2.15) at z/H = 2.5 downstream of the source
(a) iso-kinetic horizontal jet (h — d)/H = 0.12 above the ground in shear flow (b)
horizontal jet at ground level, (h — d)/H = 0.013 in shear flow.
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Figure 2.21: Probability density functions of normalized centroid position p(7/0y )
compared to a Gaussian. (a) z/G = 13.1 downstream of the iso-kinetic jet source
in grid turbulence (b) z/H = 2.5 downstream of the large ground level source in

boundary layer shear

flow.
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Figure 2.22: Probability density functions of normalized centroid position p(7/oy )
compared to a Gaussian at z/H = 2.5 downstream of the source (a) iso-kinetic
horizontal jet (h — d)/H = 0.12 above the ground in shear flow (b) horizontal jet at
ground level, (h — d)/H = 0.013 in shear flow.
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Figure 2.23: Probability density functions of normalized instantaneous plume spread
p(0y4i/0y ) compared to a lognormal. (a) /G = 13.1 downstream of the iso-kinetic
jet source in grid turbulence (b) z/H = 2.5 downstream of the large ground level
source in boundary layer shear flow.
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Figure 2.24: Probability density functions of normalized instantanecus plume spread
p(0y.ii/ 0y 00) compared to a lognormal at /H = 2.5 downstream of the source (a) iso-
kinetic horizontal jet (h —d)/H = 0.12 above the ground in shear flow (b) horizontal
jet at ground level, (h — d)/H = 0.013 in shear flow.
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Figure 2.27: Travel time power law model (TTPL) for plume spread ratio
Oy (taveUs /H) | Oy,00 cOmpared with experimental values as function of normalized aver-
aging time t,,,Uy/H. The 0.2 power law is fit with Oy (tavgUst | H) | Ty, (tavgUs | H=0.35) =
1.0 (a) elevated iso-kinetic jet source in shear flow (h — d)/H = 0.12, measured
at source height and downstream positions z/H = 1.25, 2.5, 3.75 (b) horizontal
jet at ground level, (h — d)/H = 0.013 in a shear flow, measured at ground level
(z —d)/H = 0.011 and downstream positions z/H = 1.25, 2.5, 3.75.
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Figure 2.28: Travel time power law model (TTPL) for meander Mypyread = 0,0/ 07 ;
compared with experimental values as a function of normalized averaging time and
the slope of the 0.2 power law. (a) normalized averaging time ¢,,,U/G for the iso-
kinetic jet source in grid turbulence measured on the jet centreline at downstream
positions z/G = 6.9, 13.1, 19.7. (b) normalized averaging time ¢, Un/H for the
large ground level source in shear flow measured at ground level (z — d)/H = 0.011
and downstream positions z/H = 1.25, 2.5, 3.75.
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Figure 2.29: Travel time power law model (TTPL) for meander Myyread = 07 ,,,/07
compared with experimental values as a function of normalized averaging time
taeUn/H and the slope of the 0.2 power law. (a) elevated iso-kinetic jet source
in shear flow (h —d)/H = 0.12, measured at source height and downstream positions
r/H = 1.25, 2.5, 3.75 (b) horizoutal jet at ground level, (h — d)/H = 0.013 in a
shear flow, measured at ground level (z — d)/H = 0.011 and downstream positions
z/H = 1.25, 2.5, 3.75.
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Chapter 3

Measurement and Prediction of
Wind Shear Distortion of
Concentration Fluctuation
Statistics

Abstract

The objective of this study is to develop an engineering model for the concentration
fluctuation intensity, intermittency factor, and integral time scale for a plume dispers-
ing in a well-developed rough surface boundary layer shear flow. The model is based
on experimental data measured with a linescan laser-induced fluorescence technique
in a water channel. The concentration fluctuations discussed are high frequency near
instantaneous measurements sampled over long total times to ensure convergence of
all statistical values.

The relevant parameter for wind shear effects is found to be the velocity shear
normalized by vertical turbulence intensity, plume travel time, and local wind speed.
The reference position at which to evaluate the non-dimensional shear is an impor-
tant factor because both the source position and the receptor position influence the
concentration fluctuations.

These concentration fluctuation models are intended to be applied with limited
information about the surrounding flow field, which is typical of information avail-
able for full-scale atmospheric dispersion predictions. It is assumed that a minimal
set of parameters is known: atmospheric stability, surface roughness, vertical velocity
profile, and plume spreads. In addition, the proposed models require a no-shear esti-
mate of the concentration fluctuation intensity from which the shear flow fluctuation
intensity is determined as a function of the non-dimensional shear parameter. The
integral time scale of concentration fluctuation is found to be a function of the non-
dimensional shear and the velocity fluctuation time scale. The conditional fluctuation
intensity (excluding intermittent zero concentrations) is modelled as a function of the
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total fluctuation intensity with an asymptote as the total fluctuation intensity gets
very large.

3.1 Introduction

The objective of this study is to develop an engineering model for the intensity ¢,
intermittency factor v and integral time scale T, of concentration fluctuations in a
well-developed rough surface boundary layer shear flow. These descriptive statistics
are necessary as inputs to the stochastic concentration time series model described in
Hilderman and Wilson (1999). In all cases, the concentration fluctuations discussed
here are very high frequency near instantaneous measurements sampled over total
times long enough to ensure convergence of all statistical values. The motivation for
considering the near surface boundary layer is that in almost any realistic full-scale
atmospheric scenario, receptors are exposed to the dispersing plume in the highly
sheared flow near the ground where there are large differences in plume statistics
compared to dispersion in more homogeneous turbulence well above the ground.

Many laboratory and full-scale experiments have collected concentration fluctua-
tion data, but much of it is horizontal profiles measured at some elevated position and
typically at the source height. In order to measure the effect of shear it is important
to have good resolution through the vertical extent of the boundary layer. Some past
experimental measurements of vertical profiles are the wind tunnel studies of Fack-
rell and Robins (1982), water channel studies of Bara et al. (1992), and atmospheric
studies of Mylne (1993) and Yee et al. (1995). The measurements used in this study
were taken with the linescan laser-induced fluorescence (LIF) technique described in
Chapter 2 and have much better spatial and temporal resolution than these older
experiments.

Hanna (1984) reviews seven categories of models for concentration fluctuations
ranging from empirical Gaussian approaches, to eddy diffusivity models, to advanced
numerical methods. Application of such models to concentration fluctuation statistics
in a shear flow has been severely limited because of a lack of case-specific information
on the scalar fluctuation statistics needed to drive these models. The shear effects
models presented here can be used with any dispersion model that predicts the no-
shear concentration fluctuation statistics.

The most challenging aspect of the model development was to find a single phys-
ically realistic model that included the effects of receptor position and a changing
release height. The experimental data showed that there were significant differences
between a release high above the ground, initially dispersing in no-shear flow and
descending to the ground; and a ground level release that experiences a wide range
of wind shear over the plume height. A case study of the resulting model will show
large shear-induced variations in fluctuation intensity and intermittency in vertical
profiles through any plume.
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3.2 Information Required for a Concentration Fluc-
tuation Model

At a minimum, the following parameters are required to adequately describe concen-
tration fluctuations:

e Mean Concentration C: The mean concentration can be obtained from one of
the innumerable dispersion models available. It will be assumed that the mean
concentration is known.

e Fluctuation Intensity i: The fluctuation intensity i, is

' c?
i= \/:;—2 (3.1)

where ¢'? is the variance of the concentration and v ¢2 = ¢, which is the standard
deviation or root mean square fluctuation. (The convention used is ¢ = C + ¢
where ¢ is the instantaneous concentration and ¢’ is the fluctuation from the mean

o).

e Conditional (in-plume) Fluctuation Intensity 7, The conditional fluctu-
ation intensity i, is calculated by excluding the zero concentration intermittent

periods.
- [Z
ip = % (3.2)
s .

where c;} is the conditional concentration variance and Cp is the conditional mean
concentration.

¢ Intermittency Factor +: The intermittency factor v is the probability of the
concentration being greater than zero (i.e. the fraction of time during which
there is measurable non-zero concentration.) The total and conditional fluctuation

intensities are related to the intermittency factor by the definition, see Wilson
et al. (1985, Equation (8))

-2
_ 1+zp
1 442

g (3.3)

e Integral Time Scale of Concentration Fluctuation 7., and Integral Length
Scale of Concentration Fluctuation L.: The integral time scale 7, is defined
as the area under the auto-correlation curve for the concentration time series and
is an indication of the average time scale of concentration fluctuations occur and

the time over which the concentration remains correlated. Using a frozen turbu-
lence assumption the integral length scale L. = T.U where U is the local mean
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velocity. Following Hinze (1975, pp. 62-65), the time scale can be calculated from
a time series of data by computing the one-dimensional power spectrum. The zero
frequency intercept E.(0) is found by extrapolation and applied to the definition:

_ E(0)
ool | (3.4)

e Wind Shear A vertical velocity profile of the streamwise component U and the
shear profile 9U/0z are assumed to be known. Other parameters of the flow such
as a friction velocity u, or an integral time scale T, may also be required.

In this study, models will be developed for T¢, L., , 3, and + in a shear flow boundary
layer.

3.2.1 Time Scale Ty of Turbulence Velocities

Although each component of velocity (u, v, and w) is measured individually, and an
integral time scale of each component can be computed separately, it can be argued
that for scalar fluctuations only a combined time scale of the three components is
important. Regardless of what direction the flow is moving, all that can be measured is
a change in concentration at a point. A simple addition or average of the 3 component
time scales will not give the correct result because the longest time scale will dominate.
It is expected that the shortest time scale and the smallest eddies will dominate the
process because any movement of fluid can cause a change in concentration measured
at a point.

The scalar turbulent energy dissipation ¢ is calculated as a simple sum of the 3
components of dissipation

€ = 6u+€v +€’w (35>

Assuming a parallel relationship between concentration fuctuations and dissipation
and given that € o velocity variance/time scale, it is expected that velocity time
scales should add as inverses so that

1 1 1 + 1
Tvel— Tu+Tv Tw

(3.6)

where Ty is the overall effective scalar velocity time scale, and T}, T,,, and T, are the
integral velocity time scales for each component. Strictly speaking, Equation (3.6) is
only true in isotropic turbulence where the variances are the same in all directions.
However, with this inverse time scale relationship it is the smallest time scale that
dominates so Equation (3.6) will be used as a simple approximation to deal with
non-isotropic time scales.

Another way to visualize the relationship in Equation (3.6) is as a sum of prob-
abilities. In a given time interval the probability of some turbulent motion causing
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a change in the observed concentration at a point is inversely proportional to the
integral timescale. The three directions are assumed to be independent, so the total
probability of some turbulent motion happening over a given length of time is the
sum of the three component probabilities. The shorter the time scale, the higher the
probability it will cause a fluctuation which in turn increases the total probability of
some change in concentration and decreases the time scale Ti.

3.3 Experiment Description

All of the measurements used in this study were obtained with linescan laser-induced
fluorescence (LIF) optical measurement techniques in the recirculating water channel
in the Mechanical Engineering Department at the University of Alberta. Disodium
fluorescein (CqyoH10NayOs) dye solutions were injected into either a rough surface
boundary-layer shear flow or a shear-free grid turbulent flow in the 5240 mm long by
680 mm wide by 470 mm deep test section of the channel. High spatial and temporal
resolution concentration measurements were made with a Dalsa model CLC6-2048T
12-bit gray-scale CCD linescan camera along a line illuminated by an argon-ion laser.
Each of the 1024 pixels had a measurement volume of approximately 0.5mm x lmm
x lmm and was sampled at 500 samples per second for a total of 500 seconds per
sample.

Figure 3.1 is a schematic of the water channel. The experimental technique and
apparatus are discussed in more detail in Chapter 2. Figure 3.1 shows a laser line
entering the channel from the side with the camera on top of the channel to produce
a horizontal profile of concentration, but the most important shear flow data were
produced by swapping the positions of the laser line and the camera and measuring
vertical profiles through the dispersing plume. Three different source types, shown in
Figure 3.2, will be discussed in more detail in Section 3.3.2

For comparison with full-scale atmospheric measurements, 1.0 second in the water
channel is roughly equivalent to 1.0 minute in the atmosphere which means the total
sample time was approximately 500 minutes ~ 8 hours at a sample rate of 8 samples
per second at 1024 simultaneous points across the plume. It is very difficult to do
such long statistically stationary and detailed samples in the atmosphere.

3.3.1 Flow Fields
Rough Surface Turbulent Boundary Layer Shear Flow

For most experiments, the channel was configured as in Figure 3.1 to produce a
well-developed rough surface turbulent boundary layer flow similar to what would
be observed in the atmosphere under neutrally stable conditions. The rough bottom
surface was made of nominal 1/2” x 18 gauge raised surface stainless steel expanded
metal fastened to 6 mm thick acrylic panels. The expanded metal had diamond
shaped openings approximately 11 mm wide in the flow direction and 24 mm wide
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in the cross-stream direction. The raised surface extended 4 mm above the acrylic
panels. Boundary-layer development was accelerated by additional flow conditioning
elements placed at the inlet of the channel test section. An array of 4 horizontal and
4 vertical 19 mm (nominal 3/4”) stainless steel square bars and a 70 mm high trip
fence with 40 mm high by 60 mm wide triangular “teeth” were used to redistribute
the flow and generate some mid to large scale turbulence.

A two-component TSI Inc. Laser Doppler Velocimeter (LDV) system was used to
make measurements of the velocity profiles in the channel and fine tune the positions
of the square bar and trip fence conditioning elements. The cross-stream uniformity
of the mean streamwise velocity U was 5% across the channel.

Figure 3.3(a) shows a typical vertical profile of the mean streamwise velocity U
measured at 3000 mm downstream of the channel inlet (z/H = 7.5). The log-law fit
to the profile is

U=t (224 (3.7)
(%)

20

where u, = 14 mm/s is the friction velocity, « = 0.4 is the Von Karman constant,
d = 1.7 mm is the zero-plane displacement height, and 2y = 0.52 mm is the roughness
height. All z coordinates are measured from the bottom of the roughness (i.e. the top
of the expanded metal is at z = 4 mm.) The zero-plane displacement d is a virtual
position necessary to fit the log law and is a function of the real roughness height and
density of the roughness elements.

The log-law mixing layer depth H = 400 mm = 769z was the entire depth of the
channel. Velocity at H was Uy = 232 mm/s which was used as a normalizing factor
in the plots.

The shear is the partial derivative of Equation (3.7) with respect to z

ou Uy
9z k(z—d) (3.8)

In the log-law profile the velocity goes to zero at (z — d) = zp at which point there
is still a finite velocity gradient wu./kz;. These profiles should only be used down to
the zero velocity point zy, = 20+d = 2.2 mm. In the water channel the lowest point
at which measurement were taken was z = 6 mm, well above zy;,.

Some other important velocity statistics are the velocity fluctuations u ., Ul
and w, shown in Figure 3.3(b) normalized by Ug. The vertical fluctuations were
fit with a simple function w] . = (1 — exp(—0.03(z + 42)))(23 — 0.04(z + 42)) which
was used in the modelling process to interpolate w),, values from the data points.

Figure 3.3(c) shows vertical profiles of the Eulerian integral timescale of velocity
fluctuations for all three coordinate directions, Ty, T, and T, normalized by H/Uy =
1.7 seconds. The total velocity time scale Ty calculated using Equation (3.6) is the
thick solid line in Figure 3.3(c).

Figure 3.3(d)shows the vertical profile of the ww Reynolds stress. This linear
profile indicates fully-developed channel flow rather than the constant stress layer
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near the surface that might be expected in a zero-pressure gradient boundary layer
shear flow in the atmosphere. However, this should still be a reasonable approximation
of a rough-surface neutrally stable atmospheric boundary-layer.

Appendix A has the graphs shown here in measured units of mm without the
normalization by Uy and H, as well as additional detailed profiles of velocity statistics
for the shear flow.

Grid Turbulence as a Zero Shear Reference

For comparison purposes, plume dispersion measurements were also made in a shear
free grid-generated turbulent flow. The grid was made of flat stainless steel bars
19.2 mm wide by 5 mm thick with a centre to centre spacing of G = 76.2 mm and
a total open area of 56%. The bars were standard stainless steel rolled stock with
slightly rounded edges rather than sharply machined edges. The grid was positioned
at z/G = 4.3 from the channel inlet and the flow was run 405 mm deep with a
U = 200 mm/s average flow rate.

The cross-stream variation of the mean streamwise velocity U was at most 5% if
the wall boundary layers were neglected. The vertical fluctuations w], . were approx-
imately 95% of the streamwise fluctuations ul,, indicating some slight anisotropy in
the flow. As expected for grid turbulence, the turbulence intensity decays with down-
stream distance as shown in Figure 3.4(a). The power law curve plotted on the figure
is the best fit to the power law decay of grid turbulence using Saffman’s invariant
(Hinze, 1975, pp. 217 and 265-267).

As documented by Hinze, Saffman’s invariant arises from the hypothesis that the
mechanism producing the turbulence can only produce a finite total linear momentum
even if the flow field increases in size. This limit on momentum in grid turbulence
occurs when the turbulent fluctuation directions become uncorrelated for large sepa-
rations and the x-momentum will go to zero. The volume with correlated turbulent
motions is proportional to the lateral integral length scale Ag and the momentum

is proportional to u? so the product ;P_Ag = constant, see Hinze (1975, Equation
(3-183)). From this and the assumption that turbulence intensity vl /U decays ac-
cording to a simple power law with time leads to the power law exponent of -0.6 for
Urs/ U and the corresponding power of 0.4 for integral scales. Hinze (1975, Equations
(3-184) and (3-186)) gives these relationships in terms of travel time t,, but for the
purposes of this study they are reformulated as functions of normalized downstream

distance z/G = Ut;/G. The decay of grid turbulence intensity is

—-0.6
u;ms x
=03 (5 - 2.3> (3.9)

with the constants 0.3 and 2.3 fit to the present data. The dye source was placed at
z/G = 23.6 where the turbulence intensity was about 5% and decayed to about 3%
at the farthest downstream measurement position z/G = 43.3.
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The normalized Eulerian time scale of velocity fluctuations for the streamwise
component was about T,U/G = 0.4 and for the vertical component 7,,U/G = 0.2 as
shown in Figure 3.4(b). The two curves on this plot are the theoretical streamwise
time scale calculated using the grid. power law decay as fit in Equation (3.9).

0.4
T.U z
= Q. ——2. 3.10
e 0.05 (G 3) (3.10)

The theoretical curve for the vertical time scale T,, is one half of that given in Equation
(3.10). The fit to theory with the exponent of 0.4 set by Saffman’s invariant was not as
good as for the turbulence intensity decay curve, but the general shape is correct and
the ratio between the streamwise and vertical scales is almost exactly the expected
factor of 2.0 that would occur in homogeneous isotropic turbulence. Some errors
might be expected because the integral scale is difficult to measure as is apparent in
the larger scatter as compared to the turbulence intensity data.

For this study the velocity fluctuation integral time scales were taken as the av-
erage values in normalized terms T,U/G = 0.39, T,U/G = T,U/G = 0.21, and
T.aU/G = 0.084

3.3.2 Tracer Sources

Three different dye sources were used as shown in Figure 3.2:

1. Horizontal Jet 4.3 mm OD and 3.25 mam ID stainless steel tube, 38 mm long
suspended from above the channel by a streamlined support. In normalized
units the source diameter dy ~ 62y ~ 0.008H in the shear flow and d,; =~ 0.04G
in grid turbulence. In grid turbulence, the source was placed in the centre of the
channel at 2 = 200 mm = 2.6G above the channel bottom, and in the shear flow
the source was placed at height h between 7 and 50 mm ((h—d)/H = 0.013 to
0.12 or (h —d)/z = 10 to 93) above the surface depending on the experiment.
The source flow rate was iso-kinetic in grid turbulence and for (h—d)/H = 0.12
above the ground in the shear flow. With the small diameter and low flow rates
the jets from the source were laminar (Re = Usoueceds /v = 600).

2. Vertical Jet at Ground Level 3.25 mm ID flush with ground (ds ~ 629 =
0.008H). To prevent dye from becoming trapped in the roughness elements the
expanded metal was removed from an area 25 mm on either side and 100 mm
downstream of the source. The source flow rate was the same as for the hori-

zontal jets and produced a laminar jet with a mean velocity equal to the cross
flow velocity at (z — d)/H = 0.12, Re = 600.

3. Large Ground Level Source 11 mm ID flush with ground. (d; =~ 212 =~
0.028H). As with the vertical ground level jet the expanded metal was trimmed
away 25 mm on either side and 100 mm downstream of the source. The source
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flow rate was the same as the other 2 source (Re = 175 based on source diam-
eter).

The sources were placed 2750 mm (xz/H = 6.9) downstream of the channel inlet in
the shear flow and 1800 mm (z/G = 23.6) downstream of the grid in the no-shear
experiments.

For the elevated sources and grid turbulence measurements the average source flow
rates were iso-kinetic with the surrounding flow. The vertical ground level sources
had very low momentum with insignificant plume rise. If modelled at 1:1000 scale
the full-scale equivalent source sizes were 3 to 11 m at the source and effectively 2
to 3 times larger than this after entraining sufficient fluid to take on the turbulent
structure of the flow field. Measurements were taken at x/ds > 150 for the jet sources
and z/d; > 50 for the large ground level source. At this downwind point the dilution
was at least 100:1 which allowed the tracer-marked fluid to take on the turbulent
structure of the cross flow. There was little measurable effect of source size or release
rate. Appendix B lists all of the parameters of the data sets that were collected and
used in this study.

3.3.3 Resolution in the Intermittent Fringes of the Plume

Accurate measurement of concentration fluctuation statistics in the outer edges of
the plume was limited by the total measurement time. See Pasquill and Smith (1983,
pp. 24-29 and Fig. 2.2) for discussion of sampling time effects on variance. In the
laboratory, flow fields and dispersing plumes can be made statistically stationary and
sampled for relatively long periods of time, but there are still practical limitations. In
the present experiments, samples were collected for 500 seconds at each measurement
position at 500 samples per second for a total of 250,000 samples per pixel. This is
sufficient to resolve profiles of mean concentration, variance etc. out to y or (z—h) =
2—30. As intermittency factor v gets small in the outer fringes of the plume, the small
number of non-zero concentration samples limits our ability to measure variances
accurately, and also all of the associated statistics such as fluctuation intensities, and
time scales. As <y decreases, the effective non-zero sample size decreases and the
measured variance, especially the in-plume conditional variance, decreases. In the
extreme case where there is only one non-zero measurement during the entire sample
time, the conditional variance will be zero, a severe underestimate of the actual value.
In all cases discussed here, data sets were restricted to cases where v > 0.1 to assure
sufficiently long non-zero time series. At -y = 0.1, there are only 50 seconds out of
500 that have useful data or about 200 non-zero integral time scales out of a total
2000 concentration integral time scales of data.
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3.4 Modelling Wind Shear Effects

The objective was to develop a practical operational model for distortion of concen-
tration fluctuation statistics in a shear flow that can be applied to existing regulatory
dispersion models. An operational model is distinctly different from a research model
which may require input parameters not readily available outside the laboratory. The
operational concentration fluctuation model given in Wilson (1995, chap.10) was used
as a starting point. It does account for some of the effects of shear flow in the empiri-
cal equation used to predict the centreline source-height fluctuation reference level 4,
but it does not include shear effects on off-axis fluctuation intensities. Wilson (1995)
also predicts that 7, increases quite rapidly with downstream distance and plume
size, while the new data presented here suggests that there is an evolution of integral
scale, but it is dependent only on local shear and travel time.

In the following sections, models will be developed using vertical profiles of con-
centration fluctuation statistics in a boundary layer. For each of two downstream
positions (z/H = 1.25 and «/H = 3.75) six vertical profiles were measured. Three
source types, the small vertical ground level jet, the horizontal jet at a high elevated
position (z—d)/H = 0.12 and the horizontal jet near the ground at (z—d)/H = 0.013
were used with tracer flow rates of 0.7 and 1.5 ml/s. The higher flow rate was se-
lected to produce an iso-kinetic horizontal jet at (z — d)/H = 0.12. All 12 profiles
were used to fit the model, but only 4 cases will be shown in the figures because there
was no significant difference between the two ground level sources or the two source
flow rates. The cases shown are the elevated horizontal jet at the high flow rate and
the ground level vertical jet at the high flow rate. A complete set of plots for all of
the source and flow rates is included in Appendix H. A combination of least squares
curve fitting techniques and engineering judgement was used for the curve fits. If
necessary, the fits were biased to produce better results near the ground where real
receptors (e.g. people) are likely to be located.

3.4.1 No Shear Concentration Fluctuations

The limiting case where shear goes to zero was measured in the grid generated turbu-
lent flow. A robust boundary layer model will reduce to this case as shear approaches
zero where z > z5. Figures 3.5 and 3.6 show integral time scale T.U/G, length scale
L./G and concentration fluctuation intensity ¢ statistics in the shear-free grid flow
with an iso-kinetic horizontal jet source placed on the centreline of the channel.

In Figure 3.5 the integral time scale T,.U/G is approximately constant across the
plume and with downstream distance. Contrary to Wilson’s (1995) recommended
equation, the time scale did not increase with downstream distance z or plume size

oy or 0,. Based on the grid turbulence experiments, in the absence of wind shear,
with dU/dz =0

T~ 0.8T 0 (3.11)
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T.aU/G = 0.084 so T.U/G = 0.066 as shown in the plot. It will be assumed for the '
new model that the turbulence is “frozen” into the mean flow so that the normalized
integral length scale in grid turbulence is exactly the same as the normalized integral
time scale, L./G = T,U/G = 0.066.

Figure 3.6 shows the fluctuation intensity ¢ measured at /G = 6.6 to 19.7 down-
stream. The lines are Wilson (1995, Equation (6.8)) for shear free conditions

2M; intensity

2 — h 2 2 1"'21"fmtens;ty
P24+1=(2+1) {exp ((____J_+ ~y—>} (3.12)

2 2
207 20,

where i; is the fluctuation intensity squared at the source height h on the cross-
stream centreline of plume (i.e. at y = 0) and Miggensity is the 2-dimensional pseudo-
meander parameter defined in Wilson (1995, equation (6.10)) which was developed
from Sawford and Stapountzis (1986)

Mintensity (,Lh + 'Lh)l/z (313)

In a no-shear ﬂow, the simple pseudo-meandering plume model works exception-
ally well. As will be shown, and as expected, shear distorts the concentration fluctua-
tions near the ground and significant modifications to the pseudo-meandering plume
model are needed.

3.4.2 Shear Flow Distortion

The central hypothesis is that the most important parameter for vertical variation of
concentration fluctuation variance, intermittency, and time scale in a boundary layer
is the non-dimensional shear. In contrast, the vertical mean concentration profile
is usually modelled without reference to shear by assuming a zero-mass flux at the
ground and a uniform wind without shear. It is acceptable to ignore shear for mean
concentration because the mean is strictly a mass conservation calculation and un-
affected by local changes in scale or higher order moments. There is no comparable
conservation rule for higher order moments or fluctuation scales. In fact, dissipation
guarantees that turbulent fluctuations are not conserved, so shear effects must be
taken into account in some other manner.

The shear 0U/0z has the units of 1/time so an appropriate time scale, T, is
required to non-dimensionalize. Using a frozen turbulence assumption, the time scale
Ts can be reformulated as a length scale Lg divided by a velocity U. The non-
dimensional shear S at height 2

S=Ts (?j) 5(%) (3.14)

Figures 3.7, 3.8, and 3.9 are the concentration fluctuation data in shear flow along
with the models for shear and no-shear cases that will be discussed later. From these
plots a few important points should be noted:
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e Local effects of shear are important, especially very close to the ground. This is
evident in the similarity of the profiles as they approach the ground.

e The source position has a substantial effect on the profiles even at more than
z/H = 3.75 downstream in the shear flow.

e There appears to be slow evolution with downstream distance (i.e. plume size).
However, based on the grid turbulence results discussed in Section 3.4.1 this down-
stream evolution is really caused by the shear history of the plume, not its position
or size.

e The normalized length scales L./H are more constant with height than the time
scales T.Uy/H. Coupled with the frozen turbulence assumption this indicates
that the wind shear and the local advection velocity past a fixed receptor both
contribute to the observed variation of time scale with height above ground. In
contrast, the length scale is affected mainly by wind shear and not the advection
velocity. This observation will be exploited by modelling the effect of wind shear
on the length scale L, rather than time scale T,

3.4.3 Non-dimensional Shear S

Assuming that shear has no effect on cross-stream components, the relevant time and
length scales Ts and Lg in Equation (3.14) must be scales of vertical dispersion and
not cross-stream dispersion. A logical guess for a vertical scale is the vertical plume
spread o,, but this is not a local height scale and there is little variation in o, between
different source types. A closely related length scale is wi t; o< o, where w],_ is the
rms vertical velocity fluctuation and ¢, is the travel time at the vertical position of
interest. In physical terms, a receptor w; I, can be used to account for the receptor
vertical position shear effects that will vary with travel time. A source based w1
can provide a source influence term.

Figure 3.10 is an illustration of the physical model implied by measuring S at the
source position and at the ground level receptor position. A global plume scale such
as 0, cannot capture these differences between source and receptor positions. Using
these observations and ideas a non-dimensional shear term

§ = Wemslt (U 3.15

was chosen as the independent flow variable. In the water channel flow w;_ is nearly
a constant through the lower part of the boundary layer. If w{ . cannot be measured
it is usually determined as a function of the shear velocity u,. Near the ground in
neutrally stable conditions w . ~ 1.3u, (see Kerschgens et al. (2000) and Section
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3.6.1 for additional discussion). The shear term S can be rewritten in terms of u, as

U oz

The factor of 1.3 indicates that the model was really determined in terms of the
vertical velocity fluctuation component w/_., but that u, is much more convenient
for calculations in a shear flow. Equation (3.16) and w, will be used for all calculations
rather than applying Equation (3.15) and the curve fit of the measured wy,, profile.

3.4.4 Power Law Model for the Shear Effect

Using the pseudo-meandering plume model, profiles of mean concentration and total
second order moments (mean squared plus variance) are both approximately Gaussian
with different spreads for the mean and total second moments. These Gaussian
profiles also agree well with the data. For a ground level measurement a reflected
Gaussian is a better model for the mean concentration. The point of this discussion
is that some sort of squared exponential type of profile is expected for many of the
concentration statistics. However, exponentials are notoriously difficult to fit because
they are very sensitive to small changes in the exponent. Over a fairly wide range, a
power law can approximate an exponential and it is a power law that will be applied
to the data in the present study.

An additional restriction on a shear effects model is that in a no-shear flow like
grid turbulence, or at a vertical position well away from the influence of the wall
z > zg, any relationship derived should reduce to the no-shear case. The universal
shear function proposed is the simplest power law form:

shear statistic

B
no-shear statistic (1+B.5)™ (3.17)
It is possible that the constants B, and B; in Equation (3.17) are functions of other
variables such as source size d;, roughness z; etc. The present data set did not
encompass a comprehensive range of source types and flow conditions to test these
dependencies thoroughly. However, for the fairly wide range of variables that were
tested, only the local receptor and source position S values were needed to correlate
the results, and no obvious dependence on source size or jet momentum was evident.

3.4.5 Unsuccessful Models for Wind Shear Effects on Fluc-
tuations

Although the previous section presents a logical approach to the final model, several
less successful ideas were tried.

One idea was a spectral similarity approach. It was hypothesized that dissipa-
tion of concentration fluctuations by shear only affected the small scale fluctuations,
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leaving the larger scales relatively unchanged. As the variance, integral time scale
and spectral energy are all directly related (see Equation (3.4)) it was hoped that
this would lead to some sort of closure. However, the data showed E,(0) varies with
vertical position as do the variance ¢ and the integral time scale T,. As Warhaft
(2000) notes large and small scale scalar fluctuations seem to be coupled and probably
should not be separated. My experience indicates that this is good advice.

Another hypothesis considered was that the entire shear history of the plume
would influence the fluctuations. The non-dimensional shear is a time multiplied by
the velocity shear, so some sort of “memory” time or shear history might be important
to the concentration fluctuation statistics. Some brief attempts were made to use a
Lagrangian particle tracking model to compute the shear history of the plume, but
this proved too cumbersome for an engineering model and, fortunately, the average of
source height and receptor height shear effects appeared to be much more important
than the entire shear history.

3.4.6 Source and Receptor Position Influence on S

As shown in Figures 3.7 through 3.9, there are strong local receptor location effects,
but also a strong influence of the source release position that persists with downstream
distance. Therefore, two logical places to measure the non-dimensional shear S are
at the receptor position of interest z and the source height h.

In Wilson (1981), the approach for computing advection velocities and along-wind
dispersion in a shear flow was to calculate an effective height at which to evaluate these
parameters. The effective height was found to be a function of the source height plus
some fraction of the vertical plume spread o,. For example, the effective advection
velocity is U, measured at z = h + 0.170, for a ground level source (Wilson, 1981,
Equation (12)). A similar sort of adjustment was anticipated for the appropriate
height at which to evaluate the shear. An offset of some small fraction of o, also
prevents S — oo as U — 0 at z — d = z, for a log-law profile (see Equation (3.7) and
Figure 3.3(a)) The reference position for the receptor will be

Zet = 2 + B30, ' (3.18)
and the reference position for the source will be
href = h+ B4Oz . (319)

where the constants B3 and By are likely to be less than 1. Any variations in source
size are automatically included in the modelled or measured o,.

A physical explanation for the combined shear effect of the source and the local
position is shown in Figure 3.10. The source supplies the tracer material and projects
a downstream zone of influence. This is the effect captured by using h.; in Equation
(3.17). All material must come from the source so it is clear that the source position
must have an influence on the amount of shear distortion of the plume. Similarly,
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the receptor position z.; projects an upstream zone of sensitivity. A particle of fluid
directly above the receptor has a near zero probability of passing through the receptor
position, but as we examine positions farther upstream it becomes more likely that
material from anywhere in the plume could eventually pass through the receptor
position. The overlap between these two regions is the relevant value for any receptor
position of interest.

3.4.7 A Note on Fitting the Constants B; through By

There is no single best-fit set of constants for any of the concentration fluctuation
statistics. The flexibility of the power law model in Equation (3.17) and the limita-
tions of the data set allow the power B, to be changed and the other constants B,
B3 and B, in Equations (3.17), (3.18) and (3.19) can be adjusted to give approxi-
mately the same goodness-of-fit for a number of different combinations of constants.
The data sets presently available are insufficient to support the selection of different
constants for each concentration fluctuation statistic, so it was decided to make the
constants as universal as possible.

The following choices were made as a compromise to provide a robust, physically
realistic fit with the correct trends for all of the variables that were tested. The
constant By = 5 in the shear function Equation (3.17). The power By was allowed to
change for each type of statistic (i.e. %, T, or ¢p).

shear statistic

= (14 55)% 3.20
no-shear statistic (1+55) ( )
The shear function Equation (3.20) taken to the power By is a simple multiplicative
correction factor between no-shear dispersion statistics and the shear distorted values
of those statistics.

In Equations (3.18) and (3.19) B; = B, = 0.1

Zret = 2+ 0.10, (3.21)
heet = b + 010, (3.22)

Making Bs and By larger than 0.15 produced very poor fits because as the effective
height increased there was insufficient shear effect near the ground. Similarly, mak-
ing Bs and B, less than 0.075 caused too much shear effect to be included. With
Equations (3.20) through (3.22) the models for ¢, i, v and T, typically were within
+20% of the experimental values.
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3.5 The New Operational Model for Wind Shear
Effects on Fluctuations

3.5.1 Fluctuation Intensity i Model

The fluctuation intensity for all positions across the plume is a function of the plume
source height and cross-stream centreline fluctuation intensity i,. Under no-shear
conditions, the model of Wilson (1995) given in Equation (3.12) accurately predicts
changes in iye.shear through the entire plume in both the cross-stream (y) and vertical
(2) directions as demonstrated by tests in grid turbulence as shown in Figure 3.6.
However, there are no good models to predict the plume centreline fluctuation inten-
sity 4y, for no-shear conditions that are appropriately equivalent to the shear flow cases
of interest. In the water channel shear flow, the fluctuation intensity measurements
automatically include shear effects. Similarly, most atmospheric dispersion models of
fluctuation intensity (see, for example, Wilson (1995, equation (6.3))) are based on
measurements in a shear flow. In summary, source height shear effects are inextri-
cably included in both experimental measurements and models for é,. To account
for this automatic inclusion of source height shear, the shear distortion of fluctuation
intensity is modelled as only a function of the receptor reference shear S, ,

ishear - 1
ino—shear (1 +5S z

)1/3 (3.23)

ref

where S, is the non-dimensional shear S from Equation (3.20) evaluated at z. from
Equation (3.18).

Figure 3.7 shows the measured data from the water channel versus the shear
effect model of Equation (3.23) and the no-shear model of Equation (3.12). There is
a significant difference between the shear and no-shear models which is as much as an
order of magnitude near the ground. Without shear, Equation (3.23) reduces to the
no-shear case. Clearly, wind shear has a strong influence on concentration fluctuation
intensity and must be taken into account. The worst fit of the model to the data
is still within a factor of 2.0 at the furthest downstream location for the elevated
source. Where there is error, the shear model tends to overestimate the fluctuation
intensity near the ground which will produce larger peak concentrations and hence
conservative errors that overestimate adverse effects of an exposure.

Averaging Time Effects on i

All of the values discussed here were derived for the long averaging time case using
the entire 500 second long data sets. The effective maximum averaging time based
on plume meandering in the water channel is restricted by the size of the test section
to approximately 10 seconds, see Chapter 2 for details. Changes in averaging time
will have an effect on the plume spread and fluctuation intensities, but these effects
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can be taken into account by adjusting the no-shear estimates of concentration fluc-
tuation intensity on the source centreline 4; as discussed in Chapter 2. Averaging
time adjustments to the fluctuation intensity i, can be made using Wilson’s {1995,
Equation (6.9)) pseudo-meandering plume relationship relating fluctuation intensity
and averaging time effects on plume spread o,

a+1 Oy

.2 _
U, ref T I Oyrer

(3.24)

where oy rer and 4y, o are the plume spread and fluctuation intensity at some reference
averaging time fpe.

3.5.2 Conditional Concentration Fluctuation Intensity i, and
Intermittency Factor v as a Function of Total Concen-
tration Fluctuation Intensity

The remaining two parameters to complete the description of the second order concen-
tration fluctuation statistics are ¢,, the conditional in-plume concentration fluctuation
intensity, and the intermittency factor . Wilson et al. (1985) recognized that i, is
a better candidate for modelling than v because it does not vary much across the
plume. The statistics i,, v and 7 are related by the exact relationship by Wilson et al.
(1985, Equation (8)) which is given in Equation (3.3). The original idea of a rela-
tionship between the total and conditional fluctuation intensity was given in Wilson
(1995, equation (5.7)) which came from modelling work by Wilson and Zelt (1990).
This empirical relationship was

, 2
b= 2+ 2

(3.25)

Combining Equation (3.25) with the definition in Equation (3.3) allows any of the
three statistics ¢, 7, and v to be determined. With the additional data collected in
the present study it became apparent that Equation (3.25) was not as universal as
originally thought. A first examination of the data led to a modified model suggested
by Wilson (2002)

1y = RN ' (3.26)
()
ip,0o

Any value of ¢ will meet the asymptotic requirements that 7, = constant as ¢ — o0
and i, = 1 as ¢ — 0. The exponent g = 3 was found empirically from the present data
and ¢ ., was set to 1.4 based on an initial survey of the data. However, using all of
the horizontal linescan LIF profiles of concentration fluctuation statistics discussed
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in Chapter 2 it became clear that i, o, was a function of the non-dimensional shear.
Applying the shear function, Equation (3.20), it was found that

1.9

e (3.27)
(1 + 58.yg)"

?:puoo

Figure 3.11 is i, o for a variety of source and downstream positions with Equation
(3.27) plotted as the solid line. Over a range of about 2 orders of magnitude in
(14-55,y) and approximately an order of magnitude in 4, ., Equation (3.27) captures
the trend of the the asymptotic high intermittency (y — 0) limit of the conditional
intensity 4, typically within a factor of 1.2 of the measured value. Figures 3.12 and
3.13 show some samples of the best, worst and typical agreement for i, versus ¢ and
~ versus 7 respectively. Figure 3.14 shows samples of the cross-stream profiles of 1,
i, and 7. Appendix H has a complete set of plots for all the data examined. In
Figures 3.12 to 3.14, as fluctuation intensity 7 gets very large the scatter increases,
and the fit is poorer. This scatter is expected because the large 7 values are the highly
intermittent fringes of the plume where the intermittency factor v approaches zero
and the small number of non-zero concentration data points increases the uncertainty
in the measured conditional fluctuation intensity i,. In the worst agreement cases,
Figures 3.12(b), 3.13(b), and 3.14(b), v and i, are under-predicted. If the mean
concentration C is accurately predicted, then some of these errors should cancel out. If
C is correct and the predicted -y is too small, then the conditional mean concentration
Cp will be over-predicted. Although i, will be too small, the predicted average non-
zero concentration value C, will be higher which should compensate for some of the
error. Much more data would be required to resolve and justify a more complicated
model.

3.5.3 Concentration Integral Time Scale T, Model

It was assumed that the concentration fluctuation integral time scale T, does not vary
across the plume in the y direction and that 7, does not change with averaging time.
These assumptions will be discussed in more detail at the end of this section.

With the above assumptions, only the vertical z direction changes in the time
scale will be modelled. The time scale is more conveniently modelled as a length scale
because the length scales are more consistent with height. Using a frozen turbulence
approach

L.=T.U (3.28)
The ratio of the L. ghear and Le no-shear

Lo _ (1 4 55, )1 (3.29)

Lc,no—shear
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where Sy is the average of the non-dimensional shear at the receptor and at the
source.

S, S
Savg - ___ﬁ:;:_ﬂ (330)

As shown in Figure 3.10, both the source and the receptor position are important.
Unlike the source effect included implicitly in the calculation of the source height
fluctuation intensity, the non-dimensional shear at the source height Sy, must be
explicitly included in the time scale estimate. There are myriad other possible weight-
ings of S, and S, for example Gaussian weighting or Lagrangian particle tracking
weighting, but the simple arithmetic averaging in Equation (3.30) seems to work well.

The no-shear length scale is estimated using the relationship observed in grid
turbulence that T, is approximately 80% of the velocity time scale. The velocity time
scale Ty is calculated in Equation (3.6) from the three velocity components

Lc,nc»shear = 0-8Tve1Uno—shear = Tc,no—shearUno—shear (331}

where Upgshear 18 the no-shear velocity. In a boundary layer Uyo spear 1S the velocity at

the top of the log-law mixing layer Ug. In the water channel boundary layer shear

flow L no-shear/H = 0.025 and in the grid turbulence L no-shear/G = 0.066.
Reformatting Equation (3.29) in terms of the time scale using Equation (3.31)

Tc,shear . Uno-shear

1/3
14585, 3.32
Tc,no—shear Uzref ( vg) ( )
Note that the effect of the local advection velocity of the frozen turbulence U,
appears explicitly because the length scale, rather than the time scale, has been
adjusted for wind shear. Figure 3.8 is a comparison of the water channel data with
Equation (3.32). Shear near the ground increases T, by a factor of 6 to 8.

Justification for Cross-Stream 7, = Constant

An important modelling assumption is that the concentration integral time scale T,
is constant in the cross-stream direction. However, the plots of cross-stream profiles
shown in Figure 3.15 for cross-stream ground level measurements in shear flow, and
Figure 3.5 for grid turbulence, indicate that the range of 7, is approximately +20%.
There is a trend of shorter time scales in the centre of the plume and longer time
scales in the edges with a peak between 1 to 2 o,. This trend is especially evident
for elevated sources. There are several possible reasons for errors to occur or trends
to develop:

e The integral time scale is defined as the area under the autocorrelation function.
It is a type of average large scale that describes the time over which concentration
values remain correlated. Because T, is a representative measure of the larger
concentration scales, it requires long sample times and large samples to measure
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accurately. As discussed in Section 3.3.3, to minimize this sampling problem, all
statistics were only calculated for points with v > 0.1, but it is unclear if this was
sufficient to prevent an adverse effect on the time scale calculations. However,
other concentration fluctuation statistics do not seem grossly distorted by the
intermittency factor changes.

e Other than effective sample size issues, the Appendix to this chapter shows that
the inclusion of intermittent periods in a time series does not affect the time scale.

e The method for calculating the integral time scale is given by Equation (3.4) in
Section 3.2 in which the one-dimensional power spectral density of the concentra-
tion data, F,, was extrapolated to zero frequency. In my experience, extrapola-
tion of the one-dimensional power spectrum has proved to be a reliable, consistent
method of measuring time scales for both concentration and velocity statistics. It
gives excellent results for stochastically simulated time series where the time scale
and spectral shape is known, but the accuracy is less certain for experimental data
where the spectral functions have much more scatter.

e The literature continues to debate the best method for calculating time scales and
power spectra. One recent example of this is Hogrefe et al. (2003) who examine
four methods of spectrally decomposing time series of atmospheric variables. They
conclude that no single method performs well in all circumstances and that a great
deal of care must be used in matching characteristics of analysis techniques to
the objectives of the analysis. Many spectral analysis papers have these type of
conclusions and there seems to be more art than science in the choice of technique.
This corresponds well with the observation in Section 3.4.5 that variances, time
scales, and spectra seem to be coupled and it is not clear how to disentangle them.

e It is also possible that the trend is a real physical effect. For example, large
scale highly correlated movements of fluid are required to transport tracer mate-
rial over large cross-stream distances from the plume centroid, so on average the
concentration scales may be larger in the fringes of the plume.

e None of these factors explain why there is a difference in the 7, trends for ground
level sources or why the vertical profiles of T, in Figure 3.8 do not exhibit the
same trends. At vertical well-elevated positions the shear should be very small
and the plume should have similar characteristics to the off-centreline cross-stream
positions.

With this background of uncertainty, a 20% variation in 7, for the experimental
data is not surprising. The fact that there is a trend, rather than simply 20% scatter, is
more disturbing, but it is entirely possible that it is a result of a undetected systematic
bias in calculation that becomes evident as the zero-period intermittency increases
and -y decreases. I have no doubt some “tuning” of the spectral analysis could remove
some of this trend, but it is difficult to justify these sort of manipulations.
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Based on this discussion and the fact that the variation is only 20% compared to
the order of magnitude effects of shear, I am comfortable with the current assumption
of a constant cross-stream 7,. However, it is a topic worthy of further investigation
in the future.

Averaging Time Effects on 7,

Equation (3:6) leads to the surprising prediction that the velocity integral time scale
T, and therefore the fluctuation concentration fluctuation time scale T, do not change
much with the averaging time over which concentration fluctuation statistics are
sampled. This very weak dependence of the T, model on t,,, occurs because the
smallest time scale of turbulent motion will dominate Ty in Equation (3.6). As
Hanna et al. (1996) state, vertical dispersion is caused by turbulent fluctuations that
have much smaller time scales than those that cause cross-stream dispersion so o,
does not change as a function of averaging time. So, the smallest turbulent motion
scales are then the vertical motions, which do not change with averaging time so T\
and T, should also remain unaffected by changes in averaging time.

A constant T, may seem physically counterintuitive, but consider a narrow plume
meandering over a measurement position. As averaging time increases it is expected
that the effective plume width gets larger, the intermittency factor v decreases, fluc-
tuation intensity ¢ increases and mean concentration C decreases due to the increased
meandering. Increased meandering means that sometimes the plume will be directly
over the receptor and other times it will be off to one side or the other. However,
when the plume is directly over the receptor, concentration fluctuations will look
exactly the same as fluctuations for a shorter time average case. Concentration fluc-
tuations are not expected to slow down or become more time-correlated just because
tavg increases, so 1. should not change with t.vs. The overall fluctuation statistics will
change and the bursts of concentration will be less frequent, but when those bursts
occur they should be correlated in time and happening at approximately the same
rate as for a shorter time average case.

With the present data set it is impossible to verify this assumption of 7T, invariance
with averaging time. As discussed in Chapter 2 the LIF measurements allow the
centroid of the plume to be tracked in time to allow some adjustment for time averaged
fluctuation statistics, but to date this has not proven useful for time scale calculations.
Shifting plume centroids seems to introduce too much high frequency distortion to
the correlation function. These distortions are not a problem for simpler statistics
such as means, variances, and plume spreads, but they do affect the time-correlation
between points. The simpler alternative of sampling smaller blocks of time suffers
from the problem of severely reducing the size of the data set which also prevents
accurate time scale estimation.
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3.6 Case Study: Application of the Operational
Model to Atmospheric Dispersion

In an ideal world, a complete description of the flow field and all of the relevant tur-
bulence statistics and scales would be available for dispersion modelling. In a close
to ideal world, such as the laboratory, good measurements of most of the turbulence
parameters are available. In the real world of dispersion modelling in a non-stationary
full-scale atmosphere, usually all that is available are parameterizations for the at-
mospheric conditions.

For a case study of applying the new operational model to the full-scale atmo-
sphere, it is assumed the mean velocity profile U as a function of z is known and shear
dU/8z is also known. For the concentration fluctuation statistics models discussed
in the previous sections the other two important parameters are:

e the vertical velocity fluctuation component w;,  as a function of z. This is needed
to calculate the non-dimensional shear, S, in Equation (3.15).

e the no-shear Eulerian integral time scale of velocity Ty needed in Equation (3.31)
to calculate the no-shear scale of concentration T, ;oshear in the T, time scale model
Equation (3.32).

The recommendations for an applied model are heavily biased by the experimental
data to dispersion of a high Schmidt number (i.e. low molecular diffusivity), neutrally
buoyant tracer in the neutrally stable atmosphere. It is expected that the fluorescein
dye in water is a good approximation for aerosol or particle dispersion in a Pasquill-
Gifford class D neutrally stable (high wind, low heat flux) atmosphere, but possibly
less reliable for other conditions.

The author’s personal experience with other water channel data compared to full-
scale atmospheric data suggests that the Schmidt number issue is not very important.
Concentration fluctuation parameters such as variances and fluctuation intensities
seem to match well between water channel data (with Sc ~ 2000) and atmospheric
tracer studies with gases (S¢ ~ 1). Chatwin and Sullivan (1990) made a similar
observation when comparing a variety of dispersion experiments with heat, smoke, or
hydrocarbons as tracers. Additional indirect support for insignificance of the Schmidt
number mismatch is given by Hilderman and Wilson (1999) and in Chapter 4 where a
stochastic model is used to generate simulated concentration fluctuation spectra that
are a much closer match to low Schmidt number dispersion in the atmosphere than
the high Schmidt number water channel data, but the difference produces minimal
adverse effects.

Atmospheric stability effects are an unknown factor as there are no measurements
available for unstable or stable conditions that are comparable to detailed neutral
stability linescan LIF data sets. The assumption made for the case study is that
concentration fluctuations for unstable and stable atmospheric conditions are similar
to those in neutral stability. The stability will affect the estimation of parameters
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such as the no-shear time scale T} 4o shear, the vertical velocity fluctuations w],, and
the plume spreads o, and o, but the behaviour of the concentration fluctuations with
respect to these parameters is assumed to be the same.

3.6.1 Case Study: Vertical Velocity Fluctuations w!

rms

Based on a review of the literature, the standard parameterizations for turbulent
velocity components are functions of the friction velocity u., the height above the
ground 2z and some stability parameter, typically the Monin-Obukhov length L.. A
recent summary of the literature on this subject is Kerschgens et al. (2000, equation
(4.1)), who recommend for neutral to unstable conditions

o= { (3w () [13(3) " (03 (Z))w] T 30

and for stable conditions

wl = 1.3u, exp (——Zﬁ) (3.34)

The stability parameter L, is the Monin-Obukhov length defined as

u3CyppT

L, =
kgHg

(3.35)
where C,, is the heat capacity, p is the density, T is the temperature, g is the gravi-
tational acceleration, and Hy is the surface heat flux. H is the mixing height which
can be calculated from Kerschgens et al. (2000, equation (4.3))

.l 0.5
H=0T\ {103 (3.36)

with a maximum H of 1100 m, a minimum of H = 250 m for neutral to stable
conditions and a constant H = 1100 m for unstable conditions. The convective
scaling velocity w, is

1/3 :
I 3.37)
Wy = Uy I (3.

with von Karman constant x = 0.4. The u? in Equation (3.35) may be alarming, given
the likely uncertainties in estimates of u,, but when it is plugged into the convective
scaling velocity Equation (3.37) it cancels out leaving w,, . at worst linearly dependent
on u,. Near the ground z < H both Equations (3.33) and (3.34) tend to reduce to
approximately w] . = 1.3u,.
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3.6.2 Case Study: Friction Velocity u,

! Tequire an estimate of the friction velocity u.. Using the recom-
mendations of van Ulden and Holtslag (1985)

Estimates of w/

KU met

Zmet Zmet 20

where x = 0.4 is the von Karman constant, zpe; is the reference height at which the
velocity Upet is known, zp is the surface roughness, and L is the Monin-Obukhov
length. Typically the reference velocity Uy is the meteorological measurement of
wind speed at the standard height of zpet = 10 m. The function ¥ for unstable
conditions (i.e. Pasquill-Gifford classes A through C) is from van Ulden and Holtslag
(1985)

1/4
v={1-162] -1 (3.39)
- .

and for stable conditions (i.e. classes E and F)

1/4
—0.29
U= 17 (1—-exp( - Z>> 1 (3.40)

For neutral conditions (class D) Equations (3.39) and (3.40) both reduce to

(3.38)

Uy =

=0 (3.41)

3.6.3 Case Study: Eulerian Integral Time Scale of Velocity
Tvel

The available data for Eulerian integral time scales in atmospheric boundary layers is
limited and there is even more scatter in the estimates for the time scales than for the
turbulent velocity components. Counihan (1975) presented a comprehensive review
of the ranges of various turbulence parameters in the adiabatic (neutrally stable, high
wind speed, low heat flux) boundary layer and concluded that the stream-wise integral
length scale of turbulence L, o z up to about 1/3 of the boundary layer depth H
after which it decreases. He also found that the length scales of the other components
L, = 0.3 to 0.4L, and L, =~ 0.5 to 0.6L,, in the lower part of the boundary layer and
L, = L, = 0.5L, at elevated locations well above ground level. Other literature tends
to also find or assume that well above the ground L, =~ L,. In the present study, it
was observed that T, = 0.57, and T,, =~ 0.37), in the shear flow while T, = T}, ~ 0.57},
in grid turbulence.
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If specific information or measurements of velocity time scales are available for the
dispersion conditions modelled, they should be used. However, in the absence of other
estimates, an approximation based on the previous paragraph, is that the no-shear
streamwise integral length scale Ly noshear 15 approximately 1 /2 of the maximum L,
expected at 1/3 H so that

H
Lu,no—shear =~ "é_ (3 42)

Given that the smallest scale will tend to dominate the velocity time scale calculation
in Equation (3.6) it is proposed that in the absence of better information, a reasonable
estimate for the no-shear timescale is

Tvel, no-shear ~ Tu/5 (343)
and with the frozen turbulence assumption

Lu,no-shear

(3.44)

7:/6 - =

1, no-shear Uno-shear
The recommended estimate for the no-shear time scale is obtained by combining
Equations (3.42) to (3.44) with the relationship between the T¢poshear a11d i in
Equation (3.31)

H

Ty no-shear ~ —————— 3.45
no-shear 40U no-shear ( )

Using the measurements from this study with H ~ 400 mm, Upg shear &~ 232 mm/s
then T¢ noshear ~ 0.04 s and L no-shear = 10 mm which agrees with the value actually
found in the fit for the experimental data in Section 3.5.3.

As another test of this approach, consider the full-scale atmospheric concentration
fluctuation experiments of Yee et al. (1995). Assume that H ~ 600 m (Counihan,
1975), and from Yee et al. (1995) Uposhear = 5 m/s based on the flow velocity near
the ground adjusted for height H. Then T} noshear = 3 8 and L no-shear = 15 m. With
a velocity profile similar to the one measured in the water channel it is expected that
the ground level time scale is about 8 times the no-shear value so 7, =~ 25 s and
L.~ 125 m. This is well within the range of values measured by Yee et al. (1995).

3.6.4 Case Study: Setting Minimum Heights for z..s and hper

Close to the source where o, is very small, z,r and hp can become very small and
the effective shear S,,; becomes unrealistically large. To prevent this problem it is
recommended that z.r and h.es should be no less than 5z at any receptor position.
The physical argument to support this is that near the ground there is likely some
spatial averaging due to mixing around the roughness elements. Whether the constant
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should be 5 or some other number of order one will have to be decided with further
testing of near source concentration fluctuations. A more practical recommendation
for the full-scale atmosphere is that the minimum z height is 2 m; approximately the
height of the breathing zone if we are considering human exposures.

In the experimental data set, the lowest measurement positions were above z =
4 mm which was the height of the expanded metal roughness elements. The rough-
ness length zy was 0.52 mm and the displacement height d of the log-law was 1.7
mm. No measurements could be taken below about 3(zy + d). Assuming a full-scale
atmospheric roughness length 2z = 0.1 m (a moderate roughness length between a
grassy plain at zp = 0.01 m and an urban environment of zp = 1 m) then the water
channel is geometrically 1:200 scale. No measurements were taken below about 6 mm
in the water channel which corresponds to 1.2 m in full-scale. This puts us within
range of the recommended 2 m full-scale lower limit on z position.

3.6.5 Case Study: Results - Vertical Profiles in a Neutrally
Stable Atmosphere

To demonstrate the trends produced by the models of Section 3.5 a sample case
is shown in Figures 3.16 through 3.22 using the restrictions and parameterizations
specified in sections 3.6.1 through 3.6.4 with the following additional conditions:

e neutrally stable conditions - class D

e rough surface boundary layer flow equivalent to zp = 1.0 m in the atmosphere
e sources at 0.1H and ground level where H is the boundary layer thickness.

e log-law velocity profile with u, = 0.1Ug

e vertical plume spread o, = 0.5z%7 (from Wilson (1994) based on Pasquill and
Smith (1983)) |

o four downstream positions where o,/H = 0.01, 0.03, 0.1, 0.3 which is at z/H =
0.05, 0.23, 1.3, 6.3 respectively for the plume spread function given above.

e two source height fluctuation intensities i = 0.1 and 10 which covers the range
of likely values.

o All length variables (z, z, 0, etc.) are normalized by the boundary layer depth
H.

e Only the cross-stream centreline (y = 0) values are plotted.

The results of this case study simulation are shown in Figures 3.16 through 3.22.
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e Figure 3.16 shows time scale ratios T shear/ Te no-shear using Equation (3.32). It is
interesting to note that as the plume spread increases with downstream distance
the ratio actually decreases very near the ground at z less than 0.005H. Based on
the model derived in section 3.5.3 this is exactly what would be expected. As the
plume gets larger there is more influence of conditions above the ground where
the velocities are higher and the time scales are shorter. This decreasing time
scale ratio near the ground also follows from model assumption that the smallest
velocity scales will govern the fluctuation time scale 7, and downstream distance,
plume size and intermittency have little effect on T..

In practical terms, 0.005H is very small, typically about 2 m or less in the atmo-
sphere. Under these conditions the recommendation of section 3.6.4 for small z
locations should apply and statistics that represent near surface conditions in the
shear layer should be taken at about z = 2 m. Further experiments are required
to resolve this issue with any more accuracy.

e Figures 3.17 and 3.18 show the fluctuation intensity ¢ calculated using Equations
(3.23) with Equation (3.12) and (3.13) for the elevated and ground level sources
with source centreline no-shear fluctuation intensities 2 = 0.1, 10. The only effect
that changing i2 has is to shift the curves to the right or left, as expected. The
fluctuation intensity is almost a symmetrical parabola around the source height
for the elevated source until the plume gets large and the ground starts to have
an influence.

o Iigures 3.19 and 3.20 show the conditional fluctuation intensity 7, from Equations
(3.26) and (3.27). The behaviour is similar to that of ¢ with the restriction that
ip Teaches a maximum of i, o at the higher elevations

e Iigures 3.21 and 3.22 show the intermittency factors v corresponding to the i and
ip plots of Figures 3.17 through 3.20 using Equation (3.3). As expected for the
ground level source, wind shear smears out the plume and removes all the pockets
of zero concentration, forcing 7y to 1.0 near the ground. In contrast, in the highly
intermittent fringes of the elevated plume, 7 is near zero until the plume begins
to interact with the ground.

Overall the model has reasonable behaviours and does not have any discontinuities or
unrealistic limits, so it should prove useful for engineering modelling of concentration
fluctuations in dispersing plumes.

3.6.6 Case Study: Results - Vertical Profiles in Stable and
Unstable Atmospheric Conditions

The previous case study examples were for dispersion in a neutrally stable class D
atmosphere. In other atmospheric stability conditions, such as the very unstable
convectively driven of Pasquill-Gifford class A conditions to the very stable ground
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based inversion conditions of Paquill-Gifford class F, turbulence characteristics and
vertical velocity profiles can be considerably different. The available concentration
fluctuation data for unstable and stable dispersion conditions is limited to a few
points in a few experiments, so it is difficult to draw many conclusions. For example,

© Mylne (1992) and Mylne and Mason (1991) discuss some full-scale measurements of
concentration fluctuations in conditions ranging from slightly convective to neutral to
stable and note that fluctuation statistics and spectra are qualitatively similar in all
stabilities, but differ quantitatively. Mole and Jones (1994) make similar observations.
Quantitative differences will also occur with the shear effects model developed in this
study due to differences in velocity profiles, vertical velocity fluctuations, vertical
spreads and travel times in the different stability conditions.

The shapes of the intermittency -, fluctuation intensity i and conditional fluc-
tuation intensity i, profiles will be qualitatively similar to those in Figures 3.17 to
3.22 with some shifting in magnitudes caused by changes in the input parameters,
so there is little point in producing additional plots for these other stabilities. The
concentration fluctuation time scale T, can be examined in a little more detail to de-
termine if its behaviour seems realistic. Figure 3.23(a) shows the downstream change
in T, predicted for small ground level source with a receptor at z = 2 m above the
ground and Figure 3.23(b) shows the predicted change in T, with receptor height z at
a position x = 1000 m downstream of the source. These time scales were calculated
using the same Upe = 3 m/s wind speed at zpe = 10 m for all stability classes with
2o = 0.1 m and power law velocity profiles

P
U z ‘
_ : 4
Umet ( Zmet) (3 6>

where the power p from Irwin (1979), is 0.08 for class A, 0.16 for class D, and 0.54
for class F. Mixed layer depths H, vertical fluctuations w! . and the no-shear time
scale T¢ no-shear Were computed using the recommendations in Section 3.6.

e Class A time scales are the longest at all positions because the convective motions
produce deep mixed layers with corresponding large scales of vertical mixing.

e Class F scales are the next longest, near the ground. In stable conditions, the
small vertical spreads ¢, produce small plumes that spend most of their travel
time near the ground where shear has a large effect, local wind speeds are low,
and travel times are long leading to a large non-dimensional shear S,,,. There are
quite large changes in 7T, with vertical position as shown in Figure 3.23(b) so the
uncertainty in the estimated class F time scales is expected to be higher than for
class A or D. At downstream distances greater than a few kilometres, the class F
time scale begins to decreases as the majority of the plume spreads outside the
near ground region and samples the predicted shorter time scale effects farther
above the ground.
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e Class D has moderate shear effects and moderate plume spreads that together
produce somewhat shorter time scales near the ground. The differences in 7T,
between the three classes only about 20%.

It is difficult to determine whether these results are realistic or not because of the
lack of comparison data. Mylne (1992) measured T, = 21.4 s in a stable atmosphere
with a wind speed of 0.92 m/s at 2 m above the ground and « = 100 m downstream
and T, = 1.8 s in neutral conditions with U = 5.7 m/s at 2 m above the ground. The
predictions in Figure 3.23 are of the same order of magnitude as these measurements.

In the absence of better information, it is recommended that all atmospheric stabil-
ities be treated in the same manner. As stability changes, the mechanisms producing
the measured turbulence change from convective buoyancy driven motions in unstable
air, to mechanically generated turbulence in neutral conditions, to the suppression of
turbulent mixing as stability increases due to buoyancy forces in an inversion layer.
These changing properties are hopefully accounted for implicitly within the empirical
meteorological models for u,, wl, ., plume spreads o, and o, velocity U(z), and shear
profile dU/Jz. There still may be further adjustments necessary that will be require
additional research and more detailed measurements in other stability conditions.

3.7 Summary and Conclusions

An operational engineering model for concentration fluctuations in a rough surface
boundary layer shear flow has been developed using high spatial and temporal reso-
lution data collected using linescan LIF techniques in a neutrally stable scale model
shear flow in a water channel. The model for the effect of wind shear requires input
parameters generated by other dispersion models:

e mean concentration, C

e vertical velocity profile U and shear profile 0U/0z

e vertical rms velocity fluctuation wi,.

e no-shear prediction of the fluctuation intensity ¢

e vertical plume spread o,

e no-shear concentration fluctuation time scale T, 5, shear-

Direct measurements of these parameters were available for the linescan LIF data
used to develop the shear distortion models.

The shear distortion model equations are summarized here for convenience, with
their original equation numbers. The non-dimensional shear is

g = Wemslt [ 0U 3.15
o g (3.15)
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where t;, = x/U is the local travel time evaluated at either

Zeet = 2 + 0.10, (3.21)
or

heet = b+ 0.10, (3.22)

The fluctuation intensity 7 is calculated from a no-shear estimate of the fluctuation
intensity and the relationship

ishear . 1
ino—shear (1 + 5Szref) ) 1/3

(3.23)

The source position shear effects are'implicitly included in the water channel data and
in most models of source centreline fluctuation intensity so only the receptor position
shear S, ; is included in Equation (3.23). The concentration fluctuation integral time
scale

Tc,shear . U, no-shear
Té,no—shear U.

Zref

(1+ 58,g) /° (3.32)

where S, includes both the receptor and source effects

Szref + Shref
St (3.30)

The no-shear time scale is calculated from the velocity fluctuation timescales

Savg =

Tc,no—shear - O-STvel (331)
with T as the relevant velocity time scale

1 1 1 1
Tvel—i-+i+7—rw

(3.6)

where T, T, and T,, are velocity fluctuation time scales of the three velocity compo-
nents. The conditional (in-plume) fluctuation intensity is

, i
i = 7 (3.26)

. 3
7
I+ —
1p,00

where the asymptotic value for ¢, o, when ¢ is very large is

, 1.9
lpoo =

= Tres" (3.27)
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The intermittency factor can be calculated from the conditional and total fluctuation
intensities using the definition

1+z‘§
1442

v = (3.3)

The end result is a complete model for the second moment conditional and total
concentration fluctuation statistics that can be easily applied to almost any existing
dispersion model. The input requirements can be satisfied by a variety of models
available in the literature or those discussed in the previous sections.

Recommendations were made in Section 3.6 for using models from the literature to
predict w! ., and ¢ no-shear for full scale conditions in the absence of the more detailed
information available in laboratory studies. A computational case study example of
the application of this shear distortion model to a full-scale release was presented to
demonstrate that the models are robust over the entire range of full-scale conditions
and produce plausible results.

As with any new model, additional data would help to clarify some of the model
coefficients and improve the applicability to other release scenarios. In particular,
some near source and near ground full-scale measurements in different atmospheric
stabilities would be very useful.

Appendix: Intermittency Effects on Integral Time
Scale 7. |

In the cross-stream direction, time scales and length scales of concentration are ap-
proximately constant across the plume, as shown in Figure 3.15 for ground level
measurements in shear flow, and Figure 3.5 for grid turbulence. Elevated measure-
ment positions in shear flow show similar trends. It is interesting and somewhat
counter-intuitive that the time scales do not change much even as the intermittency
factor v rapidly decreases as y/o, increases. At 20, v can be as low as 10%, yet the
time scale remains about the same. The physical reason for this welcome invariance of
the concentration fluctuation integral time scale T, with plume intermittency can be
demonstrated by considering the definition of T, as the area under the autocorrelation
function R.(t)

T. = / R.(t)dt (3.47)
The autocorrelation for a time delay 7 is defined as
t)elt
R(r) = ﬂ-)—c(—_ziﬂ (3.48)
c

where ¢2 is the second moment of concentration. Consider a time series with second
moment ¢? and v = 1.0 and add intermittent periods so v < 1.0. The new second
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moment Cligermittent = YC2. Similarly, consider the definition of the time average in
the numerator of Equation (3.48) for a non-intermittent time series

DT 7) = -%; A " et + 1)t (3.49)

and adding intermittent periods

C(t)c(t + 7_)intermittent = % /T C(t)c(t + T)dt
= vc(t)e(t + 7) (3.50)

For a fraction of time 1+ the concentration will be zero, so ¢(t)c(t +7) only has non-
zero values for a fraction « of the total duration 7. Now putting the definitions for

the intermittent values into the definition of the correlation function from Equation
(3.48)

c(t)e(t+ 1
Rcim;ermittent(T) = :y"'(——)—‘(—‘ZT‘—)
yC

_c(t)e(t+T1)

c2

= R.(7) (3.51)

which shows that the time scale of concentration fluctuation 7, should not change
with intermittency factor v. The key assumption necessary for this to work is that the
non-zero concentration fluctuations have the same normalized spectra, independent
of the intermittency. This assumption is supported by both grid turbulence and shear
flow data.
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Figure 3.1: University of Alberta Mechanical Engineering Department water channel
schematic. The recirculation piping, downstream weir gate, and inlet plenum flow
straighteners are not shown. Coordinate system origin is at ground level on the
channel centreline at the downstream location of the tracer source. Laser beam
diameter is approximately 1 mm and projects into the page.
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Figure 3.2: Fluorescein dye sources. (a) Side view of elevated horizontal jet sources.
Source was suspended from above the channel. (b) Top view of ground level sources.
Expanded metal roughness was removed from the immediate area of the source and
dye supply lines were underneath the acrylic panel below the roughness. The large
(11 mm ID) ground level source was changed to the small ground level source by
inserting a plug with a 3.25 mm ID hole for the small source.
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Figure 3.3: Velocity statistics for the rough surface boundary layer shear flow mea-
sured at 3000 mm (z/H = 7.5) downstream from the water channel inlet.

Normalized vertical profiles of the mean streamwise velocity U/Uy.

(a)
(b) Normal-

ized vertical profiles of the rms fluctuating velocity components ul,../Un, vl ./Un,
and wy,./Un. (c) Vertical profiles of the normalized Eulerian velocity fluctuation
timescales, T, Un/H, T,Ug/H, T,Un/H and TyqUy/H. (d) Vertical profiles of the

normalized Reynolds stresses ww/U%
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Figure 3.4: Grid turbulence velocity statistics. (a) Turbulence intensity decay with
normalized downstream distance /G along the centreline of the channel. Best fit
power law decay of turbulence intensity based on Saffman’s invariant. (b) Normalized
Eulerian integral timescales of velocity fluctuation in the streamwise T,U/G and
vertical T,,U/G directions along the centreline of the channel compared to T,U/G
calculated using the best fit power law decay of grid turbulence based on Saffman’s
invariant.
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Figure 3.5: Grid turbulence normalized concentration fluctuation integral time scale
T.U/G and length scale L,/G profiles for a horizontal jet source on the water channel
centreline compared to the no-shear.estimate. The normalizing velocity U is the local
flow velocity so the normalized time and length scales are exactly the same.
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Figure 3.6: Grid turbulence concentration fluctuation intensity ¢ profile for a hori-
zontal jet source on the water channel centreline compared to the no-shear model.
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Figure 3.7: Vertical profiles of the fluctuation intensity ¢ compared to the shear model
and the no-shear model. (a) ground level source (b) elevated horizontal iso-kinetic
jet source (h —d)/H = 0.12.
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Figure 3.8: Vertical profiles of the normalized concentration fluctuation integral time

scale T.Uy/H compared to the shear model and the no-shear model. (a) ground level
source (b) elevated horizontal iso-kinetic jet source (h — d)/H = 0.12.
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length scale L./H compared to the shear model and the no-shear model. (a) ground
level source (b) elevated horizontal jet source (h —d)/H = 0.12.
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Figure 3.10: Physical example of the effects of shear history from the source and
the receptor position. The source projects a downstream zone of influence as all
material measured at any receptor must come from the source. The receptor projects
an upstream zone of sensitivity because the probability of a particle of the source
material getting to the receptor depends on the path it follows. The overlap region is
the location of the source material most likely to travel to the receptor and the shear
in this region is the cause of the shear distortion at the receptor.
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Figure 3.11: Asymptotic conditional concentration fluctuation intensity ¢, o deduced
from data fit to Equation (3.26) versus universal shear parameter for a range of source
conditions and downstream distances including the zero-shear grid turbulence limit.
Shear affects the non-zero concentration plume structure described by i, as well as
the total intermittent fluctuations described by the total concentration fluctuation
intensity 7, but 7, is much less sensitive to shear changes.
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Figure 3.12: Samples of the best, worst and typical agreement with shear scaling of
conditional concentration fluctuation intensity i, versus total concentration fluctua-
tion intensity ¢. (a) best agreement low elevated horizontal jet source (h — d)/H =
0.058 at /H = 1.25 (b) worst agreement high elevated horizontal jet source, close to
the source, (h —d)/H = 0.12 at z/H = 1.25 (c) typical agreement large ground level
source at z/H = 2.50
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Figure 3.13: Samples of the best, worst and typical agreement with shear scaling
of intermittency factor 7y versus total concentration fluctuation intensity 7. (a) best
agreement low elevated horizontal jet source (h — d)/H = 0.058 at z/H = 1.25 (b)
worst agreement high elevated horizontal jet source, close to the source (h —d)/H =
0.12 at z/H = 1.25 (c) typical agreement large ground level source at z/H = 2.50
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Figure 3.14: Samples of the best, worst and typical agreement of measured cross-
stream profiles with pseudo-meandering plume theory of total concentration fluctua-
tion intensity ¢, conditional concentration fluctuation intensity 7, and intermittency
factor 7. (a) best agreement low elevated horizontal jet source (h — d)/H = 0.058 at
r/H = 2.5 measured near the ground at (z — d)/H = 0.011. (b) worst agreement
high elevated horizontal jet source (h —d)/H = 0.12 at z/H = 1.25 measured near
the ground at (z —d)/H = 0.011. (c) typical agreement large ground level source at
z/H = 2.50 measured near the ground at (z — d)/H = 0.011.
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Figure 3.14: Samples of the best, worst and typical agreement of measured cross-
stream profiles with pseudo-meandering plume theory of total concentration fluctua-
tion intensity ¢, conditional concentration fluctuation intensity 4, and intermittency
factor . (a) best agreement low elevated horizontal jet source (h — d)/H = 0.058 at
z/H = 2.5 measured near the ground at (z — d)/H = 0.011. (b) worst agreement
high elevated horizontal jet source (h — d)/H = 0.12 at z/H = 1.25 measured near
the ground at (z — d)/H = 0.011. (c) typical agreement large ground level source at
z/H = 2.50 measured near the ground at (z — d)/H = 0.011.
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Figure 3.15: The concentration fluctuation integral time scale 7, is approximately
constant across the plume as shown in these cross-stream profiles measured near
the ground at {(z — d)/H = 0.011. The shear model estimated time scales were
calculated using Equation (3.32). Elevated measurement position show similar trends.
(a) elevated iso-kinetic horizontal jet source (h — d)/H = 0.12 (b) horizontal ground
level jet source (h —d)/H = 0.013 (c¢) small ground level vertical jet source {d) large
ground level source
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Figure 3.16: Case study samples of concentration fluctuation integral time scale ratios
Te shear/ T no-shear cOmputed with the shear model Equation (3.32) for a neutrally stable

atmosphere (high wind low heat flux).

(a) ground level source with logarithmic

vertical scale (b) ground level source with linear vertical scale (c) elevated source
at h = 0.1H logarithmic vertical scale (d) elevated source at h = 0.1H linear vertical
scale All curves would be constant vertical lines in zero wind shear.
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Figure 3.17: Case study samples of concentration fluctuation intensity ¢ for 72 = 0.1
computed with the shear model Equation (3.23) for a neutrally stable atmosphere
(high wind low heat flux). (a) ground level source log-log plot. (b) ground level
source linear plot. (c) elevated source h = 0.1H log-log plot. (d) elevated source
h = 0.1H linear plot. Curves in (c) and (d) would be symmetric about the source

height

in no-shear conditions.
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Figure 3.18: Case study samples of concentration fluctuation intensity 4 for i} = 10
computed with the shear model Equation (3.23) for a neutrally stable atmosphere
(high wind low heat flux). {a) ground level source log-log plot. (b) ground level
source linear plot. (c) elevated source h = 0.1H log-log plot. (d) elevated source
h = 0.1H linear plot. Curves in (¢) and (d) would be symmetric about the source
height in no-shear conditions.
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Figure 3.19: Case study samples of conditional concentration fluctuation intensity
ip for 72 = 0.1 computed with the shear model in Equations (3.26) and (3.27) for
a neutrally stable atmosphere (high wind low heat flux). (a) ground level source
log vertical scale. (b) ground level source linear vertical scale. (c) elevated source
h = 0.1H log vertical scale. (d) elevated source h = 0.1H linear vertical scale. Curves
in (c) and (d) would be symmetric about the source height in no-shear conditions.
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Figure 3.20: Case study samples of conditional concentration fluctuation intensity
ip for 72 = 10 computed with the shear model in Equations (3.26) and (3.27) for
a neutrally stable atmosphere (high wind low heat flux). (a) ground level source
log vertical scale. (b) ground level source linear vertical scale. (c) elevated source
h = 0.1H log vertical scale. (d) elevated source h = 0.1H linear vertical scale. Curves
in (¢) and (d) would be symmetric about the source height in no-shear conditions.
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Figure 3.21: Case study samples of intermittency factor « for ¢ = 0.1 computed from
the ¢ and 1, values given in Figures 3.17 and 3.19 using the definition in Equation (3.3)
for a neutrally stable atmosphere (high wind low heat flux). (a) ground level source
log vertical scale. (b) ground level source linear vertical scale. (c) elevated source
h = 0.1H log vertical scale. (d) elevated source h = 0.1H linear vertical scale. Curves
in (¢) and (d) would be symmetric about the source height in no-shear conditions.
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Figure 3.22: Case study samples of intermittency factor «y for i7 = 10 computed from
the 7 and 4, values given in Figures 3.18 and 3.20 using the definition in Equation (3.3)
for a neutrally stable atmosphere (high wind low heat flux). (a) ground level source
log vertical scale. (b) ground level source linear vertical scale. (c) elevated source
h = 0.1H log vertical scale. (d) elevated source h = 0.1 H linear vertical scale. Curves
in (c) and (d) would be symmetric about the source height in no-shear conditions.
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Figure 3.23: Estimated concentration fluctuation integral time scale in full-scale at-
mospheric conditions calculated with Equation (3.32) for stability classes A (very
unstable, light wind, sunny clear day), D (neutrally stable, strong wind, low heat
flux), and F (very stable, light wind, clear night sky). For all cases Uper = 3 m/s
at a meteorological reference height 2z, = 10 m above the ground and roughness
zg = 0.1 m for a point source emission at ground level. (a) At z = 2 m as a func-
tion of downstream distance z. (b) At £ = 1000 m as a function of height z above
the ground. Strong variation in T, near the ground in class F conditions suggests
large uncertainties might occur when estimating near-surface time scales in stable
atmospheres. '
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Chapter 4

Stochastic Modelling of
Cross-Stream Correlated
Concentration Fluctuations in a
Dispersing Plume for Simultaneous
Cross-Stream Hazard Evaluation

Abstract

A plume dispersing in the wind shear of the lower atmosphere produces intermittent
concentration fluctuations that are an important factor in the hazardous outcome of
the release. The objective of this study is to validate a stochastic simulation tech-
nique for generating realistic intermittent concentration time series at a fixed receptor
point anywhere in a plume. The stochastic model is validated with a water channel
experimental data set of high resolution, high frequency concentration measurements
from a variety of sources in both a rough surface boundary layer and in shear-free grid
turbulence. A clipped lognormal probability distribution is shown to be an excellent
fit to the data and was used to describe the overall statistics of the concentration
fluctuations that were simulated with the stochastic model. The stochastic model
performance is tested by comparing simulated distributions of bursts of concentra-
tion above a threshold level and gaps below the threshold to the experimental data.
A model for stochastic simulation of the spatial cross-wind correlation of concentra-
tion fluctuations is proposed and found to be in very good agreement with the water
channel data.

132

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



4.1 Introduction

This study presents a comprehensive experimental validation of the concentration
fluctuation time series stochastic simulation originally presented in Hilderman and
Wilson (1999). The results of stochastic simulations of concentration time series at
fixed receptor points in a dispersing plume are compared against a new, more detailed
data set measured using linescan laser-induced fluorescence (LIF) as described in
Chapter 2.

The main goal of this stochastic simulation is to use known or predicted mean
concentration, fluctuation variance, and intermittency factors to generate ensembles
of realistic random time series of concentration fluctuations for application to hazard
assessment of short term acutely toxic chemicals released into the atmosphere. How-
ever, there is potential to apply this type of stochastic model to any turbulent mixing
process.

Two examples of typical time series of concentration fluctuation are shown in
Figure 4.1. Instantaneous concentrations can range from zero (background) concen-
tration to more than 20 times the mean concentration C' with a standard deviation

¢ often several times larger than the mean. It is important to be able to model these

rms
fluctuations to predict any effect that is dependent on instantaneous concentration
levels.

Toxicity, flammability, and odour are some examples of atmospheric dispersion
hazards that can have a strong non-linear dependence on high frequency concentration
fluctuations. For example, ten Berge et al. (1986) analyzed animal experiments for
20 different acutely toxic gases and found that fatalities are a non-linear function of
toxic load, which is the product of concentration C” and exposure time t where n
ranges from 1.0 to 5.0. Many hazardous gases have exponents, n, in the range of 2.0
to 3.0. The Center for Chemical Process Safety of the American Institute of Chemical
Engineers (CCPS, 1989) recommends similar non-linear models for predicting acute
toxicity from common industrial chemicals. If n > 1, as it is for many substances, then
concentration fluctuations increase the toxicity of the exposure because the high peak
concentrations become much more important than low concentrations. Hilderman
et al. (1999) is an example of the application of stochastic time series generation to
prediction of toxicity from a hydrogen sulphide release.

Wilson (1995) reviewed the state of the art in concentration fluctuation mod-
els and recommended a combination of theoretical and empirical models to predict
fluctuation intensities, time scales, and averaging time effects. Work by Yee et al.
(1993a, 1994, 1995) recognized that the evaluation of toxic hazards from a release
requires information on concentration level recurrence time intervals, intermittency,
and level-crossing statistics in addition to the probability distributions and higher
order concentration moments.

More recently, the need to have concentration fluctuation time series in addition
to overall statistics has been recognized. Venkatram (2002) used a very simple time
series model with randomly spaced zero and peak concentration periods to exam-
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ine the effects of averaging time. Yamartino et al. (1996) and Yamartino and Stri-
maitis (2000) developed the Kinematic-Simulation-Particle (KSP) dispersion model
that uses a computationally-intensive large and small eddy transport model to pre-
dict second-by-second concentration fluctuations. However, the published material
for KSP says little about this part of the model beyond some evaluation of peak
concentrations and a few probability distributions compared with experimental data.
Possibly the lack of detailed experimental data has limited their ability to test this
part of the KSP model. :

In the present study, a time series of simulated intermittent concentration fluctu-
ations is generated directly as a first order “inertialess” Markov process. At the most
basic level, the stochastic model simply generates time series that conform to an input
probability distribution and time scale. The process is computationally efficient; typ-
ically, it takes approximately 30 seconds on a 1 GHz Pentium PC to simulate a single
point exposure in a 15 minute long full-scale release. Large ensembles of hundreds of
exposures events at several receptor points in a dispersing plume can be generated in
a few hours of computational time.

To match the stochastic simulation to an experimental time series two items must
be specified:

1. p(c), the probability density function (pdf) of concentration. As discussed later
in this study, the recommended shape of the pdf is a shifted and clipped log-
normal distribution. The mean, variance, and intermittency factor necessary
to specify the pdf must come from a separate atmospheric dispersion model or
from an experimental data set.

2. T, the integral timescale of concentration fluctuation. The stochastic simula-
tion approximates an inertialess Markov process that inherently produces an
exponential time autocorrelation and a 1/f?* spectrum roll-off. The integral
time scale defines the time correlation of the concentration fluctuations and its
value must also be determined from a separate model or experimental data set.

From these inputs, the stochastic model produces realistic random time series of
concentration fluctuations with the correct time correlations. This enables complex
hazard models for the effects of varying concentration to be tested.

In this study, the stochastic simulation technique is compared to concentration
fluctuations from a jet source in a highly sheared rough surface turbulent boundary
layer as well as shear-free grid turbulence. The data set tested in Hilderman and
Wilson (1999) only included an elevated source and elevated measurement positions
in relatively homogeneous turbulence.

The stochastic model will also be extended by the development of a method to
introduce a realistic cross-stream correlation between two positions. This property
is needed to be able to predict the risk to a row of receptors located across the
plume and exposed simultaneously during a single event. During a single exposure
event, the instantaneous concentrations at nearby cross-wind positions are correlated,
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so the hazard from this event can not be accurately determined by simulating two
statistically independent stochastic time series. Instead, highly correlated time series
are generated at the two positions and then de-correlated by a time delay proportional
to the distance between the two points. This simple transformation will be shown to
give very good agreement with measured spatial correlations.

4.2 Concentration Fluctuation Measurements

4.2.1 LIF Data

All of the data discussed in this study were obtained with digital video linescan cam-
era laser-induced fluorescence (LIF) measurements in the recirculating water channel
in the Mechanical Engineering Department at the University of Alberta, as shown
in Figure 4.2. Disodium fluorescein (CqoHi0NayOs) dye solutions were injected into
either a rough surface boundary-layer shear flow or a shear-free grid turbulent flow in
the 5240 mm long by 680 mm wide by 470 mm deep test section of the channel. High
spatial and temporal resolution concentration measurements were made with a Dalsa
model CLC6-2048T 12-bit gray-scale CCD linescan camera along a line illuminated
by an argon-ion laser. Each of the 1024 pixels saw a measurement volume of approx-
imately 0.5mm x Imm x lmm and was sampled at 500 samples per second. Three
different dye sources were used as shown in Figure 4.3 and will be discussed in more
detail in Section 4.2.3. The experimental technique and apparatus are discussed in
more detail in Chapter 2.

4.2.2 Flow Fields
Rough Surface Turbulent Boundary Layer Shear Flow

A well-developed rough surface turbulent boundary layer shear flow as shown in Figure
4.2 was used for most of the experiments. This flow was similar to what would be
observed in the full scale atmosphere under neutrally stable conditions. The water
channel’s rough bottom surface was made of 1/2” x 18 gauge raised surface stainless
steel expanded metal which is about 4 mm thick. All z coordinate measurements are
made from the bottom of the roughness (i.e. the top of the expanded metal is at
z =4 mm.)

To accelerate the boundary-layer development, an array of 4 horizontal and 4
vertical 19 mm (nominal 3/4") stainless steel square bars and a 70 mm high trip
fence with 40 mm high by 60 mm wide triangular “teeth” were used to redistribute
the flow and generate some mid to large scale turbulence.

Velocity components were measured with a two-component TSI Inc. Laser Doppler
Velocimeter (LDV). The cross-stream uniformity of the mean velocity U was £5%
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across the channel. The vertical profile of the velocity U fit a log-law

U=%mn (z“d> (4.1)

Y A

where u, = 14 mm/s is the friction velocity, £ = 0.4 is the Von Karman constant,
d = 1.7 mm is the zero-plane displacement height, and zp = 0.52 mm is the roughness
height. The log-law mixing layer depth H = 400 mm was the entire depth of the
channel and the velocity at H was Uy = 232 mm/s. The mixing layer depth H and
velocity Uy will be used to normalize the experimental data.

For a neutrally-stable atmosphere at high Reynolds number, the transformation
between the water channel and full-scale is kinematic. The flow velocity in the water
channel can represent any full-scale wind speed. Only the length scale needs to be
chosen, with a limitation on the plume averaging time to account for the suppression
of large cross-wind turbulent scales by the side walls of the water channel. At 1:1000
scale the flow in the channel corresponds to a full-scale roughness length of 25 = 0.5 m
(between the typical rural roughness length of 0.1 m and urban roughness length of 1.0
m). Downstream measurements were made at z = 500 mm, 1000 mm and 1500 mm
corresponding to full scale positions z = 500 m, 1000 m and 1500 m. The equivalent
full-scale boundary layer depth was H = 400 m.

In the log-law profile the velocity goes to zero at (z—d) = 2y at which point there
is still a finite velocity gradient dU/dz = w./kzp. The velocity profiles in equation
(4.1) should only be used down to the zero velocity point zmin = 2o +d. In the water
channel, the lowest point at which measurement were taken was z = 6 mm, well above
Zmin = 2.2 .

Additional shear flow turbulenceé statistics and graphs can be found in Appendix
A of the thesis.

Grid Turbulence as a Zero Shear Reference

For comparison purposes, measurements were also made in a shear-free grid generated
turbulent flow. The grid was made of flat stainless steel bars 19.2 mm wide by 5 mm
thick in the flow direction with a centre to centre mesh spacing G = 76.2 mm and a
total open area of 56%. It was positioned at z/G = 4.5 from the channel inlet and
the flow was run 405 mm deep with an average flow velocity U = 200 mm/s.

The cross-stream variation of the mean velocity U was at most £5% if the wall
boundary layers were neglected. The vertical fluctuations w;, were approximately
95% of u, indicating some small anisotropy in the flow. As expected for grid turbu-
lence, the turbulence intensity decays with downstream distance and follows a power
law decay using Saffman’s invariant (Hinze, 1975, pp.265-267) to give the exponent
—0.6 :

-0.6
Urms oo [ &
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See Hinze (1975, pp. 268-273 for more details). The constants 0.3 and 2.3 were simply
fit to the data. The dye source was placed at z/G = 23.6 where the turbulence inten-
sity was about 5% and decayed to about 3% at the farthest downstream measurement
position /G = 43.3.

4.2.3 Tracer Sources

The three tracer sources used in the experiments are illustrated in Figure 4.3.

1. Horizontal Jet 4.3 mm OD and 3.25 mm ID stainless steel tube, 38 mm long
suspended from above the channel by a streamlined support. In normalized
units the source diameter d,; =~ 627 ~ 0.008H in the shear flow and d; ~ 0.04G
in grid turbulence. In grid turbulence, the source was placed in the centre of the
channel at z = 200 mm = 2.6G above the channel bottom, and in the shear flow
the source was placed at height & between 7 and 50 mm ((h —d)/H = 0.013 to
0.12 or (h — d)/z, = 10 to 93) above the surface depending on the experiment.
The source flow rate was iso-kinetic in grid turbulence and for (h—d)/H = 0.12
above the ground in the shear flow. With the small diameter and low flow rates
the jets from the source were laminar (Re = Usourceds/v = 600).

2. Vertical Jet at Ground Level 3.25 mm ID flush with ground (d; ~ 62y ~
0.008H). To prevent dye from becoming trapped in the roughness elements the
expanded metal was removed from an area 25 mm on either side and 100 mm
downstream of the source. The source flow rate was the same as for the hori-

zontal jets and produced a laminar jet with a mean velocity equal to the cross
flow velocity at (z — d)/H = 0.12, Re = 600.

3. Large Ground Level Source 11 mm ID flush with ground. (d; = 21z =~
0.028H). As with the vertical ground level jet the expanded metal was trimmed
away 25 mm on either side and 100 mm downstream of the source. The source
flow rate was the same as the other 2 sources (Re =~ 175 based on source
diameter).

The sources were placed 2750 mm (z/H = 6.9) downstream of the channel inlet in
the shear flow and 1800 mm (z/G = 23.6) downstream of the grid in the no-shear
experiments.

For the elevated sources and grid turbulence measurements the average source flow
rates were iso-kinetic with the surrounding flow. The vertical ground level sources
had very low momentum with insignificant plume rise. If modelled at 1:1000 scale
the full-scale equivalent source sizes were 3 to 11 m at the source and effectively 2
to 3 times larger than this after entraining sufficient fluid to take on the turbulent
structure of the flow field. Measurements were taken at z/ds > 150 for the jet sources
and z/d, > 50 for the large ground level source. At this downwind point the dilution
was at least 100:1 which allowed the tracer-marked fluid to take on the turbulent
structure of the cross flow. There was little measurable effect of source size or release
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rate. Appendix B lists all of the parameters of the data sets that were collected and
used in this study.

4.3 Probability Distributions of Intermittent Time
Series

The probability distribution of concentration constrains the stochastically generated
fluctuating concentrations to ensure the correct mean, variance, and intermittency in
the simulated time series. The stochastic model presented in Hilderman and Wilson
(1999) and discussed further in Section 4.5 produces concentration time series with a
probability distribution that fits the input distribution.

The complete specification of the pdf includes the following parameters:

e mmean concentration C

e standard deviation c[

/C,

o fluctuation intensity i = [,

e intermittency factor -y, the fraction of the total event time during which the con-
centration is above the zero (background) level.

e conditional (in-plume) mean concentration C, = C/v which excludes all of the
zero-concentration intermittent periods.

e conditional (in-plume) mean concentration fluctuation intensity which by defini-
tion is 4, = ({1 + %) — 1)%°.

Traditionally, probability distributions of intermittent concentrations have focused
on only the measurable in-plume concentrations with the addition of a delta function
at zero to describe the intermittent periods. For example, Wilson (1995, chap. 5)
examined several different distributions and recommended the lognormal as the best
fit to a wide variety of data. The choice of the lognormal is supported by water
channel experimental data analyzed by Yee et al. (1993b), although Yee et al. (1995)
and Yee and Chan (1997) analyzed full scale atmospheric data and concluded that
the gamma distribution provided a better fit than the lognormal. Du et al. (1999)
used both the gamma and the lognormal distribution in a stochastic model for the
conditional concentration upcrossing rate and found that there was little difference
between the distributions.

Hilderman and Wilson (1999) found that probability distributions with the inter-
mittent periods simulated using a delta function with area (1 — ) at zero concen-
tration cannot be used directly in the stochastic time series model. With a separate
delta function at zero concentration, the stochastically generated time series becomes
mathematically trapped in the delta function and can never again go above zero.
The solution to this problem was to run the simulation as a non-intermittent process
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in pseudo-concentration ¢y coordinates (the subscript “4-” denotes non-intermittent
pseudo-concentration parameters). Then the distribution is shifted to produce time
series with both positive and negative concentrations ¢ (the tilde denotes a time series
with both positive and negative concentrations).

Figure 4.4 shows a physical interpretation of the shifted probability distribution.
The negative concentrations represent the intermittent clean air eddies in the plume.
The larger the negative concentration, the larger the clear air eddy and the more
likely the next time step will also be clean air. In the final analysis, all the negative
concentrations are replaced by zero concentration intermittent periods. This novel
interpretation of a shifted concentration probability distribution has many benefits
to understanding and simulating intermittent concentration fluctuations. It implies
that the zero concentration eddies are part of the same mixing process that produces
the measurable non-zero concentrations.

Clipped distributions have been used by others to describe concentration fluctu-
ations, but never with the interpretation of the shifted and clipped distribution as
described above. For example, Lewellen and Sykes (1986) used a clipped normal pdf
to describe intermittent plumes from a power plant, but their interpretation did not
attach any significance to the missing negative concentrations and was simply a fit to
the available data. Other distributions such as the clipped gamma or more compli-
cated distributions such as Yee’s (1990) g and h distribution can be made to fit the
data as well as the clipped lognormal, but the shifted and clipped lognormal has the
advantage of relative mathematical simplicity.

There has been no rigorous derivation of the clipped lognormal for intermittent
time series, but dilution of a plume is a result of a random multiplicative process
that would tend to produce lognormal distributions in at least the non-intermittent
case. The clipped lognormal has also been successfully applied to describe other in-
termittent parameters of a dispersing plume such as the distribution of instantaneous
plume spreads measured on a line across the plume, see Chapter 2.

4.3.1 Implementing a Shifted then Clipped Lognormal Dis-
tribution

Figure 4.5 shows how the time series is first simulated as a non-intermittent time
series, then shifted and clipped to generate the necessary zero concentration inter-
mittent periods:

e Step 1 in Figure 4.5 shows the pseudo-concentration ¢, time series and pdf. (the
subscript “+” is used to indicate concentration parameters before they are shifted
to produce positive and negative concentrations ¢, and clipped to produce the
correct concentration values ¢.) In ¢y coordinates,; the concentration fluctuations
are represented by a complete lognormal distribution with only positive concen-
trations and an intermittency factor v, = 1.0. There are no intermittent periods
in cy.
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e In step 2 of Figure 4.5, after a simulated time series is generated, the pseudo-
concentrations are shifted by a value of cpae to give positive and negative con-
centrations ¢ = ¢y — Cpase- 10 ¢ coordinates, the probability of obtaining a pos-
itive concentration is equal to the intermittency factor v and the probability of
obtaining a negative concentration is (1 —-y). The magnitude of the negative con-
centration is interpreted as inversely proportional to the likelihood of obtaining a
positive concentration in the next time step.

e Negative concentrations are clearly unrealistic in the final analysis of the concen-
tration fluctuation time series, so step 3 in Figure 4.5 is to clip all of the negative
concentrations and replace them with a delta function at zero. The result is a
clipped lognormal that has only real concentrations ¢ > 0.

4.4 Experimental Validation of the Clipped Log-
normal Probability Density

To demonstrate that the choice of a clipped lognormal distribution is reasonable, the
experimental water channel concentration probability distributions were compared to
the clipped lognormal pdf as shown in Figures 4.6 to 4.9. For this comparison only
non-zero concentrations were considered, so all concentrations were normalized by the
conditional mean concentration C, that excludes the zero concentration intermittent
periods. The theoretical clipped lognormal distributions were given the same inter-
mittency factor v and conditional fluctuation intensity 4, as the experimental data
sets.

Several different forms of the probability distribution of concentration were exam-
ined:

e The probability density function (pdf) p(c) is defined as the function that when
integrated between two concentration values ¢; and ¢y gives the probability of
obtaining a concentration between ¢; and cs.

Prob{ci <e< ) = /Cz p(c) de (4.3)

c1

The probability density function is the form of the distribution used directly in
the stochastic simulation.

e The cumulative probability distribution function (cdf) P(c) is the probability of
the concentration being less than some level ¢;.

P(cy) = /qu(c) de (4.4)
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e The exceedance probability distribution function (edf) E(c) is the probability of
the concentration being greater than some level ¢

x>

B(e) = [ ple) do (45)
(&1

Plots of all of these forms of the probability distribution are contained in Appendix

1. Only the probability density (pdf) and exceedance (edf) plots are presented in this

paper.

Figures 4.6 and 4.7 show pdfs for three sources in shear flow and one source
in grid turbulence with measurements at the source height. Figure 4.6(a) is a iso-
kinetic jet in grid turbulence, Figure 4.6(b) is a ground level source in shear flow,
Figure 4.7(a) is an elevated iso-kinetic jet in shear flow and Figure 4.7(b) is a ground
level horizontal jet in shear flow. These samples cover a range of positions from the
source centreline up to 30, off-centre, intermittency factors from v = 0.04 to 1.0 and
conditional fluctuation intensities from 4, = 0.4 to 1.75. The clipped lognormal fits
very well under all these conditions.

In full-scale hazardous releases, high concentrations are the most important, so
the exceedance (edf) plots shown in Figures 4.8 and 4.9 are more directly relevant
to hazard assessment than the pdf plots. The edf (probability of exceeding a given
concentration) plots cover the same range of conditions as the previous pdf plots and
show very good fit to the data for all sources and receptor locations. The largest
deviations from the clipped lognormal exceedances occur at the very low probability,
high peak level concentrations. As an example for an exceedance probability of 0.001
at a receptor position where the intermittency factor v = 0.1, there are only 25 points
in the total data series of 250,000 points that exceed that level. The linescan LIF
data sets of 250,000 points over 2000 integral time scales 7, are still not large enough
to evaluate accurately these high concentration, low probability events.

4.5 Stochastic Model for Fluctuations

With the shifted and clipped lognormal probability distribution discussed in Section
4.3, the details of the stochastic model using this probability distribution can be
developed. Hilderman and Wilson (1999) extended a stochastic model developed by
Du et al. (1999) to produce intermittent time series of concentration using the clipped
lognormal distribution. The basic assumptions of the model are that:

o the functional form of the probability distribution of concentration (i.e. the
clipped lognormal) is independent of spatial position (and therefore travel time)
in the plume.

e Kulerian concentration fluctuations are produced by a first order Markov process
that can be described by a stochastic differential equation, and by the equivalent
Fokker-Planck equation for the time dependent evolution of the concentration
probability distribution.
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e the derivative of concentration is dependent on the current instantaneous concen-
tration. ‘

e concentration fluctuations are statistically stationary.

As previously discussed, the stochastic model can only generate non-intermittent
time series that are then shifted and clipped to produce the intermittent periods.
All concentration values discussed in the stochastic model have the subscript “+” to
denote that the simulation only works in these non-intermittent pseudo-concentration
coordinates.

4.5.1 Stochastic Differential Equation

Experimental evidence from full-scale atmospheric measurements of Yee et al. (1993a)
and water channel data discussed in Hilderman and Wilson (1999) showed that the
root mean square concentration derivative ¢ increased with the concentration level
at which it was measured. This requires a stochastic model for the time series of
concentration fluctuations to have a deterministic component that changes dc, /dt as
concentration ¢, increases, along with the usual random component. The fluctuation
process can be described as a first-order Markov (inertialess) process which is not
influenced by any events before time ¢t —dt. The derivative of concentration is random
and the direction of the derivative is not influenced by any past events in the time
series. This first-order Markov (inertialess) concentration fluctuation process at a
fixed location in a dispersing plume can be described by the one dimensional stochastic
differential Langevin equation:

de,

)
wgi—i“— = CL(C+, t) + b(c-l-) t>—5_§ (46)

where a(c,,t) is the deterministic portion of the time derivative dependent on the
concentration ¢, and time ¢ and b(c,,t)d( is a random forcing function where d( is
a Gaussian random number with a mean of zero and variance dt.

The Langevin equation, discussed in detail by Gardiner (1983, pp. 80-83) and
Durbin (1983), is used to describe a wide variety of continuous stochastic processes.
Originally, the equation was developed to describe the position of Brownian particles
in a fluid, see Gardiner (1983, chap. 1). It has also been applied to the modelling of
concentration fluctuations in the Lagrangian sense by tracking the random flights of
particles emanating from a point, see for example Wilson and Sawford (1996). Here,
we apply the Langevin equation in an Eulerian sense by assuming that the measured
concentration at a single point can be modelled as a continuous Markov process.

4.5.2 Fokker-Planck Constraint

The Fokker-Planck equation constrains the evolution of the probability distribution
of concentration with the relationship between the a and b terms in equation (4.6).
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Hilderman and Wilson (1999) provides some additional detail on the derivation for
the time evolution of the pdf of a Markov process as it is discussed in Durbin (1983).
The one-dimensional Fokker-Planck equation describing the time evolution of p(cy)
is as given in Du et al. {1999) and Hilderman and Wilson (1999)

dp _ Olap)  10%(6°p)
81'; N 8C+ 2 863_

(4.7)

Additional discussion can be found in Gardiner (1983, chap. 5).

It is assumed that the pdf of concentration p(c, ) is stationary which by definition
requires that a, b and the pdf p do not change with time. With this assumption
Op/8t = 0 and equation (4.7) can be integrated once to yield:

d(b’p)
dC+

= 2ap (4.8)
Integrating (4.8) to solve for b* in terms of a produces
s _ 2 [
b* = — —ap des (4.9)
p C4 *

Equation (4.9) is a deterministic relationship between the pseudo concentration time
series generation parameters a and b in Equation (4.6) and the probability density
function p that is specified by the user.

4.5.3 Functional Relations for a and b

- The a term in equation (4.6) governs the deterministic part of the fluctuation process.
As Hilderman and Wilson (1999) and Yee et al. (1993a) found, the first derivative of
concentration with respect to time is strongly dependent on the current concentration.
That is, large derivatives are observed at extreme concentrations relative to the mean,
while small derivatives generally occur near the mean. Here, it is assumed that in the
absence of random fluctuations the instantaneous concentration ¢, will return to the
well mixed mean concentration C, at a rate dependent upon the magnitude of the
current difference between ¢, and C,.

The model proposed by Du et al. {1999) for the non-zero (conditional) part of the
concentration time series assumed a non-linear relationship for the deterministic a
term and found that the results were not too sensitive to the non-linearity. Hilderman
and Wilson (1999) used the simplest linear form of the a term that continues to be
an adequate model based on the most recent evidence.

C, —cy
a . (4.10)

Calculation of the integral time scale from the time series that are generated by

the model confirms that the input time scale T, is the integral time scale of the
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pseudo-concentration fluctuation process. The fluctuating time series produced by
the simulation is inertialess, so 7., may be rescaled to any value without changing
the physical basis of the time series. The exact T,y value used for simulation is not
important and it is nominally set to unity.

The lognormal pdf p(c,) completes the specification of the model. The c5 me-
dian and oy, log standard deviation values are required parameters for the c; log-
normal pdf:

1 in? (=)
Cy) = ——————exp | ~——7—> 4.11

The specific values for ¢, and gy, are chosen to produce the correct conditional mean
concentration Cj, intermittency factor v and fluctuation intensity ¢, after clipping the
distribution at cpase and shifting it so that cpase = 0. Hilderman and Wilson (1999) has
a detailed discussion of calculating the basic statistics (mean, variance, intermittency
factor etc.) of the clipped lognormal distribution and the method of finding the proper
014, Cs0+ and Cpase Values. _

The b term is calculated by substituting the pdf, Equation (4.11)and the definition
of a from Equation (4.10) into Equation (4.9).

2 c

C+ \ 27T01+C+ hl (052—+ )

= ——————— exp —
7. 207,

c C 2
n (Ei;) —erf n (65;—-»—) ~ O+
\/iUl-p \/QO'H

b2

(4.12)

erf

For a highly intermittent time series (v < 1), the pseudo-mean C', can be a neg-
ative concentration after the shifting necessary to produce the intermittent periods.
With this in mind, C, should be interpreted as a representative concentration that
includes the effects of both the intermittent zero periods and the non-zero fluctua-
tions. If C is less than zero concentration after shifting, it implies that the clean air
eddies dominate the fluctuation process.

4.6 Generating Stochastic Time Series

The stochastic differential equation (4.6) is solved numerically by using a forward
difference:

Cin+1) = Ci(n) + an At 4+ b, VALN, (4.13)

where ¢, (n+1) 15 the instantaneous ¢, concentration at time 41, c4(n) is the instan-
taneous concentration at time t,, At is the time increment, and N, is a Gaussian
random number with zero mean and unity variance.
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A uniform distribution of random numbers was generated with a shift register
sequence generator as discussed by Maier (1991) and Carter (1994). This particular
generator was used because it has a period of approximately 9 x 107 before repeating.
A large period generator is required to avoid repetition in the random numbers that
would cause invalid stochastic simulation results. The Box-Muller (1958) transforma-
tion was used to obtain a Gaussian distributed random number N, from the uniform
distribution.

The conditional mean Cp; and time scale T,, were arbitrarily set to unity to
generate fully normalized time series. Because the simulation is an inertialess Markov
process there is no sensitivity to the length of the time step (i.e. to the “acceleration”
&%c, /0t?) and the output of the simulation can be scaled to match the time scale and
mean concentration of any desired time series. The At time step was set to 0.0174
giving one hundred time steps per concentration integral time scale. Each run of the
simulation was started at the median concentration csg,. and then allowed to run for
10T,., to eliminate the effects of picking the same starting point for each simulation.

4.6.1 Time Scales of Intermittent and Non-Intermittent Time
Series

The time scale of the non-intermittent pseudo-concentration fluctuations was set to
T.. = 1.0 for the stochastic simulation. After clipping, the time scale 7, of the
remaining intermittent fluctuations concentration c¢ is less than 1.0. The clipping
process removes all of the fluctuations below cp.s and replaces them with zero pe-
riods. The intermittent periods do little to affect the time scale (as discussed in
Chapter 3), but because the level dependent derivative of the stochastic simulation
is level dependent, as the intermittency factor v decreases, the remaining non-zero
concentration fluctuations tend to have higher frequencies and therefore the overall
time scale is somewhat lower. As Hilderman and Wilson (1999) found, an empirical
relationship between the concentration integral time scale T, before clipping and the
T, after clipping is approximately T./T.+ = 0.78 + 0.23vy. In practice, the real time
scale of the simulated intermittent time series is simply calculated and the time series
is rescaled to match the time scale of the process being simulated. The inertialess
nature of the Markov simulation means that this rescaling has no adverse effects on
the character of the time series.

4.6.2 Frequency Spectrum of Experimental Data Compared
to the Simulation

Both the fluorescent dye tracer in the present study and the saline solution tracer used
by Hilderman and Wilson (1999) have a major deficiency when the experimental water
channel data is compared to the stochastic Markov process simulation. The molecular
diffusivity of fluorescein is D = 5.2 x 107% ¢m?/s. The Schmidt number, Sc = v/D,
for fluorescein in water is approximately Sc = 1930 given that the kinematic viscosity
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of water is 1 x 107¢ m?/s at 20°C (for comparison Sc = 850 for salt into water as
in Hilderman and Wilson (1999)). The effect of this large Schmidt number is that
velocity-driven straining of the concentration field is dissipated by viscosity before
molecular diffusion smears out the concentration fluctuations. This can be seen in
the spectrum of concentration fluctuations shown in Figure 4.10 where the water
channel data follows the viscous-convective Batchelor spectrum with F, oc £~ until
the roll-off due to the pixel resolution. The shape of the concentration spectrum of
the stochastic simulation is determined by the assumption of a first order Markov
(inertialess) process which produces F, o« f~2 at high frequencies. Not shown in
Figure 4.10 is the spectrum of concentration fluctuations for gases dispersing in the
atmosphere where D =~ v so Sc ~ 1 and at high frequencies F, < f~5/%, see Wilson
(1995, pp. 143-146). _

The important implication of this spectral mismatch between the stochastic sim-
ulation and the experimental data is that there might be some difference expected in
the higher order statistics due to different distributions of fluctuation frequencies. As
a possible mitigating factor, over the majority of the spectral range the differences
are only a factor of 2 in spectral density. It is possible to perform some filtering to at-
tempt to correct this mismatch, but judging from the data discussed in the following
sections the effect of the mismatch appears to be small enough that this is not really
necessary. If the stochastic model is used for atmospheric gas dispersion concentra-
tion fluctuations, the effect should be even smaller as the first order Markov spectrum
F, < f~2 provides a much closer match to the F, o< f~5/3 spectrum expected in the
atmosphere.

4.7 Stochastic Model Performance - Burst Dura-
tion and Gap Duration Probability Distribu-
tions

Hilderman and Wilson (1999) examined upcrossing rates and concentration deriva-
tives at a range of concentration levels as tests of the stochastic model. In this study,
we will examine the burst and gap durations, which are closely related to upcross-
ings, but are a much more stringent test of the ability of the stochastic simulation
to reproduce realistic time series. Burst and gap durations are also more directly
applicable to hazard assessment of a toxic release.

Figure 4.11 shows the difference between a burst and a gap. A burst is a series
of consecutive concentration samples that exceed a specified threshold level. A burst
begins when the concentration exceeds the threshold from below (¢ < ¢ynresn) and ends
when the concentration drops below that threshold. A gap is the opposite of a burst,
tracking a series of consecutive concentration samples below a threshold level. If the
burst/gap threshold is set at zero concentration then gaps are the intermittent zero
concentration clean air periods and the bursts are the non-zero conditional in-plume
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concentration periods.

Distributions of burst and gap durations include the information contained in
upcrossing rates because the inverse of the upcrossing rate is the duration of the
average burst period plus the average gap period. However, burst durations also pro-
vide information about the distribution of the time between upcrossings. In practical
terms, this information is useful for considering something like toxicity to an atmo-
spheric release where the time above a threshold level might be the important factor
in determining toxicity.

There are two ways to calculate probability distributions of bursts and gaps. For
simplicity, only bursts above the threshold will be discussed. Gap duration probability
distribution are calculated in exactly the same way:

1. Count each burst, measure its duration and determine the probability distribu-
tion of burst duration based on the number of bursts measured. For example, if
there are 100 bursts in a given event and 10 of those bursts are 107, in duration,
then the probability of a burst being 107, is 0.1.

2. Determine the total event time occupied by bursts above the threshold level
and then determine the probability distribution of burst duration based on the
total time above the threshold. Using a similar example to the above, assume
that a release event is 1000 T,.. There are 100 bursts over the course of the event
that take up 50% of the total event time (the other 50% or 5007, of the event
time is taken up by gap periods.) If there are 10 bursts of duration 107, then
a total of 1007, out of 5007, of burst time is spent in a burst of duration 107,
so the probability is 0.2.

In both cases, we consider only conditional statistics (where the condition is that
we are in a burst) so that all probabilities are scaled between zero and one. The
second method allows for easier interpretation because the probability of getting a
burst of a particular duration during an event can be read directly off the graph. The
second method is used in this paper. If the first method is used, an additional piece
of information, namely the number of bursts in the event{or equivalently the number
of upcrossings in the event) must be known in order to determine the probability of
a particular burst duration in the event.

Figures 4.12 through 4.17 are examples of the distribution of burst and gap du-
rations of the linescan LIF data compared to the bursts and gaps predicted by the
stochastic model. These particular examples were chosen to cover the widest range of
conditions to demonstrate that the stochastic model works well under all of these con-
ditions. Both probability density function (pdf) and exceedance probability function
(edf) plots are shown for all cases. The pdf gives an indication of the overall distribu-
tion of burst and gap durations. The edf is a more rigorous test because cumulative
or exceedance distributions are influenced by the extremely small or extremely large
gaps and bursts. Small errors at either extreme lead to larger errors in the edf (or
cdf) than one would expect from examining the pdf plots.
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e Figures 4.12 and 4.13 show the results for an horizontal jet near ground level
which produces a time series with a high intermittency factor v = 0.996 and low
fluctuation intensity i, = 0.46. The bursts and gaps are shown for threshold
levels of 0 and 2 times the conditional mean concentration. The low fluctuation
intensity means that there are few excursions to very high concentrations so the
upper threshold level tested was only double the conditional mean concentration.
Note that with the intermittency factor near unity there is only 0.4% of the total
time in intermittent periods, but this is still sufficient to resolve burst and gap
distributions at a threshold concentration of zero.

e Figures 4.14 and 4.15 are the results for the large ground level source measured
well off-centre in the fringes of the plume where the intermittency factor is only
~v = 0.039 and the fluctuation intensity is a mid range of 7, = 0.90. With non-
zero concentration occurring only 4% of the time, this is a very sparse data set.
This example is a demanding test of the stochastic simulation because all of the
concentration fluctuations are concentrated in the upper end of the lognormal
concentration probability distribution with most of the body of the distribution
clipped off after simulation. Even under these extreme cases the agreement be-
tween the model and the data is acceptable.

e Figure 4.16 and 4.17 show the worst case results for comparison between the
stochastic model and the data. This case is an elevated horizontal iso-kinetic
jet source with a mid level intermittency factor v = 0.74 and relatively high
fluctuation intensity i, = 1.27. The two threshold levels shown are 0 and 10
times the conditional mean concentration C,. This is a very extreme test of the
model and the agreement is much poorer. This is a concern, but it is mitigated
by the fact that the elevated source and measurement position is quite unrealistic
for a typical hazardous atmospheric release. These elevated positions with the
iso-kinetic jet source have consistently poor correspondence with the ground level
measurement positions so these errors are not a surprise, see Chapters 2 and 3
for other examples. Fortunately, most receptors of interest are on the ground not
floating in the air. A second mitigating factor is that the fit is much better for
more moderate concentrations in the range of 1 to b times the conditions mean
C, (not shown in the Figure).

Overall, the stochastic model produces a good simulation of burst and gap distri-
butions; particularly near the ground in sheared flow where receptors are most likely
to be located. In most cases, as shown in Appendix I, the agreement is similar to that
observed in Figures 4.12 to 4.17. The spectral mismatch discussed in Section 4.6.2
likely contributes to some of the simulation errors. The fit could probably be im-
proved by creative frequency filtering to change the simulated concentration variance
spectrum from its f~2 Markov shape to one that more closely matched the experi-
mental measurements in the high Schmidt number plume. This was not done here, in
part because complicated filtering for evaluating a real atmospheric exposure would
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require more detailed knowledge of the real concentration fluctuation time series than
is available. The examples here demonstrate that even without any filtering to match
spectra the results are quite acceptable for a wide range of conditions.

4.8 A Physical Model for Generating Correct Cross-
Stream Event Correlation

The practical problem to be addressed by the stochastic simulation is the accurate
assessment of the hazard posed by real full-scale atmospheric releases. This requires
the ability to evaluate the responses of many cross-stream receptors simultaneously
to properly estimate the risk. For example, if two people are close enough to each
other that they are exposed to the same high and low concentration periods their risk
of fatality for that event will be identical. As the distance between the two people
increases, their exposures become more statistically independent and the individual
risk as well as the total combined risk of fatality will change. Any realistic exposure
scenario will include more than one potential receptor. For a practical example con-
sider predicting the hazard for an individual as well as all of his neighbours during
the same release.

The stochastic time series simulation generates realistic time series of concentra-
tion fluctuation for a single point in the dispersing flow. Multiple points in the plume
can be evaluated, but they have to be treated separately and the simulated time series
at one point are forced to be statistically independent of the time series at another
point. In a real dispersing plume, the concentration at one point is correlated with
the concentration at another point.

The definition of the spatial correlation coefficient R between two points at cross-
stream positions y; and y, is

Ry, = ﬁcy:____ (4.14)

V (C60) (@6)
where ¢, is the instantaneous concentration at position y;, and ¢y, is the instanta-
neous concentration at position y. The bars over the values indicate a time average.
This is the correlation of the total instantaneous concentration ¢ = C'+ ¢ where C' is
the mean concentration and ¢’ is the fluctuation from the mean. It is not the same as
the fluctuating concentration correlation for ¢’ used in most turbulent analysis. By
correlating the total instantaneous concentration we are able to evaluate the suitabil-
ity of the stochastic model for simulation of toxic hazards for a row of receptors (e.g.
houses) in a line across the plume exposed during the same event (e.g. a pipeline
rupture). If there are no fluctuations of concentration, ¢,, and ¢,, are simply the
mean concentration at 7, and y, and the normalization would produce E = 1.0 for
all cross-stream positions. Any decrease in R with increasing separation of y; and ¥,
is due entirely to the decrease in correlation between the fluctuating concentration

time series at the two locations.
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The solution to simulating correlated concentration fluctuations lies in the way
that the concentration time series are generated. The stochastic simulation is driven
by a random number generator based on a deterministic algorithm. It generates only a
pseudo-random sequence of numbers. For any statistical test the numbers seem to be
random, but the exact sequence of numbers is completely repeatable and determined
by the seed input to the random number generator. This is very convenient because it
allows us to choose either different seed values for each adjacent simulated point and
produce minimally correlated time series, or to chose the same seed for each adjacent
point and produce stochastic time series that are highly correlated. If the same seed
is used for all points there is only a small degree of de-correlation between different
simulated time series as a result of the different means, fluctuation intensities and
intermittencies of adjacent points.

The challenge is to produce a correlation somewhere between these two extremes
where the simulated time series of concentration for a pair of cross-stream points in
the dispersing plume de-correlates as the separation between y; and y, increases. One
way to de-correlate a pair of random time series in a controlled manner is to simulate
both time series with the same seed, but simply delay one of the time series so the
two are no longer exactly “synchronized”. The simplest guess for the appropriate
time delay fqejay is:

(y1 — v2)

- (4.15)

tdelay =
where the distance between the two cross-stream points is (y; — ), and U is the
streamwise velocity. It may seem counter-intuitive to scale a cross-stream delay time
with a streamwise velocity, but the turbulent components u. ., v/ . and w/_. scale
with U which in turn drive the mixing scales. This is also a frozen turbulence assump-
tion that says that events de-correlate at the same rate in the cross-stream direction
as they do in the streamwise direction. It is not obvious that this should be true,
but Figures 4.18 to 4.21 demonstrate that it does produce very good comparisons

between the experimental water channel data and the stochastic simulations.

4.8.1 Velocity U for Cross-Stream De-correlation in a Bound-
ary Layer

In a shear flow boundary layer where the velocity changes with height z it is not clear
which velocity U should be used in the delay calculation, Equation (4.15). In Chapter
3 it was found that the best location to evaluate the non-dimensional shear effect was
at the height of interest z plus a small offset of 0.10,. This offset prevents the velocity
from going to zero as z gets small and accounts for some spatial averaging caused by
vertical mixing around the height of interest. When the receptor and the source are
at different heights, an average of the receptor and source position is used to calculate
the appropriate velocity U to scale receptor position statistics. The logic behind this
assumption is that all material observed at the receptor must come from the source
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and therefore encounters the entire range of velocities and shear effects between the
source and the receptor.

The same approach was used here where the velocity U in Equation (4.15) was
calculated for a height z, equal to the average of the source reference position /res
and the receptor reference position zres

href =h + OlO’z (416)

Zet = 2z + 0.10, (4.17)
re Pre

Zavg = ‘Z“‘f’iz—if (418)

Some additional variations on this approach were tried including using Wilson’s (1981,
Equation (12)) recommendation for the appropriate height to evaluate the convection
velocity for a ground level source at z = h + 0.170,. The correlation results were
insensitive to small changes in the velocity reference position.

4.8.2 Comparison of Cross-Stream Time Delay De-Correlation
with Experimental Data.

Figures 4.18 through 4.21 show the results of comparisons between the correlation
coefficients calculated for position 4, at the plume centroid and y, at cross-stream
positions up to 3o, from the centroid. Figure 4.18 shows ground level sources and
ground level receptors in shear flow while Figure 4.19 shows elevated sources with
receptors at source height for both the grid turbulence and shear flow. Figure 4.20
shows examples with a ground level source, but elevated receptor positions. Figure
4.21 is an elevated source with the receptor at ground level. It is interesting that the
correlation is much stronger between cross-stream positions near ground level (Figures
4.18 and 4.20) than it is for elevated positions (Figures 4.19 and 4.21). Shear seems
to smear everything near the ground and make even the cross-stream correlation
more consistent. The elevated positions de-correlate more rapidly as the separation
distance increases. The fit is quite good for all cases with the largest errors for the
elevated receptor positions with the greatest difference between the receptor height z
and the source position h as shown in Figure 4.20.

The practical application of this surprisingly easy adjustment to the stochastic
simulation is that total population risk from a toxic gas release can be evaluated at a
range of cross-stream positions with the proper correlation between the cross-stream
points. We are thus able to predict effects on an individual as well as his neighbours
during the same event and provide an estimate of the overall population hazardous
effects in addition to the effects at a single point in the plume.

It is important to note that matching the cross-stream correlation coefficient does
not imply an instantaneous mass flux conservation of tracer across the plume. How-
ever, a real plume also does not conserve instantaneous mass flux across a 1-D line
because of the random magnitudes and directions of turbulent eddies causing the di-
lution. Mass flux is not even instantaneously conserved across a 2-D plane in the y-z
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(cross-stream and vertical direction), but the difference between the instantaneous
mass flux and the average mass flux in the 2-D case will be small. Tracer mass is
only conserved in the complete 3-D instantaneous plume.

4.9 Summary and Conclusions

The stochastic time series simulation model of Hilderman and Wilson (1999) was re-
examined and tested against a new linescan laser-induced fluorescence data set that
included high frequency measurements from a variety of source types in both a rough
surface shear flow boundary layer and shear free grid turbulence in a water channel.
Three important findings were made in this study:

e The shifted and clipped lognormal probability distribution of concentration is
an excellent fit to intermittent concentration fluctuations in both shear flow and
zero-shear grid turbulence. The stochastic simulation is modelled initially as a
non-intermittent lognormal process which is then shifted so that negative concen-
tration periods represent the zero-concentration intermittent periods in a fluctu-
ating plume. In the final step these negative concentrations are clipped off and
compressed into a delta function at zero concentration. The implication of this
shifting and clipping is that the intermittent zero-concentration periods are part
of the same random multiplicative process that produces the non-zero concentra-
tions observed at a fixed spatial position in the plume. This implication has yet
to be rigorously proven, and it may not be possible to prove because the zero-
concentration intermittent periods, by definition, have no concentration informa-
tion. However, experimental evidence demonstrates that the clipped lognormal is
an excellent fit to a wide range of data.

e The stochastic model produces a good approximation of the burst and gap du-
ration distributions that are measured in the laboratory. These statistics match
despite the spectral mismatch between the inertialess first-order Markov process
generated by the stochastic model (with a power spectral density proportional
to frequency ) and the viscous-convective Batchelor spectrum observed for the
low diffusivity fluorescein tracer used in the water channel (with a power spectral
density proportional to frequency™!.)

e A realistic cross-stream correlation between two points in a dispersing plume can
be approximated in the stochastic model by taking advantage of the deterministic
pseudo-random number sequence driving the simulation. If the same seed is used
to generate time series for two different cross-stream positions in the plume, then
the result will be a very high correlation. The time series can then be de-correlated
in a controlled manner by delaying one of the time series for a length of time equal
to the distance between the two points divided by the flow velocity. This surpris-
ingly easy and physically realistic adjustment provides a way to use the stochastic
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simulation technique to evaluate the hazards posed to both an individual and his
neighbours during the same exposure event.

The most significant unresolved issue with the stochastic modelling technique is
the spectral mismatch between the model and the data. For most cases of interest in
atmospheric dispersion, this does not appear to be a large problem, but it may be the
source of errors for elevated receptor positions. Application of the stochastic model
to other turbulent mixing problems may require some additional modification to the
model to generate the correct power spectra. An alternative solution is to filter the
Markov time series after generation to produce the correct output spectrum. This
spectral mismatch is a minor flaw in what has been demonstrated to be a powerful,
robust, and computationally simple technique for generating realistic exposure time
series for hazard assessment.
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Figure 4.1: Typical intermittent concentration fluctuation time series that could be
observed at a receptor positioned at a fixed point in the dispersing plume. (a) low
intermittency (v = 0.9), low fluctuation intensity (i, = 0.7) (b) high intermittency
(7 = 0.1), high fluctuation intensity (i, = 1.4). The total mean concentration C and
conditional (in-plume) mean concentration C, which excludes the zeroes are shown
as horizontal lines. The peak concentrations can be 20C' or more.
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_ linescan camera
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Figure 4.2: University of Alberta Mechanical Engineering Department water channel
schematic. The recirculation piping, downstream weir gate, and inlet plenum flow
straighteners are not shown. Coordinate system origin is at ground level on the
channel centreline at the downstream location of the tracer source. Laser beam
diameter is approximately 1 mm and projects into the page.

157

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



— dye supply tube

streamlined
&« fairing

flow direction

» fluorescein

— '
jet

38 mm long
4.3 mm 0D
3.25 mm iD
stainless steel tube

Horizontal Jet Source - Side View

(a)
expanded metal
4 roughness

roughness removed

flow direction .~ "3.25 mm 1D 25 mm from source on
(\ o )& or <“4— sides, upstream and
—_p 11 mmiD 100 mm downstream
source flush of source.

with ground &

Ground Level Sources - Top View

(b)

Figure 4.3: Fluorescein dye sources. (a) Side view of elevated horizontal jet sources.
Source was suspended from above the channel. (b) Top view of ground level sources.
Expanded metal roughness was removed from the immediate area of the source and
dye supply lines were underneath the acrylic panel below the roughness. The large
(11 mm ID) ground level source was changed to the small ground level source by
inserting a plug with a 3.25 mm ID hole for the small source.
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Figure 4.4: Physical model for interpreting the pdf of negative concentrations as in-
termittent periods of clean air (zero concentration). The illustration of the dispersing
plume on the top of the figure shows the inhomogeneous mixing that produces the
concentration fluctuations in the bottom left time series in ¢ coordinates which can
be both positive and negative concentrations. Negative concentrations are simply
the intermittent periods with the magnitude of the negative concentration inversely
proportional to the probability of obtaining a non-zero concentration in the next time
step. The probability distribution of the time series is shown on the bottom right.
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Step 1: Simulation in ¢_ coordinates, with no intermittency (y, = 1.00)
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Figure 4.5: Three step shifting and clipping procedure used to produce an intermittent
time series from a non-intermittent stochastic simulation.
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Figure 4.6: Normalized concentration probability density functions p(c/C,) of the
linescan data compared to the clipped lognormal generated by the stochastic model.
(a) horizontal iso-kinetic jet in grid turbulence with the receptor measurement posi-
tion at source height. (b) large ground level source in shear flow with the receptor
measurement position at ground level.
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Figure 4.7: Normalized concentration probability density functions p(C/Cy) of the
linescan data compared to the clipped lognormal generated by the stochastic model.
(a) horizontal elevated iso-kinetic jet at (h — d)/H = 0.12 in shear flow measured
at an elevated receptor position (z — d)/H = 0.12. (b) horizontal jet at ground
level (h — d)/H = 0.013 in shear flow measured at the ground level receptor position
(z—d)/H = 0.011.

162

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



) 1+ T T T T T
= 1 lo-Ci Grid _Turt‘JuIenc.e ]
g E g Iso-kinetic Horizontal Jet 1
o j WG =13.1 ]
a 2/G = 2.6 source cenireline
@ k E
‘é & linescan data
g 0.1 -—clipped lognormal pdf .
Q 3 y/cry=0,'y=0.30 ]
3 1 i=317,i =152 ]
X i P J
il
= 1 © linescan data k
2 { — — dlipped lognormal pdf E
g y/o,=2,7=005
S 0.01—; i=842,i,=161 3
o 3 ]
< 3 ]
o - E
& E J
—~ J J
(@)
5% 4 J
=
48]

1E-3 T T S B AL ] s o S

0.01 0.1 1 10 100
c/ Cp Normalized Concentration
(a)
> 14 P T T Ty
= ] Shear Flow Boundary Layer J
< 3 Large Ground Level Source
"8 E xH=25 b
a ] (e, (z-d)/H =0.011 1
@ b ! 3
2
< 914 O linescan data ]
o -1 h 3
@ 3 — - clipped lognormalj
8 ] ylo,=3,7=0039 ]
i : i=675,i =090 1
| p J

oy
Q2 d J
© ) /
.2 & linescan data
D 0.01 E clipped tognormal K
b ] ylo,=1,y=098 b
38 ] i=069,i,=067 \‘ ]
—~ ] ‘ d
Q ] :
L 4
L {

1E-3 T Ty ey T

0.0t 0.1 1 10 100

c/ Cp Normalized Concentration

(b)

Figure 4.8: Exceedance probability functions E(c/C)) of the linescan data compared
to the clipped lognormal generated by the stochastic model. (a) horizontal iso-kinetic
jet in grid turbulence with the receptor measurement position at source height. (b)
large ground level source in shear flow with the receptor measurement position at
ground level.
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Figure 4.9: Exceedance probability functions E(c/C),) of the linescan data compared
to the clipped lognormal generated by the stochastic model. (a) horizontal elevated
iso-kinetic jet at (h — d)/H = 0.12 in shear flow measured at an elevated receptor
position (z — d)/H = 0.12. (b) horizontal jet at ground level (h — d)/H = 0.013 in
shear flow measured at the ground level receptor position (z — d)/H = 0.011. flow.
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Figure 4.12: Probability distributions of bursts above ¢/C, = 0 and ¢/C, = 2 for a
ground level horizontal jet and a ground level receptor position. This is a low zero-
period intermittency v = 0.996 and low fluctuation intensity i, = 0.46 example. (a)
probability density function of burst duration. (b) exceedance probability function of

burst duration
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Figure 4.13: Probability distributions of gaps below above ¢/C, = 0 and ¢/C), = 2
for a ground level horizontal jet and a ground level receptor position. This is a low
zero-period intermittency v = 0.996 and low fluctuation intensity 7, = 0.46 example.
(a) probability density function of gap duration. (b) exceedance probability function
of gap duration
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Figure 4.14: Probability distributions of bursts above ¢/C, = 0 and ¢/C), =1 for a
large ground level source and a ground level receptor position. This is a high zero-
period intermittency v = 0.039 and mid range fluctuation intensity 7, = 0.90 example.
(a) probability density function of burst duration. (b) exceedance probability function
of burst duration

169

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



c 10()i L EALALS s s s A B e L S AL
2 3 Shear Flow Boundary Layer Gaps Belowc/C_=0 1
© 1 Large Ground Levei Source ® linescan data ]
S 104 wH=25 stochastic mode!
Q. E (3m£H3= 0_"0;‘:)39 Gaps Belowc/Cy=1 ]
8 14 y Oy = 7 - O linescan data N
5 3 1= 6.75, L= 0.90 — — stochastic model 3
> ] ]
D 3 3
[&] 1 ]
£ 001+ g
) 3 3
] 4 3
L0 5 4
O 1E-3 4 r
) 3 ]
t& 1E-4 o E
[r] 3 E
2 3 3
Qo 1 4
1E-5 b i I I 44 e e o o e e e R S
0.01 0.1 1 10 100 1000
tgap /T, Normalized Gap Duration
(a)
2 1.0+ T — R
= i d
g 0.9 -] Shear Flow Boundary Layer .
o 4 Large Ground Level Source E
[} 0.8 xH=25 -
@ (z-d)/H = 0.011
Q 1 Reree) J
S 074 ylwy =3,y=0.039 B
el Ji=6.75,i =0.90 J
3 ! o
9 0.6+ Gaps Below ¢/ C, =0 B
wi T ® linescandata )
g 0.5 stochastic model o) 7
= 1 GapsBelowe/C_=1 ]
] - o
5 0.4 O linescan datpa
[ 1— = stochastic model ]
a 034 -
[ ] 4
© 0.2
’?) » e @ -3
S 1 . ]
g 0.1 \ 4
= i \ ]
W 0.0 e
0.01 0.1 1 10 100 1000

tgap /T, Normalized Gap Duration

(b)

Figure 4.15: Probability distributions of gaps below above ¢/C, = 0 and ¢/C,, = 1 for
a large ground level source and a ground level receptor position. This is a high zero-
period intermittency v = 0.039 and mid range fluctuation intensity i, = 0.90 example.
(a) probability density function of gap duration. (b) exceedance probability function
of gap duration '
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Figure 4.16: Probability distributions of bursts above ¢/C, = 0 and ¢/C, = 10 for
an elevated iso-kinetic horizontal jet source in shear flow. This is a moderate zero-
period intermittency v = 0.74 and high fluctuation intensity i, = 1.27 example. (a)
probability density function of burst duration. (b) exceedance probability function of
burst duration
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Figure 4.17: Probability distributions of gaps below above ¢/C, = 0 and ¢/C, = 10
for an elevated iso-kinetic horizontal jet source in shear flow. This is a moderate
zero-period intermittency v = 0.74 and high fluctuation intensity ¢, = 1.27 example.
(a) probability density function of gap duration. (b) exceedance probability function
of gap duration
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Figure 4.18: Cross-stream total concentration correlation coeflicients for ground level
sources and ground level receptors (z — d)/H = 0.011 in a boundary layer shear flow
compared to the stochastic simulation (a) large ground level source. (b) horizontal

jet at ground level (h —d)/H = 0.013.
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Figure 4.19: Cross-stream total concentration correlation coeflicients for elevated
sources with the receptor at source height compared to the stochastic simulation. (a)
iso-kinetic jet in grid turbulence. (b) elevated iso-kinetic jet at (h —d)/H = 0.12 in
shear flow.
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Figure 4.20: Cross-stream correlation total concentration coeflicients for ground level
sources with elevated receptor positions (z — d)/H = 0.12 in a boundary layer shear
flow compared to the stochastic simulation (a) large ground level source. (b) hori-
zontal jet at ground level (h — d)/H = 0.013.
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Chapter 5

Summary and Conclusions

Each of the body chapters in this thesis contributes to the development of an opera-
tional engineering model for concentration fluctuations statistics in the highly sheared
flow near the ground in the atmospheric boundary layer. Chapters 2 through 4 are
written as independent papers and have their own conclusions sections. This con-
clusion chapter will summarize the contributions of each of the chapters and discuss
how the parts are put together for a complete concentration fluctuation time series
generation model suitable for predicting toxicity, odour annoyance, ammability, or
any other hazardous outcome of a chemical release into the atmosphere.

5.1 Complete Toxic Outcome Model

As discussed in Chapter 1, initial development of a computer-based toxic fatality
outcome model called EVENTSIM was completed as part of an NSERC Strategic
Research Project (see Wilson (2002) for the final report on the project). EVENTSIM
was used to investigate how the toxic outcome of a pipeline blowout or well release was
affected by variables such as release rate, total mass released, atmospheric stability,
wind speed, pipe size, plume spread model, source density, and toxicity model.

The additional developments for modelling concentration fluctuation statistics in
a shear flow as discussed in this thesis have been applied to an updated version of the
program called EVENTSIM2, which takes basic meteorological and source conditions
as inputs and makes the following calculations:

e predicts mean concentration using a Gaussian dispersion model

e predicts no-shear concentration fluctuation statistics using pseudo-meandering
plume models from Wilson (1995)

e predicts concentration fluctuation statistics in a shear flow, using the shear models
developed in Chapter 3

e adjusts the fluctuation statistics of the plume to account for averaging time using
the travel time power law (TTPL) model from Chapter 2
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e produces ensembles of concentration time series generated by the stochastic model
discussed in Chapter 4

o applies an effective toxic load model as developed in Hilderman et al. (1999)

The output from EVENTSIM2 is a prediction of fatalities in the exposed population.
However, the general method of simulating realistic exposure concentration fluctua-
tion time series is very flexible. The initial Gaussian dispersion model can be easily
replaced with any dispersion model that gives mean concentrations, plume spreads
and specifies the wind velocity profile. Similarly, the final toxicity modelling step in
EVENTSIM2 can be easily replaced by an odour annoyance, flammability or other
hazardous outcome model.

5.2 Overview of Thesis Chapters

The key to the development of practical concentration fluctuation models in near-
surface shear flows was a high quality experimental data set. The digital video linescan
camera laser-induced fluorescence (LIF) measurement technique developed in Chapter
2 provided the necessary data to support the model development and verification. The
high spatial and temporal resolution of the data made it possible to track the plume
meander in the cross-stream direction in real time to test the averaging time effects on
plume spread as discussed in Chapter 2. Detailed vertical profiles through the plumes
enabled the development of the shear distortion model in Chapter 3. At present, there
are no comparable laboratory or full-scale data sets available from any other source.
The shear distortion model for concentration fluctuation statistics presented in
Chapter 3 uses the universal shear parameter (1 + 5S,.;) where S, is the average of
the non-dimensional shear from the source and the receptor. For the cases that were
tested this parameter produces the correct results, but it is uncertain how universal
the shear parameter may be. It is clear that both the source position and the recep-
tor position affect the concentration fluctuation statistics, but it is possible that the
weighting factor should be more complicated than a simple average. Unfortunately,
the present data set was insufficient to justify a more complicated shear distortion
model. Additional laboratory and/or full-scale concentration data will be required
to develop the shear model further. However, at present, the universal shear param-
eter presented in Chapter 3 provides a much more accurate and useful prediction of
concentration fluctuations in shear flow than what has been previously available.
The stochastic model testing in Chapter 4 confirmed that it is a viable method
of simulating realistic ensembles of concentration fluctuations despite the issue of
poorly matched power spectra. Even for predicting relatively esoteric parameters
such as gaps below and bursts above a threshold, the stochastic model produces good
results. Such parameters are nearly impossible to produce analytically with simple
statistical measures of concentration fluctuation moments or probability distributions.
As more complicated toxicity, odour, and other outcome models are developed they
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can be easily applied to ensembles of simulated concentration fluctuation time series
to determine probable outcomes.

The development of cross-stream correlation and de-correlation techniques in
Chapter 4 has added another dimension to stochastic time series simulation and
enables the simulation of realistic simultaneous correlated events. In practical terms,
this enables the simultaneous hazardous exposure prediction for a receptor and his
neighbours.

A final item that deserves mention is the clipped lognormal probability distribu-
tion for intermittent concentrations. From its introduction in Hilderman and Wilson
(1999), it has proved to be a robust, mathematically convenient probability distribu-
tion to describe plume concentrations as demonstrated in Chapter 4. In Chapter 2
the clipped lognormal is also used to describe the distribution of instantaneous plume
spreads measured across a line. The clipped lognormal is appealing because random
multiplicative processes, such as dilution of concentration in a plume, are expected to
be lognormal. The success of the clipped lognormal implies that the intermittent pe-
riods are an essential and inseparable part of the plume dilution process and naturally
fit into the clipped-off part of the lognormal distribution.

5.3 Future Research

Future research in the area of concentration fluctuations and stochastic modelling
can expand on the developments in this thesis. Some particular topics that should be
addressed are the effects of other source types and sizes, buoyant or dense sources, dif-
ferent atmospheric stability classes, and dispersion within and around large obstacles
such as houses and other buildings.

The sources used in this thesis were all small area sources with very low momen-
tum and neutrally buoyant release. Some other source types of interest include high
momentum jets from burst pipes or wells, elevated jets from stacks, evaporation from
pools of spilled cryogenic material, and large area sources such as odour emissions
from agricultural operations.

The effect of source density on concentration fluctuations in the shear layer is
unclear, but very dense materials might be expected to suppress turbulent mixing and
reduce the fluctuation level across the plume. Dense plumes would also be expected
to remain close to ground level where the wind shear is very large, so shear effects will
be larger than the range of effects covered by the data used to validate the present
model. At present there is little dense plume concentration fluctuation data available
to support model development.

In this thesis, the method of dealing with atmosphere stability was to consider the
effect on the turbulent structure of the boundary layer, but otherwise there was no
separate adjustment for stability. It is hoped that this method accounts for much of
the effect on concentration fluctuations, but that has not been confirmed. Additional
data or theory investigating the effect of atmospheric stability would help to improve
the model predictions.
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The experimental data and simulations in this study only address the simplified
case of uniform ground level roughness over the entire extent of the plume. This type
of dispersion rarely occurs in the real world where obstacles such as buildings tend
to alter the local flow conditions and produce recirculation zones. Dispersion around
obstacles is important for both industrial releases, which could happen near popu-
lated areas, and military defence applications for predicting the effects of dispersion
of biological and chemical weapons in an urban area. At present, urban dispersion
models are being developed and experimental data are being collected by a number
of other institutions and agencies. The initial focus of urban dispersion modelling
is mean concentration prediction, but there is little doubt that concentration fluc-
tuations will have a significant effect on the biological outcomes predicted by urban
dispersion models. Last but not least, the event-to-event variability of toxic releases
can now be confidently predicted using EVENTSIM?2 as an add-on to existing models.
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Appendix A

Water Channel Velocity Profiles

Chapters 2, 3, and 4 all discuss experimental dispersion measurements made in both
a turbulent rough surface boundary layer shear flow and a shear free grid generated
turbulent flow in the water channel. This appendix contains a complete set of all of
the velocity measurements to supplement the subset of velocity information included
directly in each chapter.

Note that all data in the appendix are plotted in measured laboratory units and
are not normalized.

A.1 Shear Flow Boundary Layer

For most of the experiments the water channel was configured to produce a well-
developed rough surface turbulent boundary layer flow similar to what would be
observed in the full scale atmosphere under neutrally stable conditions. The rough
bottom surface was made of standard 1/2” x 18 raised surface (i.e. not rolled flat)
stainless steel expanded metal fastened to 6mm thick acrylic panels. The expanded
metal has diamond shaped openings 11 mm wide in the flow direction and 24 mm
wide in the cross stream direction.

Natural development of a turbulent boundary layer would require a much longer
water channel, so additional flow conditioning elements were placed at the inlet of
the channel test section to accelerate the boundary-layer development. The trip fence
and square bar array illustrated in A.1 were used to redistribute the flow and generate
some mid to large scale turbulence. The design of these elements was initially based
on flow conditioning elements used in a colleague’s (Castro, 1998) wind tunnel.

A two-component TSI Inc. Laser Doppler Velocimeter (LDV) system was used
to make measurements of the velocity profiles in the channel. The final positions of
the square bars in Figure A.1 were determined empirically by making small adjust-
ments and then checking the results with repeated LDV measurements of cross-stream
and vertical velocity profiles at several downstream locations. The objective was to
produce even cross-stream distributions and a log-law vertical velocity profile.

The result of this flow conditioning is the cross-stream uniformity shown in Figures
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A.2 through A.5. The mean streamwise velocity varies by about +5% across the
channel outside of the side wall boundary layer.
In the vertical direction the log-law velocity profile is

U= %1 (Z”d> (A1)

K P43

where u, = 1.4 cm/s is the friction velocity, £ = 0.4 is the Von Karman constant,
d = 1.7 mm is the zero-plane displacement height, and z; = 0.52 mm is the roughness
height. This log-law extends practically the entire depth H = 400 mm of the channel.
Vertical profiles of the mean streamwise velocity U are in Figures A.6 and A.7. Figure
A.8 is vertical profiles of the rms fluctuating velocity components, . ., ;. and
wl s With an approximating function for wy,, shown in Figure A.9. Figures A.10
and A.11 are vertical profiles of the Reynolds stresses %o and ww. Figure A.12 shows
vertical profiles of the Eulerian integral timescale of velocity fluctuations for all three
coordinate directions. Figure A.13 shows the T, overall velocity time scale defined
as

1 1 1 i Ao
Tw'el_Tu+T;+T_w ( . )

See Chapter 3 for additional discussion on the definition of Tye.

A.2 Grid Turbulence

For comparison purposes, plume dispersion measurements were also made in a shear
free grid-generated turbulent flow. The grid was made of flat stainless steel bars 19.2
mm wide by 5 mm thick with a centre to centre mesh spacing of G = 76.2 mm and
a total open area of 56%. The bars were standard stainless steel rolled stock with
slightly rounded edges rather than sharply machined edges. This was the same grid
constructed and used by Wilson et al. (1991). It was positioned at z = 325 mm from
the channel inlet and the flow was run 405 mm deep with a 20 cm/s average flow
rate.

The resulting velocity profiles for the streamwise component U are shown in Fig-
ures A.14 and A.15. They vary at most by +5% if the wall boundary layers are ne-
glected. The rms velocity fluctuation components are shown in Figures A.16 through
A.19. The vertical fluctuations w! . were approximately 95% of the streamwise fluc-
tuations u,,,, indicating some slight anisotropy in the flow. As expected for grid
turbulence, the turbulence intensity decays with downstream distance as shown in
A.20. The dye source was placed at = 1800 mm where the turbulence intensity was
about 5% and intensity decays to about 3% at the farthest downstream position for
the concentration measurements at z = 3300 mm. The Eulerian timescale of velocity
fluctuation for the streamwise component is about 7, = 0.15 seconds and for the ver-
tical component T, = 0.08 seconds as shown in Figure A.21. The fluctuation integral
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time scales are T,, = 0.15 s, T, = T, = 0.08 s and Ty = 0.032 s. Chapter 2 has
additional discussion on fitting power law decay curves to the turbulence intensity
and integral time scale measurements.
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metal. All dimensions are in mm.
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Figure A.2: Shear flow boundary layer cross-stream velocity profile of mean stream-
wise velocity UU. The position y = 0 is one side wall of the channel and the total
width is 680mm. Measurements are only made to y = 450 mm because of the limited
focal length of the LDV lens.
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Figure A.3: Shear flow boundary layer cross-stream profiles 70 Reynolds stress. The
position y = 0 is one side wall of the channel and the total width is 680mm. Mea-

surements are only made to y = 450 mm because of the limited focal length of the
LDV lens.
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width is 680mm. Measurements are only made to y = 450 mm because of the limited
focal length of the LDV lens.
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s The position y = 0 is one side wall of the channel and the total

width is 680mm. Measurements are only made to y = 450 mm because of the limited
focal length of the LDV lens.
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Figure A.6: Shear flow boundary layer vertical profiles of the mean velocity U on
linear scales.
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Figure A.7: Shear flow boundary layer vertical profiles of the mean velocity U on

semi-logarithmic scales.
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Figure A.10: Shear flow boundary layer vertical profiles of the Reynolds stresses w0
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Figure A.11: Shear flow boundary layer vertical profiles of the Reynolds stresses wiw.
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Figure A.14: Grid turbulence horizontal profile of streamwise velocity U

400 T T T T 1 T T T % g ———
1 —O0—x = 1800 mm, y = 340 mm \D\?

3504 —O—x = 3300 mm, y = 340 mm oi\ -
300 -} AN
250 DL i
E 200 - \DC\D i

E /]
- DO -

N 1
150 ho A

18!
1 oo -
100 - Li
‘ .
50 ~ 6},}0 4
¥ ({)] p

0 LANEE EENLE NRSLIS AR BN SERLA BN R I S

0 2 4 & 8 10 12 14 16 18 20 22
U velocity {cm/s)

Figure A.15: Grid turbulence vertical profile of streamwise velocity U.
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Appendix B

Linescan Data Summary

All concentration data used in this thesis was collected in the University of Alberta
water channel using the linescan laser-induced fluorescence techniques discussed in
Chapter 2. Three different dye source at various flow rates were used in the shear
flow and grid turbulent flows discussed in Chapter 2 and Appendix A. Measurements
were made in both horizontal and vertical line orientations in the shear flow. Only
horizontal measurements were made in the grid turbulence flow based on the assump-
tion that in grid turbulence dispersion should be the same in both the vertical and
cross stream directions.

B.1 Normalization

In the body chapters of the thesis all of the experimental parameters were normalized
to give non-dimensional values. In the appendices the coordinates have been left in
un-normalized laboratory units of millimetres and seconds. In the few cases where
normalization has been performed (cross-stream plume positions y /o, for example) -
the normalizing factors are clearly given in the plots.

For all other cases, the normalizing factors used in the body chapters depend on
the flow field:

Shear Flow

e streamwise z positions are normalized by the mixing layer depth # = 400 mm
(e.g. z =500 mm is z/H = 1.25)

e vertical z positions are given as positions relative to the displacement height
d = 1.7 mm of the log-law boundary layer (e.g. z =6 mm is (z—d)/H = 0.011)

e velocities are normalized by the velocity at the top of the mixing layer Uy =
232 mm/s

e times are normalized by H/Uy = 1.7 s.
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Grid Turbulence

e streamwise z and vertical z positions are normalized by the grid spacing G =
76.2 mm (e.g. z = 500 mm is /G = 6.6)

e velocities are normalized by the uniform flow velocity Uy = 200 mm/s

e times are normalized by G/Uy = 0.38 s.

Conversions for common streamwise x and vertical z positions are given in Tables
B.1 and B.2 for convenience.

B.2 Source Types

Three different dye sources were used. The basic configurations are illustrated in
Figure B.1 and the detailed specifications are discussed below.

1. Horizontal Jet 4.3 mm OD and 3.25 mm ID stainless steel tube, 38 mm long
suspended from above the channel by a streamlined support. In grid turbulence,
the source was placed in the centre of the channel at z = 200 mm above the
channel bottom, and in the shear flow the source was placed at height h between
7 and 50 mm above the surface depending on the experiment. The source flow
rate was iso-kinetic in grid turbulence and for A = 50 mm above the ground in
the shear flow. With the small diameter and low flow rates the jets from the
source were laminar (Re = Ugpueceds/v & 600).

2. Vertical Jet at Ground Level 3.25 mm ID flush with ground. To prevent
dye from becoming trapped in the roughuness elements, the expanded metal
was removed from an area 25 mm on either side and 100 mm downstream of
the source. The source flow rate was the same as for the horizontal jets and
produced a laminar jet with a mean velocity equal to the cross flow velocity at
z = 50 mm, Re =~ 600.

3. Large Ground Level Source 11 mm ID flush with ground. As with the
vertical ground level jet the expanded metal was trimmed away 25 mm on
either side and 100 mm downstream of the source. The source flow rate was
the same as the other 2 source (Re ~ 175 based on source diameter).

For the elevated sources and grid turbulence measurements the source flow rates were
iso-kinetic with the surrounding flow. The vertical sources had very low momentum
with insignificant plume rise. With these laminar sources, measurements were taken
at x > 500 mm downstream of the sources in all cases. At this downwind point
the dilution was at least 100:1 which allowed the tracer-marked fluid to take on the
turbulent structure of the cross flow. There was little effect of source size or release
rate.
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B.3 Horizontal Concentration Profiles

In the rough surface turbulent shear flow boundary layer horizontal linescan measure-
ments at £ = 500, 1000, and 1500 mm downstream of the source were made with the
following source configurations:

1. large ground level source, flow rate @ = 1.47 ml/s

2. small ground level vertical jet, flow rate @ = 1.47 ml/s
3. small ground level vertical jet, flow rate = 0.73 ml/s
4. horizontal jet at h = 7 mm, flow rate Q) = 1.47 ml/s

5. horizontal jet at h = 7 mm, flow rate @ = 0.73 ml/s

6. horizontal jet at h = 25 mm, flow rate @ = 1.47 ml/s
7. horizontal jet at h = 50 mm, flow rate Q = 1.47 ml/s

The high flow rate, @ = 1.47 ml/s, was chosen to produce an iso-kinetic source with
the horizontal jet at A = 50 mm. The lower flow rate cases were simply halved to
examine the effect a different flow rate.

In grid turbulence only the horizontal jet source, mounted at z = 200 mm in the
centre of the channel with a flow rate of Q = 1.52 ml/s was tested.

For all of the horizontal measurements a wide range of vertical positions were
tested, but only a smaller subset of data was examined in greater detail. Tables B.3
and B.4 list the smaller subset of data that was used to generate the plots that are
included in the chapters and appendices. The subset was chosen to encompass the
most important ranges of the experimental data:

e three downstream positions at z = 500,1000, and 1500 mm downstream of the
source position

e three vertical positions at z = 6,25, and 50 mm above the ground in the shear
flow

e three vertical position in the grid turbulence, z = 500, and z = 200,210 and
220 mm, z = 1000 and z = 200,220 and 240 mm and x = 1500, z = 200,225 and
250 mm

B.4 Vertical Concentration Profiles

Vertical linescan measurements in the turbulent shear flow were made with only a
few of source configurations at z = 500 and 1500 mm downstream of the source.

1. small ground level vertical jet at a flow rate of @ = 1.47 ml/s
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5.
6.

. small ground level vertical jet at a flow rate of @ = 0.73 ml/s

. horizontal jet at h = 7 mm at a flow rate of @ = 1.47 ml/s

horizontal jet at A = 7 mm at a flow rate of Q = 0.73 ml/s
horizontal jet at h = 50 mm at a flow rate of Q = 1.47 ml/s

horizontal jet at A = 50 mm at a flow rate of @ = 0.73 ml/s

All of these cases were used in this thesis and are listed in Table B.5.
No vertical grid turbulence profiles were measured as they would be identical to
the horizontal profiles because the flow was homogeneous throughout the test section.

B.5 Additional Data Sets Collected

For future reference a number of additional horizontal linescan measurement were
made, but not studied in great detail. These are listed in Tables B.6 through B.13
sorted by source type.

B.6 Data Table Description

All of the data sets listed in Tables B.3 to B.13 contain the following columns of
information:

Filename : data series base filename

Linerate (kHz): line sampling rate for the linescan camera in (kHz)
mm per pixel : pixel view width

Data Time (s) : data collection time

Source Conc. (mg/l) : source fluorescein tracer concentration

Source Flow Rate. (ml/s) : source tracer emission rate

Source x (mm) : downstream source position relative to channel inlet

Source y (mm) : cross-stream source position relative to side wall of channel,
y = 340 mm is channel centreline

Source z (mm) : vertical source position measured from the bottom of the
roughness
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e Centre Pixel # or z=0 Pixel # : for horizontal linescans the centre pixel is the
pixel at the y position given in column “Line y”; for vertical linescans it is the
pixel at the z position given in column “Line z” {pixels are numbered from 0 to
1023)

e Line x (mm) : downstream position of linescan measurement relative to channel
inlet

e Line y (mm) : cross-stream position of “Centre Pixel” for horizontal linescans;
cross-stream position of vertical linescan measurement

e Line z {mm) : vertical position of horizontal linescan profile; vertical position
of “z=0 Pixel” for vertical linescan profile

e x from source {mm) : downstream distance from source to measurement positon
e centroid (pixels) : plume average centroid position in terms of pixel number

e centroid (mm) : plume centroid position in mm relative to the side wall of the
channel

e spread (pixels) : plume spread along measurement line in pixel units

e spread (mm) : plume spread along measurement line in mm
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z (mm) | z/H | z/G
500 1.25 ] 6.6
1000 25 {131
1500 | 3.75 { 19.7

Table B.1: Streamwise, z-direction position normalization.

z (mm) | (z - d)/H
6 0.011
25 0.058
50 0.12

Table B.2: Vertical, z-direction position normalization.
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with ground &
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Figure B.1: Fluorescein dye sources. (a) Side view of elevated horizontal jet sources.
Source was suspended from above the channel. (b) Top view of ground level sources.
Expanded metal roughness was removed from the immediate area of the source and
dye supply lines were underneath the acrylic panel below the roughness. The large
(11 mm ID) ground level source was changed to the small ground level source by
inserting a plug with a 3.25 mm ID hole for the small source.
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Source| Source x from
Linerate | mm per | DataTime { Conc. | Flowrate | Source | Source y|Source z| Centre | Line x | Line y | Line z | source | centroid | centroid | spread | spread
Filename | (kiHz) | pixel [©) {mg/y | (mis) | x{mm)| {mm) | {mm) | Pixel# | (mm) | (mm)§ (mm) | {mm) | (pixels) | {mm) | (pixels) | (mm)
HORIZONTAL JET IN GRID TURBULENCE h = 200 mm

Sept102200 05! 0.485 500 1.5 1.52] 1300 340 200 520 1800f 340{ 200] 500} 527.60| 343.68] 31.89 1546
Sept10z210 0.5] 0479 500 1.5 152] 1300 340 200 520| 1800] 340{ 210 500/ 528.87] 344.25] 31.97] 15.31
Sept10z220 05| 0.472 500 1.5 152] 1300 340 200 £20{ 1800; 340{ 220 500| 528.39) 343.96] 31.90! 15.06
Sepi12z200b) 05! 0.485 500 4 1.52{ 1800 340 200 519; 2800| 340| 200f 1000! 531.56) 346.08) 56.73] 27.51
Sept122220 0.5] 0.468 500 4 1.52] 1800 340 200 519] 2800 340{ 220| 1000; 529.86; 344.99] 58.04; 27.16
Sept122240 0.5] 0.457 500 4 1.82f 1800 340 200 518f 2800| 340] 240{ 1000] 528.13] 344.171 60.29] 27.55
Sept6z200b 0.5) 0.430 500 7 152} 1800 340 200 543| 3300] 340f 200] 1500; 532.22] 334.72] 78.21; 3832
Sept9z225 0.5 0474 500 7 1.52{ 1800 340 200 541; 3300( 340{ 225] 1500{ $30.08] 334.81; 77.021 36.51
Sept9z250 05 0.458 500 7 1.62) 1800 340 200 541) 3300} 340f 2s50| 1500! 527.73| 333.92| 81.32; 37.24

LARGE GROUND LEVEL SOURCE - HIGH FLOW RATE, SHEAR FLOW

1daa0192 05| 0.519 500 10 1.47] 2743 340 0 512| 3243| 340 6 500| 519.48| 343.88! 113.05{ 358.67
idaa0195 05! 0511 500 10 1.47] 2743 340 Q 5121 3243| 340 25 500| 509.84| 338.90] 116.65; 59.61
1daad196 0.51 0.494; 500 10 1.47] 2743 340 0 5121 3243] 340 50| S00; 514.01) 340.99! 12812 63.29
ldaa0247 0.5 0.523 500 20 147] 2742 340 0 512f 3742| 340 6! 1000] 514.55] 341.33] 15458 80.84
idaa0250 0.5 0.511 500 20 147) 2742 340 0 512] 37421 340 251 1000{ 510.87| 339.42| 154.15{ 78.77
{daad251 0.5 0.494 500 20 1.47| 2742 340 0 512{ 3742{ 340 50! 1000! 502.47| 335.29] 174.74] 86.32
Idaad206 0.5 0.52 500 30 147 2742 340 0 512] 4242] 340 6 1500] 520.67] 344.51| 183,36 9535
idaa0209 0.5 0.51 500 30 147§ 2742 340 o 512) 4242] 340 25| 1500] 51526] 341.66] 194.59| 99.24
idaa0210 0.5 0493 $00 30 1.47( 2742 340 0 512] 4242 340 50] 1500] 493.50; 330.88| 208.75{ 102.91

SMALL GROUND LEVEL VERTICAL JET SOURCE - HIGH FLOW RATE, SHEAR FLOW

Idaa0295 0.5] 0.511 500 10 1.47f 2745 340 4 512! 3245| 340 25 500| 520.35] 344.27| 116.58] 59.58
Idaa0298 0.5 0.528 500 10 1471 2745 340 [ 512| 3245{ 340 ] 500| 521.29| 344.86| 109.93) 57.49
{ldaad299 0.5 0.494 500 10 1.47; 2745 340 0 512| 3245{ 340 50 500] 501.08| 334.61; 122.45| 60.49
1daa0287 05| 0513 500 20 147 2745 340 0 512 3745 340 25| 1000] 504.18| 335.99| 163.72] 83.99
idaa0290 0.5] 0.523 500 20 1.47] 2745 340 0 512] 3745| 340 6 1000| 483.781 325.24) 154.86| 80.99
1daa0291 0.5] 0.496 500 20 1.47] 2745 340 0 512| 3745; 340 50| 1000| 492.28] 330.22| 176.78] 87.68
daa0303 0.5] 0.511 500 30 147} 2745 340 \t 512| 4245 340 250 1500] 522.78| 345.51] 189.02| 96.59
1daa0306 0.5 0523 500 3¢ 1.47] 2745 340 kY] 512| 4245] 340 6] 1500{ 481.76] 329.41! 181.87| 9512
1daa0307 0.5] 0494 500 30 147y 2745 340 0 512) 4245, 340 50f 1500{ 482.95] 326.65] 197.16{ 97.38

SMALL GROUND LEVEL VERTICAL JET SOURCE - LOW FLOW BATE, SHEAR FLOW

1daa0334 0.5] 0.511 500 10 0.73; 2745 340 0 512| 3245| 340 25 500] 520201 344.19| 116.22] 59.39
idaad337 05| 0523 500 10 0.73] 2745 340 Q@ 512) 3245) 340 [} 500| 518.24| 343.26] 108.30) 55.59
ldaa0338 0.5] 0.494 500 10 0.73] 2745 340 0 512] 3245] 340 50 500 514.30{ 341.13] 132.83] 65.62
idaa0342 05| 0513 500 30 0.73] 2745 3490 0 512} 3745 340 25] 1000 526.14] 347.26] 162.58! 83.40
tdaa0345 05| 0523 500 30 0.73{ 2745 340 0 512| 3745; 340 6! 1000] 502.63{ 33510; 142.58| 74.57
idaa0346 0.5 0.495 500 30 0.73| 2745 340 0 512| 3745| 340 50} 1000] 517.66) 342.80] 183.05; 90.61
1daa0350 0.8] 0512 500 40 0.73] 2745 340 4] 512) 4245 340 25{ 1500} 523.85] 346.07| 189.62; 97.09
idaa0353 0.5 0.523 500 40 0.73] 2745 340 0 512| 4245) 340 61 15001 522.99] 345.75] 175.77; 9193
idaa0354 0.5] 0494 500 40 0.73] 2745 340 i) 512} 4245] 340 50] 1500 $505.18] 336.63] 207.11} 102.31

Table B.3: Horizontal linescan data subset used for analysis. Horizontal jet source in
grid turbulence, large ground level source in shear flow and small ground level vertical
jet in shear flow. -
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Source | Source x from
Linerate { mm per | DataTime | Conc. | Flowrate | Source | Source y) Source z] Centre | Line x ) Line y | Line z | source | centroid | centroid | spread | spread
Filename | {kHz) pixel {s) {mg/) § (mifs}] {x {mm) | {mm) (mm) | Pixel # | {mom) | {mm) | {mm) | (mm) | {pixeis) | {mm} | {pixels) | (mm)
HORIZONTAL JET SOURCE - GROUND LEVEL AT h=7 mm HIGH FLOW RATE, SHEAR FLOW
Idaa0185 0.5; 0.519 500 10 1.47{ 2730 340 7 512 3230| 340 8 500] 542261 355.71] 103.38] 53.663
idaa0188 0.5 0.508 500 10 147] 2730 340 7 £12{ 3230] 340 25 500 542.95; 355.75] 110.18} 56.083
ldaa0189 0.5{ 0.494 500 10 1471 2730 340 7 512 3230f 340 50 500] 541.52] 354.58! 123.20]{ 60.86
tdaad172 0.5] 0.494 500 20 147 2730 340 7 512 3730] 340 50{ 1000 56€7.18{ 367.26] 175.71] 86.80
|daa0173 0.5] 0.511 500 20 1.47] 2730 240 7 5121 3730} 340 25! 1000| 562.42| 365.76] 162.81| 83.20
idaad175 0.5 0.52 500 20 1.47] 2730 340 7 512| 3730] 340 61 1000} 545.17| 357.25{ 151.61| 78.84
1daa0232 0.5] 0.494 500 30 147 2742 340 7 512| 4242] 340 50] 1500] 561.71] 364.56| 192.95] 9532
ldaad233 0.5{ 0.511 500 30 147] 2742 340 7 512] 4242| 340 25| 1500] 540.01] 354.31] 180.56] 92.27
{daa0236 0.5 0.522 500 30 1471 2742 340 7 512] 4242| 340 6 1500| 543.67| 356.53| 173.74] 90.69
HORIZONTAL JET SOURCE - GROUND LEVEL AT h=7 mm LOW FLOW RATE, SHEAR FLOW
1daa0326 0.5 0.511 500 10 0.73] 2745 340 7 512] 3245) 340 25 500] 538.40] 35349 114.67; 58.60
idaa0329 0.5 0523 500 10 0731 2745 340 7 512] 3245] 340 6 500] 548.19]| 358.93| 104.75] 54.79
{daa0330 0.5{ 0.4986 500 10 073 2745 340 7 512] 8245 340 50 500] 545.88| 356.80] 120.63]{ 53.83
idaa0318 0.5] 0512 500 30 0.73] 2745 340 7 512] 3745; 340 25] 1000] 514.64] 34135] 16357 83.75
ldaag321 05| 0.523 500 30 0.73] 2745 340 7 512| 3745 340 6! 1000| 511.79| 339.89} 152.80; 79.81
idaad322 05| 0495 500 30 0.73; 2745 340 7 512 3745{ 340 50; 1000] 527.99| 347.92; 169.22] 83.77
idaa0311 0.5] 0523 500 30 0.74] 2745 340 7 512] 4245] 340 6] 1500{ 552,53} 361.20] 173.99| 91.00
tdaa0313 0.5 0512 500 40 0.74; 2745 340 7 512{ 4245] 340 25| 1500! 545.43] 357.12| 187.16] 95.83
{daa0314 0.5{ 0.495 500 40 0.741 2745 340 7 512 4245| 340 50] 1500) 532.11] 34995] 201.88| 99.93
HORIZONTAL JET SOURCE - ELEVATED AT h=25 mm HIGH FLOW RATE, SHEAR FLOW
idaa0263 05| 0513 500 10 147 2742 340 25 512] 3242] 340 25! 500| 51625 342.18| 105.84] 54.30
Idaa0266 85) 0523 500 10 147 2742 340 25 512| 3242| 340 6 500]{ 523.39| 345.96! 103.80] 54.29
idaas267 0.5] 0.496 500 10 147{ 2742 340 25 512) 32421 340 50 500] 519.23] 34359} 116.74| 57.90
1daa0255 0.5 0.511 500 20 1.47] 2742 340 25 512] 3742] 340 251 1000| 518.23]| 343.19| 160.79, 82.17
1daa0258 0.5]  0.523 500 20 1.47 2742 340 25 512] 3742| 340 6 1000] 513.91| 341.00] 153.82] 80.45
idaa0259 0.5] 0495 500 20 147] 2742 340 25 512] 3742 340 501 1000| 531.31] 349.56] 175.64| 86.94
1daa0271 0.5 0511 500 30 147] 2742 340 25 512} 4242! 340 25| 1500] 509.40| 338.67| 190.64| 87.42
daa0274 051 0523 500 30 147] 2742 340 25 512| 42421 340 6] 1500] 501.32] 334.41] 176.53] 9233
idaa0275 051 0495 500 30 147 2742 340 25, 512| 4242{ 340 50; 1500| 504.36] 336.22| 197.37] 97.7C
HORIZONTAL JET SOURCE - ELEVATED AT h=50 mm HIGH FLOW RATE, SHEAR FLOW

idaaQ147 0.5 0.4986 500 ) 147] 2730 340 50 512] 3230] 340 50 500{ 520.34] 344.14; 104.80| 6198
idaa0148 0.5 0.511 500 S 147] 2730 340 50 512] 32301 340 25 500{ 532.28] 350.36] 100.12] 51.16
idaa0150 05] 052 500 10 1.47| 2730 340 50 512] 3230 340 6] 500| 52162 34500{ 106.52] 55.39
ldaa0137 0.5{ 0.495 500 20 1471 2730 340 50 512] 3730] 340 50| 1000} 520.84] 344.38] 170.48] 84.39
idaa0138 0.5 0.51 500 20 147] 2730 340 50 512| 3730 340 25] 1000| 52257] 34539] 157.84{ B80.50
Idaa0140 0.5 0.519 500 20 147 2730 340 50 512 3730] 340 61 1000{ 515.41] 341.77] 14255 73.98
Idag0222 05! 0494 500 30 147 2742 340 50 512] 4242] 340 50| 1500] 535.02| 351.37| 204.12{ 100.83
idaa0223 0.5 0.511 500 30 147] 2742 340, 50 512| 4242; 340 25| 1500, 529.59] 348.99| 184.93{ 9450
Idaa0225 0.5 0522 500 30 147] 2742 340 50 512] 4242| 340 61 1500; 531.70] 350.29] 172.06] 89.82

Table B.4: Horizontal linescan data subset used for analysis. Horizontal jet source in
shear flow at h = 7 mm, h = 25 mm and A = 50 mm.
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Source | Source x from
Linerate | mm per | DataTime | Conc. | Flowrate | Source | Source y{Source 2| z=0 | Linex |Line y|Line z [source | centroid | centroid |} spread | spread
Filename | {kHz) pixel s} (mg/) | (mifs) |x(mm)| (mm} {mm) | Pixel#{ (mm) | (mm){ {mm) | (rmom) | {pixels) | {mm) | (pixels) | {mm)
SMALL GROUND LEVEL VERTICAL JET SOURCE
idac0002 0.5{ 0.468 500 10 147 0 340 0 714 500] 340 0 500 35.60 16.66] B2.69 387
idac0003 057 0.468 500 10 0.73 0 340 Y 714 500| 340 0 500 34.90 18.33{ 81.84 38.3
idac0017 0.5 0.48 500 30 147 0 340 0 723] 1500| 340 0f 1500 55.88| 2682| 134.17 64.4
Idac0018 05 0.48 500 30 0.73 0 340 0 723| 1500{ 340 0 1500 55.84] 26.80| 133.54 64.1
HORIZONTAL JET SOURCE - GROUND LEVEL AT h=7 mm
idac0021 05 0.48 500 30 1.47 0 340 7 723] 1500{ 340 0] 1500 58.34] 2800 142.28 68.3
idac0022 9.5 0.48 500 30 0.73 o 340 7 723] 15001 340 0] 1500 56.41 27.08] 137.29 659
1dac0008 0.5{ 0.468 500 10 1.47 0 340 7 714 500 340 0 500 32.01 14.98] 72,01 33.7:
1dac0007 05| 0468 500 10 0.73 0 340 7 714 500| 340 0 500 32.70; 1531 72.86 34.1
HORIZONTAL JET SOURCE - ELEVATED AT h=50 mm

idac0004 0.5 0.468 500 10 0.73 0 340 50 714 500| 340 0 500 52.45| 2455 8397 39.3
idac0005 051 0.468 500 10 1.47 Y] 340 50 714 500 340 0 500 51.771 24.23] 8803 412
idac0019 058 0.48 500 30 0.73 0 340 50 723] 1500| 340 0! 1500 70.76f 33.97| 129.79 62.3
Idac0020 05 0.48 500 30 1.47 Y 340 50 723]  1500] 340 0f 1500 67.69] 3249 122.71 58.9

Table B.5: Vertical linescan data set used for analysis. Small ground level vertical
jet, horizontal jet source at A = 7 mm and h = 50 mm.
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Bource| Source x from ]
Linerate |mm per | BataTime | Conc. | Flowrats | Source | Source y|Source zi Centre | Line x {Line y{ Line z|source| centroid | centroid | spread | spread
Filename {kHz) pixel (s) {mgh) | (mis) {x{mm}]| {mm) {mm) | Pixel # | (mm) | (mm) | {mm) | {mm) | (pixeis) | (mm} | (pixels} | {mm)
HORIZONTAL JET IN GRID TURBULENCE
Sept102200 0.5 0.485 500 1.5 152] 1300 340 200 520] 1800, 340| 200 500] 527.60] 343.68] 31.80] 1546
Sept10z210 0.5| 0479 500 1.5 1.52] 1300 340 200 5201 1800| 340| 210 500 528.87| 344.25{ 3197 1531
Sept102220 0.5] 0472 500 1.5 1.52] 1300 340 200 520| 1800| 340 220{ 500; 529.33] 343.96] 31.90] 15.06)
Sept122200D) 0.5] 0485 500 4 1.52] 1800 340 200 519] 2800[ 340 200{ 1000] 531.56] 346.09| 56.73] 27.51
Septi22220 0.5 0.468 500 4 1.52] 1800 340 200 519] 2800j 340f 220| 1000 529.66] 344.99! 58.04| 27.16
Sept122240 0.5] 0457 500 4 1.52] 1800 340 200 519! 2800| 340| 240{ 1000| 528.13] 344.17| €0.29]| 27.55
Sept6z200b 0.5] 0.4%0 500 7 1.52{ 1800 340 200 543| 3300| 340 200; 15001 532.22f 334.72| 78.21] 38.32
Sept9z225 0.8 0.474 500, 7 1.52] 1800 340 200, 541 3300] 340; 225/ 1500] 530.06; 334.811 77.02] 36.51
Sept9z250 0.5] 0.458 500 7 1.52] 1800 340 200 541] 3300[ 340 250{ 1500] 527.73] 333.92] 81.32] 37.24
Table B.6: Horizontal linescan measurement for the horizontal iso-kinetic jet in grid
turbulence.
Source | Source x from
Linerate ; mm per | DataTime | Cone. |Flowrate | Source | Source v{Source z{ Centre | Line x | Line y | Line z | source | ceritroid | centroid | spread | spread
Filename | (kHz) | pixel (s) {mgh) | (mlfs) ix{mm}| {mm) (mm) | Pixel # | {mm) | (mm) | (mm) | {(mm) | (pixels) | (mm} | {pixels) { (mm)
HORIZONTAL JET SOURCE - GROUND LEVEL AT h=7 mm HIGH FLOW RATE, SHEAR FLOW
idaa0183 calibration
daaQ185 0.5, 0.519 500 10 1.47] 2730 340 7] 512{ 3230 340 8 500| 542,261 355.71] 103.38| 53.653
ldaa0186 05 0.52 500 10 147] 2730 340 7 512} 3230 340 10 500} 538.09] 35356| 105.57| 54.90
idaa0187 05| 0518 500 10 147 2730 340 7 512{ 3230 340 15 500} 541.16) 355.11| 103.39] 53.56
(daa0188 0.5] 0.508 500 10 1.47| 2730 340 7 512] 3230{ 340 25 500] 542.95| 355.75| 110.18] 56.083
ldaa0189 0.5] 0494 500 10 1.47] 2730 340 7 512] 3230] 340 80 500] 641.52] 354.58; 123.20{ 60.86
idaa0190 0.5 0.52 500 10 1.47] 2730 340 7 512] 3230] 340 6 500! 540.81] 354.98| 105.52( 54.869
idaa0171 calibration
Hdaa0172 0.5 0.494 500 20 1.471 2730 340 7 512| 3730| 340 50| 1000| 567.18! 367.26( 175.71 86.80
1daa0173 0.5 0511 500 20 147] 2730 340 7 512] 3730 340 25| 1000{ 562.42] 365.76! 162.81] 83.20
FgaaO‘ 74 0.5 0.52 500 20 147] 2730 340 7 5121 37301 340 10| 1000! 561.36] 365.67) 147.01] 76.45
idaag17s 0.5 8.52 500 20 147] 2730 340 7 512{ 3730] 340 6] 1000 54517! 357.25] 151.61] 78.84
|daa0231 calibration
ldaa0232 0.5{ 0.494 500 30 147 2742 340 7 512] 4242 340 50! 1500] 561.71] 364.56] 192.95{ 95.32
iaa0233 0.5, 0511 500 30 1.47] 2742 340 7 512] 4242] 340 25] 1500{ 540.01] 354.31{ 180.56| 92.27
tdaa0234 0.5, 0517 500 30 147] 2742 340 7 512] 4242] 340 15] 15009 539.70; 354.32; 176.03| 91.01
idaa0235 0.5 0.52 500 30 147( 2742 340 7 512| 4242] 340 10] 1500| 542.20i 355.70! 179.15| 93.16
idaa0236 0.5{ 0.522 500 30 1.47| 2742 340 7 512| 4242| 340 6| 1500| 543.67| 356.53] 173.74] 90.69
1daa0237 0.5] 0.494 500 30 1.47] 2742 340 7 512] 4242{ 340 50| 1500] 537.28| 352.49| 198.53] 98.07

Table B.7: Horizontal linescan measurement for the large ground level source in shear
flow at the high flow rate.
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Source | Source x from
Linerate ymm per{DataTime | Conc. | Flowrate | Source | Source yiSource z{ Centre | Line x i Line y | Line z | source | centroid | centroid | spread | spread
Filename | (kHz) | pixel {s} {mgh | (mifs) |x(mm)i {(mm) {mm) | Pixel# | {(mm) | (mm) | {mm) | {(mm) | {pixels) | {mm) | (pixels) | (mm)
SMALL GROUND LEVEL VERTICAL JET SCURCE - HIGH FLOW RATE, SHEAR FLOW

1daa0294 calibration
tdaa0285 8.5 0511 500 10 147! 2745 340 0 512! 3245) 340 25 500| 52035 344.27| 116.59] 59.58
idaa0296 0.5 0.517 500 10 147] 2745 340 Q 512] 3245] 340 i5 500] 518.23] 343.22) 113.94] 58.91
1daa0297 Q5| 0519 500 10 1.47) 2745 340 0 512] 3245] 340 10{ 500 508.27! 338.06] 110.24] 57.21
idaa0298 0.5] 0.523 500 10 1.47| 2745 340 0 512| 3245 340 8 500{ 521.29] 344.86| 109.93| 5749
idaa0299 0.5 0.494 500 10 147 2745 340 0 512{ 3245/ 340 50f  500| 501.08| 334.61] 122.45; 60.49
Idaa0300 05| 0.478 500 10 147] 2745 340 1] 512| 3245 340 75| _500) 505.25| 336.77| 138.81| £6.35
idaa0301 05 0511 500 10 1.47] 2745 340 0 512 3245{ 340 25]  500] 516.56] 342.33] 120.94] 61.80
idaa0278 calibration
idaa0279 0.5{ 0512 500 20 147 2745 340 0 S12{ 3745] 340 25! 1000 498.90, 333.29] 16252] 8321
idaa0280 0.5! 0519 500 20 147] 2745 340 0 5121 3745| 340 15| 1000 509.77| 338.84| 160.96] B83.54
1daa0281 0.5! 0.521 500 20 147 2745 340 0 512) 3745 340 10] 1000 503.54] 335.59{ 151.01} 78.68
idaa0282 05 0523 500 20 147] 2745 340 0 512] 3745] 340 6] 1000{ 481.52| 329.29{ 15432 80.71
idaa0283 0.5{ 0.495 500 20 1.47] 2745 340 0 512] 3745] 340 50| 1000f 506.611 337.33{ 174.69| 86.47
1daa0284 0.5 0.48 500 20 1471 2745 340 0 512] 3745] 340 75{ 1000| 503.82{ 336.12{ 180.32] 91.36
idaa0285 0.5/ 0511 500 20 1.47| 2745 340 0 512 3745] 340 75! 1000{ 499.74| 333.74] 167.74; 8572
1daa0286 calibration
1daa0287 0.5{ 0.513 500 20 1.47| 2745 340 0 512{ 3745] 340 25] 1000] 504.18] 335.99] 163.72; 83.99
idaa0288 0.5{ 0.518 500 20 147] 2745 340 0 512] 3745] 340 15] 1000] 50181 334.61] 159.04] 8254
ldaa0289 0.5 0.52 500 20 147| 2745 340 0 512| 3745] 340 10 1000] 491.00! 328.08]/ 150.63] 78.33
}idaa0290 0.5/ 0.523 500 20 1.47] 2745 340 0 512 3745| 340 6] 1000 483.78| 325.24| 154.86] 80.99
ldaa0291 0.5] 0.496 500 20 1.47] 2745 340 0 512] 3745{ 340 50 1000] 482.28{ 330.22{ 176.78] B7.68
Idaa0292 0.5] 0.479 500 20 1.47] 2745 340 0 512| 3745{ 340 750 1000] 480.40{ 32486, 186.42! 89.30
1daa0293 05 0512 500 20 147 2745 340 0 512 3745{ 340 25] 1000| 497.75{ 332.71| 165.44] 8471
ldaa0302 calibration
1daa0303 0.5] 0.511 500 30 147] 2745 340 0 512] 4245 340 25] 1500 52278: 345.51] 189.02| 96.59
idaa0304 05 0.517 500 30 147| 2745 340 0 512 4245] 340 15| 1500 516.25]| 342.20| 183.57] 94.91
idaa0305 G5 0.519 500 30 147] 2745 340 0 5121 42451 340 10} 1500{ 503.49] 335.58] 176.24| 9147
idaa0306 05] 0523 500 30 147| 2748 340 0 512] 4245] 340 B] 1500] 491.76{ 329.41| 181.87] 95.12
idaa0307 0.5] 0.494 500 30 1.47| 2745 340 0 512] 4245 340 50) 1500{ 48295] 325.65| 197.16] 97.39
1daa0308 0.5 0479 500 30 147 2745 340 ¢ 512 4245] 340 75] 1500| 486.85| 327.95{ 219.43| 105.11
jidaa0309 0.5  0.511 500 30 1.47] 2745 340 0 512] 4245] 340 25| 1500!1 507.76] 337.83| 185811 94.95

Table B.8: Horizontal linescan measurement for the small ground level vertical jet
source in shear flow at the high flow rate.

Source | Source x from
Linerate jmm per | DataTime | Cone. | Flowrate | Source | Source y|Source z| Centre | Line x |Line y | Line z {source | centroid | centroid | spread | spread
Filename | (kHz) pixel {s) {mgh) | (mifs}) {x(mm)| {(mm) {mm) | Pixel# | (mm) | (mm) | (mm) | (mm) | {pixels) | (mm) | (pixels) | (mm)
SMALL GROUND LEVEL VERTICAL JET SOURCE - HIGH FLOW RATE, SHEAR FLOW
idaa0294 calibration
idaa0295 05| 0.511 500 10 147) 27458 340 0 512| 3245! 340 25 500] 520.35{ 344.27| 11659| 5958
Idaa0296 05| 0.517 500 10 147] 2745 340 0 512| 3245 340 15 5001 518.23| 343.22] 113.94] 58.91
|daa0297 0.51 0.519 500 10 147 2745 340 0 512| 3245, 340 10 5001 50B.27! 338.08] 11024, 57.21
Idaa0298 0.5 0.523 500 10 147! 2745 340 0 512 3245| 340 6 500] 521.29] 344.86] 109.93] 57.49
1daa0299 0.5] 0.484 500 10 1.47¢ 2745 340 0 512| 3245| 340 50 500( 501.08{ 33461] 122.45| ©0.49
idaa0300 0.5] 0.478 500 10 1.47{ 2745 340 0 512| 3245] 340 75 500] 505.25| 336.77{ 138.81] 66.35
idaa0301 05! 0.511 500 10 147] 2745 340 0 512] 3245] 340 25 500! 516.56] 342.33] 120.94] 6180
idaa0278 calibration
Idaa0279 0.5] 0512 500 20 1.47] 2745 340 0 512| 3745! 340 25 1000| 498.90] 333.20| 162.52] 83.21
daad280 0.5 0519 500 20 1.47| 2745 340 0 512] 3745( 340 15{ 1000] 509.77{ 338.84| 160.96 83.54
idaa0281 0.5! 0521 500 20 147 2745 340 Q 512] 3745] 340 10] 1000 503.54] 33559| 151.01; 78.68
Idaa0282 05 0.523 500 20 1471 2745 340 Q 512] 3745] 340 6] 1000| 481.52| 329.29] 154.32] 80.71
Idaa0283 0.5 0.495 500 20 1.47)] 2745 340 0 512] 3745, 340 50: 1000| 506.61{ 337.33| 174.69| 86.47
idaa0284 0.5 0.48 500 20 1.47] 2745 340 0 512| 3745 340 75] 1000 503.92| 336.12] 190.32] 91.36
1daaD285 05] 0511 500 20 147] 2745 340 Q 512] 3745{ 340 75{ 1000| 499.74| 333.74| 167.74| 85.72
1daa0288 caiibration
idaa0287 0.5] 0.513 500 20 1.47] 2745 340 0 512] 3745] 340 25] 1000| 504.18] 33599] 163.72] 83.99
daad288 0.5 0.519 500 20 147] 2745 340 0 512| 3745| 340 15] 1000| 50161 334.61| 159.04] 82.54
idaa0289 0.5 .52 500 20 147] 2745 340 0 512} 3745( 340 10| 1000! 491.00] 329.08| 150.63! 78.33
idaa0290 0.5 0523 500 20 147] 2745 340 [ 512 3745| 340 6] 1000) 483.78| 32524, 154.86] 80.99
Idaa0291 0.5{ 0496 500 20 147 2745 340 ] 512| 3745] 340 501 1000{ 492.28| 330.22} 176.78] 87.68
1daa0292 05| 0479 500 20 1.47] 2745 340 0 512] 3745] 340 75| 1000} 480.40) 32485 186.42] 89.30
Idaa0293 05 0512 500 20 147) 2745 340 0 512] 3745| 340 25{ 1000| 497.75| 332.71| 165.44] 84.71
ldaa0302 calibration
1d2a0303 05! 0511 500 30 1.47] 2745 340 0 512] 4245| 340 25! 1500{ 3%2278| 34551| 189.02] 96.59
idaa0304 05{ 0517 500 30 147{ 2745 340 Q 512] 4245| 340 15] 15001 516.25] 342.20] 183.57| 94.91
ldaa0305 0.5{ 0.519 500 30 147) 2745 340 0 512] 4245) 340 10] 1500; 503.49] 335.58] 176.24] 91.47
daaf306 05| 0.523 500 30 147) 2745 340 0 512 4245; 340 6! 1500{ 491.76{ 329.41] 181.87] 95.12
1daa0307 0.5 0494 500 30 1.47| 2745 340 0 512| 4245 340 50] 1500] 48295} 32565| 197.16] 97.39
idaa0308 0.5 0.479 500 30 1.47{ 2745 340 0 512] 4245| 340 75| 1500{ 486.85| 327.95| 219.43| 105.11
Idaa0309 0.5 0.511 500 30 1471 2745 340 0 512{ 4245 340 25{ 1500] 507.76] 337.83] 185.81] 94.95
Table B.9: Horizontal linescan measurement for the small ground level vertical jet

source in shear flow at the low flow rate.
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Source | Source x from
Linerate | mm per | DataTime | Conc. | Flowrate | Source | Source y]Source z{ Centre | Line x | Line y | Line z|{source| centroid | centroid | spread | spread
Filename | (kHz) | pixel {s) (gl | (mls) |x{rmm)| (mm} | (mm) | Pixel# | {mm) | (mm) | {(mm) | (mm) | {pixels) | (mm) | (pixels}| {mm)
HORIZONTAL JET SOURCE - GROUND LEVEL AT h=7 mm HIGH FLOW RATE, SHEAR FLOW

1daa0183 calibration

ldaa0185 95 0518 500 10 1471 2730 340 7 512| 3230| 340 6] 500] 542.26]| 355.71] 103.38| 53.653
ldaa0186 0.8 0.52 500 i0 147 2730 340 7 512| 3230| 340 10 500; 538.09| 353.56| 10557 54.90
idaa0187 0.5| 0518 500 10 1471 2730 340 7 512] 3230; 340 15 500] 541.16; 355.11] 103.39] 53.56
idaa0188 0.5] 0.509 500 10 147] 2730 340 7 512{ 3230| 340 25 500] 54295 355.75] 110.18| 56.083!
idaa0189 05! 0.494 500 10 1471 2730 340 7 512 3230 340 50 500] 541.52{ 354.58] 123.20| 60.86
idaaQ190 05 0.52 500 10 147 2730 340 7 512] 3230 340 ) 500] 540.81| 354.98] 105.52| 54.869
idaaQ171 calibration

Idaa0172 0.5{ 0.494 500 20 1.47{ 2730 340 7 512; 3730 340 50! 1000; 567.18, 367.26] 175.71 86.80
daa0173 0.5{ 0,511 500 20 147] 2730 340 7 512| 8730} 340 25| 1000) 562.42| 365.76) 162.81] 83.20
idaz0174 0.5 0.52 500 20 147] 2730 340 7 512| 3730 340 10| 1000} 561.36] 365.67| 147.01] 76.45
idaa017s 9.5 0.52 500 20 1.47] 2730 340 7 512| 3730] 340 6] 1000| 545.17{ 357.25| 151.61] 78.84
idaa0231 calibration

idaa0232 0.5{ 0.494 500 30 1.47| 2742 340 7 512| 4242] 340 50{ 1500] 56171 364.56f 192.95| 9532
idaa0233 8.5] 0511 500 30 147 2742 340 7 512! 4242| 340 25{ 1500| 540.01} 354.31] 18056{ 9227
{idaa0234 0.5{ 0.517] 500 30 147] 2742 340 7 512| 4242| 340 15( 1500| 539.70| 354.32] 176.03] 91.01
idaa0235 0.5 0.52 500 30 147 2742 340 7 512] 4242; 340 10{ 15001 54220! 355.70| 179.15{ 93.18
1daa0236 0.5| 0.522 500 30 1471 2742 340 7 512] 4242] 340 £] 1500] 543.671 356.53| 173.74| 90.69
1daa0237 0.5] 0494 500 30 147{ 2742 340 7 512] 4242] 340 50; 1500] 537.28; 352.49] 198.53] 98.07

Table B.10: Horizontal linescan measurement for the horizontal jet source h =7 mm
in shear flow at the high flow rate.

Source | Source x from
Linerate | mm per{ DataTime | Conc. | Flowrate | Source | Source y[Source z{ Centre | Line x | Line y | Line 2 | source | centroid | centroid | spread | spread
Filename | (kHz) | pixel {s) (mgfl) | {(mifs) |x{mmj! (mm) {mm} | Pixel# | (mm) | (mm) | {(mm) | (mm) | (pixels) | (mm) | (pixels) | {mm)
HORIZONTAL JET SOURCE - GROUND LEVEL AT h=7 mm HIGH FLOW RATE, SHEAR FLOW

lldaa0183 catibration
1daa0185 0.5, 0.519 500 10 1.47) 2730 340 7 512} 3230] 340 5] 500] 542.26] 355.71) 103.38| 53.653
idaa0186 0.5 0.52 500 10 1.47; 2730 340 7 512] 3230} 340 10 5001 538.09| 353.56| 105.57| 654.90
ldaa0187 0.5{ 0.518 500 10 1.47] 2730 340 7 512; 3230] 340 15 500;] 541.16] 355.11; 103.39] 53.56
1daa0188 0.5{ 0.509 500 10 1.47] 2730 340 7 §12] 3230] 340 25 500] 542.95| 355.75] 110.18; 56.083
idaa0189 0.5] 0.494 500 10 147{ 2730 340 7 512; 3230; 340 50 500| 541.52| 354.58| 123.20{ 60.86
ldaa0190 0.5 0.52 500 i0 147! 2730 340 7 512| 3230| 340 6 500 540.81] 354.98] 105.52] 54.869
1daa0171 calibration
idaa0i172 0.5] 0.494 500 20 1.47] 2730 340 7 512| 3730| 340 50{ 1000) 567.18| 367.26] 17571 86.80
\daa0173 0.5] 0511 500 20 1.47] 2730, 340 7 512 3730 340 25| 1000 562.42{ 365.76] 162.81| 83.20
ldaa0174 0.5 0.52 500 20 1.47] 2730 340 7 512! 3730 340 10| 1000] 561.36] 365.67] 147.01) 76.45
idaa0175 0.5 0.52 500 20 1.47{ 2730 340 7 512} 3730[ 340 6] 1000 545.17| 357.25] 151.61] 78.84
idaa0231 calibration
Idaa0232 0.5{ 0494 500 30 147! 2742 340 7 512| 4242 340 50| 1500] 561.71] 364.56] 192.95] 95.32
Idaa0233 0.5] 0.511 500 30 1.47] 2742 340 7 512] 4242 340 25| 1500 540.01| 354.31| 180.56| 92.27
Idaa0234 0.5] 6.517 500 30 147 2742 340 7 512 4242) 340 15{ 1500{ 533.70| 354.32| 176.03| 91.01
1daa0235 0.5 9.52 500 30 147| 2742 340 7 512] 4242] 340 10] 1500] 542.20| 355.70| 179.15] 93.16
Idaa0236 0.5{ 0.522 500 30 147 2742 340 7 512] 4242] 340 6] 1500| 543.67) 356.53] 173.74] 90.89
Idaa0237 0.5] 0.434 500 30 147] 2742 340 7 512| 4242] 340 50] 1500] 537.28] 352.49| 198.53] 88.07

Table B.11: Horizontal linescan measurement for the horizontal jet source h = 7 mm
in shear flow at the low flow rate.
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Source| Source x from
Linerate | mm per| DataTime | Conc. | Flowrate | Source | Source y|Source z| Centre | Line x | Line y | Line z | source| centroid | centroid | spread | spread
Filename | (kHz) | pixel (s) (mgf) | {mi’s) {x{mm}| (mm) (mm) | Pixel# | {mm) | (mm) | {mm) } (mm) | {pixels) | (mm) | {pixels) | (mmy
HORIZONTAL JET SOURCE - GROUND LEVEL AT h=7 mm HIGH FLOW RATE, SHEAR FLOW
tdaa0183 calibration
1daa0185 0.5{ 0518 500 10 147 2730 340 7 512 3230| 340 8 500! 542.26] 355.71] 103.38} 53.653
ldaa0186 0.5 0.52 500 10 147] 2730 340 7 512{ 3230] 340 10 500 538.09] 353.56] 105.57] 54.90
idaa0187 0.5] 0518 500 10 147 2730 340 7 812] 3230; 340 15 500] 541,16 355.11| 103.39] 53.56
idaa0i88 0.51 0.509 500 10 147 2730 340 7 512 3230 340 25 500 542.95{ 355.75| 110.18] 56.083
idaa0189 0.5] 0494 500 10 1471 2730 340 7 512] 3230( 340 50 500{ 54152| 354.58] 123.20] 60.86
idaa0190 0.5 0.52 500 10 147{ 2730 340 7 512] 3230] 340 6 500] 540.81] 354.98] 105.52| 54.869
1daa0171 calibration
idaaQ172 0.5] _0.494 500 20 147] 2730 340 7 51 2[ 3730{ 340 50 1000| 567.18| 367.26] 175.71] 86.80
idaa0173 0.5{ _0.511 500 20 147] 2730 340 7 512] 3730 340 25{ 1000{ 562.42{ 365.76| 162.81; 83.20
1daa0174 0.5 0.52 500 20 1.47( 2730 340 7 512{ 3730 340 10} 1000} 561.36] 365.67| 147.01] 76.45
idaad175 05 0.52 500 20 1477 2730 340 7 512\ 3730 340 6{ 1000] 545.17! 357.25] 151.61| 78.84
idaa0231 calibration
idaa0232 0.5 0.494 500 30 147) 2742 340 7 512| 4242) 340 501 1500| 561.71] 364.56{ 192.95] 9532
idaa0233 0.5] 0.511 500 30 1470 2742 340 7 512] 42421 340 25| 1500| 540.01 354.31] 180.56] 9227
1daad234 0.5] 0.517 500 30 1477 2742 340 7 512| 4242! 340 15| 1500 539.70; 354.32] 176.03] 91.01
idaa0235 0.5 0.52 500 30 1471 2742 340 7 512 4242 340 10, 1500{ 542.20| 355.70| 179.15{ 83.16
tdaa0236 0.5 0.522 500 30 147] 2742 340 7 512] 4242] 340 6{ 1500| 543.67| 356.53] 173.74] 90.69
ldaa0237 0.5] 0.494 500 30 147 2742 340 7 512] 4242{ 340 50| 1500! 537.28] 352.49| 198.53] 98.07
Table B.12: Horizontal linescan measurement for the horizontal elevated source h =
25 mm in shear flow at the high flow rate.
Source} Source x from
Linerate | mm per| DataTime | Conc. | Flowrate | Source | Source y{ Source z| Centre | Line x | Line y | Line z | source | centroid | centroid | spread { spread
Filename | {kHz) | pixel {s) {mgM) | (mis) |x{mm){ {mm) {mm) | Pixel# | (mm) | {mm} | (mm)} | (mm) | {pixels) | (mm) | {pixels) | {mm}
HORIZONTAL JET SQURCE - ELEVATED AT h=50 mm HIGH FLOW RATE, SHEAR FLOW
idaa0146 calibration
idaa0147 0.5 0,496 500 5 1.47] 2730 340 50 512; 3230| 340 50 500{ 520.34] 344.14| 104.80f 51.98
Idaa0148 0.5] 0.511 500 5 147 2730 340 50 512] 3230 340 25 500| 532.28| 350.36] 100.12{ 51.16
1daa0149 0.5 0.52 500 10 1.47| 2730 340 50 512| 3230{ 340 10 500| 522.96| 345.70f 98.46]1 51.20
daa0150 8.5 0.52 500 10 1.47{ 2730 340 50 512{ 3230{ 340 8 500] 521.62{ 345.00{ 106.52| 55.39
idaa0151 0.5 0.52 500 10 147 2730 340 50 512] 3230| 340 8 500 516.00] 342.08F 98.55| 51.25
idaa0152 0.5] 0518 500 5 1.47| 2730 340 50 512| 3230 340 15 500 519.00{ 343.63] 9877] 5117
idaa0153 05 0495 500 5 1470 2730 340 50 512| 3230] 340 50 500] 518.14] 343.04| 106.17] 5255
{daaQ154 05| 0478 500 5 147{ 2730 340 50 512] 3230{ 340 75 500( 525.72{ 346.56| 115.41§ 55.17
daag155 0.5 0.464 500 5 147] 2730 340 50 512| 3230] 340] 100 500{ 525.16] 346.11] 123.01] 57.08
idaa0136 catibration
{daa0137 05! 0.495 500 20 147] 2730 340 50 512] 37301 340 50! 1000] 520.84{ 344.38] 170.49] 84.39
daa0138 0.5 0.51 500 20 147] 2730 340 50 512| 3730) 340 25 1000] 522.57| 345.391 157.84] 80.50
1daa0139 0.5] 0.518 500 20 147{ 2730 340 50 512] 3730 340 10] 1000} 523.20| 345.82| 152.56] 79.18
idaa0140 0.5{ 0519 500 20 1.47] 2730 340 50 512] 3730| 340 6] 10001 515.41| 341.77| 14255]| 73.98
daag141 0.5] 0519 500 20 1471 2730 340 50 512| 3730] 340 8| 1000] 521.186] 344.75| 151.54] 78.65
idaag142 0.5] 0.517 500 20 147] 27390 340 50 512| 3730{ 340 15] 1000{ 517.80; 343.00| 153.91| 79.57
idaa0143 0.5] 0,424 500 20 147{ 2730 340 50 512] 3730| 340 50] 1000] 515.98! 341.97| 17522| 86586
Idaa0144 0.5] 0.478 500 20 1.47| 2730 340 50 512} 3730| 340 75| 1000{ 515.16) 341.511 184.81] 88.52
idaa0i45 05] 0462 500 20 147{ 2730 340 50 512| 37301 340| 100/ 1000! $523.78| 345.44{ 196.96| 91.00
ldaa0221 calibration
ldaa0222 0.5] 0494 500 30 147| 2742 340 50 51Zl 4242] 340 50| 1500 535.02| 351.37) 204.12] 100.83
idaa0223 0.5] 0.511 500 30 147] 2742 340 50 512] 4242{ 340 25! 1500] 529.59| 348.99] 184.93] 94.50
idaa0224 0.5 0.52 500 30 1.47] 2742 340 50 512f 4242] 340 10] 1500] 523.18] 345.81] 174.47| 90.72
idaa0225 0.5 0522 500 30 147] 2742 340 80 512 4242 340 6] 1500] 531.70{ 350.29] 172.06] B89.82
idaaf226 05| 0517 500 30 147] 2742 340 50 512] 4242| 340{ 15{ 1500| 522.84| 34561; 189.65| 98.05
idaa0227 0.5{ 0.494] 500 30 147 2742 340 50 512] 4242| 340 501 1500 517.56! 342.75| 203.68| 100.62
1daal228 05| 0.477 500 30 1.47] 2742 340 50 512| 4242| 340 75] 1500{ 518.14] 34293 21526| 102.68
idaa0229 0.5 0458 500 30 147] 2742 340 50 512] 4242| 340| 100] 1500{ 51B.75| 343,09| 223.07| 102.16
idaa0230 0.5] 0494 500 30 1.47] 2742 340 50 512{ 4242] 340 50i 1500] 522.99] 34543 198.95) 98.28
Table B.13: Horizontal linescan measurement for the horizontal iso-kinetic elevated

source h = 50 mm in shear flow at the high flow rate.
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Appendix C

Meander Parameters Mgpreaq and

M intensity

Chapter 2 discusses the differences between the meander parameter Mg,reaq based on
the plume spread and the pseudo-meander parameter Mintensity based on the concen-
tration fluctuation intensity. Selected examples of the comparison between Mgpread
and Mintensity s a function of averaging time tave Were given in Section 2.4.2 and addi-
tional examples are presented in this Appendix. Chapter 2 has additional discussion
of averaging time definitions are how to calculate time averaged plume properties by
following the centroid of the plume.

C.1 Meander Definitions

The meandering plume model first proposed by Gifford (1959) leads to closed form so-
lutions for concentration fluctuation parameters such as those given in Wilson (1995).
Gifford’s idea was to model a dispersing plume as a narrow instantaneous Gaussian
plume with spread o,; and no internal concentration fluctuations, which is mean-
dered by larger scale eddies in the flow to produce a wider time-averaged Gaussian
plume. If we consider just one-dimensional meandering, in the y-direction, then the
total plume spread, o, is the sum of the spread of the instantaneous plume, o, ; and
the spread caused by the meandering of this instantaneous plume, oy ur

Oy =0yi 0y (C.1)

The meander parameter Mpreaq is defined as the ratio of the squares of the meandering
spread to the instantaneous spread.
2
Oy M
Mspread = -y—é_ (02)
(K
The subscript “spread” is necessary because there is another meander parameter,
Miytensity which is the meander required to produce the correct concentration fluc-

tuations in the plume. Wilson (1995) implicitly included the internal instantaneous
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fluctuations by defining a pseudo-meander Migtensity t0 account for the increased fluc-
tuation intensity. Instead of measuring meandering directly using the ratio of spreads
as in Equation (2.12), the pseudo-meander Miygensity 15 the meander necessary to pro-
duce the fluctuation level that is observed. This is discussed in Wilson (1995) and
Bara et al. (1992) working from the Sawford and Stapountzis (1986) meandering
plume formulation for two dimensional meandering and the result is

Mintensity = Z}QL + (7/2 + ii)O's (Cg)

where 45 is the fluctuation intensity on the plume horizontal and vertical centreline.

C.2 Measuring Plume Spreads and Meander

The linescan LIF measurement technique allows the one-dimensional, y-direction,
meandering to be investigated because the entire cross-wind extent of the plume
is sampled at 1024 points simultaneously at a high enough data rate (500 samples
per second) that o, ; can be measured directly. The high frequency data can be time
averaged to determine o, and the centroid movement can be tracked to measure o,
and thus Mopreaq calculated using Equation (C.2). The high frequency measurements
also allow pseudo-meander Miyiensity to be determined by measuring the concentration
fluctuation intensity 4 on the time averaged plume centreline at the effective source
height h, which includes any jet momentum rise, and applying Equation (C.3).

The plume spread o, can be calculated directly from the data by taking the second
moment of the concentration distribution about the centroid 7.

N
=1 Y4Ci

N
Zj:l G

g= (C.4)

and

N _
o 2 = T)%e
g, = - (C.5)
Zj:l Cj
where j is the pixel number from 1 to N = 1024, ¢; is the concentration measured at
the pixel 7, and oy is the cross-stream plume spread. It is assumed that the sample
rate of 500 Hz is fast enough to be considered an instantaneous sample for these
experiments. Time averaging is done by taking block averages of length ¢, from the
plume data set, computing the average centroid position 7 and the average spread o,
for that block of data.
There are two ways to measure the meander using the linescan data.

1. measure the time averaged plume spreads directly. With the definition of Mpread
from Equation (C.2) and meandering spread oy ,,, from Equation (C.1)

2 .
]Mspread = (M> -1 (C6>

Tyi
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2. directly measure oy, which is the variance of the position of the centroid of
the plume over the averaging time. The instantaneous plume spread o, ; is
calculated as in Equation (C.5) and the result plugged into Equation (C.2).

In general, higher order moments, like plume spreads, are more difficult to measure
accurately than lower order moments, like centroids. In these experiments, the most
reliable method for measuring meander was to use method 2 with the instantaneous
plume spread o,; the variance in the position of the centroid. Both calculation
methods gave similar results, but using time averaged plume spreads led to more
variation between data points due to the sensitivity of equation (C.6) to small changes
in oy,

C.3 FEnsemble Averaging

There are two methods for ensemble averaging plume statistics:

1. find the ensemble average concentration distribution by taking an ensemble of
samples of length #,,, and calculate the statistics of this ensemble average plume

2. calculate the statistics of individual £,,, samples and then ensemble average the
results.

In a stationary ergodic system where centroid position, plume spread and concentra-
tion are uncorrelated, both methods should give the same answer. In the shear flow
measurements there was very little difference between the two methods of ensem-
ble averaging, but the grid turbulence measurements showed an order of magnitude
difference between the two averaging methods.

The important difference between the flows is that the vertical meandering is very
limited in shear flow cases, but not in grid turbulence. In grid turbulence, vertical and
horizontal meandering are equal. This vertical meandering problem became evident
because the one dimensional spread of an ensemble average concentration distribution
in grid turbulence is actually equivalent to a weighted ensemble average spread of
instantaneous plumes. The weighting factor is the mass (or integrated concentration)
of the dye tracer material in each one-dimensional line of concentration that was
measured. The vertical position of the plume in grid turbulence is highly variable, so
the mass of material across the measurement line can be used as a surrogate measure
of the position of the vertical plume centroid to weight the horizontal plume statistics.
An ensemble average concentration distribution automatically includes this weighting
factor since small total masses will contribute less to the ensemble average than larger
masses.

C.4 Plots of Mgpread versus Mintensity

Figures C.1 through C.8 compare the Myyreaq and Mintensity values from the water
channel data set. The pseudo-meander Miygensity 1S typically an order of magnitude
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or more greater than the real meander of the plume centroid Mpreaa. This indicates
that real plumes have a great deal of internal concentration fluctuation and large scale
meander contributes only a small part to the overall concentration fluctuation level.
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level vertical jet source at a flow rate @ = 0.73 ml/s and z = 6,25, and 50 mm above
the ground for (a) z = 500 mm (b) z = 1000 mm (c) z = 1500 mm

217

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



100 5 e — T e T 100 5

7 T Ty e
3 Shear Flow Boundary Layer 3 1 Shear Flow Boundary Layer
- ] Horizontal Jet h=7mm = 3 Horizontal Jet h=Tmm
3 4 X =500mm 4 ° 4 x=1000mm E
& 8 0 |
s* 104 b I 3 3
> 3 N _‘_A—_A_,,A-.A—A»—A—A-A«—Q-L‘;‘ 5 3 E
= | SR SR Y. 000 _O{m__o_oz < ] e e G <o mm 7= 07000 00-~0-C]
b oeie O nm O O = w e = = 7O = OO - ) J R R o
g 14 oo ettt A % B S N L e - B s ey
£ ™ e £ E o O--0---0 G- --~0--0---0~-0-0--0-0-0--0-0}
£ 3 —8-0-8—a = B S — @ —-0—8—€]
= 1 /A/ /r/.’_:::::—---—mq = ] /”'::_-A—A—A—-A»k
j d 4 A el
g ] _ A / " g o1 ./o /*/. -8 |
3 %3 e ./'/-/ll " ERR 3 — " M
£ =/A — intansity i € E ./' = ntonsity ]
< ~f--z=bm ] @ ] 8 ~O--2=bmm ]
:ﬁ 4 --O--z=25mm J a 4 /‘ ~O--2=25mm J
& /. - A 2=50mm o _ A - A~ 2=50mm
3 001 3 L — ER- 0.0t 4 / L 3
3 E 3 . 3
2 E /' Bz 12 3 / A —a-2=6mm i
@ 1 = —e—z=25mm 4 © 4 A —@--z=25mm
g e —b—z=50rmm 1 g 1 / —a&—2=50mm
1E-3 U — S . 1E-3 S ——— . ey
.1 1 10 100 0.1 1 10 100
Averaging Time L (s) Averaging Time tg (s}
(a) (b)
100 5 R s o ————— . -
3 Shear Flow Boundary Layer 3
3 3 Horizontal Jet h=7mm 3
o 4 x=1500mm
&
= 109 3
- E
s 3
2 1_s____A__,_A-_A_..AA-_--A----A——A-«~A-—A~A-—A-A—A-—A—A
5 R =m0 =00 -0 = n G === =0 = 0= -0~ -0 -0~ -0 ~0-0--0-G
25 PO e O D == = - - <O -O- =0 - <0 - - -0 ~0-0- -0
@ ] oAb AA
5} 4 _a—* ~o—g-—f-B=8=
% 0.1 o /./o_./
£ 3 /A _® ./. Mintensity
S ] A /'/./ ---z=6mm ]
@ E _ A ® --0--2=25mm
E 0.01 = / / /- = A-2=50mm |
& G @ My proad
2 IL/ /'/ -/ —a zegmm 3
g ‘L/O e —8-—2=25mm
2 /./. —8— 2=50mm
1E-3 Ty Ty N e
3.1 1 10 100

Averaging Time 1 (s)

()

Figure C.5: Meander parameter Mingensity a1d Mspreaq values for the horizontal jet
source at h = 7 mm at a flow rate @ = 1.47 ml/s and measured at z = 6,25, and
50 mm above the ground for (a) = 500 mm (b) z = 1000 mm (c) z = 1500 mm

218

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



100 3 T v T vt T 100 Fr Ty e g
7 Shear Flow Boundary Layer 4 Shear Flow Boundary Layer 3
=1 | Horizontal Jet h=7mm k-] 7 Horizontal Jet h=7mm ]
féf J x = 500mm g 4 x=1000mm
7 40 4 <7 104 .
= 3 NN .U\ NV WS 3 E
g e e 0~ =0 ~Q-0--0 4 B Aot DL
- m e ) = — D) =t - - T Y NP S P, N Ny, o
m> t»-——o—‘—-o-—o-«-o---—O“"o’ 0--=0--0 E mz S N L 4 g ond]
= i A—A] = e eOm = =D = ) =0 = =0 OO~ =0~
é 14 B R it o b=t -'6{"'3"0'& % 1477707--0--07- -0 === -0 =-0-07 77070 3
£ 3 //E  _e—g-0—8-80—0-8 ¥ T S S I S Y. E e B e e
=2 A e  A-pu—E-E = 4 bk A " g—0-0—8-9]
] A /. e 1 @« 1 e ®
i e - 5 Prd 888 g8
£ 014 P Ve 31 £ o1y AT gt w .
e / LU— 1 € 3 A / L — E
_ tanahty 3 Py _ e 3
o & O--2=6mm 3 @ / - o--2=6mm ]
= ] 7 -0-z=25mm ] & k / P - O--2=25mm |
o / ~ B - z<50mm o / & - &--z=50mm
. 0.014 M 4 = 0014 & M E
] 3 P 'spread E ] 3 ./ sproad 3
2 3 /l —#—z2=6mm 3 T3 L P —&—-2=6mm  {
[} 1 —8— 2=25mm w 1 —@— z=25mm
g 1 /. —h—2=50mm é’ ~a—z=50mm ]
1E-3 SO S—-— 1E-3 - S ——
0.1 1 10 100 0.1 1 10 100
Averaging Time t, (s} Averaging Timet, (s}
(a) (b)
100 5 e T r—— v

0.1

0.01

Meander Parameters M,mens“y and Mspmm

7 Shear Fiow Boundary Layer
1 Horizontat Jet h=7mm
4 x=1500mm

= rQ e =0 2Qm O m O -

D ~Bom s s DL
N i et

0= O = Q=0 =0 = =0 ~O-O-~0O-CH

—b-2=50mm

T T T T

10 100

Averaging Time tg (8)

(c)

Figure C.6: Meander parameter Mntensity and Mpreaq values for the horizontal jet
source at A = 7 mm at a flow rate ) = 0.73 ml/s and measured at z = 6,25, and
50 mm above the ground for (a) z = 500 mm (b) z = 1000 mm (c) z = 1500 mm

219

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



100 5

8.1

O,Q‘I

Meander Paramaters My, and My, .,

1E-3

T - = 100 T T T
T Ty g 3 ¥ T T T
4 Shear Flow BoundaryLayer 3 4 Shear Flow Boundary Layer
4 Horizontal Jet h=26mm 4 B 4 Horizontal Jet h=25mm
1 x =500mm 1 I 1 x=1000mm
&
E edeDmhbeA o] 3 107
i o 2 ] YNNGV .Y
) S I R e A e E mz ;i QYN VR N S, SRt
=y =0 === 0T 5 e O m =D m e = < = mme D) = == =D = =O= = =D = =0 0 = =0 ~0-0--0-O
PSSP Sy =t —A—&b—-ﬁ-ﬁ: 2 1 O =m0~ Qv ==0 o 0--0
E = o—8-8—0—0-0—0-€ ¥ R s et RO T B B a E s i Wi "o
1 A o2 . _E—g—E-E—E-m = r / A 31"
1 A i e 1 g ¢ =
& L S-S S
E // ./././././ E % 0.1 /./
3 e / Myntansny i 3 /A Mintonsity
: o - O--z=6mm ] @ 3 ./' - O z=6mm
E ~0--2=25mm | g ~O--2=26mm
- & 2=50mm a. / /‘ - & 7=50mm
E M 4 = 001 /o M
spread EE 3 spread
1 /. —B—z=6mm | T ] )/' ~B— Z=Bmim
E '/' —@—z=25mm 4 © E —— z=25mm
4 —&—2=50mm ] § b /- —&—2=50mm
- ey e 1E-3 T e R
0.1 1 10 100 0.1 1 10 100
Averaging Time b (s) Averaging Time b (s)
(a) (b)
100 5 T T LB ) T T

3 Shear Flow Boundary Layer
4 Horizontal Jet h=25mm

0.1

Meander Parameters M‘ntenslty and Mspmd

1E-3

3 /
0.01 4 / / /-

Evedin

A

4 x = 1500mm
104 J
O S S N S S . SR, S B SR AR
1 000 a0 = mOmme =0 =00 -~ =0 ~0-0- -0~
Y Qe o= T m D ==~ =L = = = = = ==~ =0 = -0 -0 -0 ~0-0--a -1

/./0-‘ -—l-lwl"

o Mintensity 3
-O--Z=6mm ]

A-b-b—b-A]

b
/4 " e-p-g—9-%

-0 Z=26mm J
- B - 2=50mm

Mspuad E
B Z=6mm  §
—&— z=25mm
—&— z=50mim ]

0.1

Averaglng Time b

(c)

T T

100
(S)

Figure C.7: Meander parameter Mipensicy a1d Mgpreaa values for the horizontal jet

source at A =

25 mm at a flow rate @ =

1.47 ml/s and measured at z = 6,25, and

50 mm above the ground for (a) z = 500 mm (b) z = 1000 mm (c¢) z = 1500 mm

220

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



100 —T—Tr

100 5

s Ty T - 3 T T T
{ Shear Flow Boundary Laysr 3 Shear Flow Boundary Layer
? 7 Horlzontal Jet h=50mm 3 ] Horizontal Jet h=50mm
aE: J x=500mm -—:6"‘18:3::6” -,:6"A-é BB g 1 x=1000mm
zm 10:;_.-@====é=‘ == =0~ Em 10
3 3 [N .. .
2 3D DD e B eemeg oo -0---0- D 0-O-0g-n0 T E Y WU IS S-S0 S b
« © jm = =0 = =0 ~( = ~O ~O-0--0-Q,
______ Prere0-e-0--0- g - - =~Q - -~ -0~ -0-=-0-"0-0
g _ Attt 2]

b / I 5 T PR, I R B e R e R e R
= 3 e B~ B E b BB
EE ] /‘/‘ﬁ/. & B8 ES k /‘/‘/:/o-t——:—‘%—o-—o-
® 1 A/./' a—" P 4 / ./’ /._./._-_.__._r

2 g14 P {4 2 o015 = "
g :r /‘ th"y 3 & E /‘/ / Mmmny
& b -/' -O-2=bmm ] G 1 A - O--z=6mm ]
@< 4 " ~0-z=25mm | § .k/A o ~O--2z=25mm |
Q. ~ B Z=50m; o - D= 250
» 0.01 —_/. M L 0.01 _/./ " 2=50mm |
@ 3 spread i e 3 'spread
'g 3 —#—z=6mm 3 'g . —@— z=6mm
© —@—2z=25mm 4 o 1 —8—2=25mm
g 4 b= Z=50mm % 4 ./. —&—7=50mm 1
1E-3 . - e . 1E-3 et - e S —
0.1 1 10 100 0.1 1 10 100
Averaging Time t, (s} Averaging Time t__(s)
(a) (b)
100 = S R — g
Shear Flow Boundary Layer E
o 1 Horizontal Jet h=80mm 3
3 4 x=1500mm 1
5
= 10': E
S 1
“’b S S S W S USRS S S R
'ué {0 e 0= Qs D == O P O~ -0 <0 - -0 -0 |
g R SO . T, GUPUON, PRI = B, BRYs IR B = BAn B M MY M
= A beh-h— A - 8]
/“/
1] A o eg-p B
2 o1 / /'/": S
g /A '/ Mintensity 3
© /l - O~-z=6mm
& /A @ -0~ 2=25mm
o / - B~ z=50mm
® 0'01 3 Mspuad —5
‘g . r/. —#—z=6mm
<« @~ 2=25mm -
§ A~ 2=50mm
1E-3 P Ty . ey S
0.1 1 10 100
Averaging Time Lo (s)

()

Figure C.8: Meander parameter Mintensity atd Mpreaa values for the horizontal jet

source at h =

50 mm at a flow rate Q) =

1.47 ml/s and measured at z =

6,25, and

50 mm above the ground for (a) z = 500 mm (b) z = 1000 mm (¢) z = 1500 mm

1

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Appendix D

Averaging Time Effects on 7;, and
Ty

Chapter 2 Section 2.4.3 contains examples of the comparison between the plume
centreline fluctuation intensity 4, and o,. This appendix contains supplemental results
that cover all of the source types that were tested.

In the Wilson (1995) meandering plume model it is recommended that the cen-
treline fluctuation intensity 4, be adjusted for averaging time {,,, in parallel with
changes in plume spread o, with averaging time. Wilson (1995, equation (6.9))

-2

Zhvtavg + 1 ~ Uy,tavg
%) —=

Zh,ref +1 O-?J»mf

(D.1)

Figures D.1 to Figures D.8 show these two ratios as determined from the water channel
data with trer = too = tave = 500 seconds.

References

Wilson, D. J. (1995), Concentration Fluctuations and Averaging Time in Vapor
Clouds, Center for Chemical Process Safety of the American Institute of Chemical
Engineers, New York, NY.
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Appendix E

Cross-Stream Profiles of
Concentration Fluctuation
Intensity 1

This appendix provides additional plots of cross-stream fluctuation intensity profiles
to complement the examples given in Chapter 2 Section 2.4.4. The Wilson (1995)
pseudo-meandering plume operational model for off-axis fluctuation intensity values
is Wilson (1995, equation (6.8)) also given as Equation (2.15) in this thesis.

2Mip¢ensit;

(Z — h)2 y2 1+2Mim,ensity
-2 -2

1= 1 you 2

¢+ (iy + 1) {exp ( 207 + 20@2)}

The shear flow distorts this profile near the ground, and therefore using the source
height intensity value 4, does not give very good results.

As demonstrated in Chapter 3, the shear distortion of concentration fluctuations
is a highly localized effect. The cross-stream profile of 7 is much better characterized
by the local cross-stream plume centreline intensity ¢,..¢ at the appropriate z position
instead of i,. Equation (E.1) therefore reduces to

(E.1)

ZIMintensitx
o 9 ,y2 1+2Mintensity
1"+ 1= (0 +1) lexp 253 (E.2)
y

with meander Mintensity calculated using %,-o instead of 7:
_ 2 4 2 \0.5
Mintensity — zy:o + (Zy:() + ?’y:O) (ES)

Figures E.1 to E.8 show the data cross stream fluctuation intensity values ¢ compared
to Equation {(E.2).
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Figure E.4: Cross-stream profiles of concentration fluctuation intensity ¢z compared
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Figure E.5: Cross-stream profiles of concentration fluctuation intensity ¢ compared to
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equation (E.2) for the horizontal jet source at h = 7 mm at a flow rate @ = 0.73 ml/s
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Appendix F

Cross-Stream Probability
Distributions of Centroid Position
and Plume Spread

Chapter 2 Section 2.4.5 contains selected examples of the probability distribution of
centroid position ¥ and instantaneous plume spread o,;;. This appendix has addi-
tional plots of the centroid and spread probability distributions for all of the other
sources that were tested.

F.1 Centroid Position

The probability distribution of positions of the instantaneous plume centroid p(7y)
is expected to be Gaussian. The centroid moves as the result of a random additive
process and would be expected to produce a Gaussian distribution. With a mean
centroid position defined as 0 then

W= yz 1)
T e i |

where 7, . is the standard deviation of the centroid position.

In Figures F.1 through F.16 the centroid pdfs of the data are plotted and compared
to the Gaussian pdf. The Gaussian curves plotted with the data are simply Gaussian
distributions with zero mean and same standard deviation ¥, as the data.

F.2 Plume Spread

Instantaneous plume spread o, ;; has large variability caused by the random dilution
and spreading of the plume and also by plume meandering perpendicular to the
linescan measurement. In fact, in grid turbulence, there are significant periods of
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time during which no part of the plume is in the measurement beam even when the
measurement location is on the vertical plume centreline. The intermittency factor
Vine 18 the fraction of time during which there is a mieasurable plume somewhere in
the measurement volume. Even on the centreline of the plume, Ve ranges from 87%
at 500 mm from the source to 95% at x = 1500 mm. For the boundary layer shear
flow some part of plume is present for 100% of the time at all position z < 50 mm so
ine = 1.0 for all of the shear flow cases.

Figures F.17 through F.32 are the probability distributon p(oy;) of measured
instantaneous plume spreads compared to a clipped lognormal with the same mean
Oy iiavg @0d standard deviation as the data. The clipped lognormal was first used
for modelling intermittent Eulerian concentration level probability distributions by
Hilderman and Wilson (1999). In its application here to the instantaneous plume
spread oy ; the pdf is

1 1]:12 (Uy,ii+‘7y,ii,base>
Oy,i1,50
A — oo - w2
o 2m0y,ii0 (Tyii + Oyii base) 20 141

where oy ;; is the log standard deviation of the plume spread, oy s pase is the shift of
the distribution needed to generate the correct plume intermittency, and oy 4 50 is the
median of the unclipped lognormal distribution. Essentially, this is just a lognormal
distribution shifted to the left by oy ;i base- All values less than 0 are clipped off and
replaced with a delta function at zero that represents the intermittent periods where
there is no measurable plume anywhere along the measurement line. The o, ;;; and
Oyiibase Values are chosen so that after clipping the remaining distribution has the
correct mean and variance. Hilderman and Wilson (1999) give additional details on
the calculations required to compute o0y ;;; and 0y ;i base- For the non-intermittent case
Oyiibase = 0 and (2.16) reduces to the lognormal.

The clipped lognormal is a remarkably good fit to instantaneous plume spread
distributions. The only discrepancies are for the extremely small plume spreads where
oysi — 0 such as in the grid turbulence case. These errors are not surprising as
the finite camera resolution limits the ability to measure very small plume spreads
with any accuracy. To date, there has been no theoretical basis developed for the
clipped lognormal. A simple physical explanation is that dilution/spread is a naturally
multiplicative process so a lognormal might be expected. A clipped lognormal may
indicate that even zero periods are part of this same multiplicative process.
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Figure F.1: Probability density functions of centroid position § compared to a Gaus-
sian for the iso-kinetic horizontal jet source in grid turbulence plotted on linear scales.
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Figure F.7: Probability density functions of centroid position 3 compared to a Gaus-
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Figure F.24: Probability density functions of plume spread o, compared to a lognor-
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z = 6, 25, and 50 mm above the ground plotted on logarithmic scales. (a) z = 500 mm
(b) z = 1000 mm (c¢) z = 1500 mm

266

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



o
3

)
8

U T T

LA AL T T T T T SURY A | T T
Shear Flow Boundary Layer Plume Spread Sy pdf Shear Flow Boundary Layer Lognormal
Horizontal Jet h=Tmm O z=6mm Horlzontat Jet h=7mm —2=6mm, 6, ; ,,,=68.9mm,
X = 500mm O z=25mm A = H00mm std. dev.=12.4mm
1 & A z=50mm ) T Plume Spread Gy Pl = 225, Oy g ,g=T0.8mm,
Lognormal I z=6mm std. dev =15.5mm
; z=6mm, 6, ; . =44.6mm, o z=25mm - -+ z=50mm, 0 =68.0mm,
0.02 4 std. dev.= 6mm 4 002+ & z=50mm std. dev.=22 2mm

- — Z=25mm, Sy, angxlis.gmm,
std. dev.=13.0mm
- =« z=50mm, Sys, a‘,g=38.2mm,

sid. dev.=18.8ram

0.01 4 0.01 A

Probability Density of Plume Spread (mm')
Probability Density of Plume Spread (mm’™)

0.00 -] B e 0.00 4 - > ™ -
0 20 40 60 80 100 120 140 0 20 40 80 80 100 120 140
Cross Stream Plume Spread Oy {mm) Cross Stream Plume Spread O (mm)
(2) . (b)
0.03 S N R e S R e =
Shear Flow Boundary Layer Lognormal
Horizontal Jet h=7mm o 7GRN, Gy =82.1r0m,
Ix= 1560mm std. dev.=13.2mm 1
Plume Spread oy Pt - = 2=25mm, Sy, z‘,,9:83.211'«11,
@ z=6mm std. dev.=14.8mm
O z=25mm - = = 2=50mm, Sy, aVg=82.5ﬂ'\m,
0024 & z=50mm std. dev.=19.4mm 4

0.01

Probability Density of Plume Spread (mm’™)

o
S

o

20 40 60 80 100 120 140
Cross Stream Plume Spread S (mm)

()

Figure F.25: Probability density functions of plume spread o, compared to a lognor-
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Figure F.27: Probability density functions of plume spread ¢, compared to a lognor-
mal for the horizontal jet source at h = 7 mm at a flow rate ¢ = 0.73 ml/s and
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Figure F.28: Probability density functions of plume spread o, compared to a lognor-
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Appendix G

Travel Time Power Law Averaging
Time Model compared to Water
Channel Data

This appendix contains additional plots of the travel time power law averaging time
adjustment model (TTPL) compared to the experimental data to supplement the
examples shown in Chapter 2 Section 2.5.6. The model is discussed in more detail in
Section 2.5.

As discussed in Chapter 2 the cross-stream Lagrangian time scale in shear flow is
T1, = 1.0 s (in normalized terms 77, Uy /H = 0.58) and in grid turbulence T, = 1.2 s
(T, U/G = 3.1). The Lagrangian time scale and local travel times t; used in the
TTPL model are indicated directly on the plots.

Figures G.1 to G.8 show the measured meander Mgpread = 0,,,/0% 4, compared
to the meander predicted by the TTPL model. A representative line with the slope
of the widely-used 0.2 power law averaging time adjustment from equation (2.17) is
also shown on the graphs. Overall, the shape and the trends of the TTPL model are
approximately correct, but the meander prediction is as much as a factor of 5 different
for the shear flow cases and as much as 2 orders of magnitude underestimated in the
grid turbulence. The general shape of meander Mypyreaq from the TTPL is a power law
with a slope of approximately 1.0 at small averaging times levelling off to a steady
value as averaging time becomes large. The meander values are under-predicted by
up to an order of magnitude at large averaging times. At small averaging times,
meander is under-predicted for elevated measurement positions and over-predicted
for ground level measurements.

Figures G.9 to G.16 compare the TTPL model for plume spread ratio o, /0y ¢, —s00
to the water channel data. Except for the grid turbulence, the shape and the trends
of the TTPL model are approximately correct. The worst predictions with errors of
up to 15% are for positions close to the source. In the grid turbulence case the slope
of the main section of the TTPL seems to be approximately correct, but the absolute
prediction of oy /0y, =s00 is off by about 40%.
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In all of the shear flow cases the TTPL model fits the data much better that
the 0.2 power law from equation (2.17) using oy;,,,_,,, 8 the reference spread. This
reference value was chosen because it seems like the plume spread has stopped growing
by favg = 10 s and it was necessary to create a line that would at appear on the same
scales as the plots of the data and the TTPL model.
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z = 1500 mm
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Appendix H

Shear Distortion Model versus
Water Channel Data

The plots in this appendix supplement the selected examples given in Chapter 3 to
develop the shear distortion model for concentration fluctuation statistics. The plots
in the appendix are in measured laboratory units and not normalized.

Vertical profile statistics were measured for 3 source types at 3 flow rates. The
small ground level vertical jet source, the horizontal jet source at the ground level
position h = 7 mm and the horizontal jet source elevated at h = 50 mm. Each of
these 3 source was run at flow rates of @@ = 1.47 ml/s and 0.73 ml/s. Vertical profiles
were measured at = 500 and z = 1500 mm downstream of the source.

Figures H.1 to H.3 show the vertical profiles of fluctuation intensity 7 for the 3
source types and the shear and no-shear models for i. Figures H.4 to H.9 show vertical
profiles of the concentration integral time scales T, and length scales L. versus the
shear and no shear models.

Figures H.10 through H.15 are additional examples of the relationship between the
flactuation intensity ¢, the conditional fluctuation intensity i, and the intermittency
factor «y for additional sources and downstream positions to supplement those shown
in Chapter 3. The source conditions for these plots are the elevated horizontal jet
source at h = 25 mm in Figures H.10 and H.11, the elevated horizontal jet source at
h = 50 mm in Figures H.12 and H.13, and the large ground level source in Figures
H.14 and H.15.

Figures H.16 through H.27 show examples of the cross-stream profiles of concen-
tration fluctuation intensity ¢, conditional concentration fluctuation intensity 4, and
intermittency factor v to supplement the examples given in Chapter 3. The source
conditions are the ground level horizontal jet source at h = 7 mm for Figures H.16 to
H.18, the elevated horizontal jet source at h = 25 mm for Figures H.19 to H.21, the
elevated horizontal jet source at h = 50 mm for Figures H.22 to H.24, and the large
ground level source for Figures H.25 to H.27.
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Figure H.3: Vertical profiles of the fluctuation intensity 7 compared to the shear model
and the no shear model for the horizontal elevated jet source h = 50 mm. (a) source
flow rate Q = 1.47 ml/s (b) source flow rate ¢} = 0.73 ml/s
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Figure H.4: Vertical profiles of the concentration fuctuation integral time scale 7.,
and length scale L, for the small ground level vertical jet source at a flow rate of 1.47
ml/s compared to the shear model and the no shear model. (a) integral time scale T,
(b) integral length scale L.
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Figure H.5: Vertical profiles of the concentration fluctuation integral time scale 7,
and length scale L, for the small ground level vertical jet source at a flow rate of 0.73

ml/s compared to the shear model and the no shear model. (a) integral time scale T,
(b) integral length scale L.
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Figure H.6: Vertical profiles of the concentration fluctuation integral time scale 7,
and length scale L, for the horizontal jet source at h = 7 mm at a flow rate of 1.47
ml/s compared to the shear model and the no shear model. (a) integral time scale T,
(b) integral length scale L..
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Figure H.7: Vertical profiles of the concentration fluctuation integral time scale 7,
and length scale L. for the horizontal jet source at h = 7 mm at a flow rate of 0.73

ml/s compared to the shear model and the no shear model. (a) integral time scale T,
(b) integral length scale L.
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Figure H.8: Vertical profiles of the concentration fluctuation integral time scale 7,
and length scale L. for the horizontal jet source at h = 7 mm at a flow rate of 1.47
ml/s compared to the shear model and the no shear model. (a) integral time scale T,
(b) integral length scale L.
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Figure H.9: Vertical profiles of the concentration fluctuation integral time scale 7,
and length scale L, for the horizontal jet source at h = 7 mm at a flow rate of 0.73

ml/s compared to the shear model and the no shear model. (a) integral time scale 7,
(b) integral length scale L.
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Figure H.10: Conditional concentration fluctuation intensity 4, versus total concen-
tration fluctuation intensity 7 for the elevated horizontal jet source h = 25 mm (a)
z = 500 mm (b) = = 1000 mm (c¢) z = 1500 mm
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Figure H.12: Conditional concentration fluctuation intensity 4, versus total concen-
tration fluctuation intensity 4 for the elevated horizontal jet source h = 50 mm (a)
z = 500 mm (b) z = 1000 mm (c¢) z = 1500 mm
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Figure H.13: Intermittency factor «y versus total concentration fluctuation intensity ¢
for the elevated horizontal jet source h = 50 mm (a) z = 500 mm (b) z = 1000 mm
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Figure H.14: Conditional concentration fluctuation intensity 7, versus total concen-
tration fluctuation intensity ¢ for the large ground level source (a) z = 500 mm (b)
z = 1000 mm (¢) £ = 1500 mm
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Figure H.15: Intermittency factor v versus total concentration fluctuation intensity ¢
for the large ground level source (a) z = 500 mm (b) z = 1000 mm (c) z = 1500 mm
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Figure H.16: Measured cross-stream profiles compared with pseudo-meandering
plume theory of total concentration fluctuation intensity ¢, conditional concentration
fluctuation intensity 4,, and intermittency factor y for the ground level horizontal jet
source h = 7 mm at ¢ = 500 mm downstream. (a) at ground level z = 6 mm (b)
above ground at z = 50 mm.
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Figure H.17: Measured cross-stream profiles compared with pseudo-meandering
plume theory of total concentration fluctuation intensity 4, conditional concentration
fluctuation intensity 4,, and intermittency factor « for the ground level horizontal jet
source b = 7 mm at 2 = 1000 mm downstream. (a) at ground level z = 6 mm (b)
above ground at z = 50 mm.

310

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



> 6 T ? T 1.0
&= T °
~ .
> 2 éé ’ K 109
.% E 5 ,' \A 7
Pt g & ‘ P - 0.8
Q.= E N Ja J
£ At Shear Flow Boundary Layer n do7
pel A . _ T . fon
[~ 4 4 8, Horizontal Jet h =7mm A ] o)
23 =} N x = 1500mm A o b3
9w 4 A 2= 6mm . g 108 @
2 c o i A 1
o5 A o i, data — =
S 3-\ g A ——i, shear model Ay 405 8
Lg " o i, data AP . e
5 S 1 \Od,A — = iy, shear model AT o4 E
®E 2 Ay data . S
g 8 « = = v, shear model . 403 §
QS ® ] 1 e
g Pt - 0.2
o 1 -
O = 1
- O =
g | 0.1
O
Ta O . v - T y T - — T r 0.0
-3 -2 -1 0 1 2 3
y/ g, Normalized Cross Stream Position
(a)
> 6 T T T T 1.0
-:'7" Shedr Flow Boundary Layer ]
[ ] Horizontal Jeth=7mm , -~~~ *
-2 x = 1500mm e 109
T 5 108
g | 1°
[
=3 Jo7
s§S8 ] <)
= =2 ~——i, shear model 06 9
g : 0 i, data A ave £
55 = = {_, shear model » A ] >
SS 3 P N q05 ©
g A v data A ] <
] ] - - - vy, shear mode! =
S R qo4 E
g5 24 1 o
‘g (&) - 03 <
OB ] 1 L
58, {02
O E ] .
_ -
so: 1. 0.1
S .
Ta 0 : T : T . T : . > T . 0.0
-3 -2 -1 0 1 2 3
y/ o, Normalized Cross Stream Position
(b)

Figure H.18: Measured cross-stream profiles compared with pseudo-meandering
plume theory of total concentration fluctuation intensity ¢, conditional concentration
fluctuation intensity 7,, and intermittency factor -y for the ground level horizontal jet
source h = 7 mm at £ = 1500 mm downstream. (a) at ground level z = 6 mm (b)
above ground at z = 50 mm.
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Figure H.19: Measured cross-stream profiles compared with pseudo-meandering
plume theory of total concentration fluctuation intensity 4, conditional concentra-
tion fluctuation intensity %,, and intermittency factor -y for the elevated horizontal jet
source h = 25 mm at = 500 mm downstream. (a) at ground level z = 6 mm (b)
above ground at z = 50 mm.
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Figure H.20: Measured cross-stream profiles compared with pseudo-meandering
plume theory of total concentration fluctuation intensity 4, conditional concentra-
tion fluctuation intensity ¢,, and intermittency factor -y for the elevated horizontal jet
source h = 25 mm at x = 1000 mm downstream. (a) at ground level z = 6 mm (b)
above ground at z = 50 mm.
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Figure H.21: Measured cross-stream profiles compared with pseudo-meandering
plume theory of total concentration fluctuation intensity ¢, conditional concentra-
tion fluctuation intensity 4,, and intermittency factor « for the elevated horizontal jet
source h = 25 mm at = = 1500 mm downstream. (a) at ground level z = 6 mm (b)
above ground at z = 50 mm.
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Figure H.22: Measured cross-stream profiles compared with pseudo-meandering
plume theory of total concentration fluctuation intensity ¢, conditional concentra-
tion fluctuation intensity ¢,, and intermittency factor -y for the elevated horizontal jet
source h = 50 mm at z = 500 mm downstream. (a) at ground level z = 6 mm (b)
above ground at z = 50 mm.
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Figure H.23: Measured cross-stream profiles compared with pseudo-meandering
plume theory of total concentration fluctuation intensity ¢, conditional concentra-
tion fluctuation intensity #,, and intermittency factor v for the elevated horizontal jet
source h = 50 mm at z = 1000 mm downstream. (a) at ground level z = 6 mm (b)
above ground at z = 50 mm.
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Figure H.24: Measured cross-stream profiles compared with pseudo-meandering
plume theory of total concentration fluctuation intensity ¢, conditional concentra-
tion fluctuation intensity ¢,, and intermittency factor v for the elevated horizontal jet
source h = 50 mm at z = 1500 mm downstream. (a) at ground level z = 6 mm (b)
above ground at z = 50 mm.
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Figure H.25: Measured cross-stream profiles compared with pseudo-meandering
plume theory of total concentration fluctuation intensity i, conditional concentra-
tion fluctuation intensity i,, and intermittency factor vy for the large ground level
source at z = 500 mm downstream. (a) at ground level z = 6 mm (b) above ground
at z = 50 mm.
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Figure H.26: Measured cross-stream profiles compared with pseudo-meandering
plume theory of total concentration fluctuation intensity ¢, conditional concentra-
tion fluctuation intensity 45, and intermittency factor - for the large ground level
source at = 1000 mm downstream. (a) at ground level z = 6 mm (b) above ground
at z = 50 mm.
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Figure H.27: Measured cross-stream profiles compared with pseudo-meandering
plume theory of total concentration fluctuation intensity 4, conditional concentra-
tion fluctuation intensity i,, and intermittency factor v for the large ground level
source at * = 1500 mm downstream. (a) at ground level z = 6 mm (b) above ground
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Appendix I

Concentration Probability
Distributions, and Burst and Gap
Duration Distributions

This appendix contains additional graphs of concentration probability distributions,
and burst and gap duration distributions to supplement the examples given in Chapter
4.

Figures 1.1 to 1.10 show examples of the concentration probability distributions
of the linescan data compared to the clipped lognormal distribution. The clipped
lognormal is detailed in Section 4.4. The plots show both the probability density
function (pdf) and the exceedance probability distribution (edf). Figure 1.1 shows
an iso-kinetic jet source in grid turbulence, Figures 1.2 to 1.4 show the iso-kinetic
horizontal elevated jet in shear flow, Figures 1.5 to 1.7 show the horizontal ground
level jet source in shear flow, and Figures 1.8 to 1.10 show the large ground level source
in shear flow. These examples cover a wide range of conditions and demonstrate that
the clipped lognormal is an excellent fit to the data.

Figures .11 to 1.30 show additional examples of burst duration and gap duration
probability distributions as discussed in Section 4.7. The plots show both the prob-
ability density function (pdf) and the exceedance probability distribution function
(edf) of the burst and gap durations for a range of threshold levels normalized by the
conditional mean concentration (¢/Cp). The threshold levels vary for each example
to cover as wide a range of thresholds as possible for each case. For each of the three
sources used in these examples, bursts and gaps are shown for the cross-stream plume
centreline at y/c, = 0 and a second off-centre position at y/c, = 2 or 3.

Figures 1.11 to 1.18 show the burst and gap statistics for the elevated horizontal
iso-kinetic jet source in shear flow, Figures .19 to 1.26 show the ground level horizontal
jet source in shear flow results, and Figures 1.27 to 1.30 show the large ground level
source results. The agreement is acceptable for all cases, but the agreement between

the stochastic simulation and the linescan data varies with measurement position and
threshold level.
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0, measured at z
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Figure [.2: Normalized concentration probability distributions for the horizontal iso-
kinetic jet in shear flow, A = 50 mm, z = 500 mm, measured at z = 50 mm compared
to the clipped lognormal generated by the stochastic model (a) probability density
function (pdf) (b) exceedance probability function (edf)
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Figure [.3: Normalized concentration probability distributions for the horizontal iso-
kinetic jet in shear flow, A = 50 mm, z = 1000 mm, measured at z = 50 mm compared
to the clipped lognormal generated by the stochastic model (a) probability deunsity
function (pdf) (b) exceedance probability function (edf)
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Figure 1.4: Normalized concentration probability distributions for the horizontal iso-
kinetic jet in shear flow, h = 50 mm, £ = 1500 mm, measured at z = 50 mm compared
to the clipped lognormal generated by the stochastic model (a) probability density
function (pdf) (b) exceedance probability function (edf)
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Figure 1.5: Normalized concentration probability distributions for the ground level
horizontal jet in shear flow, A = 7 mm, z = 500 mm, measured at z = 6 mm compared
to the clipped lognormal generated by the stochastic model (a) probability density
function (pdf) (b) exceedance probability function (edf)
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Figure 1.6: Normalized concentration probability distributions for the ground level
horizontal jet in shear flow, h = 7 mm, z = 1000 mm, measured at z = 6 mm
compared to the clipped lognormal generated by the stochastic model (a) probability
density function (pdf) (b) exceedance probability function (edf)
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Figure 1.7: Normalized concentration probability distributions for the ground level
horizontal jet in shear flow, h = 7 mm, z = 1500 mm, measured at z = 6 mm
compared to the clipped lognormal generated by the stochastic model (a) probability
density function (pdf) (b) exceedance probability function (edf)
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Figure 1.8: Normalized concentration probability distributions for the large ground
level source in shear flow, z = 500 mm, measured at z = 6 mm compared to the
clipped lognormal generated by the stochastic model (a) probability density function
(pdf) (b) exceedance probability function (edf)
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Figure 1.9: Normalized concentration probability distributions for the large ground
level source in shear flow, z = 1000 mm, measured at z = 6 mm compared to the
clipped lognormal generated by the stochastic model (a) probability density function
(pdf) (b) exceedance probability function (edf)
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Figure 1.10: Normalized concentration probability distributions for the large ground
level source in shear flow, r = 1500 mm, measured at z = 6 mm compared to the
clipped lognormal generated by the stochastic model (a) probability density function
(pdf) (b) exceedance probability function (edf)

331

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



§ 100 g—r—rrrrm—— Ty
= 3 Shear Flow Boundary Layer3
5 1 Horizontal Jet h=50mm
a 104 Ngo0q x = 1000mm 3
B N z = 50mm 3
3 1 ylo =0,y=0.74 1
2 4. i=160,1 =1.27 3
[s3 3 L4 3
2 3 ]
Q 3 3
a 3 ]
£ 001 4 wa® 3
s E ® E
—8 4 4
7 Bursts Above ¢/C_=0 ]
=}
o 1E-3 3 @ linescan da\tap E
~ 4 = stochastic modet N E
Q,;; 1E£-4 _ Bursts Above ¢/ C =2 _;
5 3 O linescan data
& i — — stochastic model ]
a
1E-5 G
0.01 0.1 1 10 100 1000
tourst! T Normalized Burst Duration
(a)
=
:;?: 1.0 4 AL BAXL Ee e a L et e S e e e R
© 1 Shear Flow Boundary Layer 4
8 094 Horizontal Jet h=50mm -
a E @é; x = 1000mm :
o 084 \ z = 50mm ]
§ . o\ }(/cy =0, 1= 0.74 ]
g 07+ ® i=160,1 =1.27 -
8 06 ] % \ L4 Bursts Above ¢/ C, =0
& 7 o [ 8 # linescan data
7 o A u ———stochastic model ]
S 05+ o A\ e
= ) \ % Bursts Above ¢/ Cp =2
e 0.4 OO \ [] O linescan data
S ’ L = = stachastic model
- (b B
B 03 = N
5 2 (]
m 1 e} N
—, 024 el % J
S S . ]
g 0.1 4 \ h =
= ] - - 1
o 004 e e
0.01 0.1 1 10 100 1000
tourst | 1o Normalized Burst Duration

(b)

Figure 1.11: Burst duration probability distributions for the horizontal iso-kinetic jet
in shear flow, A = 50 mm, = = 1000 mm, measured at z = 50 mm, y/o, = 0 compared
to stochastic simulation results (a) probability density function (pdf) (b) exceedance
probability function (edf)
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probability function (edf)
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Figure [.13: Burst duration probability distributions for the horizontal iso-kinetic jet
in shear flow, A = 50 mm, = 1000 mm, measured at z = 50 mm, y/o, = 0 compared
to stochastic simulation results (a) probability density function (pdf) (b) exceedance
probability function (edf)
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Figure I.14: Gap duration probability distributions for the horizontal iso-kinetic jet in
shear flow, A = 50 mm, z = 1000 mm, measured at z = 50 mm, y/o, = 0 compared
to stochastic simulation results (a) probability density function (pdf) (b) exceedance
probability function (edf)
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Figure [.15: Burst duration probability distributions for the horizontal iso-kinetic jet
in shear flow, h = 50 mm, z = 1000 mm, measured at z = 50 mm, y/o, = 2 compared
to stochastic simulation results (a) probability density function (pdf) (b) exceedance
probability function (edf)
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Figure 1.16: Gap duration probability distributions for the horizontal iso-kinetic jet in
shear flow, A = 50 mm, z = 1000 mm, measured at z = 50 mm, y/o, = 2 compared
to stochastic simulation results (a) probability density function (pdf) (b) exceedance
probability function (edf)
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Figure 1.17: Burst duration probability distributions for the horizontal iso-kinetic jet
in shear flow, & = 50 mm, z = 1000 inm, measured at z = 50 mm, y/o, = 2 compared
to stochastic simulation results (a) probability density function (pdf) (b) exceedance
probability function (edf)
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Figure I.18: Gap duration probability distributions for the horizontal iso-kinetic jet in
shear flow, & = 50 mm, z = 1000 mm, measured at z = 50 mm, y/0, = 2 compared
to stochastic simulation results (a) probability density function (pdf) (b) exceedance
probability function {edf)
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Figure 1.19: Burst duration probability distributions for the ground level horizontal jet
in shear flow, h = 7 mm, z = 1000 mm, measured at z = 6 mm, y/o, = 0 compared
to stochastic simulation results for bursts above (¢/C,) = 0 and (¢/C,) = 0.5 (a)
probability density function (pdf) (b) exceedance probability function (edf)

340

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



. 100E LA e S M RS S
L2 3 Shear Flow Boundary Layer 3
© k Ground Level Horizontal Jet 1
a8 193 h=7mm 3
a 3 % = 1000mm 3
[ E z = 6mm k
S 14 ylo, =0,7=0.996 E
5 3 i=0.46,1 =046 3
> ] > ]
2 014 E
o) 3 OO0 RADOF0O O O 3
Q 1 3
2 0014 .
o E E
2 1 Gaps Belowc/C_ =0 \ ]
aps Below ¢ =
o .
& 1E-34 g finescan data \ E
— 3 stochastic model s 3
O E E
t:o_ 1E-4 « Gaps Belowc/ Cp =05 .
*_.8, 31 o finescan data E
ey 1 — - stochastic model ]
1E-5 S ..
0.01 0.1 1 10 100 1000
toap / T, Normaiized Gap Duration
(a)
2 10+
'_a P
8 094
° § Shear Flow Boundary Laye,
o g Ground Level Horizontal Jet%‘&,b ]
8 ] h=7mm \ O
% 0.7 - x = 1000mm \ % _
kel ] z = 6mm \ ]
$ 0.6 ylo, =0, vy=0.996 \ &
> ’ i=0.46, ip =0.46 \
Ll iy 1
= 054 \ -
o 1 Gaps Below ¢/ C, =0 y © ]
© # linescan data 1 ©
T 04 ) 4
8 } @ } ——-stochastic model 1 % ;
a 0.3 Gaps Below¢/C_ =05 A ]
[ | O finescan data ‘o J
2 0.2 - « stochastic maodel 1 © B
£ ! ~
g 01 to |
- ] A |
g
0.0 s e o R
0.01 o1 . 1 10 100 1000

tgap /T, Normalized Gap Duration

(b)

Figure 1.20: Gap duration probability distributions for the ground level horizontal jet
in shear flow, h = 7 mm, z = 1000 mm, measured at z = 6 mm, y/o, = 0 compared
to stochastic simulation results for gaps below (¢/C,) = 0 and (¢/C,) = 0.5 (a)
probability density function (pdf) (b) exceedance probability function (edf)

341

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



£ 100 g T
= 3 Shear Flow Boundary Layer 3
g ™ ~ Ground Level Horizontat Jet ]
o 10 4 h = 7mm =
3 3 X = 1000mm 3
5 1g z=6mm 3
[as] 143 ylcy: 0, y=0.996 3
k) 3 i=0.46,1 =046
2 ] ]
@ 01 3
@ E 3
Q ] L] ]
_:i—;- 0.01 4 =R H .
el E ]
< - . 3
Rt E ]
© 1E-3 Bursts Above ¢/ Cp =1 .
o 4 B linescandata 3
- { —— stochastic model ]
tﬁ 1E-4 o Bursts Above c/C =2 E
E 4 o linescan data 3
"‘E ] = -~ stochastic model 3
] 22 S
0.01 0.1 1 10 100 1000
turst / T Normalized Burst Duration
(a)
Py
:-g 1.0 4 U] S e e e ) e e o A e B M e e o
© 17N Shear Flow Boundary Layer
8 094 Ground Level Horizontal Jet
E 7 h=7mm b
8 0.8 X = 1000mm -1
o 1 z = 6mm 4
8 074 vlo,=0,y=0.99
$ ] % i=0.46,i =0.46 1
2 06+ % .
j31] E R
o \
0.5 s
S
= ] %) % ]
5 04 Q?Eé\ % n
= ] %
g 0.3 - SN & —
@ 1 Lo L 1
—~ 021 % %, BurstsAbovec/C,=1 7]
|:- 4 Bursts Abovec/C, =2 3 & linescan data
© 0.4+ © linescandala d» stochastic model ]
2 1 ~ = stochastic model A %
= L] 1
W 0.0 ey e
0.01 01 1 10 100 1000

tourst / T, Normalized Burst Duration

(b)

Figure 1.21: Burst duration probability distributions for the ground level horizontal
jet in shear flow, h = 7 mm, =z = 1000 mm, measured at z = 6 mm, y/o, = 0
compared to stochastic simulation results for bursts above (¢/C,) = 1 and (¢/C,) = 2
(a) probability density function (pdf) (b) exceedance probability function (edf)
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Figure 1.22: Gap duration probability distributions for the ground level horizontal
jet in shear flow, A = 7 mm, z = 1000 mm, measured at z = 6 mm, y/o, = 0
compared to stochastic simulation results for gaps below (¢/C,) = 1 and (¢/C,) = 2
(a) probability density function (pdf) (b) exceedance probability function (edf)
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Figure 1.23: Burst duration probability distributions for the ground level horizontal jet
in shear flow, A = 7 mm, z = 1000 mm, measured at z = 6 mm, y/o, = 3 compared
to stochastic simulation results for bursts above (¢/Cp) = 0 and (¢/C,) = 0.5 (a)
probability density function (pdf) (b) exceedance probability function (edf)
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Figure 1.24: Gap duration probability distributions for the ground level horizontal jet
in shear flow, h = 7 mm, z = 1000 mm, measured at z = 6 mm, y/0, = 3 compared
to stochastic simulation results for gaps below (¢/C,) = 0 and (¢/C},) = 0.5 (a)
probability density function (pdf) (b) exceedance probability function (edf)
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Figure 1.25: Burst duration probability distributions for the ground level horizontal
jet in shear flow, A = 7 mm, z = 1000 mm, measured at z = 6 mm, y/o, = 3
compared to stochastic simulation results for bursts above (¢/Cp) = 1 and (¢/Cyp) = 2
(a) probability density function (pdf) (b) exceedance probability function (edf)
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Figure 1.26: Gap duration probability distributions for the ground level horizontal
jet in shear flow, A = 7 mm, z = 1000 mm, measured at z = 6 mm, y/o, = 3
compared to stochastic simulation results for gaps below (¢/C,) = 1 and (¢/C,) = 2
(a) probability density function (pdf) (b) exceedance probability function (edf)
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Figure 1.27: Burst duration probability distributions for the large ground level source
in shear flow, A = 7 mm, z = 1000 mm, measured at z = 6 mm, y/o, = 0 compared
to stochastic simulation results for bursts above (¢/C,) = 0.5 and (¢/C,) = 2 (a)
probability density function (pdf) (b) exceedance probability function (edf)
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Figure 1.28: Gap duration probability distributions for the large ground level source
in shear flow, A = 7 mm, z = 1000 mm, measured at z = 6 mm, y/o, = 0 compared
to stochastic simulation results for gaps below (¢/C,) = 0.5 and (¢/C,) = 2 (a)
probability density function (pdf) (b) exceedance probability function (edf)
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Figure 1.29: Burst duration probability distributions for the large ground level source
in shear flow, h = 7 mm, z = 1000 mm, measured at z = 6 mm, y/o, = 3 compared
to stochastic simulation results for bursts above (¢/C,) = 0 and (¢/Cp) = 1 (a)
probability density function (pdf) (b) exceedance probability function (edf)
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Figure 1.30: Gap duration probability distributions for the large ground level source’
in shear flow, A = 7 mm, z = 1000 mm, measured at z = 6 mm, y/0o, = 3 compared to
stochastic simulation results for gaps below (¢/C,) = 0 and (¢/C,) = 1 (a) probability
density function (pdf) (b) exceedance probability function (edf)
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