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ABSTRACT

This thesis is primarily focused on flow-field upstm of hydropower intakes,
with emphasis on the use of temperature contrahog and predicting the flow
acceleration zone. By reviewing the available &itere, it is concluded that the
flow-field upstream of hydropower intake systems ¢& modeled by potential
flow theory. The understanding of near intake flioge can be useful in fish
entrainment studies and in designing fish repulsgystems. To control
downstream river temperatures, a flexible curtaiaswnstalled upstream of
several dams in California. Flow downstream of ¢bdain was analyzed using a
Computational Fluid Dynamic (CFD) solver with rigos validation by
experimental data. The experiment was conducteth wit4 beam Acoustic
Doppler Velocimeter (ADV) probe. The study showstthwvall jet properties
downstream of the curtain are affected by the waégth and the inlet Reynolds
number. Empirical expressions were developed tdigirget properties and the
wall shear stress. Flow upstream of the curtain avedyzed using potential flow
theories with validation by the CFD solver. In tipart, a theory based on
Schwarz-Christoffel transformation was developed piedict the flow-field
upstream of the curtain without accounting for a@nsity stratification in the
water body. It is observed that the acceleratiamezgpstream of the curtain can
be affected by sink opening size, its location avater depth. The effect of
boundaries on flow upstream of a line sink andititeraction of multiple sinks
were analyzed. The effect of stratification onreelsink is also analyzed. A theory
is developed to predict the incipient withdrawahdiion when a sink is located



on the horizontal bottom. The theory is also exéehtb a tilted bottom. The
effect of boundaries on the incipient withdrawahdiion is analyzed. When only
one layer is being withdrawn, it is shown that anlbgenous equation can be
applied to a stratified condition by assuming armpearplayer boundary at the
interface. In addition to these works, a despikgow@ihm for ADV data is

developed, and a numerical analysis on centradmdiffce scheme is presented.
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NOTATIONS

Ao cross-sectional area of the orifice

a size of the intake opening

b jet half width, distance of the line sink from thettom
b distance of the intake centerline from the bottom
bin size of the inlet opening

c velocity decay coefficient

D molecular diffusivity

D, diffusion coefficient in the direction

D, diffusion coefficient in the direction

d diameter of the orifice, size of the intake opening
g acceleration due to gravity

F incipient Froude no for the line sink

Fin  inlet Froude no (wi,/\gh)

F incipient Froude no for the line sink

Fo incipient Froude no for the point sink

H water depth

h water depth, vertical distance between the intertaw the intake
h; incipient water depth

h' vertical distance from the interface to the sinlele

hy band width inx direction

hy,  band width in y direction

turbulent intensity
k turbulent kinetic energy
Kin turbulent kinetic energy at the inlet
L length of the basin
In horizontal dimension of the rectangular orifice
Iy vertical dimension of the rectangular orifice
M momentum flux
Min momentum flux at inlet
M momentum flux at infinity
N number of samples
P cell-Peclet number, pressure integral
X1



production of the turbulence
Pressure

flow rate

flow rate per unit width

incipient flow rate per unit width
inlet Reynolds number (&,b;./v)
radial distance

volume fraction of phasa

volume fraction of phase

jet spreading rate

Submergence

velocity along streamwise direction
centerline velocity

maximum velocity at a section
velocity at the line sink

velocity at far upstream of the intake
streamwise velocity

velocity at the inlet
maximumu-velocity at a section
friction velocity

velocity along vertical direction
center line velocity of orifice
average velocity of an orifice
velocity along vertical direction
width of the basin

velocity along vertical direction
streamwise direction

extent of the acceleration zone
vertical direction

end depth

critical depth

cusp height

sequent depth

Xl



transverse direction

interior angle

volume fraction of air

volume fraction of water

gradient ofu velocity

distance of the first grid point from the wall
density gradient

rotation angle of principal axes
von-Karman constant

dissipation rate

dissipation rate at the inlet

molecular viscosity of air, molecular viscositypifasea
molecular viscosity of phade

eddy viscosity

molecular viscosity of water

kinematic viscosity

density of fluid

density of air, density of phase

density of phask

density of water

wall shear stress

X



Chapter 1

| ntroduction

Flow upstream of a hydropower dam is acceleratedhbyoperation of intake
units. This accelerated flow-field can attract desit fish towards the intake
which might cause fish mortality (FERC, 2005). Irder to protect fish from
entrainment, fish repulsion systems, (e.g., sttmt#, sounding devices, nets) are
often used (RL&L, 2000; NPP 2005). To ensure thHeiehcy of fish repulsion
systems, obtaining accurate near intake flow-fieldsd identifying the
acceleration zone is necessary. For migratory $isfish passages and surface
bypass systems were installed in several damsedcat the Columbia River
basin (Khan et al., 2004). Understanding the nedake flow-field is also
important for efficient operation of these systerydropower intake systems
can be modeled as multiple orifices and potent@ad ftheory can be applied to
get the near intake flow field. The first objectieé this study is to assess the
capability of potential flow models (PFM) in pretiig the flow upstream of
hydropower intakes. This objective will focus ondfing available literature on

flow upstream of hydropower intakes.



For high head dams, flow upstream of the dam canstoatified due to
temperature variations throughout the depth (Fische al., 1979). This
stratification can affect the withdrawal charadgcs and downstream river water
temperature, which in turn can affect the river iteb Withdrawal of warm
surface water increased the downstream river tembyrer by 5-7C in California
which was identified as a problem to the survivalsalmon fry (Vermeyen,
2000). On the other hand, selectively withdrawiotdovater was identified as a
problem to the bull trout fish in Montana (Kubitethet al., 1997). To maintain
the downstream river temperature, a flexible carigpstream of the intake was
installed on the Whiskeytown and the Lewiston resirlocated in California
(Johnson and Vermeyen, 1993), which is known asrgérature control curtain.
A steel shutter frame structure was installed ia 8hasta reservoir and the
Hungry Horse reservoir, which is known as a temijpeea control device
(Vermeyen, 1998; Kubitschek et al., 1997). Thdsgctures, especially curtains,
can significantly affect the near-intake flow fielédhn experimental study of this
flow-field was carried out by Shammaa et al. (20@@fhout considering
stratification and by Shammaa and Zhu (2010) camsid stratification. As this
study was carried out for only a specific flow rated basin geometry, further
study is needed to get a comprehensive idea onaowrtain affects the flow
field. Downstream of the curtain, the flow-fieldrg into a wall jet with a
recirculation zone on top (Shammaa et al., 2009}h4 inlet, the Froude number
greater than 1. This flow field is a submerged jump which substantial amount

of literature is available. However, not enoughomiation is available at low



Froude numbers. In submerged jump studies, thexreaanumber of issues for
which further research is justified. For exampley Whd Rajaratnam (1995) found
that velocity profiles in a submerged jump may sheall jet like or free jump
like behavior at similar submergence ratios, thotighreason was not adequately
identified. Ead and Rajaratnam (2002)’s study shtvas momentum flux is not
preserved after some distance, and thereafterj@tddehavior is lost. The reason
for this phenomenon was also not well understodte €ffect of reducing the
length scale on the jet region is another issuechwis not explored yet. This
study will carry out investigations at differentt@adepths, length scales and with
varying inlet Froude numbers to get a comprehenkivawledge on the near

intake flow-field. This is the second objectivetbis study.

Flow upstream of the curtain can be modeled asadimensional sink. Increased
velocity causes by the two-dimensional sink cao &k a critical issue from the
fish entrainment point of view. For a two dimensbintake, Shammaa et al.
(2009) observed that the flow acceleration zorlariged within 1.5, whereh is
the water depth. However, the effect of intakeatmn and its size is not
analyzed yet, and no theoretical justification igikable in predicting the
acceleration zone. This study developed a Schwhristoffel (S-C)
transformation based method to get the flow-fielgstteam of the two
dimensional intake at variable locations and défersizes and computed the
acceleration zone. The effect of intake locatiord size on acceleration zone was

analyzed. Interaction of multiple sinks is alscaa@a that was focused on.



When the flow is stratified upstream of the curtaither one layer, or both layers
can be aspirated. For a two-dimensional line si@kaya (1949) defined a

criterion to distinguish the two,

FI :L
g%hrfﬂ
yo
Equation 1.1

where, F, is the densimetric Froude number for the line simkis the vertical
distance from the sink level to the interface leuvgb is the density difference
between the two layersp is the reference density is the discharge per unit

width. According to Craya (1949)'s ideal fluid thgp both layers will be

aspirated wherF, >1.72. This criterion is valid for a reservoir offinite depth.

Jirka (1979) theoretically computed the criticablrde number for a skimmer
wall problem. However, no theoretical model is &atale when the sink is located
on a horizontal bottom, which is typical for a @int Predicting and analyzing the
velocity field when one layer withdraws or bothéay withdraw is an interesting
area to explore. This study focused on developingheoretical model to

determine incipient withdrawal criteria when a sisklocated at the horizontal
bottom and assessed to what extent the unstragfieetion can be applied in a

stratified environment. This is the fourth objgetof the study.

The numerical data was extensively verified by expents for objective two.
Experimental data was taken with a four beam ADVitg 200 Hz sampling

frequency. In the wall jet region, due to excessirbulence, spike concentration



is found to be significantly high, where a standdekpiking algorithm, (e.qg.
Goring and Nikora 2002,Wahl 2003, Cea et al. 20&7/pund to be less efficient.
The despiking methods of Goring and Nikora (2002) &ea et al. (2007) are
primarily based on using a fixed threshold coediinti (for example, universal
threshold) multiplied by the standard deviationneedian absolute deviation to
detect outliers/spikes. A threshold coefficientdeermined for data with a small
volume of spikes is found inefficient for data waharge volume of spikes, and
vice versa. This study develops a method usingetetansity function to isolate

the data cluster from the spike clusters. This wenresented in Appendix A.

Advection schemes are potential sources of erroa inumerical solver. The
central difference scheme causes oscillation ireetitn dominated flows, while
the upwind scheme is diffusive (Versteeg and Makltara, 2007). This study
conducted theoretical analysis on minimizing theorerassociated with the
advection scheme for a one dimensional problems Wrk is presented in

Appendix B.

This study has six chapters. The objective of edapter is:

1. Chapter 2 assesses the feasibility of applying miateflow theories to
identify the acceleration zone of hydropower igsk

2. Chapter 3 investigates the flow downstream of aptmature control
curtain.

3. Chapter 4 investigates the unstratified flow upmimeof a curtain.

4. Chapters 5 investigates the stratified flow upstred a curtain.



Besides these four objectives, a despike algorithoheveloped and is presented
in Appendix A. A numerical analysis on central difnce scheme is presented in

Appendix B.
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Chapter 2

A Review on Flow Upstream of Hydropower

Intakes!

2.1 Background

This study reviewed the flow-field upstream of saveéhydropower dams from
published literature and assessed the feasibilippplying potential flow models
(Shammaa et al., 2005; Bryant et al., 2008) incthee of a real hydropower dam
to generate the near intake flow field. Understagdhe flow-field upstream of a
hydropower dam can have wider applications inclgdiish passage and fish
repulsion system design. The necessity of retnofttfish passages was felt

rigorously for hydropower dams located on the CdliarRiver to protect Pacific

'A version of this chapter has been submitted fdslipation to the Canadian Journal of Water

Resources.



salmonids, which was listed as an endangered speqmignarily due to the dam
operations in the river (Khan et al. 2004; Christmd997; Mih, 1991).
Downstream migration was felt as a serious problemther basins as well, for
example, in the Mokau River located in New Zealémdsilver eels (Boubee and
Williams, 2006). On the other hand, fish repulsystems were designed to
avoid resident fish entrainment. Fish passage syst@ay include fish screens
and surface bypass facilities and fish repulsiostesys may include behavioral
barriers such as, strobe lights, electric fieldshtde curtains, etc. to repel fish
away from the intake (NPP, 2005). Figure 2.1 shqwalitatively fish screens,
gate wells, vertical barrier screens, a collectbannel, turbines, and the tail race

of the Bonneville second power house facility (MiB87).

Understanding flow fields upstream of the intakeesessary to design a safe and
improved fish passage system. For example, fisbessr can also be responsible
for fish injury if the impingement velocity (i.e.ater velocity perpendicular to the
screen) is greater than 0.8 m/s (Mih, 1991). Tagtea surface bypass system,
one needs to assess the surface flow-field, as #tevuld be sufficient attraction
flow to ensure its proper performance (Odeh andi€Qri997). To place the
behavioral barrier in order to avoid resident fishtrainment, one needs to
identify the acceleration region, on where fish Imighot be able to escape

entrainment if its burst speed and swimming speetbt sufficient.

This review work is divided into five sections. Section 2, flow upstream of an

orifice is reviewed under ideal channel geometryg amake conditions which

10



include theoretical, experimental and numerical kgorin Section 3, fore-bay
flow-fields of several hydropower dams are reviewedich includes field

measurements, physical models and CFD studies.eTheglies may help to
understand how local bathymetry, channel and inggametry, and orientation of
intake bays can affect the flow field upstreamha intake and the feasibility of
applying potential flow models in real hydropowemts. In Section 4, the effect
of stratification and vortices are discussed. Bnaome concluding remarks are

provided.

2.2 Hydraulics of Orifices under Ideal Conditions

If a hydropower intake is idealized as an orificesmk, theoretical, experimental
and numerical studies available in the literatwrepiredicting flow upstream of an
orifice and sink, which can be applied to assesddhebay flow-field. Shammaa
et al. (2005) applied potential flow theory to asse¢he flow upstream of an
orifice considering the free-surface and channedtoo@ In this approach, the
finite-size orifice is assumed as an integratiompaiht sinks, where the flow-rate
through each sink is computed by dividing the flate through the orifice by its
cross-sectional area. This implicitly assumes douam velocity at each point of
the orifice. Hence, the velocity at a particulammpaipstream of the orifice is the
algebraic summation of the flow induced by eachnpaink. The velocity

potential for such an orifice is computed as,

-2Q Zﬁ/z r,dr,dg, |
T 0 (r2 +rf =2, cosé’cost?o)1 ’

Equation 2.1

11



where, Q is the flow-rate through the orificed is the diameter of the orifice,
(r,H) is the polar coordinates of a point upstream ef dhifice located at the
plane-of-symmetry, ar(do,é?o) is the coordinate of a point sink constituting the

orifice located on the plane of orifice. The plafeorifice is perpendicular to the

plane of symmetry.

Shammaa et al. (2005) solved the integration nwakyi and computed the

velocity components. The expression for computihgdenterline velocityy,, is

derived as,

V 2 -1/2
—==1-|1+ d 5
Vo 4x

where,V, is the average velocity at the orifice, based o ftow-rate and the

Equation 2.2

cross-sectional area of the orifi¢d, ahdx is the longitudinal distance from the

orifice.

For a rectangular orifice, the velocity potentsatomputed as,

_Vo i f dz,dy,
¢(X, y,z)— = _“h[xz+(z—zo)2+(y—yo)2]”2

Equation 2.3

where, |, and |, is the horizontal and vertical dimensions of tleetangular

orifice respectivelyXy,2) is the longitudinal, vertical and transverse duuates,
respectively, of a point upstream of the orifice hwdn origin located at the

centroid of the orifice, andz,,y, )s the Cartesian coordinate of a point sink

12



constituting the orifice located on the plane ofice.

To consider the effect of finite depth, Shammaalet(2005) added an image
orifice. To get velocities at a point in finite dbBpthe velocity obtained from
image orifices should have to be added to the iuglazbtained from a real
orifice. To determine side-wall effects, another seimage orifices should be

added in the transverse direction.

Bryant et al. (2008) applied Shammaa et al. (2@0%pyocedure to multiple
orifices by adding the flow-field induced by eachngle orifice. This

superposition of flow-fields predicted the velocifield very close to the
experimental results. In the case of a largea&jfvelocity along the orifice can
increase with depth due to the increase in pressitre depth. Including this
effect, Bryant et al. (2008) computed the velopbgential for a circular orifice in

the Cartesian coordinate system as follows,

IN)[=%

(1-r, cosd, /h )r,dr,d6,
[ X +(y—r cosf,)? +(z-r,sing,)?]

#(xy.2) Iﬂ

1/2

Equation 2.4

where, z is the Cartesian axis in the transverse directibms correction is

applicable only when the pressure downstream of tifieeois atmospheric. In a
hydropower dam, if water is discharged into theraile through a conduit that is
submerged in the tail-race, the pressure differegsteauld not vary across the

conduit depth and this correction may not be apple.

In order to get velocity components,(Vy,V;) from the velocity potential, one

13



needs to differentiate Equation 2.3 with respect, pandz, respectively. These

components and the radial veloc(t; ) are as follows,

V z xdy,dz,
V. (XY, -9 0
X(X y Z) 2 JI‘\Z,JI‘Q[X +(y yo)2 +(Z Z ) ]3/2
)2 Vo 1 (yoy)dyds,
(X y Z 272__{, Jl‘g[xz +(y_ y0)2 +(Z_ZO)2]3/2
V i z—-z)dy,d
V,(x y,2) = 2o j (z-z,)dy,dz _

_m[X +(y- yO) +(z- Z)]

V, = V2 +V) +V}
Equation 2.5

For a point sink in a half-space, radial velositi§/;s) can be computed as

follows,

Equation 2.6
This study generated flow upstream of the Dwordleak, located in Idaho, USA,

using Equation 2.5. Figure 2.2 shows radial velesitipstream of the dam when
a single intake is in operation. This figure shdtest radial velocity contours are
hemi-spherical upstream of the intake in bothxtyeandx-z plane. Very close to
the intake, contours are hemi-elliptical. Figure Zhows velocity contours
upstream of the center intake, when three intakesnaoperation. The contours
were tapered laterally due to the influence of tiileer intakes. All the flow
features matched very well with the CFD simulatzarried out by Cook and

Richmond (2004). Hence, potential flow models (PFddh be considered as a
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reliable tool to generate the near-intake flowefiapstream of a dam head-wall.

Applying Equation 2.1 and Equation 2.6, this stumaluated the effect of (i)
finite depth (with infinite width), and (ii) the iice size, and These effects are
shown in Figure 2.4. The effect of a free surfacé a boundary were accounted
for by adding image orifices. This figure showsttwater depth has no significant
effect wherh, > 3d. Beyond that limit, the solution merges with thinite depth
solution. The stream-wise velocity is found asyntiptto zero in all cases. In the

case of infinite deptlV, = 001V, at abou = 3.5d. Whenh, =d,V, = 0.035/, at

aboutx=3.5d andV, = 001, at abou = 10d.

The point-sink solution (Equation 2.6) has notathiéerences from the orifice
solution (Equation 2.1) at< 3.5d. Beyond that limit, these are almost equal. For
example, ak = d, the orifice solution is 180% greater than the psink solution.
This gives emphasis to the importance in using @ic® solution instead of a
sink-solution in the case of an orifice. Again, thiek solution is singular at

origin, which is not the case for the orifice saut

The extent of the acceleration region is an impargaantity for design purposes.
The centerline velocity typically reduces shargdhse to the intake, and thereafter
it becomes asymptotic towards the mean velocithefapproach channel. Hence,
one needs to define a threshold to estimate thenexf the acceleration region,
because theoretically it can extend to infinity. tims study, the extent of the

acceleration region was defined as a distarncewhere the difference between
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the centerline velocity and the velocity at infynis 1% of the difference between

(Ve -V)
Vo -v..)

where,V,_, is the center-line velocity at a distangg, andV,, is the centerline

the orifice velocity and the velocity at infinitiathematically, =1%

velocity at infinity. For reservoirs having infieitdepth or width¥m * 0. and for

reservoirs with finite depth and width, should be equal t®/ A, where A is

the cross-sectional area of the channel. In sush, dhe acceleration region can

be shortened.

Anayiotos et al. (1995)'s experimental and numérizark showed that at a
distance equal to 1d5 the centerline velocity is equal to 5% of the rage

velocity at orifice (V, ) The theoretical work of Shammaa et al. (2005p als

supported this. Hence, numerical, experimental, dnedretical works showed

that within 1.5 , the centerline velocity is less than O)5

It is of interest to know how the size of the a#iwill affect the flow upstream.
Shammaa et al. (2005) compared the orifice solutwith a single point sink
solution and found that both approaches predidedsame velocity field at a
distance 1.8 upstream of the orifice or point sink. The isoegiy surfaces are
hemi-spherical downstream of this point for botle trifice and sink solution.
Upstream of this point, the iso-velocity surfacesd to be hemi-elliptical in the
case of an orifice solution, and remain hemi-sgarin the case of a sink
solution. Hence, it can be concluded that the sfaée orifice does not affect the

flow at a distance greater than d.Gpstream of the orifice. This theoretical
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outcome complies with the experimental and numkricevestigation of
Anayiotos et al. (1995) and numerical investigatadnRodriguez et al. (1992),
who also found that iso-velocity surfaces are ryehémi-spherical at a distance

greater than@upstream of the orifice.

The intake of a hydropower dam is typically coneaito minimize head loss. A
sharp-edged intake can have a loss coefficierttgrotder of 0.5 to 0.6, whereas a
contoured intake can have a loss coefficient as &w0.05 (Murray, 1993).
Minimizing head-loss is more important for low-hedd/dropower dams
(Cotroneo and O’Dea, 1984). Hence, an assessmarpe@ed to quantify to what
extent the flow-field estimated from a sharp-edgeifice can account for the
flow-field upstream of a contoured orifice. Radio§ contraction of intake
structures of Shasta dam located in California ifvaren, 1998), and Hungry
Horse dam located in Montana (Kubitschek, 199%), istnegligible compared to
the pipe diameter. Hence, intake of these damdoser to the sharp-edged

orifice.

Marghzar et al. (2003) carried out a turbulencedytas well as a numerical
simulation on the flow upstream of a rectangulafiaar at low submergence. His
study showed tha¥, < 005v,, within 1.5 from the orifice, which is consistent
with findings reported above. The maximum verticadlocity occurs from
02d < x< 04d upstream of the orifice along the plane of symgednd
aty =+05d. Maximum transverse velocity is located at= 0.2 and at

z=*d .Turbulence measurements with a Laser Doppler Vfeleter (LDV)
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showed a general trend of having higher intenditthe locations where there is

strong curvature in streamlines.

2.3 Hydraulics of Hydropower Intakes

Although hydropower layouts can vary over a widege it can be expected that
the PFM based prediction is applicable as londhadrtake units are reasonably
perpendicular to the approach channel. This prgpest desirable in most

hydropower dams and for these dams potential flawlets can be used when a
faster solution is required. Some studies fieldescatudies are discussed

hereafter.

Vermeyen (2002) measured velocities at 8.3fpstream of a municipal and
industrial intake located on the Folsom dam. Alifio@ hydropower intake unit
was in operation close to the municipal intake migirmeasurement, it was
observed that the horizontal velocity at the intddweel was only 2.7% of the
average velocity at the municipal intake. The fistdle CFD study of the orifice-
like spill structure of the Dworshak dam showed tha centerline velocity is 5%
of the average velocity at the orifice at a diseant€ 1.7% (Cook and Richmond,
2004). This is consistent with the experimental angnerical findings of
Anayiotos et al. (1995) and theoretical work of @h@aa et al. (2005) which
showed that centerline velocity is less than 5%hefaverage intake velocity at a
distance greater than #.5It appears that lab-scale and theoretical priedist

correspond well to the field-scale flow scenarios.
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The interference of multiple orifices is anotheimpmf interest. There are three
orifices like spills are available on the Dworshd&m with a distance between
each outlet of approximately 8l5Despite this configuration, the iso-velocity
surfaces of each orifice still remain hemisphermadl the acceleration region is
confined to 3.8. Hence, interference can be negligible if orifiees located at a
distance greater than 8.5 Figure 2.3 shows the radial velocity contoursemwh

three intakes are in operation.

It was previously discussed that the intake on @ @& generally contoured to
minimize head loss. The radius of contraction loarsignificantly large compare
to the water depth as shown in Figure 2.1. It isndérest to check how the
upstream flow pattern for such an intake geometrgamparable to the PFM
works. A CFD simulation of the flow pattern upstreaf the Wanapum dam
located on the Columbia River was carried out bys®élee and Odgaard (1998).
The intake of this dam has a large radius of catite. The CFD model solved
the three-dimensional Reynolds Averaged Navier &qRANS) equations with
a k—¢& turbulence model using a curvilinear coordinatstey in a finite-

difference frame-work. The free-surface was modedsda rigid lid with a

symmetric boundary condition. The CFD model wasidedkd with a 1:16

undistorted scale model and thereafter was useumeict the flow structure in

the reservoir, including a surface bypass systemme®xisting dam system.

The structure of the Wanapum dam is essentiallgdéimee as shown in Figure 2.1,

with one notable difference, the upstream wallridyt vertical. The authors’
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works showed that the velocity profile immediatelgstream of the intake is
skewed towards the channel bottom, that is, thecigl closer to the intake floor
is approximately two times higher than that of thtake ceiling. The intake
geometry should be responsible for this velocitgvakess. As the intake ceiling is
gradually lowered and the bottom is kept nearlyizamtal, maximum velocity
should be observed closer to the channel bottorhe gJotential flow models

should not be able to predict such geometry-indsgesvness.

It is of interest to assess Equation 2.2 on pradjdhe acceleration region under
such geometry. Due to the skewness of the velatithe intake head-wali; is

chosen as the average velocity. Using EquationtBe2 maximum velocity at a

distance equal to 0.84upstream of the intake head wall is computed-a&V.

similarly, the CFD result reported by Meselhe artb&ard (1998) showed that

the average velocity at this section WiB%71.. At a distance ok = 0.94, the
observed velocity profile was almost uniform, whiofplies that the acceleration
region is confined to a distance equatitdue to the finite water depth. Hence, the
rule of thumb (i.e., the acceleration region isfewd within 3.5) is applicable
for this geometry and the theoretical works carndygéereasonably accurate flow-

field if a non-uniform skewed velocity is assigredhe orifice outlet.

There are a few dams where powerhouse units warstroated parallel to the
approach channel. For example, at Rocky Reach dadDalles dam located on
the Columbia River basin (Birch and Lemon, 1993). these dams, flow enters

the intake bays obliquely and theoretical works may be able to predict the
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flow-field. Studies related to the flow patterntbése dams are discussed below.

Rocky Reach dam'’s spillway is located close toléfiebank and is perpendicular
to the main flow direction, while the intake unéee parallel to the direction of
flow and thus creates an ‘L’ shaped layout. A wadkpendicular to the flow
direction was constructed connecting the downstreachof the intake units and
the right bank of the river to retain water. Fiekdasurements using an Acoustic
Doppler Current Profiler(ADCP) showed that flow nelhe intake increases in
magnitude and rotates counterclockwise with degbils becoming more axial to
the intake face (Birch and Lemon, 1993). A 1:30esgdnysical model (Sweeney
et al. 1997) and a CFD study (Lai et al.,2003) stobthat water enters the intake
units obliquely and a recirculation zone was creédtetween the intake bays and
the right bank on the downstream side of the dadinwas observed that the
majority of fish population used the intake unitsdted on the downstream side
of the dam facility for their downstream migratias a last resort (Sweeney et al.,
1995) and a surface bypass system was constructdthbside to assist migration

(Christman et al., 1997).

At Dalles dam, the powerhouse is also parallehéorhain flow direction (Khan et
al., 2002); the difference from Rocky Reach danthet spillways connect the
right bank to the downstream end of the powerhou8esurface recirculation
eddy was observed at the Dalles dam; the sizeeoktidy was affected by the
amount of spillage. This issue was investigate&bagn et al. (2002) using a CFD

model. The study showed that at no-spill conditicadarge recirculation zone
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developed at the upstream side of the spillwaysreds, with increasing spill
rate, the size of this recirculation zone gradusedijuced. It is easily perceivable

that the theoretical works would not be applicablthese situations.

Although PFM can estimate flow fields at an infenidistance upstream of the
intake, the orifice induced acceleration zone isfioed within 1@ at shallow
depths. Beyond that limit, the velocity can be reated using theQ/A
relationship. However, irregularities in channebaient and river bathymetry
can impose complexity in velocity estimations. Fetample, Meselhe et al.
(2000) simulated a 7 km reach of the Columbia Riwpstream of Wanapum
Dam, which showed that the upstream reach is meagdwith bar and pool
formations and triangular in cross-section. In theebay area of Dalles dam, a
hundred meter deep pool was observed (Johnson 8086). The potential effect
of such a pool cannot be predicted with PFM theori#&icklein et al. (2002)
carried out CFD studies of Howard Hanson dam lacatéVashington state. The
simulated flow-field showed strong curvature upetneof the intake associated
with large recirculation eddies. These flow struetucannot be predicted by the

potential flow models.

A hydropower facility may be operated under fukhdioor split load conditions. A
full load condition means that all the intake umite in operation and a split load
condition means that only a few of the intake uars in operation. Flow patterns
produced by these two conditions were investigdtgdakowski et al. (2002)

using a CFD model for the Bonneville powerhousevds observed that under a
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full-load condition the flow upstream of the intakays can be idealized as a
single orifice with a large aspect ratio, whereadar a split load, the flow can be
idealized as multiple orifices. Applying the ide& multiple orifices, PFMs

should be able to predict flow-field at both fudlald and split load conditions.

The surface bypass system experiments conductetMdselhe and Odgaard
(1998) and Meselhe et al. (1996) consisted of limsgavertical slots on the
upstream side of the dam and partially blockingehisting intake. By installing a
vertical structure, fish had to choose the slotsstroicted close to the surface for
their downstream migration. The vertical slots amnected to a collection
channel. It may be possible that the surface bypgstem and intake units can be
modeled as multiple orifices as long as these ifeslare perpendicular to the
main flow channel. The CFD study showed that tladial blockage of intakes
lowered the acceleration region towards the bottohich is expected. However,
partially blocking the intake with sharp-edged s can increase head loss, and
will create flow separation close to the ceilindjigh in turn can cause unsteady
vortex shedding in the free shear layer. As a dgnfer this, the barrier-edge

could extend inside the intake with a curved stieeed shape.

Khan et al. (2004) used a CFD model and a 1:2% safaysical model to design a
surface attraction facility for Dalles dam locatad the Columbia River basin. A

partial blockage of the intake was done using ashHped structure instead of a
vertical slot as used by Meselhe and Odgaard (1998g objective of

constructing this trash rack was to establish aspg&nt zone on the upper portion
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of the intake which could compel fish to move te #urface bypass intake rather
than proceeding to the hydro-intake. The effecswéh an extrusion cannot be
modeled with theoretical works. The CFD result skdwthat although a dead-
zone was established upstream of the ‘J’ shapedtste, inside the intake, it
created a flow-separation and large three-dimeasieddies close to the intake
ceiling. The authors estimated that these eddiélgeduce the turbine efficiency

by about 4.8%.

2.4 Stratification and Other Issues

Stratification is an issue that was ignored in mwogliraulic studies of the fore-
bay. In summer, the fore-bay of a hydropower dam lza thermally stratified
with the warm surface water layer (epilimnion) negton the cold deeper layer
(hypolimnion) (Brooks and Koh, 1969). In a therrgafitratified reservoir, a
penstock intake located at a particular elevatamus$ to withdraw water from that
level only, a behavior which is known as selectwghdrawal. Hence, the
thermal stratification can significantly affect tHew upstream of an intake and
the degree of impact will primarily depend on tlemsity gradient of the fore-bay
and flow rate through the intake. For discrete tayer stratification, to determine
whether one layer or both layers will be aspirat€daya (1949) introduced a

Froude number which can be defined as,

F=—d
%hr:’;
0

g
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Equation 2.7

where, F, and F, are the Froude numbers for the line sink and thatsink,
respectively,h’ is the vertical distance from the sink’s centrmidhe interface

level, Ap is the density difference between the two layersis the reference
density,q is the discharge per unit width al is the total discharge through the
sink. Craya (1949) compute#, = 1.72, andF,=2.55 as the lower limits for

which only one layer will be aspirated. Figure @dmonstrates the two cases. In
the first case, only the lower layer is flowing, ilehin the second case, both layers
are flowing. Withdrawal from both layers can beiagkd by increasin@ (or q).

It can also be achieved by reducingor Ap or both.

If only the layer adjacent to the intake is asjgdata two-layer stratified reservoir
can be assumed to be an unstratified reservoim@avwater depth equal to the
depth of the aspirated layer. Under this assumptiba theoretical work of
Shammaa et al. (2005) for finite water depth caa@ied to the aspirated layer.
If both layers are aspirated, theoretical works i be applicable with
reasonable accuracy. For example, Shammaa and Z0i0)( carried out
experimental works of withdrawal from a stratifiszkervoir, which showed that
potential flow theory works reasonably well whenlbtayers as well as one layer

are aspirated.

For a linear density profile and line sink, the dretical works of Koh
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(1966) showed that water will be withdrawn fromaydr of finite thickness,
known as the withdrawal layer. The thickness of thiéhdrawal layer will

increase with distance from the sink following gtpiation,

714x3
1/6
a
Dv

where, 0 is the withdrawal layer thicknesB, is the molecular diffusivityy is

o=

Equation 2.8

the molecular viscosity, ard= —ij—p in which p, is the density at the sink,
y

o
and p is the ambient density. The formation of the witlwdal layer is subjected

to the condition that the Froude number defined as,

F=—ti

\geh’

Equation 2.9
exceeds 1 (Yih, 1958). Hereg is the discharge per unit width, ahdis the

water depth.

The experimental works of Mahony and Pritchard (998r a line intake showed
that withdrawal occurred only from a layer of faithickness. The centerline
velocity is 5% of the average intake velocity withiOa, wherea is the width of
the intake opening. Shammaa et al. (2005)’s theatetork for flow upstream of
a line intake showed that at a distance equalSi, flow is nearly uniform. Due
to the different length scale from these two stsdieis not possible to check

whether theoretical works are applicable in théndriawal layer.
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EPRI (1992)'s review work found that resident fishtrained at Klebler dam
remain at an intermediate depth during the summdrthe fall, while they are
closer to the intake ceiling during the winter apting. It can be hypothesized
that the water in the intake is stratified in sumraed fish prefer to remain closer
to the intermediate depth or bottom to avoid warmater. Hence, stratification
can affect fish behavior. In another example, Rdgsknd Carlson (1999)’s study
showed a lower Fish Guidance Efficiency (FGE) imewer compare to the FGE
in spring for an extended length screen installfedahn Day dam located in the
Columbia River, which can also be due to the effettstratification. The
stratification effect can be ignored for a headgpoha low-head dam (or run-of-
river hydro-projects) due to its shallower deptld arertical mixing due to the

turbulence.

Thermal stratification of the forebay at McNarynddocated on the Columbia
River was reported by Haque et al. (2005). Théd firmeasurements at this
forebay showed sharp decreases in temperaturesingper portion (£ within
28% of total water depth) and only 806temperature variation throughout the
remaining depth. If the warm epilimnion water ighdrawn through the intake,
temperature at the gate-well and collection chamiklincrease and the authors
hypothesized that this thermal shock can be hariofthe migrating salmonids.
The authors developed a CFD model using a comnhgragkage, FLUENT, in
order to obtain a modification of the intake ro&ogetry which would impede
the withdrawal of warm surface water. This modelptyed a finite-volume
scheme with hybrid unstructured meshes to solve-hyonostatic RANS
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equations using SIMPLE algorithm for pressure-viyoccoupling. The

stratification was incorporated by solving the #jport equation for temperature,
applying a turbulent Prandtl number equal to 018% simulation showed that the
stratification increases water temperatures in g¢laewells and fish-bypass
systems and the modification of the intake roofmngewy has little effect on

reducing the water temperatures inside the intdkés simulation did not show
formation of a withdrawal layer, and hence, potdrftow models should predict
the flow field well. This study did not analyze homuch the near-surface
temperature of the forebay exceeded the averagpetatures of the Columbia
River prior to the construction of McNary dam. lietdifference is insignificant,

the temperature at the gate-well should be wedireted by the salmon species.

The formation of a withdrawal layer is more likelg high-head dam. A
recirculation on the surface layer was observedbgngaonkar et al. (2005) in
the stratified forebay of the 134 m high Round Buttm located in Oregon. As
the intake is located close to the bottom, it delety withdraws the colder
hypolimnion water and a recirculation pattern depslon the upper part which
results in backflow of the warm surface water. Timgplies that a withdrawal
layer was formed, and one may apply the potenti&-model in the withdrawal
layer. The author applied numerical tools to trstirdy, which applied a three
dimensional hydrodynamic model coupled with a waity integrated continuity
equation to resolve the free-surface. A transpguation for temperature was

incorporated and this transport equation accoumtshéat exchange across the
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free surface.

Selective withdrawal of warm surface water alonghwother environmental
factors increased downstream river temperature$-C in California which
was identified as a problem for the survival ofnsah fry (Vermeyen, 2000;
Vermeyen, 1997). On the other hand, selectivehhavawing cold water was
identified as a problem for the bull trout fish Montana (Kubitschek et al.,
1997). To maintain the downstream river temperatarexible curtain upstream
of the intake was installed on the Whiskeytown badiston reservoirs located in
California (Johnson and Vermeyen, 1993; Vermeyeth Johnson, 1993), which
is known as temperature control curtain (TCC). Ssitter-frame structures
were installed in the Shasta and the Hungry Haeservoirs, which are known as
temperature control devices (TCD) (Vermeyen, 190@bitschek et al., 1997).
These structures, especially curtains can sigmifigaaffect the near-intake flow
field. An experimental study of this flow-field waarried out by Shammaa et al.
(2009) without considering stratification and byaBtmaa and Zhu (2010)
considering stratification. The effect of theseustures on downstream or
upstream migrating fish has not been assessed\lggtugh the potential-flow-
models may predict the flow upstream of the curtaiwill not be able to predict

the flow downstream of the curtain as the flowasnithated by a turbulent jet.

The headwalls of dams are often constructed inalaiker than truly vertical.
Anayiotos et al. (1995) and Anayiotos et al. (1998)ried out numerical

investigations to assess the effect of the indlmabn the acceleration region.
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Anayiotos et al. (1998) described the inclinatios @egative if it makes a
clockwise angle with the vertical (when flow moveem left to right) and
positive for an anti-clockwise rotation. For examplhe inclination of the
Bonneville second power house headwall (Figure Bl)egative according to
this definition. It was observed that for positivgclination, the acceleration
region extends further upstream. For example, waithinclination angle of 63
the centerline velocity is 25% of the average ceifvelocity at a point, whereas it
is only 5% of the average orifice velocity when thelination angle is 0(i.e.,
vertical wall) at the same point. On the other hamlden the angle of inclination
IS negative, it was observed that the acceleratgion was shortened and this
shortening was very insignificant. As the anglenafination in the case of a dam
headwall is very small, this inclination is not exjed to have a significant effect

on the velocity field.

Vortices at the intake drew much interest in thet Becade and most works are
based on the vertical intake. Intake vortices cdtinte from the free-surface (i.e.
free-surface vortex) or from the channel bottong aie-walls (i.e. sub-surface
vortex) (Rajendran and Patel, 2000). Free-surfaméices can entrain air (air-
entraining vortex) or may not have sufficient sg#nto entrain air (Carriveau et
al., 2002). It is reported that, intake vortices-@ntraining or non air-entraining)
can cause vibrationa, damage to components (AmshrNakato, 2001), pump
efficiency decreases (Rajendran and Patel, 2068l ice deposition (Carriveau
et al., 2002), sediment deposition (Tokyay and @onsescu, 2006) and even
affect the Fish Guidance Efficiency (FGE) of thghfiscreen (Mih, 1991). There
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are no well-defined criteria available to predioe toccurrence and nature of the
vortices and one often needs to rely on scale nraglelith dye tests and Particle
Image Velocimetry to detect such vortices (Tokyag &onstantinescu, 2006). If
scale modeling shows the existence of vortices, ification of the intake
geometry is carried out in an effort to obtain atew free intake (Rajendran and
patel, 2000). Asymmetry in the approach flow anamgetry are considered
responsible for such vortex formations. Howevecai also happen in symmetric
geometry under certain hydraulic conditions (ASAR95). Recently, several
CFD studies have been published applying a RAN®&dasrbulence model as
well as applying LES. They have reported being sssful in capturing the free-
surface as well as wall-attached vortices (Tokyag &onstantinescu, 2006).
Occurrence of air-entraining vortices was repogethe intake of the Bonneville
second power house facility, which was found teeetffthe FGE (Mih, 1991).
Another occurrence of stable air-entraining vosiees reported in the intake of
Sidney A. Murray Jr hydroelectric power plant leghton the lower Mississippi
River (Alam, 1989). The potential flow models aret rable to predict the
occurrence of air-entraining or subsurface vortid®se needs to depend on

physical models and high-resolution CFD modelgtia issue.

2.5 Concluding Remarks

Very high velocities close to the intake can cagsgainment of fish and debris
and therefore understanding the near-intake fl@ldfis important. Upstream of

the orifice, the centerline velocity sharply redsi@nd retains the mean velocity
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of the channel @/A) within a distance of 3t Field measurements, numerical
simulations, experiments, and potential flow modkggeloped by Shammaa et al.
(2005) supported this hypothesis. This region, wivelocity is accelerated by the

influence of the orifice, is termed as the acceienaregion.

It is found that a finite water depth (with infiaitvidth) has no significant effect
when the water depth is greater thah B general, a finite water depth reduces
the acceleration zone as the velocity at infinstQIA, instead of zero. The size of
the orifice has a notable effect inside the acedélem region; outside the
acceleration region, the predicted velocity is vemgilar to the sink solution. For
multiple intakes located at a distance greater thé, the acceleration region is

confined within 3.8.

A practical problem is that if the intake is comed with a large radius of
contraction, the velocity field at the intake-fasefound to be skewed, which is
not possible to predict by the theoretical work $ifiammaa et al. (2005).
However, if the flow at the orifice is provided skewed in the potential-flow-
model, it should be able to predict the flow-fieidstream of the head-wall with

reasonable accuracy.

Shammaa et al. (2005)'s work may also be applicableeservoirs having
discrete and continuous stratification. If a distiwithdrawal layer is formed, one
may apply the potential flow theory in the withdevayer. In such a case, true

boundaries will have to be shifted to the withdrbkager boundaries.
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Applying the idea of multiple orifices developed Byyant et al. (2008), it
appears that a complex system of intake units, fesdslots can be modeled
integrally if the head-wall is perpendicular to tlproach channel. This
integrated model may be recommended for designogespas this approach will
provide a solution faster than a CFD or physicatleloThe theoretical work will
not be applicable for predicting flow inside théake and turbine passage and the

occurrence of vortices upstream of the intake.

Far upstream of the intake, PFMs are not applicalllen cross-sections are
irregular, non-uniform and the approach channetus/ed. For nearly uniform
cross-sections and straight reaches, flow veleciae upstream can be estimated

usingQ/A, and applying PFMs would be rather inefficient.
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Figure 2.1: A qualitative diagram of the Bonnevslecond power-house facility
and the fish passage system located on the ColuRribé.
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(single intake withQ = 5650 cfs).
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Figure 2.5: Demonstration of selective withdrawgd) only lower layer is
flowing; (ii) both layers are flowing.
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Chapter 3

A Numerical Study on Confined Wall Jets’

3.1 Introduction

Wall jets in confined spaces have wide range ofira®ging applications
including selective withdrawal with a curtain (Shaam and Zhu, 2010), flow in
settling basins (Naser et al., 2005) and storagerveirs (Hannoun and Boulos,
1997), among others. Rajaratnam (1965) treatechmerged jump as a wall jet
under adverse pressure gradient with a recircumladgone on top. Wu and
Rajaratnam (1995) found that velocity profiles ilbserged jump may show wall
jet like or free jump like behavior in different estarios; the reason was not
adequately identified. Ead and Rajaratnam (2002)idy showed that momentum
flux is preserved up to some distance, and thexeafall jet behavior is lost. The

reason for this phenomenon was not well underst@&wmmaa et al. (2009)

2 A version of this chapter has been submitted éaJthurnal of Hydraulic Research.
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studied wall jet behavior in a confined space atoaparatively lower inlet
Reynolds number. However, any systematic investigabn how wall jet
properties are affected by inlet Reynolds numbed aonfinement are not
available in the literature. Although backward stepw experiments (Nie and
Armaly, 2004) are concerned with recirculation @attin a geometric expansion,
this area of research uses large inlet opening aoedpto the channel depth and
therefore not comparable with jet flow. The numarisimulation of submerged
jump was attempted by Long et al. (1991), Ma e{2002); among others. These
studies showed that numerical solvers have exdeti@pability in predicting jet

behaviors in a submerged jump.

It appears that there is a necessity of doindhéurtesearch on this area in order
to get reasonable answer of some unexplained bahawvearlier studies, and to
get a complete picture on how confinement can affexjet behavior. Therefore,
this study has two primary objectives: (a) to findt the reason for several
unexplained wall jet behaviors, and (b) to carry systematic investigation on

the effect of water depth, inlet Reynolds numbet @mgth scale on wall jet.

This study primarily uses a CFD solver (ANSYS CRX)obtain the flow field.

The accuracy of the CFD solver is verified by eigkperiments.

3.2 Numerical Model Description

3.2.1 Governing Equations

The numerical model solves three-dimensional udstedeynolds Averaged
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Navier Stokes (RANS) equation using unstructuredshmand a two-equation
turbulence model to assess the eddy viscosity ffEeesurface was modelled with
the Volume of Fluid (VOF) method. The continuitydathe momentum equations

solved by the CFX solver (ANSYS CFX) is as follofrs tensor form),

opuy,
0X,

J

dpu.  0pu,u, 0 d du, Ou; | 2
e {(u+ut)(—+—‘]-§pk5u}+(p-pa)gi
J

=0

ot 0Xx. ox.  OX. ox.  Ox

J 1 j i
pP= awpw + aapa
H=a,l, +a,H,

Equation 3.1

where, p,, is the density of waterp, is the density of airga,, is the volume
fraction of water,a, is the volume fraction of airk is the turbulent kinetic

energy, 9,

, Is the Kronecker deltapis the pressure, y, is the molecular

viscosity of water, andy, is the molecular viscosity of air. The transport

equation fora,, anda, are,

oa, oaa,,
+U, =0

ot 0X;

a,=1l-a

Equation 3.2

A curvature correcteck —¢ model is used to assess the eddy viscosity. This
model applies Spalart and Shur (1997)'s curvatueection on Launder and

Spalding (1974)'k — ¢ model. The governing equations are as follows,
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dpku,
a'[j<+ ﬂ( [ a Iu+& ﬁ +ka—pg— ’ut gla_’o
ot 0X; 0X; 0, ) 0X; o0 0X

dpeu, 2
6pg+ P, _ 9 {(:‘I'F&JE}"'ClEPk‘Cng—
J

ot X, 0X. g, )0X; k k
y ou, , 0u; |au,
< Toax,  ax )ox
k2
M = ,u?

Equation 3.3

where, 4, is the eddy viscosityB, is the production of turbulence. Standard
values for the model constants are used, which &g1.44, C, =192

0,=1.0,0, =13 and C, = 009. In the buoyancy production terng,= 2 is

used. The curvature correctdd—& model multiplies B, by a factor f), to

account for streamline curvature. The detail foltioh to estimaté is given by

Spalart and Shur (1997).

3.2.2 Boundary Conditions and Mesh

The numerical set-up is shown in Figure 3.1. Irs thigure, coordinates and
velocity directions are shown by, y,z andu,v,wrespectivelyH is the tail-water
depth, and bin is the size of the inlet openinge Thass flow rate was provided at
the upstream boundary, and zero static pressurepragled at the downstream
boundary. No-slip boundaries were provided at svdés. Hence, simulated
results are two-dimensional in nature. The turbcgeintensity k) at the upstream

boundary is specified as 1%. The solver uses ti@xfimg expression to compute
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k and ¢ at the inlet from the given value of intensity gCE009),

3 k2
ko == 1°up, En = —
2 " = o0

Equation 3.4
At the no-slip wall, CFX solver uses a no-flux bdany condition(dk /an = 0)for
the kinetic energy equation. To calculate the getson rate £), the following

eguation was used,

LA
HKY
Equation 3.5

where, k is the von-Karman constanty” is ou'Ay/u or 11.06, whichever is
larger, Ay is the distance of the first grid point from thallvandu” is computed
by,
u' =C;*k"?
Equation 3.6

The channel bottom was specified as a no-slip bayndvhere standard wall
function was used. The top surface was specifiemhagpening boundary. This is
a pressure boundary which allows both inflow antflow. The wall shear stress
is computed as follows,
I, =Py,
Equation 3.7

where,u” is computed using Equation 3.6, angl is computed using,

u = U
" tin(pu'ay/ p)+ 55

Equation 3.8
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The central difference scheme is used as the adwestheme. Unstructured
tetrahedral mesh is used in the solution domairalcefinement is provided in
the wall jet layer. The thin wall jet layer was \wad with about 25 nodes and
maximum node spacing in this region was 1 mm. Aeptocations, maximum
node spacing of 5 mm was used. The time step waedv&rom 0.05 to 0.1
second. The initial values of velocities were pdad as zero and the initial
pressure was assumed as hydrostatic for the waggorr and zero for the air
region. For simulations B, the simulated resulasimulation is used as the initial
condition for another simulation. Table 3.1 shows flow and the geometric
variables of all numerical test runs. Series A sssg the water depth effect, series
B assesses the inlet Reynolds number effect, s€risscarried out to validate
empirical expressions, and series D is carriedtoudssess the effect of length

scale and the outlet.

3.2.3 Validation and Sensitivity Tests

Eight simulations (simulation A2, A6, B7, B8, C73[D4, and D5) are validated
with experiments. The experimental data is takéh & four beam ADV probe
(Probe ID: Vectrino VCN 7569, Nortek AS). The samglfrequency is 200 Hz

and the data at each point is averaged for 5 nmsnute

The experiment was conducted at the T.R. Blenchr&iyits Laboratory of the
University of Alberta. The experimental set-up iimitar to the geometry shown
in Figure 3.1 having a width of 0.485 m. The height location of the outlet

weir can be varied and the spilled water was ratated using a pump. The flow-
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rate was measured by a magnetic flow-meter. Figu2eshows the experimental
and the numerical velocity profiles for simulati®@8. Figure 3.3 shows the
comparison of simulation and the experiment of Sham et al. (2009) conducted
at inlet Reynolds number 1250. The correlation fceht between the
experimental and the numerical measurement is faariok 0.99 in all the test
cases. The Mean Absolute Error (MAE) is also fotmde less than 0.05 m/s in
all these cases. The MAE is computed by averadnsglate differences between
the experimental and the simulated result. Seitsitifor the inlet turbulence
intensity () is tested for the simulation B8 by increasingendity to 5% and no
sensitivity is observed. Grid independence was ldekdor the simulation A8,
B6, and B9 by doubling the nodes, and no notablferdnce was observed.

Figure 3.4 shows the grid independence check fsimulation A9.

3.3 Results and Analysis

3.3.1 Momentum Flux Balance

Figure 3.5 shows the plot of the streamline, noizedl stream-wise momentum
flux and pressure integral for the simulation Che Btream-wise momentum flux

(M) and the pressure integr&)(are computed as follows,

M = Tpuz(y)dy

y=0
H

P= | p(y)dy
y=0

Equation 3.9
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where, p(y ) and u(y ) are the pressure and stream-wise velocity at dgpth

located atx. In Figure 3.5 Mi, is pu2hb,

n=in?

whereu,, is the average velocity at the

inlet, andP,es isP at x = 0.

The center of the recirculation zone is locatedelto x/H = 2.0 (Figure 3.5a).
Figure 3.5b shows that downstream of this locasimaam-wise momentum flux
decreases and pressure integral (or pressure forceases. The recirculation
ends atx/H =5, and both momentum fluxes and pressure iategire nearly
constant downstream of this location. This rispnessure integral downstream of
the center of recirculation causes loss of momeritux As the pressure gradient
is adverse beyond the center of recirculation, flswiot expected to behave as a
classical wall jet in this region. The momentumslas the case of wall jet with

finite water depth was observed by Ead and Rajanatf2002).

Based on the distribution of the pressure integh& flow domain can be divided

into four distinct regions (Figure 3.5): region Xtends from the origin to the

center of recirculation, where pressure-integralhnear zero gradient; region Il

extends from the center of the recirculation to pet where recirculation ends

(u is positive at surface), where pressure integhaws steep adverse gradient;
region Il extends from the end point of recircidat to the point where zero

pressure gradient (ZPG) exists; and region IV ésdhtlet region where pressure
drop is observed due to the effect of the outlétisTpressure distribution and

classification is valid for and assesse&a.5,H/bj,>8.0, andr, >1,200. When

S <0.5, or H/bj,<8.0, pressure gradient can be adverse in regiamd the
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classification is not applicable for these regim&s.the horizontal extent of the

region | and region |l are affected by the depthttef inlet wall H —b,,), or
water depth (wherH >>b, ), the scaling parameter for these figures are amos

as H. The main difference between this classificatiom @ahe classification of
Shammaa et al. (2009) is that this classificatisnbased on the pressure
distribution inside the domain, while Shammaa et(2009)'s classification is

based on the observed flow structure.

3.3.2 Effect of Water Depth
Effect of water depth on stream wise velocity geofis assessed in series A
(Table 3.1). Figure 3.6 shows the normalized v&yogrofile at x/H = 2.0 with

H /b, of 24, 20, 16, 12, and 8. The normalization ishe@dy the maximum
stream-wise velocity,,), and the jet half widthb] at this section. The jet half
width is defined as the vertical distance from bottom of the channel to the
point where u=u,, /2located in the free shear layer. Figure 3.6 shihas u

velocity profiles are self-similar. Experimental @t profile of Abrahamson et

al. (1994) of infinite environment is added in thigure.

In wall jet, the decay of the maximum velocity, () along x can be well

approximated by the relationship,

Uy, c

Uiy (X/bin )1/2
Equation 3.10

where, c is the decay coefficient. Ead and Rajaratnam (R@@2ndc = 4.0 in
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their wall jet study. Figure 3.7 shows velocity dgcurve for variousi/b;, ratio

for R, =31300, whereRy, is the inlet Reynolds number, computedjy, /v . It
is observed that at thiR, and aH /b, = 14velocity decay profiles collapse in
region | and can be fitted by Equation 3.10 with 4.0. AtH /b, < 14 velocity
decays faster antt = 4.0 is found no longer applicable. At/b, < , @ater
depth is smaller than the length of the potentaakd=15b,) and the center of

recirculation falls inside the potential core. Thiguses the decay of velocity
inside the potential core as observed in Figure Brée jump profile from
Rajaratnam (1965)’s data is added in Figure 3.i& ttbserved that at low H/bin
ratio, velocity profiles get closer to the free juntike profile even though
submergence is high (simulation A9) or flow is sutiimal (simulation A10).
Potential core is not observed in simulations A8 Ad0, which also observed in

free jump.

Figure 3.8 shows the normalized pressure integral for sinariat A3, A4, A6,
A7, and A8. This figure shows that at shallow wadepth H/b,6 < § the
pressure integral shows strong adverse gradiergain |, which in turn causes
increased decay of stream-wise velocity. This isthis reason free-jump like

behavior is observed at this rangetbib,, .

Jet spreading rate() is defined as the rate of change of jet half vaith x, or
db/dx. The literature regarding the spreading rate afl yet (S) shows high

degree of scatter. Launder and Rodi (1981) compdedpreading and other wall
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jet variables of fifteen experiments available e tliterature. Schneider and
Goldstein (1994) added four new experimental resolt Launder and Rodi
(1981)'s compilation. The compilation of these 1%9pe&riments along with
Eriksson et al. (1998) and Abrahamsson et al. (19%kperiment show that jet

spreading rate varies from 0.056 to 0.085 for iReynolds numberR, ) ranges

from 6,080 to 56,000. This study finds that withcrigasingH/b;, ratio, jet

spreading rate decreases. At/b, > ,1lthe asymptotic value of the jet

spreading rate is found to be 0.076, which is etu#he value found by Ead and

Rajaratnam (2002).

3.3.3 Effect of Inlet Reynolds Number
The B series simulations are carried out to astHessffect of Inlet Reynolds

number R,). The R, is varied from 1,250 to 83,300. It is found thaifs

similarity is preserved in the whole range testefbwever, velocity decay

coefficient €) is found to increase with increasirg,. Figure 3.9 shows the
profiles of um at variouRR, for H /b, =14. It is observed that profiles achieve
the wall jet profile ¢= 4) at R, > 10,400 forH /b, = 14 Assessing Figure 3.7
and Figure 3.9, it appears that wall jet behavsoaffected by botiH /b, ratio

and R, at typically low Reynolds number and at shallovtevaepth.

Jet spreading rate is found to decrease with isargaR, at lower Reynolds
number. AtR, >10,000, the jet spreading rate becomes asymptm@c076, the

value obtained by Ead and Rajaratham (2002). Abnskan et al. (1994)'s
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work shows that jet spreading is decreasing witbreasing inlet Reynolds
number even aR greater than 10,000. For circular jet, Rajaratraard Flint-

Petersen (1989) reported a 25% increase in jeadjprg rate at Reynolds number

equal to 2,000 compared to its asymptotic value.

Increasing flow velocity at the inlet causes deseem submergenceS() and
flow becomes closer to the free jump. Submergesncemputed aéH - yz)/bin,

where y, is the sequent depth. It is observed that at sujgnee < 0.5, pressure

integral can be strongly adverse in region |, aeldaity profiles get closer to the

free jump.

3.3.4 Empirical Expressions

Attempt is made to predict the velocity decay coedht (c) and the jet spreading

rate for varyingH/bi, ratio and R,. Figure 3.10 shows the variation of the

velocity decay coefficientc] and the jet spreading ratb \ with RY*(H /b,). It

n

is observed that these variations can be fittethbyollowing expressions,

0.054
= 2514R, )| -

n

Equation 3.11

S= 0.14dRm )—0.04(bij— I

n

Equation 3.12
The empirical expressions are applicable and asded§, > 0.5,H/bj,> 8.0, and

Rn>1,200. The C series data are used as the valdatada for empirical
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equations. Figure 3.10 shows simulated and enapivielocity profiles for these
simulations (C1 to C7). Satisfactory agreement betwthe two was noted in

region |. Based on the fitted equations, the stahdeall jet behavior can be

expected aRY?H /b, > 4,000.

The empirical expressions are not applicable amsmupence,S, < 0.5 where

strong adverse pressure gradient prevails in regidime empirical expressions

are also not applicable &t /b, < 8, where region | falls inside or at signifitign

close to the potential core. Strong adverse preggadient also exists in region |

in this case, and potential core may not exist.

Wu and Rajaratnam (1995) found free jump-like b&brawm several experiments
at submergence as high as 7.42; the reason forssuphising behavior was not
well explained. This study finds that in all thoseperimentsH/b;, ratio varies

from 4.5 to 9. This could be the reason for gettimg free jump-like behavior at
large submergence. It should be mentioned thatl/at, = 2.0, and at large
submergence, flow field can be well approximated backward step flow

experiments (Nie and Armaly, 2004).

Rajaratham (1965) considered submerged jump as |lajetaunder adverse
pressure gradient. However, this study finds thaisgure gradient is always
adverse in region Il only. In region |, pressuradient is adverse wheg, < 0.5

or H/bin < 8.0, and favorable otherwise. This feature moabbserved in the

pressure profiles measured by Rajaratnam (1965).
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The wall shear stress is an important design paermed is necessary to identify
the scour. The wall shear stress in these simualtghows a similar profile as
observed by Ead and Rajaratham (2002) in the wabltudy and by Long et al.
(1991) in the submerged jump study. The maximuni gredar stress at the inlet

can be computed by,

= 0.00350u

TW,max
Equation 3.13

It is verified that this empirical equation alsonk® well for earlier works of Ead

and Rajaratnam (2002) and Long et al. (1991).

Although simulations and experiments were conducieémooth boundary, the

field scenario may have rough boundary. A non-disi@enal parameter to

express roughness is Nikuradse’s roughni€9sdefined as,ksu* IV, whereks is

the roughness height. A surface is fully rough whér70. Smith (2008)
experimented effect of roughness on wall jet ug'te 130 and found no notable
effect on the velocity decay coefficient and jetesling rate. Hence, empirical

equations developed in this study may be applicabliék™ =130.

3.4 Effect of Channel Length and Outlet

Series from D1 to D5 in Table 3.1 shows simulatiosed to analyze the effect of
channel length. These five simulations hdaveH ratio equal to 8.3, 6.8, 3.0, 2.1,
and 1.5. The recirculation eddy is typically exted up toL/H = 5.0 and
therefore simulations D1 and D2 did not show arigatfof length scale on the jet
region asL/H ratio in these two simulations were greater thah bigure 3.12
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shows the streamline plot of flow field for simutat D3, D4, and D5. In
simulation D3, the outlet weir is placed in regibnand it was observed that
region | was still unaffected by the outlet wein. dimulations D4 and D5, the
outlet weir was placed inside region I. It was obed that the center of the
recirculation was shifted to 0.&€6in both cases. In these two cases flow behavior
is similar to that observed in the case of impigget experiment by Beltaos and
Rajaratnam (1972). Wall jet behavior is observethuicreased spreading rate in
region |, which extends to the center of recirdolatocated at a distance equal to
0.66L downstream of the inlet wall. Beyond that limmppingement effect is
predominant and the pressure integral increasas.ifidrease in pressure integral
is due to the combined effect of stagnation pressleveloped by the outlet wall

and the momentum loss.

The effect of weir was not observed at a distaB8t upstream of the weir. To
get a complete understanding of the outlet inflegemwwo simulations were carried
out (D6 and D7) with line sink outlet located atdrgiepth and channel bottom,
respectively. Figure 3.13 shows the flow upstrexdrthe line sink outlet located

at mid-depth. The size of the line sink outlet \Rasm.

A characteristic length scale to describe the erflze of the outlet can be obtained
by comparing the outlet induced velocity with thean approaching velocity

(U, =q/H). For a line sink in a half-space, the sink indleelocity is q/7r .
By equating this tdJ ,, one obtains,

r=H/n

57



Equation 3.14

where, r is the radial distance from the line sink. For nposink, similar

derivation yields,

r=+WH /2

Equation 3.15

However, for the cases where outlet wall is plaicestte the recirculation zone,
these equations are not applicable. Figure 3.1@shloat the effect of line sink is
almost negligible at a distance B3 upstream of the sink location, which is

consistent with Equation 3.14.

3.5 Conclusions

This numerical study analyzes the wall jet behaviora confined space for
different inlet Reynolds number and water depthghEnumerical results are
validated with experimental data which shows satigfry agreement. Simulation
shows wall jet and a recirculation eddy on toptpWhich is a typical submerged
jump flow structure. Flow shows wall jet like bel@vonly up to the center of
recirculation zone. Pressure rises sharply beybedcenter of the recirculation
zone and becomes constant where the recirculadiases. This adverse pressure

gradient causes loss of the momentum flux in &gsan.

Simulations show that the jet spreading rate, treddecay of the streamwise
velocity varies with the inlet Reynolds number amdth water depth at
comparatively lower Reynolds number (<10,000), ahdhallow water depth. A

dimensionless number is found which can accountbfith effects. Empirical
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expressions are developed to predict the jet sprgadchte and the decay
coefficient as a function of this dimensionless bem It is observed that standard

wall jet behavior is retrieved when this numbegrisater than 4,000.

It is observed that confinement does not affectibbavior of the jet and the
recirculation zone when the length of the chansgreater than the natural length
of the recirculation zone which is typicaliid . When outlet wall is placed inside
the recirculation zone, the center of recirculai®shifted upstream and the wall
jet behaves as an impingement jet on the outlelt Waitlet's type (weir or line

sink) and the distance of the line sink from thargtel bottom do not affect the
behavior of the wall jet and the recirculation zoBguations are developed to

predict the region accelerated by the line sinkebut
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Table 3.1: Description of simulations carried out.

Simula Inlet Inlet size, Water Inlet Channel Inlet H/b, Submerge
tion velocity, b, .m depth, Reynolds length, Froude nce,(Su)
(U, ), mis (Hhm No(R,) (L) m No,(F,)
Al 1.23 0.0254 0.6 31,300 35 2.47 24 6.8
A2 1.23 0.0254 0.5 31,300 3.0 2.47 20 55
A3 1.23 0.0254 0.41 31,300 2.46 2.47 16 4.2
A4 1.23 0.0254 0.31 31,300 2.46 2.47 12 2.9
A5 1.23 0.0254 0.25 31,300 2.46 2.47 10 2.25
A6 1.23 0.0254 0.2 31,300 2.46 2.47 8 1.47
A7 1.23 0.0254 0.16 31,300 2.46 2.47 6 0.95
A8 1.23 0.0254 0.13 31,300 2.46 2.47 5 0.56
A9 0.82 0.0254 0.2 20,800 2.46 1.65 7.8 3.1
Al10 0.4 0.0254 0.18 10,030 2.46 0.8 7 -
B1 0.05 0.0254 0.31 1,250 2.46 0.1 12 -
B2 0.077 0.0254 0.31 1,880 2.46 0.15 12 -
B3 0.1 0.0254 0.31 2,500 2.46 0.2 12 -
B4 0.14 0.0254 0.31 3,760 2.46 0.3 12 -
B5 0.41 0.0254 0.33 10,400 2.46 0.82 13 -
B6 0.61 0.0254 0.34 15,600 2.46 1.23 14 9.1
'B7 0.82 0.0254 0.35 20,800 2.46 1.65 14 6.2
‘B8 1.23 0.0254 0.36 31,300 2.46 2.47 14 3.65
B9 2.44 0.0254 0.39 62,000 2.46 4.9 15 1.4
B10 3.27 0.0254 0.4 83,300 2.46 6.56 16 0.79
C1 2.1 0.015 0.3 31,300 2.46 5.44 20 1.77
Cc2 1.2 0.015 0.29 18,000 2.46 3.13 19 4.0
C3 3.0 0.015 0.32 45,100 2.46 7.84 21 0.9
C4 2.44 0.0254 0.32 62,000 2.46 4.9 12.6 0.83
C5 0.2 0.0254 0.46 5,216 2.46 0.41 18 -
C6 0.61 0.0254 0.49 15,600 2.46 1.23 19 14
c7 1.62 0.0254 0.37 41,300 2.46 3.25 14.5 2.5
D1 0.82 0.0254 0.36 20,800 3.0 1.65 7.8 3.1
D2 0.82 0.0254 0.36 20,800 2.46 1.65 7.8 3.1
D3 0.82 0.0254 0.36 20,800 1.1 1.65 7.8 3.1
D4 0.82 0.0254 0.36 20,800 0.76 1.65 7.8 3.1
D5 0.82 0.0254 0.36 20,800 0.54 1.65 7.8 3.1
’D6 1.23 0.0254 0.2 31,300 2.46 2.47 8 1.47
’D7 1.23 0.0254 0.2 31,300 2.46 2.47 8 1.47

lvalidated by the experimental data.

ine sink was used in these simulations.

62



i L b
= A g
11. H
hﬁ
¥ U
A w
NG jbm
kg
z
Figure 3.1: Side view of the schematic model geoynet
i i i i § i :  —— Simulation
1 ' ; ; | ; ; . .
+ Experiment
0.8+ .
T 061 .
3
0.4r 7
0.2} 15 cm/s
0

Figure 3.2: Comparison between numerical and experial result for simulation
B8.

63



04FT; ; 7
+ + — Simulation
* Experiment
03 It : -
0.2, 3 -
01F: 1
4 5 cmfs
0 | |
0.5 0.5

Figure 3.3: Comparison
experiment.

between simulation and

02
1

018§

016

—-—-50,000 nodes
+ 180,000 nodes |
— 400,000 nodes -

Shaanrat al. (2009)'s

Figure 3.4: Grid independence check for the sinuatA9.

64

0.75



MM,
o
n

T

Figure 3.5: (a) Streamline plot, (b) normalized neotam flux, and (b) pressure

integral with x for simulation C4.

35 . T
« Al (H/b =24)
al s A2 (Hb,=20)
- A3 (b, =16)
25 o A4 (Hb =12)
] o A6 (Hb =8)
B ”
° |
- 2 % Abrahamsson et al. (1994)
N
> P
15 0%%%?
o
1+ %%“”%
%%%‘%
05/ gy
0 . . . | o o
0 0.2 04 0.6 0.8 1
wu

Figure 3.6: Normalized velocity profiles for simtitms Al to A4, and A6 at
(x/H =2) and comparison with Abrahamsson et al. (1994){zearmental data.

65



1.2 T T T T

+ Al (}ybmzzzt)
o A2 (H/b, =20)
o A3 (Hb =14 |
o A4 (Hb =12)

-
T

0.8 + A5 (b =10)]
= > A6 (H/b =8)
5
S . A7 (/b =6)
= —— Wall jet
0.4 mm Free jump
0.2 .
0 L L L L L L L L L
0 10 20 30 40 50 60 70 80 90 100

Figure 3.7: Maximum velocity profiles for differed /b, ratio atR,, = 31,300.

o A3 (Hb, =16)
1r o o AL@b =12)]
OO
S0 . A6(HD =8
E.E .Q)%d}oé; > 4 ( in )
S 560 > A7 (Hb_=6)
&) m
5 0.5F R |
, A a A8 (Hb =5)
! g & in
& qF L%
w P %
o B 60‘050{}00
p T o
ObasiBloBob8ibd o 00000 i
| | | | | | |
0 1 2 3 4 5 6 7 8
x’H

Figure 3.8: Normalized pressure integral of regicand Il for variousH /b,
ratio.

66



+ B2 (RM:II.SSO)
& B4 (R =3.760)
o BS (R =10400)
o BS(R =31300)
. B9 (R _=62,000)
> BIO (R, =83.250)

S, 08- —— Wall jet .
= +, A
+++ Sog 55
0.4F ey “Aizgofi%gb g
i, . AAA2208§00 .
2, 00000 88 an
0.2- oo O°°°<>o§§§§55 _
jels)
0 | | | | | | | | |
0 10 20 30 40 50 60 70 80 90 100

Figure 3.9: Maximum velocity profiles for differeimlet Reynolds number at
H/b, =14.

(@)
45 T \ T .
4+ . o o} o] =
o < =
3.5¢ o Simulated data
——c=2.516N %
3 1 1 1
(b)
0.12 T \ T .
o Simulated data
0.1r ——5=0.146N %% 1
“ 0.08r MW
0.061 8
0 1000 2000 3000 4000 5000 6000
NJ’

Figure 3.10: Variation of the velocity decay coe#fnt and the jet spreading rate
with N, (=RY?H /b,).

67



Figure 3.11:

1M

+  Simulation Expression |

FrEwy

vvovvoooo000000000o00¢+0¢

| C7(V=2,390)

| c6 (N ~1,280)

| Cs (N =2,960)

}MM

| c4 (N =3.100)

Ferane
b2 TN
AL L TN
hAA LT 2 A
AAAA S T T Y TP
LT T FON

+4

: _

| *F + F 4w o

C3(N=4‘53O) 000000000¢¢¢00
J E

R R I S :

| C2 (V=2.600)

¥ |

-, .
MR L IR ++ oy

| C1(V=3,540)
20

30 40 50 &0 70
x/b.

n

Comparison between simulated and eécapiu,, profile.

68



0.8+

0.6-

wH

0.4

0.2+

i i f
11 11.75 12 12.25 12.3
x/H

Figure 3.13: Flow upstream of the line intake lecbat mid-depth.

69



Chapter 4

Flow Upstream of Two-Dimensional | ntakes’

4.1 Introduction

Analyzing flow upstream of intakes is important imany engineering
applications, e.g., fish entrainment study, flow sedimentation tank, flow
induced by sluice gates, skimmer wall, and tempegatontrol curtain (Gerges
and McCorquodale, 1997; Shammaa and Zhu, 2010)tré#ps of the intake,
flow is accelerated and identifying the acceleratamne is important to design
fish repulsion systems. To our knowledge, no commgmsive information is
available in literature to the extent of the flowcaleration region and on how
intake location, its size, and flow rate can affdds region. Flow acceleration

region for multiple intakes is also an area of nes¢ to explore. The primary

3 A version of this chapter has been accepted inE8S@ournal of Hydraulic Engineering.
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objective of this study is to assess the flow amation region under various
geometric and flow conditions and to analyze theraction of multiple intakes.
To fulfill these objectives, the Schwarz-Christdéf{&-C) transformation based
model is applied in generating the flow field calesing its reliability and

computational simplicity in such applications.

The theoretical description of the S-C transforomatin predicting the flow
upstream of a line sink located at a two dimendioeetangular duct is available
in hydrodynamics references, e.g. Vallentine (19679wever, this classical
approach is applicable only when sink is locatethatmid-depth or at the corner
of the duct. This study upgraded this method tangkathe sink location to any
depth in the duct. This upgraded method is usdlderdetailed flow analysis. This
study also applied the S-C transformation for prtea flow upstream of two

dimensional nozzle shaped intakes.

Other methods are also available in literature.n8haa et al. (2005) integrated
line sink equation to apply to the finite depthake and added images to account
for boundaries. Bryant et al. (2008) showed thaltipia orifices can be modeled
by superposition of individual orifice equationsoMes (1997), Vanden-Broeck
(1997), and Hocking and Forbes (2000)'s approaciiocsised on numerical
computation of the free surface profile. Belaud &itdco (2008) developed a
closed form solution to predict flow upstream o€antracted flume. Dias et al.

(1980) solved nozzle intake using numerical confdrmapping technique.
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4.2 Theoretical Development

A classical solution applying Schwarz-Christoffedrisformation to obtain flow
field upstream of a line sink located at the migbttieor at the corner of a two-
dimensional duct is available in literature (Vatier, 1967). The geometry of a
two dimensional water intake is shown in Figure, 4vhereh is the depth of
water,b is the distance of line sink from the bottodhis the size of the intake
opening, andq is the flow-rate per unit width. The S-C basedusoh is
applicable wherb =h /and d = 0 which follows a two-step procedure. Firat,

plane k+iy) is transformed to-plane using the relationship,

t = i sinh [Ej
h

Equation 4.1
Thet-plane tow-plane (¢ +iy Yransformation is as follows,
-_9
w=—-—In(t
Yinty)
Equation 4.2

Substituting Equation 4.2 into Equation 4.1, artdradlgebraic simplification, the

velocity potential comes out as,

@ = —iln E(COShz—m - cosz—nyj
2mr |2 h h

Equation 4.3

This equation inherently adds infinite number afksi located at distance nh

(n=1223,..0) from the mid-depth of the duct, and thereby baupdeffect is

accounted for without adding any image sinks.
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Above solution is applicable only for a line simdcated at mid-depth of the duct.
Taking the upper-half (or lower-half) of the duitte solution can be applied for a
line sink located at the bottom (or the top) of thect. However, for any other
locations the solution does not work. The objecti¥ehis study is to overcome
this limitation and to apply line sink solution tioe intake having large opening.
To do that, first the origin is shifted to the chahbottom from the mid-depth of

the channel using the conventional procedure,

w=-3 In{cosh’—T(z - b)}
m h

Equation 4.4

where, b'=b-h /2, or distance from the line sink to the channel wchigbth.

Thereafter, the complex velocitg/dz= u-iv) is derived as,

u-iv=-Jtanh’ (z-ib)
m h

Equation 4.5

After algebraic manipulation, the expressions doand v velocity components

o= cof o {0 an{ e B}
o= ot 2o T o o =) T

Equation 4.6
This equation only shifts the origin towards thamhel bottom and is valid when

come out as,

> |

>R

sink is located at the mid-dep(b % h/2). This equation inherently adds infinite

number of images located anh, (n=123,..c) distance from the sink location.
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When b£h /2 images should be located at,
-2b,2b",-2b-2b" 2b+ 2b",-4b-2b" 2b + 4b" -4b - 4b" 4b + 4b",...etc., where,

b"=h-b.

This study found that, this image pattern can Heeaxed by adding two sinks;
one located at distande from the channel bottom, and the other located at
distance b from the channel bottom. For both sinks, the wdtgth is to bel?,

instead oh. Theu-velocity obtained from these sinks are,
i = —l[cot)ﬂ(zj Cog{w} + tan{ jSIn {ﬂ(y bl)}}
U, 2 2h 2h 2h
e IS —l{cot{zj cosz{w} + tan){ jsm {n(y b, )H
o 2 2h 2h 2h h

u =u, +u,

c

Equation 4.7

where,b; =b-h, b, =-b-h,U_ =q/h andu is the totak-directional velocity.

In order to derive the velocity-field for an intakaving large opening, one needs

to integrateu; over the opening using the following relationship,

1jb+d
U= ju(J)db

j=b
Equation 4.8

where,d is the intake opening and/aries fromb to (b+d), andu is a function of
J» X, andy. Following the similar procedures, integral eqoiatior vertical velocity

V can also be computed.
An Analytical solution is also developed using SemwChristoffel
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transformation for a non-rectangular intake or t®zs shown in Figure 4.2. For
the nozzle having interior angle, the z-t transformation can be derived by

solving the following integration,

_ dt
Z= A_[ (1_t)—(l—a/rr) +B
Equation 4.9
Considering, az=0, t=1, and atz=ly, t=0, yieldsB=0, and Therefore, Equation

4.9 becomes,

al,
T

Z=

(1_t)a/rr

Equation 4.10

Thew-t relationship should be as follows,

__q
=-Yin-1
w ﬂn( )

Equation 4.11
Substitutingt-z relationship obtained from Equation 4.10 into Boua4.11, and

after some algebraic simplifications, the exprassimru andv come out as,

and v=-9_. Y

u=-——
a (X2 +y? a (X2 +y?

Equation 4.12

If the nozzle intake opening is large, the sinkuioh can be used by shifting the
sink location upstream at distance equaldtf{2tana /2) as shown in Figure

4.2b.

4.3 Verification

Flow upstream of a two-dimensional intake is sirtedausing a computational
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fluid dynamic (CFD) package, ANSYS CFX (www.ansysn), and the predicted
result using Equation 4.8 is compared with the &ed result. The potential
flow result is also compared with experimental dait&oth and Hager (1999). It
should be pointed out that, a CFD solver is desldgoe real fluid and considers
viscosity, turbulence, boundary layer formatiort,. eivhile potential flow theory
does not account for those. For the case of thve dlpstream of a circular orifice,
Anayiotos et al. (1995) found excellent agreemeattvben the experimental data
and numerical calculation, and therefore numesoalers can be considered as a
reliable tool in similar applications. The CFD salwsed in the present study
solves three-dimensional Navier-Stokes equatiorh viiaunder and Spalding
(1974)'s k—¢ turbulence model. The free surface and side-wediee modeled
as a free-slip wall. The channel bottom is modeksda no-slip wall, where
standard wall function is used. The solver appliestructured mesh and central
difference scheme for discretization of governimgiaions. The intake opening
(d) is provided as 8 cm, and water degihds 53 cm. The upstream boundary is
located at 2 m upstream from the intake. The flate per unit widthd) at both

the inflow and outflow boundary is provided as 1) &&t/sec.

Figure 4.1 shows the schematic diagram of the mgdemetry and coordinate
axes. Figure 4.3 shows the comparison betweenhiberdtical, simulated and
experimental (Roth and Hager, 1999) velocity pesfiupstream of the intake
located atb=0. This figure shows satisfactory agreement betwherthree. The
theoretical profile successfully shows mean veloGig/h) at far upstream of the
intake without adding any images. However, flowldieleveloped by the
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potential flow model does not show up corner eddgydascribed by Roth and

Hager (1999) upstream of the sluice gate, and banyridyer at channel bottom.

The potential equation for non-rectangular noznlkake with large opening is
also compared with the CFD result. In this simolatg=500 cnf/s,d=10 cm, and
a =7n/3 are used. The comparison between the theoreticasianulated result is

shown in Figure 4.4.

4.4 Flow Analyses

For a line-sink in a half-space without boundartes,u-velocity can be found in

most of the fluid mechanics textbooks,

q X

u=-—
T(x* +y?

Equation 4.13
If one substitutesr = 71 in the nozzle intake solution (Equation 4.12atomes
equal to the line sink solution for unbounded domia half-space (Equation
4.13). Therefore, the line-sink geometry in halksp (Equation 4.13) can be
imagined as a nozzle having interior angler= 72. The velocities at any point
inside the nozzle intake will be/a times larger than the corresponding velocity

in unbounded line sink in half space.

To account for the boundary, Shammaa et al. (2@@p)ied image sinks. This
study found that the image method in this applcatunderestimates velocity

atx_, and number of images required to minimize thesvestimation depends on

the distance from the intake. Figure 4.5 shows,thaith 50 images,

77



underestimation atx=2h is only 5%, however at distanc&=10h, the

underestimation is 25%. With applying 150 imagdsgygre 4.5), the
underestimation ax=10n is found 8%; however, at=20h, the underestimation
remains 15%. Hence, the greater the distance filmmiritake, the higher the
number of images required to keep underestimatidiirwa limit. These images
are applied at a distanagenh from the channel mid-depth, wherel,2,3,..., and

the sink is located at channel mid-depth. For prattinterest, U_can be

estimated using/h and near-intake flow fieldx(< 2h) can be estimated with 50

images to limit error within 5%.

Flow acceleration region is the region where flderts to accelerate due to the
influence of an intake. Identifying this region a$ interest in designing fish-
repulsion system. For a line sink located at chhmattom, the acceleration
region can be identified by substitutibh= - g/h andy = b in Equation 4.7 and
solving forx, which yield x = . Hence, mathematically flow starts to accelerate
at infinite distance upstream of the intake. However practical interest, one
needs to describe the extent of the acceleratigiome This study defines the

acceleration region as the distance wherex-directional velocity is 1% more

than the average channel velocity, b= -1.01g/h, Substituting this value in

Equation 4.7, and solving for, will yield,

xazz—hcoth‘1(1.01) or 1.7h
I

Equation 4.14

When the sink is located at distarig2 from the channel bottonx, is computed

78



as 1.7(/2). This is half of the distance computed for thee sink located at
bottom. Figure 4.5 shows that flow starts to acgegéefrom this distance. Hence,
acceleration region is a function of water depthwadl as distance of line sink
from the channel bottom. It is also observed thHhtuavelocity profiles along
intake centerline collapses to a single curve whemalized by intake velocity

(Us = g/d) and water depthh} at all flow-rates 4). Hence, flow acceleration

region does not depend on the velocity at intakean8naa et al. (2005) found
that flow is nearly uniform at distance h.&pstream of the line sink. However,
dependency of the location of sink was not exploa®l no theoretical
justification was provided. Figure 4.6 shows thieef of intake opening fod/h
=0.04, 0.07, 0.1, 0.2, and 0.5 while keeping offegameters a$,= 50 cm,q =50
cn/s. A line sink solution using Equation 4.7 is adlde this figure. Far from

the intake, velocity approaches td, =q/h while near the intake velocity

increases with decreasidgThe line sink solution shows very similar profiléth
finite opening intake as long a¥h<0.07. For larged/h value, velocity profiles
are still considerably similar to the line sink fie when x/h>0.5. Figure 4.7
shows the iso-velocity lines (1.§/h) upstream of the intake located at the mid-
depth for differend/h ratios. These lines demarcate the flow-accelaratgion
for a particulard/h ratio. It is observed that iso-velocity linesfsltioser to the
intake location with increasing/h ratio. Therefore, flow acceleration region is
also affected byl/h ratio. However, it is observed that the effectddf ratio is

negligible as long ad/h<0.3. Hence, the acceleration region derived fronk si
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solution can be applied to the intake havitl ratio up to 0.3 with reasonable
accuracy. Ford/h=0.5 velocity computed using CFD solver is addedaas
validation, and both potential flow velocity and @Flerived velocity shows

excellent agreement.

To investigate the effect of intake location, tloedtion was varied in five
different positions, where intake centerlinds) (were located at distances 0.1
0.2h, 0.3, 0.4h and 0.5 from the channel bottom, respectively. In all cade10
cm, g=50 cnf/s, andh=50 cm. Figure 4.8 shows the theoretical and sitadla
velocity profile upstream of the intake fdi/h=0.2, which reflects good
agreement. The circles on these profiles showadtation ofUnax It is interesting
to note that the trajectory @dnax does not follow the intake center-line in this
case. It heads towards the intake center-line filoenchannel bottom. The CFD
shows similar trajectory, except the peak does ligoexactly on the channel

bottom due to the formation of the boundary layer.

Figure 4.9 shows the normalized centerline velowitth longitudinal distances
for all five intake levels. It is observed that bgrmalizing distances by, all
curves collapse to a single curve, whiggs the larger distance from the intake
centerline to the upper boundary or the lower bempnd Due to this
normalization, all curves accelerate from the s#meation. Hence, acceleration
region can be defined as hsyupstream from the intake. Water depth is varied in
these cases, and it is observed that flow starectelerate at a distance 7

from the intake for other water depths as well.
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Although potential flow model does not consider #fiects of viscosity and flow
turbulence, its agreement with CFD computation am@ees some discussion.
This study changes several parameters of the noahesolver, and excellent
agreement between the CFD solver and potential framdel is found for all the
parameters tested. Two different turbulence modé&ls ¢ and shear stress
transport), two different turbulence intensitieshe inlet (=1% and 5%), and two
different upstream Reynolds numbef®=%,000 and 25,000) are tested. The

upstream Reynolds number is computed usint/v , wherev is the kinematic

viscosity of water. In these simulationis/h=0.5 andd/h = 0.2 are used. Figure
4.10 shows the normalized velocity profile along the intake center-line faif
these simulations and a profile obtained using rg@k theory. Excellent
agreement between all the simulations and theaigpiofile is noticeable. This
study attempts to find the possible reason behimed @greement. Figure 4.11
shows the normalized momentum-fluX)(and pressure integraP) upstream of

the intake. These parameters are calculated as,

M(X)_ih 2

M ‘Mmy[f“ (y)dy
P() _ 1
T yLp(y)dy

Equation 4.15

Where,p(y) andU(y) are the pressure and velocity at deptbcated ak, M _ is

the momentum-flux at far from the intake which @mputed aspUZ2h. Figure

4.11 shows that close to the intake, momentum-ftigreases due to the decrease
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in pressure integral. It is calculated that inseean momentum flux is 97.5% of
the decrease in pressure integral. Therefore, Reyrstresses and viscous forces
take only 2.5% of the pressure integral. Poterittal model does not consider
Reynolds stresses and viscosity effect. As thegm$oare negligible compare to
the pressure integral, CFD solver and potential flmodel show excellent
agreement. For flow upstream of orifice, CFD solaed experiments showed
excellent agreement (Anayiotos et al., 1995) aratetiore, CFD result can be

considered as reliable.

4.5 Multiple Intakes

Figure 4.12a shows flow upstream of two symmetrtakes with the same flow-
rate. The circular marker shows the location okimam velocity at each profile.
The key observation is that, @h=1, the maximum velocity is located along the
symmetry plane, and the velocity profiles show simgle peak. Ak/h=0.2, two
peaks show up and each head towards one of tHesitdeation. If one takes the
upper-half portion of the space, flow-pattern igrfd to be similar to the pattern
observed in Figure 4.8. Flow is accelerated astadce of 1., , wherehy is the
distance from the intake centroid to the upper am@for symmetry plane,
whichever is larger. Similar computation can beiedrout for the lower intake.
This potential flow result is compared with the CEBmputation, and excellent
agreement is observed (Figure 4.12a). Another isasensidered where the two
intakes are located close to the upper and lowdases, rather than to the plane

of symmetry. Figure 4.12b shows the velocity peofibtained for such a case.
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Unlike the previous case, two peaks existed atufper and lower surfacesxh

= 1, and these peaks headed towards the intakesloWer-half portion shows

similar pattern as observed in Figure 4.8. In faoage intake is located below
the lower surface, and this pair of image intakeé egal intake pulled the peak at
the lower-surface. The similar system occurred tfeg upper intake. In the

previous case, the two real intakes pulled the @dakg the symmetry plane, as
they are close to each other compare to their imafjee acceleration region can
be predicted following the similar procedure ascdssed in the previous

paragraph.

If these two sets of intakes are combined, it carséen from Figure 4.12c that
only one peak exists ath=1 located at the symmetry plane. Thereafter, ghak
is splitted atx/h=0.2 and each peak is located close to the midadepteach
intake-pair. Finally, very close to the intake, th@itted peaks re-splitted and
headed towards each intake. If the distance betwleertwo peaks located at
x/h=0.2 were greater than their image counterpary theuld merge with their
image peaks at/h=1, and would attach to the top and bottom surfaossead of
merging on the symmetry plane. The closest peagisrfierge together, thereafter
the closest merged-peaks re-merged with each atherthis process continues

until the distances between the merged peakseattms are the same.

It is interesting to note that the upper peak/ht= 0.2 (Figure 4.12c) does not lie
at the mid-depth of the intake-pair; rather it igitly shifted towards the

symmetry plane. The reason is that, the upper peak=0.2 is pulled by the real
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intake-pair located below the symmetry plane ad asby the image intake-pair
located above the top surface. As this real infadie-is closer from the peak
compared to the image intake-pair, the peak idexhifowards this real intake-
pair. In other words, this peak is located at thetid of these three intake-pairs.
If the flow-rate is changed, this centroid is foutw be shifted upward or
downward. If it shifts upward, the merged peak bancloser to the image peak
located above the surface compared to the real adepgak located below the
symmetry plane. Therefore, final location of thalpean be attached to the top or

bottom surface.

4.6 Conclusions

This study enables classical Schwarz-ChristoffeC§Sransformation based line
sink solution (Vallentine, 1967) to be applied famo dimensional intakes having
variable locations. The S-C transformation is agplied in the case of a flow
upstream of two dimensional nozzle intakes. Flovetigam of the intake is
accelerated. It is shown that flow starts to aceg¢éeat a distance hy, wherehy,

is the larger distance from the line sink to thp twr bottom boundary. This
prediction for line sink also works well for intakaving finite sized) as long as
d/h<0.3. It is shown that the acceleration region ddpenon water depths,
location of intake, and size of the intake oper(ofjgand does not depend on flow

rates.

It is observed that flow profiles upstream of nulkiintakes are affected by the

relative distances between intakes and boundasiesel as flow rates of each
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intake. Upstream of intakes, the velocity peak oetliby each intake merges with
each other in a systematic manner, which can béaiwegl by analyzing the
distances between intakes. Methods to compute exeti@in region for multiple

intakes are also explained.

It is shown that line sink in half-space withoutundaries can be imagined as a
nozzle intake having interior angler§ equal to 188 Velocity in such nozzle
intake can be computed from unbounded half-space &ink velocity by

multiplying by 72/ a .
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Figure 4.2: The nozzle intake geometry for (a) liogening, and (b) large
opening.
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Figure 4.4: Theoretical and simulated velocity pesffor nozzle intake.
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Figure 4.5: The maximum velocity profiles alongalké centerline obtained
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Figure 4.8: Theoretical and simulated u-velocityfipes for b, / h=0.2.

90



I
b . bCZ 0.1h
08+ 4 [» DCZO.Qh H
. <] bC:OBh
08 @ o b=04n ]
A " a b=05h
04} b A0
ﬂ& Bt o
g [ o] o o
02k B Ang B b b eapa e 4 oAl
O | | | | | | | | |
0 02 04 06 08 1 12 14 16 18 2

x/'h
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1 T T T T T T
+ kg =1% R=5000
0sl + ke l5%R=5,000 ||
' 4 SSTE1%.R=5,000
, 0 kegl=1%,R=25,000
o 06 — Theureical R=5,000 |
5
o o04f
02f
0 | | | | | | | | |
0 02 04 06 08 1 12 14 18 18 2
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Chapter 5
Sdlective Withdrawal with Two Dimensional

| ntakes

5.1 Introduction

During summer, lakes upstream of a dam can befidatind density can vary
with depth. Close to the surface, water can be wandh at the bottom it can be
cold. If water is withdrawn from such a stratifiezkervoir, either the warm layer
or the cold layer can be withdrawn depending onldleation of an intake. This
phenomenon is known as selective withdrawal. Ttudysis focused on selective
withdrawal for a line sink with discrete stratiftean. Understanding selective
withdrawal with a line sink is important for flonpatream of temperature control
curtains (Shammaa and Zhu, 2010), skimmer wallsléidean and Elder, 1965),
and so on. Craya (1949) developed a criterioneterchine the maximum flow
rate above which both layers will be withdrawn. STeguation is valid when the

lower boundary is located at infinity. Gariel (194@rified Craya (1949)’s theory
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with experimental data. Theoretical and experimentarks of Harleman and
Elder (1965), Jirka (1979), and Wood and Lai (19&% also based on
withdrawing water from a reservoir of infinite dbptTo-date no theoretical
criterion has been developed to get the incipiatiidkawal for an intake located
at the horizontal bottom boundary. The primary otie of this study is to derive

an expression for such a case.

Velocity distribution in the stratified withdrawatondition is not well-
documented in the literature. The probable reasdnnil this may be associated
with the difficulty in experimentally creating stastate conditions in stratified
withdrawal scenarios. Shammaa and Zhu (2010) agelV technique to retrieve
the instantaneous velocity in an unsteady condition a point sink. The
computational fluid dynamics (CFD) model may praviguality information of
velocity fields when one layer or both layers withd. Therefore, the second
objective of this study is to assess the veloggidfpredicted by the CFD solver

and to compare it with unstratified flow fields.

5.2 Background

Using the two layer Bernoulli’'s equation, Craya 429 derived a densimeric

Froude numberk) for discrete stratification,

F=— 9
%gh3
\ o

where, q is the flow rate per unit widthp is the density differencd) is the

Equation 5.1
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depth of the interface measured from the intakell¢kigure 5.1), ang is the
density of the withdrawal layer. Craya (1949) dedwvhat ifF < 1.72 only one
layer will be withdrawn from, otherwise both layensll be withdrawn. This
situation can be created by changimgh, or Ap. The maximum flow rate or the
minimum water depth necessary to withdraw one laydy is known as ‘critical

flow rate’ (g,.) and ‘critical depth’ i.). This study is not using ‘critical’ as a key-

word as not to create confusion with the criticmwkrate and critical depth
widely used for flow over a weir and other openroiel flows. This study rather

uses ‘incipient flow ratgg, ) ‘incipient water depthth, ) and incipient Froude
number ) to describe the incipient conditions. It cansh®wn that these two
flow-rates are related by, = 77q,. Gariel (1949) experimentally verified Craya

(1949)’s equation, and found the incipient Froudenher to be 1.525 instead of
1.72. Harleman and Elder (1965) derived the maxindisoharge equation for the
skimmer wall problem to withdraw from the lower ¢éay where upstream water
depth was assumed to be infinite. Wood and Lai2)9&xperiment is also based
on withdrawal from an infinite depth reservoir wahcontracted intake. Hocking
(1991b) did an experiment from a bottom line simka draining condition.

However, his experimental data showed a high degfeattering due to large
interfacial diffusion. It is noteworthy that theffdised interface may show a

reduction in outlet density much before the actlralv-down is taking place.

A bunch of theoretical works are available to ¢et interface profile at a specific

Froude number. These theoretical interface proéikesavailable both for infinite
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depth (Tuck and Vanden-Broeck, 1984) and for finigpth reservoirs (Hocking
1991a, Vanden-Broeck and Keller, 1987). Theserdimal interfaces may take a
stagnation type profile (Hocking and Forbes, 196d)cusped shape profiles
(Tuck and Vanden-Broeck, 1984) depending on theud@onumber. The
limitation of this approach is that it does notyde us any information on the
incipient Froude number at which both layers dtatie withdrawn from. Another
limitation is that these approaches show large ateri from the experimental
results. For example, Tuck and Vanden-Broeck (198#tained a unique cusp
solution af = 356 for an infinite depth reservoir, however Gariel949)’s

experiment showed that both layer starts to bedsétlivn atF = 152 .Therefore

the unique cusp solution obtained fat= 3B6not an indication of incipient
drawdown. For the finite depth problem, it is pbssito get the cusped solution
for F =1 to infinity (Hocking, 1991a). However, this doestrtells us at which

F incipient drawdown occurs or whether it occurs RAt1. Hence, Craya
(1949)'s work remains the only effective means #iculate the incipient

drawdown to-date.

Before withdrawal, a ‘stagnant’ type interface tto a cusped shape. It can be
derived that the water depth above the intakgi¢ 2/3 of the upstream water

depth f) above the intake for an infinite depth reservdhis derivation assumes

that the upstream velocity is negligible, whicltoidy possible when the upstream
water depth is very large. If the bottom boundarhorizontal, and the intake is

located at the bottom, this assumption is no longdid and the ‘2/3’ law is no

longer applicable. This is perhaps the reason bkehihat no solution is
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available for incipient Froude number for an intdkeated at the horizontal
bottom boundary. One objective of this study is develop a theoretical
expression for this mathematically intractable peobh No information is
available in the literature on the velocity fielar fwithdrawal from a single layer
or both layers. Identifying the velocity field isportant for fish entrainment
studies. The second objective of this study isxalare the velocity field induced

by the stratification.

To fulfill these objectives, this study uses a Catagional Fluid Dynamic (CFD)
solver. The CFD solver is validated by the thecedtworks of Craya (1949) and
experimental works of Gariel (1949) for the nontbot case. It should be
mentioned that the CFD solver was found to be ldidor the intake problems

with unstratified flow (Islam and Zhu, 2010).

5.3 Numerical Model

The numerical model solves the unsteady multiptiase dimensional Reynolds
Averaged Navier-Stokes equations with the curvatooglified k — £ turbulence
model to assess eddy viscosity. The solver usesushsed tetrahedral meshes
with central difference advection scheme. The gower equation of the flow

solver for phasa is,

araIOa +arapauj —
ot 0X;

J

ar,o,u,  0r,p.u;u, op 0 du, Ou; ) 2
aPali | —_9oP +u) e 25 ko L+ (o, - »
6t 6X' 6Xi an (lu lut an 6Xi 3 pa ij ( a pref )gl

J

Equation 5.2
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where, p, is the density of phase, r, is the volume fraction of phase, k is
the turbulent kinetic energyy; is the Kronecker deltap is the pressure, and,

is the molecular viscosity of phase Another set of RANS equation need to be
solved for phaske. The transport equation for volume fractions are,

or, or,
+u —2 =
ot ' ox,

r,=1-r,
Equation 5.3

Turbulence was assumed to be homogenous and tispdra equations are,

opk  0pku; _ 9 {[ﬂ+ﬂtJ:k}+ka-,0€— Ko op
. X
J

+ _
ot X ()¢

P=TaPa * 1,0
,U = rblub + ralua
Equation 5.4

where, 1, is the eddy viscosity, anB, is the production of turbulence. Standard
values for the model constants, which were used @e1.44, C, =192,
0,=1.0,0, = 13 and C, = 009. In the buoyancy production terng,= 2 is
used. The curvature correctdd-¢ model multiplies B, by a factor f), to

account for the streamline curvature. The detaihidation to estimatéis given

by Spalart and Shur (1997).
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The numerical model geometry is shown in Figure &4 length (L )is 1.8 m,
height (H ) is 0.4 m and the outlet levéd) varies. A complete description of all
the simulations carried out is given in Table 5.The flow-rate §) increases

slowly until the incipient drawdown occurs. Thi®wl-rate is tabulated as the
incipient flow-rate for a given interface height); The flow-rate was increased
at the rate of 2e-5 ffs%. At such a low gradient of flow rate, no wave wtyi was
observed on the interface. An average grid spacfng.5 mm was used in the
domain and local refinement was provided at thakatlocation. With this grid
spacing, the interface thickness was kept withomland the location of average

density was considered the location of interface.

5.4 Validation

All simulations carried out were compared with @hK1949)’s experimentally
determined incipient Froude number. Series A (Takle) shows numerical
incipient Froude number at different distances fribra channel bottom. It was
observed that the numerical solver can predict @aiel (1949)’s incipient
Froude number of 1.525 when the intake is suffityefar from the channel
bottom GO/h>= 20. At b/h< 20, the boundary effect predominates and the
incipient Froude number reduces. When a sink iatkxt at bottom, the incipient
Froude number was found to be approximately 0.5Hichvis close to the
Hocking (1991)’'s experimental value of 0.46. Fg&.2 shows two stages of
draw-down process for simulation A2. A stagnametynterface (Figure 5.2a)

turns to a cusp shape interfacerat (FAgure 5.2b). This is consistent with
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Hocking and Forbes (1991)'s theoretical work, asckihg and Forbes (1991)
found stagnant type solutions up t6 = .lltwas also observed that incipient
drawdown occurs aF = 152ZFigure 5.2b). These observations are consistent
with Gariel (1949)'s experimental and Craya (199heory. When the intake
was located at the channel bottom, a theoreticalenwas developed showing
that the theoretical model agrees well with simal®. Shammaa and Zhu (2010)
carried out experimental investigation of selectivighdrawal using point sink.
Comparison between numerical solver and the inyatstin of Shammaa and Zhu

(2010) is shown in Figure 5.3. Excellent agreenrenbted.

5.5 Theoretical Development

5.5.1 Horizontal Bottom

The method developed in this study, is based onsteps. In step 1, one needs to

estimate the height of the interface above the, ginkusp heighty, .)In step 2,
one needs to compute the height of the interfé@ce at ¥ = using y,. The

Euler's v-momentum equation for the lower layer is as foBpw

Equation 5.5

where, v is the vertical velocity. At the outlet wally = 0. Considering the
bottom boundary, the vertical velocity  can be estimated using potential flow

theory as follows,
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v=——o
7y
Equation 5.6
Substitutingu andw velocity in Equation 5.5,
p da’ _op +Apg
my* oy
Equation 5.7

It is expected that to entrain the upper layerdfluat y=y_, dp/dyshould be
equal to zero. Substitutingp/dy = i® Equation 5.7, and after rearranging, one

obtains,

NN

A
2P gy
D

Equation 5.8
This equation was found to reliably estimgtér any sink location. However,
for an infinite depth reservoir, and for a sinkdted close to the bottom, the
equation to computeis different. For an infinite depth reservais-g/zy and the

equation to compute, is,

Equation 5.9

For a sink located at a distancelofrom the bottomy can be computed as,

__qy+b)
75(y +b)

Equation 5.10
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The equation to computg, is,

q° 2y, +b)(b® + 2by, +2yZ) _Ap

y(y, +b)° P J

Equation 5.11

Numerical iteration is required to retriewe from this equation. It is observed in
simulations (simulation B1, B2, B3) that increassigk opening size does not
affect g,, or y.. Similar features were experimentally observeddayleman and
Elder (1965) and Jirka (1979) for their skimmer wstlidy. For the horizontal
bottom case, this issue can be proven through gyalth a free overfall
problem. In a free overfall problem, the criticapth,y, =1.398y, , wherey, is

the brink depth, or the depth at the brink of thertall (Handerson, 1966). At the

critical section, the Froude number is equal tthat is

9

A
2P gy3
P

Equation 5.12

Substituting,y, =1.398y, in Equation 5.12, one obtains,

L =165

A
EPgy?
p

Equation3.1
Comparing Equation 5.13 with Equation 5.8, it canshown thaty, = 097y, in
other words, y, =y,. This implies that atg=q,, the water depth at the free

overfall problem and water depth at the upstreanthefline sink is nearly the
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same. For this reason, increasing the line sinkiogedoes not affect the flow

parameters. If one assumes that the sink &izeis close toy,, the energy

equation can be applied between the outlet sedaiwh far upstream section,

which is,

2

a° _bdp., . 4

2

A_ph+ s
P 2gh*  p 77 2gy:

Equation 5.14

This equation can be used to estimiatén the selective withdrawal problem, it is

observed that at far upstream flow is subcritieald the densimetric Froude

number §) is less than 1. Close to the outlet, flow is suoptcal
(Fy >1F; = 1), and flow is critical somewhere in between. Theme h andy,
are the alternate depths of each other. The cugpthy,) is found to be close

to 05h . These features are similar to the free-oVepiablem. Vanden-Broeck
and Keller (1987) obtained solution for all valwdsF >1 for sink on a horizontal
bottom. At the incipient conditionF at upstream section is less than 1, and

therefore these solutions are not capable of detgetite incipient condition.

5.5.2 Tilted Bottom

If the bottom forms an angle with the horizontal line, the vertical velocity at
the sink wall can be computed following Islam anlkuZ2010)’s equation as

follows,

Equation 5.15
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Therefore, the equation to compuge is as follows,

9 _n

A
EP gy
Yo,

+a

Equation 5.16

where, a is in radian. To computé, the energy equation (Equation 5.14) can

be applied by taking]" instead of q, where

=" q
(m+2a)

Equation 5.17

5.6 Results and Discussions

5.6.1 Incipient Criteria

From Table 5.1, it is observed that Gariel (194%apient criteria is valid as
long asb/h> 2 At b/h<2, the bottom boundary effect is predominant. The
incipient Froude number is 0.54 and 1.54Hth=0 and 2, respectively. At
intermediate values db/h, F increases with increasing/h, which may be
empirically fitted. An analytical solution is preged to determine the cusp height
for all these cases. Table 5.1 shows the compatstmeen the theoretical and
the simulated cusp height. Excellent agreemenbseiwved between the two. It is

observed thaty, =2h whenb/h> 2, which is expected. As the sink gets close

to the channel bottonmy, gets close td.5h ..

This study developed a theoretical model to pretiietincipient Froude number

when b/h=0. Simulated and theoretical values of the irampiFroude number
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for this condition are shown in Table 5.1 (simwas Bl, B4, B5, and B6).

Excellent agreement between the two is noted.

A theoretical model was developed to compute tlmuée number for the titled
bottom. Simulation B7 and B8 shows (Table 5.1) themerical result when

bottom has 5 degree angle with the horizontal. Tétesally computedy, and h

are also tabulated. Both showed reasonable agréemen

5.6.2 Velocity Prediction

Velocity prediction in stratified flow is an intesgng area to explore. This study
analyzed velocity profiles for the cases for ongtavithdrawals as well as when
both layers are withdrawn. For one layer withdraélis observed that velocity
profiles in the withdrawal layer can be fairly welstimated using the Islam and
Zhu (2010)’s unstratified equation, considering tipper boundary is located at
the interface instead of the water surface. Figure shows the simulated
velocity profile when one layer withdraws witth=0. Q%5 b= 02 m,
q=0.002 m?/s, andAp/ p=0. 002 The interface is located at/(h+b)= 10
Velocity above the interface level is found to l@ary zero. A theoretical profile
was computed by assuming the upper boundary wadeldcat interface level.

Both showed excellent agreement.

When both layers are withdrawn, the unstratifiediagigpn can still be applied
without any modification wherh= OFigure 5.5 shows a case whehe= , 0O

b= 02 m, q=0.002m?%s, andAp/ p = 0. 002 In this case, both layers withdraw
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at almost the same rate and the unstratified emjuafi Islam and Zhu (2010) can
be applied by keeping the upper boundary at themsrface. In Figure 5.5
excellent agreement between the simulated velgmitfiles and the theoretical

profiles were obtained.

For the case wherO<h<h,, it is observed thai, >q,, where q, is the
withdrawal rate from the lower layer amy is the withdrawal rate from the upper

layer. Therefore, velocity in the upper layer iarid to be less than the velocity in

the lower layer. They, and g, can be empirically related to the interface height

)

q =—
4, =9-0q

h using the following relationship,

Equation 5.18

It can be calculated from Equation 5.18 that, witenh, g =q and g, = O
Figure 5.6 shows a case whédre h /Mhe interface is located at(h+b) = . 1

Reduction in velocity above the interface is chgandticeable. To predict the flow
field below the interface, Islam and Zhu (2010)pation can be applied using
g, instead ofg and taking the upper boundary as the interfacaimgelocity in
the upper layer can be predicted using the samatiequwith g, and taking the

lower boundary as the interface. The predictedomldield is shown in Figure
5.6. It is observed that this combination appropokdicts the flow-field very

accurately except very close to the intake.
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5.7 Conclusions

This study analyzed different aspects of flow wgestn of a line sink in a stratified
environment. A multiphase computational fluid dymansolver was used to
generate the flow field and the interface levelwlis observed that the CFD
solver can predict the incipient withdrawal heiglery consistently with Gariel
(1949)'s experimental data when the sink is locaatficiently far from the

bottom and with Hocking (1991)’s experimental dataen sink is located at the

bottom.

It was observed that the bottom boundary effeqiredlominant wherb/h< 2.

The incipient Froude number reduces by 0.54 frob¥ las the sink location
approaches the bottom. Using Euler's equation, x@ression is developed to
predict the interface height above the sink locgtior the cusp height. This
equation was formulated for any location of sinlowab the bottom. Using this
cusp height estimator, a theoretical model was ldpee which can accurately
predict the incipient height when the sink is lechat the bottom. The model is

also applicable for a sink with large opening sird for the titled bottom case.

The velocity field upstream of the line sink wasalgmed for the stratified
condition. It was observed that the unstratifiediagopn can fairly accurately
predict the flow-field when one layer withdraws taking the interface level as
the upper boundary. When both layers are withdrawe, withdrawal rate for
each layer depends on the height of the interfAnealgorithm was suggested to

predict the flow-field under such condition. It calso be concluded that the CFD
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solver can be considered as a reliable tool iniptied both the interface level

and the velocity field in stratified flow.
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Table 5.1: Description of simulations carried out.

Test| Flow Intake In'gake Ap Intgrface Cgsp Froude A h F
Run rate, | locatio| size, 0 height, height, , theory theory | theory
O | M| @m (h), m o). | B [T m
(m2is) | (). m m

Al | 0.0024 0.3 0.0025 0.002 0.05 6 0.085 1.53 0.032 _
A2 | 0.0024 0.2 0.0025 0.002 0.05 4 0.083 1.53 0.032 _
A3 | 0.0024 0.1 0.0025 0.00Q 0.05 2 0.085 1.53 0.032 .
A4 | 0.0036| 0.05| 0.002% 0.002 0.07 0.1 0.045 1.39 04®. .
A5 | 0.006 | 0.035( 0.002% 0.008 0.064 0.54 0.04 1.8 400 o
A6 | 0.0017| 0.025| 0.002% 0.002 0.05 0J5 0.03 1.08 280 .
A7 | 0.0024 0 0.0025 0.00p 0.1 0 0.049 0.54 0.049 9D.0 0.6
B1 | 0.0024 0 0.0025 0.00p 0.1 0 0.049 0.5¢ 0.049 90.p 0.6
B2 | 0.0024 0 0.03 0.002 0.1 0 ] 0.54 | e N
B3 | 0.0022 0 0.05 0.002 0.1 0 ] 0.5 1 s |
B4 0.003 0 0.0025 0.008 0.1 0 0.0b 0.5% 0.05 0.0940.6
B5 | 0.0036 0 0.0025 0.00¢4 0.1 0 0.05 0.5y 0.051 9.D9 0.58
B6 | 0.0036 0 0.0025 0.00p 0.12 0 0.066 0.6Q2 0.064 1220. 0.6
'B7 | 0.0036 0 0.0025 0.00p 0.12 0 0.065 0.64 0.064 12 0L 0.64
'B8 | 0.0027 0 0.0025 0.00p 0.1 0 0.0%5 0.6L 0.051 98.p 0.64

These simulations are done with tilted bottom.
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Figure 5.1: A 2D schematic side view of the mod=metry.

Figure 5.2 : Computational interface profile at tdifferent Froude number for
simulation A2.
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Figure 5.3: Comparison between simulation and #peement of Shammaa and
Zhu (2010).

—— Theoretical
12 * Simulation |
| RS [, W S R ——— — .
""\
0 i
:Ié 08_
\" — -
\5\0.6
04r 1
0.2r ! ! .
NI I B e

06 0.5 04 0.3 0.2 0.06
x/(h+b)

Figure 5.4 : Comparison between theoretical amngulksiteduvelocity profiles
when one layer withdraws.
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Figure 5.5: Comparison between theoretical and lsitad velocity profiles when
h=0.
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Figure 5.6: Comparison between theoretical andilsited velocity profiles when
h=05h,.
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Chapter 6

Conclusions and Recommendations

6.1 General Conclusions

This paper based thesis is primarily concerned \agbessing the flow field
induced by hydropower intakes, with special focumstbe flow modified by

temperature control curtains. The general conchssare summarized below.

Chapter 2 investigated the applicability of potahtiow theories in estimating the
flow-field upstream of hydropower intakes througresiew work. It is concluded
that potential flow theories can be considered asliable tool in predicting the
near intake flow field of hydropower dams of vasointake geometries and
orientations. These flow fields can be used fodwg fish entrainment and in

installing fish repulsion systems.

Chapter 3 investigated the flow field downstreana &démperature control curtain.
It was documented that the flow-field downstream aoftemperature control

curtain can be hypothesized as a wall jet with @realation zone above it
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(Shammaa et al., 2009). This study found that presis adverse downstream of
the center of the recirculation zone, which cawsdsop in momentum-flux. The
wall jet behavior is preserved only up to the cenfehe recirculation zone where
the pressure-gradient is small. The jet spreadatg and the velocity decay
coefficient were observed to vary with the inletyRelds number and water
depth. Empirical expressions were developed tdlgete properties as a function
of the inlet Reynolds number and water depth. Tiectof the outlet boundary
was observed on the jet region only when it wasqalanside the jet region. The
wall jet then behaved as an impinging jet on thdebwall and Beltaos and
Rajaratham (1972)’'s observation on impinging jedsclearly noticeable. An
expression was developed to estimate the maximufh shaar stress and to

estimate the outlet affected region.

Chapter 4 investigated the unstratified flow-fieldstream of the curtain where
the curtain was modeled as a two dimensional skrkphasis is given to identify
the flow acceleration region upstream of a two disienal sink, which can be
useful for fish entrainment studies. Using the SataaChristoffel transformation,
mathematical expressions were developed to estithatdow-field upstream of
the curtain and to estimate the extent of the acagbn zone. It was found that
the water depth, as well as size, and location hef intake can affect the
acceleration zone. When the intake size is snialatceleration zone can extend
up to 1.'h whereh is the water depth. It was observed that wherlitieesink is
not located at bottom, the location of the maximuebocity upstream of the
intake can deviate away from the intake centerlifiee method of images was
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found unsuitable at far upstream as it can seryoustierestimate velocities. The

interaction of multiple intakes was also analyzed.

Chapter 5 investigated stratified flow upstream tbé curtain. This study
developed a theoretical model to get the incipwitihdrawal condition for a two
dimensional sink located on the horizontal bottdime method was also extended
for a tilted bottom. It was found that the unsfiatl flow-field can be used to
predict the velocity field in the stratified coridit when only one layer withdraws
by placing the upper boundary at the interface lleVéhen both layers are
withdrawn, the unstratified equation can still lppléed after some modifications.
It was observed that the effect of the bottom bauypds negligible wher/h>2,
whereh is the interface depth arlis distance of the intake from the horizontal
bottom boundary. In this regime, Craya (1949)'sotlgecan be applied to predict

the incipient withdrawal condition.

In Appendix A, a despike algorithm for Acoustic [pgx Velocimeter (ADV)
data is presented. In Chapter 3, numerical resudte validated with experiments
in jet studies. The experimental data was takeh &i200 Hz four beam ADV.
The conventional despike algorithm was found taibsuitable in the jet region,
where 30-40% data can be corrupted with spikeseradd density based despike
algorithm was developed to remove spikes from th&VAdata. This method
develops a density map of data clusters and sgik&tecs. By developing a
suitable algorithm, data clusters can be isolatedhfspike clusters. This method

can also be used as a generic outlier removalitigor
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Appendix B is concerned with developing a corrattgcheme to improve the
accuracy of the numerical scheme. It was shown fiiata one dimensional
problem, all the truncation error terms can be eoted to a series summation. By
adjusting this series summation in the numericatatation, the numerical error
can be dramatically reduced. The method is exteridedhe inhomogeneous
problem. Following this idea, an approximate soltwas developed for two

dimensional problems.

6.2 Future Research Scope

Immense opportunities are available to extend theas developed in these

studies. Some of them are:

It was observed in Chapter 3 that wall jet proesriare significantly affected by
the shallow water depth and by the inlet Reynoldsiber. A turbulence study
may be able to explain this behavior. It can beotiyesized that a recirculation
system reintroduces the eddy and therefore a shallater depth may increase
the turbulence level and thereby the jet spreadatg. Therefore, a turbulence

study can be recommended as a future study.

In Chapter 4, using potential flow theories, thelovgy field for a two

dimensional nozzle was predicted. The developeditemju may be applied to
predict the velocity field in a curved intake. Thgsue can be investigated in
detail as a future study. Future studies may asad on developing a close-form

solution for a point sink with boundaries, and onalgzing the effect of
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boundaries on the acceleration zone for the cagmioft sinks. Examining the

interaction of multiple point sinks can also berteresting topic.

It may also be possible to develop a simple expedse predict the pressure field
upstream of an intake. In a region with strong guwes gradients, fish may not
quickly adjust their bladder system to maintain tredubuoyancy and may lose
stability (NPP, 2005). Therefore, simple mathenatiexpressions can be
developed to predict the high risk region basedhenpressure field where fish

may become disoriented.

Chapter 5 analyzed the boundary effect on the i@cipvithdrawal condition for
a line sink. Similar studies can be conducted t®ess the boundary effect on the
incipient withdrawal for a point sink. An expressi can be developed to

determine the cusp height when the point sinkdatied close to the bottom.
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Appendix A
A Kernel-Density Based Algorithm for

Despiking ADV data’

A.1 Introduction

Acoustic Doppler Velocimeter (ADV) data is oftenntaminated by spikes, and
de-spiking is often considered essential duringt-poscessing of ADV data.
Nikora and Goring (1998) showed that Kolmogorowsversal *-5/3’ slope is not
maintained with spiked ADV data. Doppler noises apikes in the acoustic
measurements can arise due to the random motiseeafing particles within the
sampling volume (Voulgaris and Trowbridge, 1998glocity aliasing (Rusello,
2009), air bubbles (Liu et al, 2002), and boundamtgrferences (Lane et al.,

1998), among others. A number of algorithms hagenbdeveloped in the last

* A version of this article has been submitted ® ASCE’s Journal of Hydraulic Engineering.

120



decade to despike ADV data, which serves the sam@ope as outlier detection
algorithm in statistics. Goring and Nikora (2002)joposed an acceleration
threshold method and a phase-space threshold maihsebpike ADV data. The
phase-space threshold method was later modifiedMapl (2003) and was
included in a post-processing software, WInADV (Wal2003). In the
acceleration threshold method, accelerations atmatcities greater than (or less
than) a certain threshold are considered as spakeb are eliminated. The
eliminated data is replaced by applying an appabprinterpolation technique.
The entire process is repeated until no furthekespiare detected. The idea

behind the phase-space threshold method is to @ewzethree dimensional map

placing u-velocity, its first derivative/u ), and second derivative\{u) on each
axis, and thereafter drawing an ellipsoid. The afdabe ellipsoid are determined
using the universal threshold (Donoho and Johnstb®@4) as the cut-off value.
The three-dimensional ellipsoid is projected on timee coordinate planes and
therefore three ellipses are formed. Any data pibiat resides outside any of the
ellipses is considered to be a spike and is reglaliee entire process is repeated

until no further spikes are detected. The hypothésghind this method is that

good data points lie in a cluster in the- Au—A?u space and spikes lie outside
the cluster. Wahl (2003) modified the phase-spaethad to detect the outlier on
a true ellipsoid, rather than on its projectionsother key contribution of Wabhl

(2003)’s study is to apply robust statistics, using median as the location
estimator, and median absolute deviation (MAD) ks s$pread estimator as

suggested by Rousseeuw (1998). The robust statishethod eliminates the
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necessity of iterations. Wahl (2003) applied Chats criterion instead of the
universal threshold as the cut-off value. Cea et(2007) developed another
method similar to the phase-space threshold metbat,uses three velocity
components |, v, andw) along three coordinate axes, rather thewelocity
components and its derivatives. This method, terasedelocity correlation filter,
is also based on iterations and uses the univéisadhold as the cut-off value.
The time series plot of the earlier studies shdweg the spikes were similar to

phase-wrapping spikes for which true velocity candtrieved (Rusello, 2009).

This study uses measured data from a wall jettestacase which shows a large
amount of spikes due to the presence of a free &nger and strong turbulence. It
was observed that all the three standard despikiepods mentioned above are
inefficient in this region. This motivated the deagment of a new algorithm that
is suitable for this region. The developed algarithises a bivariate kernel-density
estimator (Duong and Hazelton, 2003) to generalersity plot inu—-Au, and
w-Aw space, where andw are thex and z directional velocity components,
respectively, as shown in Figure A.1, afdd and Aw are their first derivatives.
The density plot is then used to separate dataeclérom the surrounding outlier
clusters. This method can be used in other regidmsre spike density is not

sufficiently large as well.

A.2 Algorithm Description

In this study, ADV measurements were obtained foradl jet in an experimental

flume as shown in Figure A.1. The experimentalugetias an inlet openirg, =
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2.54 cm, water depthl = 0.36 m, unit width flow rate| = 0.03 ni/sec, channel

lengthL = 2.45 m, and outlet heighty = 0.3 m. A bistatic sonar four beam
Vectrino probe (Nortek AS model, VCN 7569) was useth 200 Hz sampling

frequency. Approximately 72 samples were collettedssess the performance of
the standard despike algorithms and to verify @ algorithm. Each sample has
60,000 data points measured over five minute duraiihe ADV measurements
were also compared with the mean velocity resudltSsaal and Rajaratnam (2002)

using a Pitot tube.

Figure A.2 shows the mean velocity profiles at saviocations, where the data
was despiked with the phase-space method, WahI3j20@nethods and the
velocity correlation method. It was observed timathie jet region mean velocities
are scattered and typical wall jet profiles as matd by Ead and Rajaratnam
(2002) using a pitot-tube were not retrieved. Téiigdy found that in the jet
region, the amount of outliers can be as high ag®®@ of the total sampled data.
Despike methods based on the universal threshathauvenet’s criteria include
outliers in all the three algorithms mentioned abovigure A.3 shows the time
series ofu velocity at a point ‘P1’, where spikes are visibleregular intervals.
The point ‘P1’ is located a distance of 216 cm dstneam of the inlet and at 1.4
cm above the channel bottom. Figure A.4a showsthiker demarcation using
the phase-space method in the-Au space and Figure A.4b shows outlier
demarcation with Cea et al. (2007)’s velocity ctatien method in the-w space
for the point ‘P1’. The central spot is the datastér and surrounding spots are
created due to spikes. Figure A.4 shows that sgets are located
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inside the ellipse, which demonstrates the inadficy of the two algorithms in
this situation. Outliers inflate the standard degeimand thereby increase the size
of the ellipse. Wahl (2003)’s one-step procedurs aigo found to be inefficient
in this region. Reducing the cut-off threshold safve this problem. However, it
was observed that a low cut-off threshold trimsdba& points in the region where
the spike density is less. Figure A.5 shows anadla¢a-point ‘P2’ located 72 cm
downstream of the inlet and 25 cm above the bottehere the spike density was
found to be very insignificant. It was observedt ttiee universal threshold works
efficiently in this region and the smaller cut-odttio trims the data points. Based
on the above observations, this study attemptset@ldp a method that uses a
variable cut-off threshold. In other words, the-offtthreshold is automatically

determined form the data and spike morphology.

This can be achieved by using a bivariate kernabitig estimation. The kernel
density is a non-parametric estimation of densBjyvérman, 1986). It is similar
to a histogram, but its advantage is that it casvide a smooth estimation of
density if a suitable bandwidth is selected. Aadbiate kernel density with a
Gaussian kernel can be estimated by (Duong andltdaz2003),

_x)?_(y=y)?

: 1 N o 2n2
f(x,y)=——>e ™~ y
(xy) Y Zl

Equation A.1

where,N is the total number of sampléds,andhy are the band widths in the two

axes,x; andy; are the realizations of the two variablesandy are the locations
where densities are to be estimated, aﬁCk,y) is the estimated density at this
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location. For example, in the phase-space metlind; can be replaced by
(u,Au), and in the velocity correlation method of Cealet(2007),(x,y )can be
replaced by (u,w ) Figure A.6a shows the kernel-density estimatidnthe

u—Au space shown in Figure A.4a. The large peak showsnidin data cluster.
By drawing an ellipse at the foot-print of this kedhe data cluster can be
separated from the outliers. Figure A.6b showsettipse in theu—Au space.
Comparing with Figure A.4a, this ellipse only resithe main data cluster and

excludes the spike clusters.

This study finds a modified version of the- Au space more efficient. Goring

and Nikora (2002) computefiu using the relationship,,, —u,_,)/2, which is a

central difference approximation. Figure A.7a sh@ansypothetical spike located
at point 4 ( = 4) and Figure A.7b shows an approximatiordof using a central

difference approximation. With this approximatidghe 3° and the % point can

be identified as spikes, although these are ndt gpikes. With a backward
difference approximation, point 5 can be identifeeda spike and with a forward
difference approximation, point 3 can be identifeesia spike. In the jet region,
where 30-40% data might be discarded as spikesingadditional points is not
worthwhile. To solve this problem, this study preps to computéu using both

forward and backward approximations, and choose adhe which has the
minimum absolute value. It is observed that thiind@n removes less outliers
compare to the central difference approximatiorhe Tetailed outlier detection

algorithm developed in this study can be descrdmetbllows:
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1. Decide a pair of variables for the variable spacg.,u andAu. The Au is to
be computed using both backward and forward apprations, and select the one
having a smaller absolute value. For generalizatiand Au are represented by

andy hereatfter.

2. Estimate the rotation angle of principal axemgghe classical least square
approximation,

N N N
Ly NIXYmIx XLy,
f=tan"| =—=—-3-

N 2
2

N> X -(_zmj

i=1 i=1

Equation A.2

3. Transform the data using the following formula,

X, = xcosg+ysingd, and y, =-xsind+ ycosd
Equation A.3
4. Rescale the data by the following formula sodat range will be from 0 to 1,

X —min(x)
" max(x) - min(x) ’

y. = y —min(y)
* max(y) —min(y)

Equation A.4

S

5. Obtain the kernel-density estimation using tbeled data by Equation A.l.

Now, locate the pealf(xp,yp and extract the two density profilefAs(x, y,) and
f(xp,y).
6. Estimate the cut-off point from the slope of thensity profiles. This study

found an optimum criteria to define the cut-off mmoi as,

n, AF (x, yp)‘/ f(xp,yp) <04 and ny‘Af(Xp,y)‘/ f(xp,yp) < 04, wheren, and
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n, are the number of grid points used in the Kkerneénsdy

matrix,Af X y,) = Af(xi+l =% Yp)s andAf(xp,y) = Af(xp, Y~ Vi )

7. Use these cut-off points to calculate the majat minor axes of the ellipse and

flag the points located outside the ellipse astitéers.

8. Repeat steps 1-7 for the pairwf- Aw and flag outliers located in this space.

Eliminate outliers detected in either space.

A four beam ADV only uses two beams (Beam 1 ando3gomputeu andw
components of velocity and the other two beamsifB2and 4) to computeand
another set ofv components of velocity. For this reason, outlggsected in the

velocity components do not need to be removed fi@ndw measurements.

Computing a bivariate kernel-density matrix is cagbonally intensive. This
study uses open downloadable MATLAB source code=2kii (Botev, 2009)
which uses a fast Fourier transformation and campte a density matrix
estimation in fraction of a second. A constant bamdth of hy = hy = 0.01 was
found as optimal for all samples tested. Note talhtthe data points were

normalized using Equation A.4.

A.3 Results and Discussions

The outlier detection method developed in this wtcah be applied in any space.
However, this study found thes—Au, and w—-Aw spaces more efficient

compare to thai-w space, whereAu and Aw are computed according to the
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definition suggested in this study. Outliers in thev space show complex
patterns, which outsmart despike algorithms. Figi@ shows the jet velocity
profiles despiked with the method developed in #gtigdy. Compared to Figure
A.2, the procedure developed in this study is dbleetrieve the jet profiles,
which compared very well with Ead and Rajarathan®O@)’'s Pitot tube
measurements. Figure A.9 shows the clean timessefievelocity measurements
at point P1. Comparing with Figure A.3, this figushows that spikes with a
magnitude greater than 0.75 m/s and less than rA/3%vere efficiently removed.
Figure A.10 shows the power spectral density ohpBil of despiked data and the
raw data. It is observed that the despiked datsetfdfollows the Kolmogorov’s

‘-5/3’ slope in the inertial subrange.

‘Correlation’ is a data quality index provided byetmanufacturers of the ADV.
Each velocity is an average of several velocitidoriek, 2004)) and the
correlation tells us how similar these velocities. aVlartin (2002) reported that
turbulence obviously decreases correlation and eed. (2007) debated on the
necessity of discarding data with poor correlatibigure A.11a shows a portion
of the time series of beam velocity from positio@ Where turbulence is
comparatively weak. Figure A.11b shows the corredpw correlation of that
beam. In the first half of the figure, velocity ¢huation is negligible and
correlation is close to 100, whereas in the sedwitiportion velocity fluctuates
due to turbulence and the correlation is also fotmddecrease. This study
observed that spikes may have correlations grélader 70 while good data may
have a correlation less than 70. Discarding dath wicorrelation less than 70
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takes out a significant amount of useful data whetaining a portion of spikes
and does not eliminate the necessity of applyidgspike algorithm. Figure A.8
shows another set of velocity profiles, where daith correlation <70 was
discarded and replaced with an interpolated veto@tior to the despike
algorithm. Combining the decorrelation and desglgorithms does not change
the mean velocity profiles, rather it removes axigant amount of useful data

located inside the data cluster.

Using a four-beam probe, any velocity components lma computed in atleast
two different ways and outliers can be removed giireu-u space, the-v space
or thew-w space. However, the disadvantage of this meihdldat it will use all
four beams and measurements will be discardedyifohrthe four beam velocity
is corrupted. In the two beam approach, measurenvatitbe discarded if any of
the two beam velocities are corrupted. That is tieyfour beam approach is less

efficient and it will lose more data points.

A.4 Concluding Remarks

ADV data is often contaminated with spikes and smveespike algorithms are
available in the literature. However, this studyurid that standard despike
algorithms are not efficient in the turbulent jegion, where 30-40% data can be
contaminated by spikes. Applying a constant cuttbfieshold (e.g. universal
threshold) was found to be the reason for thisficiehcy. This study develops a
despike method which can determine the cut-off {oioom the morphology of the

data. To achieve this, a bivariate kernel-densitycfion is used to produce a
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density map of the main data cluster and spiketeisswhich in turn helps to
isolate the data cluster from the surrounding splksters. It is observed that the
spectral plot obtained from despiked data showg3*-Slope in the inertial

subrange and mean velocity profiles retrieve tylgeteprofiles. It is observed that
decorrelation prior to the despike algorithm does improve the data quality,

rather it removes significant amount of useful data
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Figure A.1: A side view of the test set up havingvall jet in a rectangular
channel.
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Figure A.3: Time series of u velocity at point Rdcéted at 216 cm downstream
from inlet and 1.4 cm above bottom) showing spikes.
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Figure A.4: Outlier detection at point P1 in (a) Auspace with phase-space
threshold method and in (b) u-w space with velocdgrelation method.
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Figure A.7: A hypothetical spike and its derivativath central difference
approximation.
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Figure A.8: Data despiked with the method develapétis study.
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Appendix B
Anti-Diffusion in Central Difference Scheme

at Steady-State Transport Equation®

B.1 Introduction

In a scalar transport equation, the central-diffeee scheme causes numerical
oscillation when the cell-Peclet number is gre#itan two (Hall and Porsching,
1990). This issue can be solved by grid-refinemelntwever, the limitation of
computing power might not allow sufficient refinemteéo obtain oscillation free
results (Versteeg and Malalasekera, 2007). The aomireatment is to add

diffusion to remove oscillations; which in turn negkthe model diffusive (Wang

® A version of this chapter was accepted in the fasmin Computational Fluid Dynamics Journal.

138



and Hutter, 2001). For example, the hybrid diffeescheme of Spalding (1972)
applies a central difference scheme in the regibare the cell-Peclet number is
less than two, and an upwind scheme elsewhere.Flithe Corrected Transport
method applies false diffusion in the case wheeegitadient of a variable is large
in a central difference based model, and addsdifiision in the region having a
sharp-gradient in an upwind based model (Wang antteH 2001). Hence,
regions with sharp gradients of variables suffemarical diffusion in both
schemes. The upwind scheme, though free of osoillahas numerical diffusion
which can yield physically incorrect result (Huagtgal., 1985). Despite this issue,
Patel et al. (1985) recommended an upwind diffexesaheme when 5% error is
acceptable considering its stability advantage. queedratic upwind differencing
scheme (QUDS) of Leonard (1979) can provide osmha at higher cell-Peclet
number. Although the recent version of QUDS devetbpy Hayase et al. (1992)
is free of oscillation, it suffers from a diffusioproblem along with minor
undershoots and overshoots (Versteeg and Malalasek@07). The Power-law
scheme of Patankar (1980) also suffers from numleddfusion. It should be
emphasized that only grid-refinement can ensuresaiilation-free, as well as a

non-diffusive result.

In this study, we showed that a central differeackeme causes anti-diffusion

when applied to a steady-state scalar transporategu An iterative anti-
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diffusion correction algorithm is developed based @ Taylor analysis of the
truncation error terms. Once this anti-diffusionaiscounted for, the numerical
result is significantly improved, and oscillatianeliminated or minimized. In this
study, the term ‘anti-diffusion’ is used to deserithe behavior of the numerical

scheme that reduces physical diffusion.

B.2 Theoretical Development

Consider a steady-state scalar transport equatithe dollowing form,

2
OX ox?

Equation B.1

The Taylor series expansion of Equation B.1 disoedt with central difference

scheme is as follows,

U op _ D o’p _ _UAx2 0%¢ N DAX® 0*¢ B UAX* 0°¢ N DAX* 5°¢ B uax® o'¢ N
X X’ 3 x 23) &° 5 & 30) &° 7 X
Equation B.2

The right-hand-side of Equation B.2 is truncatiomoes. By successively

differentiating Equation B.1, it can be shown that,

k k+1
U g f = Dg kff k=234,..0
X X

Equation B.3

Applying Equation B.3, thek +1)™ order derivative can be transformed to a

(k)" order derivative. Applying the same procedure, th)" order derivative
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can be transformed to gk-1" order derivative. Eventually, it can be

transformed to a second-order derivative. The ioelahip between thek)™

order derivative and the second order derivativehei as follows,

k k=2 22
M:[UB) 9 K = 345,....0

X~ ox?

Equation B.4
Using Equation B.4, all the right-hand-side deriweg of Equation B.2, can be

transformed to second-order derivatives, whichraftene algebraic manipulation

will be as follows,

5°¢
é<2

) (1 il(k+i1<)?22kk+l)J

¥
X

Equation B.5

where, P =UAx/D is the cell-Peclet number. Comparing Equation ®ith
Equation B.1, it is observed that the central défee scheme, reduces the
physical diffusion fromD to D, when applied to a steady-state one dimensional

scalar transport equation. This is opposite tougheind scheme, which increases
the physical diffusion and makes the numerical Iteswre diffusive. The
existence of this anti-diffusion can be demonstrdig comparing the numerical
result with the analytical solution. The analyticlution of Equation B.1 for

boundary conditionsg(0) = @nd ¢ (1) = lis as follows,
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_ AUx/ID

P00 =55
Equation B.6

Figure B.1 shows the analytical and the numeriesalit for a small reach located

very close to the downstream boundary where theigmnaof ¢(x) is very steep.
In this exampleJ =1,Ax= 003and D = 001 which yieldsP = 1.Figure B.1
shows that the numerical result underestimafgscom)pare to the analytical
result, which should be due to the anti-diffusidfe@. This underestimation is
18% at x = 098 .Using Equation B.5D, = 0.0091 was obtained for thi® and
when the analytical result was recomputed usihg(instead oD ), excellent

agreement with the numerical result was observhad @xample supports that the
difference between the numerical and the analytiesililt is due to the inherent

anti-diffusion effect of the central-difference sohe.

B.3 Remedy

In this study, an iterative procedure is proposealitain an anti-diffusion free

result. Our goal is to estimaf@* such that,

D*(l— y JP_K} =D
& (k+1)(2Kk+1)

Equation B.7
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whereP* =UAx/D * This equation can be solved using a numericaéreeh
(e.g. bisection method) for a finite valuekofnd the estimateD* can be used in
the central-difference scheme insteadoflt is observed that the first 5 terms in
Equation B.7 is sufficient. In such case, the sahean be considered as sixth
order accurate. The central-difference scheme ctespanti-diffusion based on
D* and when this anti-diffusion is subtracted fr@m (following Equation B.7),

the true diffusionD is reflected in the result.

In the previous exampl®* = 0.0108 yielddD = 0.01 (Equation B.7). Figure B.2
shows two numerical results, one withand the other witlb* as the diffusion

term. It is observed that the numerical result \idithcompares very well with the
analytical solution. This example supports the @ifeness of the anti-diffusion

correction algorithm developed in this study.

In three-dimensional problems with varying velagsti the extra computation time
needed to apply this diffusion correction schemelmalarge. On the other hand,
it is well-known that the central-difference scheneises oscillation at most
practical cell-Peclet numbers. As this diffusionrrection algorithm reduces the

effective cell-Peclet number, it helps to eliminateminimize oscillations.

Figure B.3 shows an example whé&e 2 and therefore oscillation is expected. In

this example,U = 1Ax = 001, D = 0.0033 which yieldsP = 3 D" =0.0053],
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andP* = 188 As P*<2 the anti-diffusion corrected numerical results are

oscillation free.

This anti-diffusion correction algorithm also helfs minimize oscillation for
cases with a very largB. In the above example, ldd =107, which yields
P =10°, D* = 0.003664648 andP'=2.72. Figure B.4 shows that while an anti-
diffusion corrected central-difference scheme poedusmall under-shooting, an
uncorrected central-difference scheme producesinagoscillation. The reason
for this small undershooting is th&* > 2. The only remedy for this

undershooting is the local refinement of grid psint

It is confirmed that adding anti-diffusion witb makes the numerical result
diffusive and cannot solve the anti-diffusion effethe reason is that, it reduces
the cell-Peclet number and the numerical anti-difin is based on the reduced

cell-Peclet number and is less than the addedsilififu

B.4 Inhomogeneous Problem

Consider an inhomogenous equation of the folloviarg,

¢ 62¢
TRAE +f
0X ox? )

Equation B.8

where,f(x) is the source/sink term. Applying a similar detien to the one stated

previously, the following expression can be obtdjne
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k k=2 42 k=21 1k-j=2 4
M:(Uﬁj e k= 345,....0

ox" x> DY dx
Equation B.9

The second term on the right hand side appeargsaltlee source/sink term. By
substituting Equation B.9 into the Taylor seriepansion equation and after
algebraic manipulation, one can obtain two différarrection terms, one for the
diffusion term, and the other for the source/sekt. The correction for diffusion
term is the same as in Equation B.7, which yi€ds ThisD" is to be used in the

correction equation for source/sink term whichsdalows,

£ () =f(x)-C

RCRCR N U g (), 2 272 42 £ (x)
< _Zz(k+1)(2k+1)l( j dx2i ZZ(|<+1)(2|<+1)r( j dx?!

j=1 k=] =1 k=j+1

Equation B.10

The f”(x) should be used instead é{x i) the numerical solver. It is observed
that, if f(x) is constant, no correction for source/sink termasessary as all the
derivatives of f are zero in such a case. An example is demondtrfate
f(x) =x in Figure B.5. The correction is applied on aatiekely coarse grid
computation (100 nodes), and the corrected resltcampared with the
uncorrected finer grid solution (1000 nodes). e truncation error is smaller in
the finer grid solution, the corrected coarse gatution should be closer to the

uncorrected finer grid solution. Figure B.5 shows tomparison between the

finer grid solution, the coarse grid solution ahd torrected coarse grid solution
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for U =1 andD = 0.01. It is observed that the corrected coargkggpiution and

the finer grid solution coincide perfectly.

B.5 Two Dimensional Problem

Consider a two-dimensional scalar transport eqonatfdhe following form,

V9 00, O

ox ady  Fox? Y a_y2
Equation B.11

where, Dy and Dy are the diffusion coefficients in the andy directions,
respectively. For the two dimensional problem, @&swnot possible to convert all

the truncation error terms to their second ordeivdgves. Hence, the correction

formulation developed in this study is approximame needs to estimat®,

and D; such that,

2 2 2 2
X_U Ax*+U Ay* =D,
23)D, 2@3)D,
_ViAy? N V2AX®
y * T Py
23)D, 2(3)D,

Equation B.12

ThisD, and D, are to be used in the two dimensional scalar pamsequation.

A two-dimensional bisection method can be emplagedetermineD, and D;.

The performances of these corrections are assésséte following conditions:

U=1V =0 Dy = 001, Dy = 0.002. The boundary conditions are:
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@#(OW /205 =1 ¢(x,0)=0;¢(0,y) =0, wheny < WR.05 andy > W/2.05,

09 _ 0¢ _ .

a—(x,w) =0; and a—(L,y) =0.The performance of the model is assessed by
y X

comparison with a finer grid solution. Figure Bl®ws the contours ap(x,y in

this two-dimensional test case. Figure B.7 shoves giofiles obtained using a
[75x75] grid, [25x25] grid, and [25x25] grid withiftlision correction. The

diffusion corrected coarse grid solution makes %b 6Mprovement as compared

to the fine grid solution. In this solutiom, and D; are computed as 0.007 and

0.002, respectively.

Another example is considered whete= 0.5,V = 0.25,D, = 0.01,Dy = 0.005.
The boundary conditions are the same as the prevdase. Figure B.8 shows the
profiles obtained using a coarse grid [25x25], fored [75x75] and diffusion

corrected coarse grid solution. It appears thatltfiesion correction makes some

improvements when compared to the fine grid sotutibhe D, and D; are
computed as 0.0093 and 0.0052, respectively.
It is interesting to compare the result with a setorder upwind scheme. Figure

B.9 shows the comparison between the second opmnd scheme, the central

difference scheme, and the diffusion correctedratdifference scheme; with all

computations carried out using a [75x75] grid. Atstgrid, D, and D, are
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computed as 0.0099 and 0.005 respectively, whicinmst equal t®, andD,.
Hence, the central difference and the diffusionrexded central-difference
scheme produce an identical result. It is obsethadtl the second order upwind
scheme also produces a very similar result duésteeicond order accuracy. The
computation time for the second order upwind schésnéound as 117.8797
second in a computer having a 2 GHz processor spe@@ GB RAM using the
MATLAB. The central difference scheme and its dsifin correction system

require 117.837 s. Hence, both approaches reqeadynthe same time.

B.6 Conclusions

This study shows that the central-difference schenierently causes anti-
diffusion in a steady-state one-dimensional scatansport equation. This anti-
diffusion is an outcome of the truncation error.isTts opposite to the upwind
scheme which adds numerical diffusion and increggesical diffusion. An

iterative method is proposed to solve the antivgditin problem. It is shown that
this anti-diffusion correction algorithm helps tdimgnate or to minimize

numerical oscillation. If applied, this novel teature would improve the quality
of the numerical results. This correction is alsorfulated for an inhomogenous

equation. For two-dimensional problems, an appraxénsolution is developed.
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Figure B.7: Profiles ofp(x,y )at x/L = 05 using fine grid [75x75], coarse grid
[25x25] and coarse grid with diffusion correction.
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Figure B.8: Profiles of¢(x,y )atx/L = 0.5 using fine grid [75x75], coarse grid
[25%x25] and coarse grid with diffusion correctiar ¥/ # 0.
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Figure B.9: Profiles ofp(x,y )at x/L = 05 using second order upwind scheme,
central difference and diffusion corrected cenditference scheme.
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