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Abstract—This paper deals with the current state-of-the-art
in interfacing issues related to real-time digital simulators em-
ployed in the simulation of power systems and power-electronic
systems. This paper provides an overview of technical challenges
encountered and their solutions as the real-time digital simulators
evolved. Hardware-in-the-loop interfacing for controller hardware
and power apparatus hardware are also presented.
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I. INTRODUCTION

H ARDWARE-IN-THE-LOOP (HIL) simulation is being
increasingly used as an important design and develop-

ment step in the manufacturing process of many industries
[1]–[6]. HIL simulation provides a means for the operation of
physical hardware, such as power components and control hard-
ware, while interfaced to a computer simulation of the system in
which the physical hardware is intended to function. To achieve
meaningful results, the computer simulation must proceed in
real-time and in a synchronous manner, meaning that each
simulation time-step corresponds exactly with the equivalent
wall clock time. Furthermore, the simulation time-step must be
sufficiently small both to accurately represent the dynamic and
transient behavior of the simulated system, and to provide for
adequate control and measurement of the physical hardware.

The HIL approach provides several advantages that other
analysis and testing methods do not provide [2]–[4]. It allows
for power system apparatus to be investigated repeatedly and
thoroughly in a true-to-nature test condition even before the
actual system is built and commissioned. It also minimizes
the cost and risk to examine various extreme conditions and
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maximizes the likelihood to identify hidden defects in the ap-
paratus before their impact manifests in actual operation, which
in turn may have serious consequences. Moreover, the HIL
approach inherently incorporates the transient response of the
yet-to-be-built system to stimulus by the hardware. Therefore,
this method has the potential to reveal the full extent of system
interactions to be expected in the final design.

The HIL system is generally composed of three indispens-
able parts, namely: 1) a piece of hardware under test; 2) a sim-
ulated system; and 3) an interface that links the hardware and
the simulated system. Depending on the power level of the in-
terface [4]–[6], the HIL simulation can either be categorized as
controller HIL (CHIL) simulation or as power HIL (PHIL) sim-
ulation. In a CHIL simulation, the hardware under test is a con-
troller, which exchanges signals with the simulated system at a
low power level. Examples of CHIL simulation include protec-
tion relay testing under simulated fault scenarios, power elec-
tronics controllers operating with simulated motor drives, and
an electronic engine control unit reacting to an automobile en-
gine simulation. In contrast, the hardware under test in a PHIL
simulation involves actual power devices that require significant
power flow between the hardware and the simulation system. In
these conditions, specially designed power amplifiers and ac-
tuators become necessary to establish the interface. Examples
of PHIL simulation are propulsion motor testing on a simula-
tion electric ship system, operation of a real motor drive circuit
on various simulated motors, and a distributed generator con-
necting to a simulated utility grid. The difference in the interface
structure of typical CHIL and PHIL simulations is illustrated in
Fig. 1. To establish and conduct an HIL simulation requires ex-
tensive, intricate care. Due to the real-time requirements and the
disturbances introduced by the interfaces, issues, such as system
stability and simulation accuracy, must be carefully considered.

The paper is organized as follows: Sections II and III discuss
the interfacing issues related to CHIL and PHIL simulations,
respectively. Conclusions are given in Section IV.

II. CONTROLLER HARDWARE-IN-THE-LOOP SIMULATION

A. Basic Input and Output Requirements

In addition to the requirements of real-time synchronization
and an appropriate time step, accurate inputs and outputs (I/O),
both analog and digital, must be provided by the simulator
system. This I/O should have a known latency and synchro-
nization to the simulation time-step. In certain cases, it may
also be necessary to compensate for the error caused by the
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Fig. 1. Controller HIL simulation versus power HIL simulation.

mid-time-step change of an external input to the simulator.
To reduce costs, use of low voltage ( V) analog-to-digital
(A/D) and digital-to-analog (D/A) converters is typical. Digital
I/O of 5 V and 3.3 V are also common; however, more emphasis
should be made regarding 3.3 V digital I/O, as 5 V becomes
less common. An early and continuing use of HIL simulation in
the electric power industry has been the testing of commercial
relays. In this case, a simulated power system, with simulated
events such as faults, is interfaced to a physical relay. The
inputs measured by the relay in the simulated environment are
identical to what would be seen in the real world, enabling the
manufacturer and relay engineer to explore the operation of a
physical device without impacting to an actual power system.

Since the relay is usually connected to current transformers
(CTs) and/or potential transformers (PTs), which are quite
different from the low-voltage D/A provided by the simulator, a
challenging interfacing issue arises. One cumbersome solution
is to amplify the simulated three-phase signals via external
amplifiers before connection to the physical relay. Fortunately,
relay manufacturers have begun to provide low-voltage inputs
to their hardware that are algorithmically equivalent (with the
proper internal scaling) to the CT and PT inputs. However,
even in currently available relays, a voltage level of 120 V may
still be required for a status signal, and the trip signal may also
be higher than the more common computer digital I/O levels
of 5 V and 3.3 V. Options for alternate signal voltage levels
should then be provided.

If the simulation device accepts pulse-width modulation
(PWM) firing pulses from external controllers, the ability to
accommodate different firing voltages of multiple manufac-
turers can be accomplished by substituting resistor packs in an
optically isolated circuit.

B. Communication Capability

The engineering community can leverage capabilities beyond
the world of analog feedback and control values. As communi-
cation speeds and the extent of networking continue to increase,
new methods begin to emerge in HIL simulation. For example,
a simulation involving phasor measurement units (PMUs) could
model them, or alternatively acquire data from a PMU in a test
bed or functional power system. Defined protocols, such as the
IEEE C37.118 IEEE Standard for Synchrophasors for Power
Systems, can allow interoperability over an IP-based Ethernet.

There is still justification for supporting older protocols such
as Modbus/TCP and DNP3 (Distributed Network Protocol), but
as the community migrates to support IEC 61850, simulation
platforms must also migrate. In the context of real-time HIL
simulations, asynchronous best-effort network protocols may
seem like a contradiction. In fact, external protocols comple-
ment the baseline digital and analog I/O of an HIL simulation.

A salient feature of the IEC 61850 interface in the real-time
simulator is that it eliminates the need for amplifiers to inter-
face the real-time simulator with protective relays. Thus, signif-
icantly reduces the cost and simplifies the connection between
the simulator and the relay under test [7].

The main challenges associated with the IEC 61850 interface
implementation are to 1) minimize the I/O latency and 2) main-
tain a low variability for that delay. One approach to achieve
these requirements is to implement the IEC 61850 interface
using a processing platform dedicated solely for handling IEC
61850 communications [7]. This is the approach adopted in the
RTDS® simulators. The RTDS® is the only reported simulator
that implements IEC 61850 for real-time simulation [7].

C. Power-Electronic System Simulation and Interface
Algorithms

Accurate simulation of power-electronic systems in real-time
simulators has been a considerable challenge for a long time.
In the context of CHIL simulation, the main issue related to
power-electronic system simulation is the synchronization of
switching signals with the discrete time-step of the real-time
simulator [37], [38]. Due to its discrete-time nature, the digital
controller outputs digital signals which are not necessarily in
synchronism with the time grid of the simulator. Since the
simulator, unlike an actual system, cannot instantaneously
respond to the digital output of the control platform and
only accounts for it at the end of the encountered simulation
time-step, errors are introduced to the simulation results. When
a digital controller is interfaced with a real-time simulator that
models a power-electronic system, the simulator is required
to accurately account for multiple inter-step switching events,
which arrive at its input between two calculation cycles. Fig. 2
illustrates the fixed time-step simulation approach with two
switching events occur within one time-step. The number of
switching events within any given time-step of the simulator
depends on three factors: 1) the switching frequency of the
power-electronic system (i.e., its digital controller sampling
rate); 2) the complexity of the power-electronic system (i.e.,
the number of switches in the system); and 3) the ratio between
the simulation time-step and the switching period [10]. The
higher the switching frequency or the larger the system is,
the higher the number of interstep switching events will be.
Furthermore, the timing of an incoming switching event is not
known a priori (since it is controlled by processes external
to the simulator) and it seldom coincides exactly with the
simulator time-steps, thereby creating a switching delay, which
produces erroneous simulation results. Under non-real-time
conditions, the traditional approach is to use a small integration
step-size, however, at the cost of significantly longer simulation
times [39]. Interpolation techniques have also been devised and
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Fig. 2. Inter-step switching events in power-electronic system simulation.

implemented in non-real-time simulators to compensate for the
time delay in switching instants.

Over the years, several switching event compensation al-
gorithms have been proposed and implemented in real-time
simulators [37], [38], [12]. The compensation methods in-
cluded numerical techniques, such as linear interpolation and
extrapolation. Generally, these compensation algorithms func-
tion based on a two-step procedure: 1) determine the values of
the system variables at the instant of switching and 2) resyn-
chronize the simulator outputs with the simulation time grid
[9], [13]–[16]. To implement these compensation algorithms in
real-time, a switching event capture or time-stamping mecha-
nism is required [40]–[42].

Alternatively, interpolation algorithms based on switching-
functions can also be very efficient for transient calculations of
power-electronic and motor drives [20]–[23]. The approach en-
ables industrial researchers to design and develop and to test
using virtual benches. In [20] and [21], a two-level PMSM drive
system was tested using this approach. In [22], a three-level neu-
tral-clamped-point inverter-based induction machine drive was
tested using this approach. These tests include special modes
like pulse shutdown and rectification. This approach can notably
be extended for very complex grid devices (e.g., 48-pulse GTO
STATCOM [23]) and used within a real-time simulator such as
the one described in [18].

D. Co-Simulation Capability

In some simulation environments, multiple simulation plat-
forms/software may be combined for reasons of computational
or software specificity, such as multirate or multidomain simu-
lations, to take advantage of a particular software capability, to
incorporate and reuse legacy code due to IP protection issues.
It can be advantageous to provide for high-speed signaling be-
tween computational components from different manufacturers,
using a defined signaling protocol. Co-simulation capability can
then be created.

Multiple simulators may then be interfaced with the usual
analog and digital I/O capabilities, but the information band-
width due to the number of available interfaces may be a lim-
iting factor. Co-simulations with relatively slow updates may
be accomplished via IP-based protocols over conventional Eth-
ernet, but this is a limited medium [24].

RT-LAB Orchestra [25] is an example of a software appli-
cation that facilitates integration and interoperability between

Fig. 3. RT-LAB Orchestra implementation layers.

co-simulation components. Using the Orchestra API, compo-
nents connect to an RT-LAB framework and exchange data with
other co-simulation components, synchronously or asynchro-
nously. Dymola, “C” code and Simulink executable compiled
from S-function are the type of external modules currently sup-
ported by Orchestra. The interface protocol is public domain so
other simulation tools can be attached.

The core of Orchestra architecture is a user-configurable
communication layer, sitting on top of the RT-LAB framework,
whose role is to provide a transport layer between distributed
simulation nodes, and to act as a real-time scheduler for
co-simulation. The communication layer consists of a set of
shared-memory segments, one per domain. As a result, co-sim-
ulation components are co-located within the same simulation
node.

Co-simulation components exchange simulation data via
the communication layer by calling functions of the Orchestra
RT-API, depicted in Fig. 3. Orchestra distinguishes two types
of co-simulation components, namely, the RT-LAB frame-
work itself, and external components. Logically, an external
component is a process that is not part of the Simulink-based
model that the RT-LAB framework instantiates for real-time
execution.

Physically, an external component is a cohesive software en-
tity that embeds calls to the RT-API, and that is compiled and
linked to form a stand-alone process. A single domain partici-
pant acts as a reader or a writer by using the RT-API to send or
receive data, respectively.

E. FPGA-Based HIL Simulation

Field-programmable gate arrays (FPGAs) were first intro-
duced in the mid 1980s. Since then, there has been a steady
advance in their performance and density and their cost has pro-
gressively decreased, enabling them to compete with other dig-
ital processors. Most FPGAs are organized as an array of basic
logic elements and programmable interconnections between the
logic elements, memory, and I/O pins. Due to inherent paral-
lelism, an FPGA provides superior performance compared to a
microprocessor or a DSP. In the context of power system sim-
ulation, FPGAs are particularly suited for small time-step tran-
sient simulation in real time [10], [26], [27], since sequential
processors still pose a speed bottleneck for large-scale system
simulation [28] with full system representation.
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Fig. 4. Induction machine drive system implemented in HIL configuration on
an FPGA.

Fig. 5. PMSM drive model implemented on FPGA.

A major advantage of adopting an FPGA as the main com-
putational hardware in a real-time power system simulator is
that it enables the design of customized hardware architectures
that are tailored to the solution of the mathematical model of
the power system under consideration; it also enables the use of
submicrosecond simulation time-steps that are not possible with
processor-based real-time simulators.

A digital hardware realization of a real-time simulator for
a complete induction machine drive (Fig. 4) using a FPGA as
the computational engine is presented in [3]. The simulator was
developed using Very High Speed Integrated Circuit Hardware
Description Language (VHDL), making it flexible and portable.
The advantages of this approach include: 1) freedom from re-
liance on complicated correction algorithms; 2) detailed rep-
resentation of the device switching characteristics; and 3) the
ability to interface the model to a large-scale real-time simulator,
such as a PC cluster [18], modeling a larger and more complex
host power system in which the power-electronic converter is
embedded.

The FPGA simulation of a complete PMSM drive was pre-
sented in [29] (Fig. 5). The model was coded using the Xilinx
System Generator blockset for Simulink without any VHDL
coding. This facilitates the drive design by a non-expert FPGA
programmer while retaining code portability by the means of
the automatically generated VHDL code.

The drive was implemented to facilitate its testing and
hook-up to an external controller. An open-loop internal PWM
modulator source with a constant phase difference with respect
to the rotor angle is an example of a useful test mode when
trying to commission such a system.

Fig. 6. Workflow structure of the RT-LAB real-time simulator from the model
specification to the multi-task real-time execution.

The drive itself is interfaced with a mechanical model running
on general-purpose CPUs of an RT-LAB real-time simulator,
from Opal-RT Technologies, Inc. This interface with CPU-type
computational engines enables the implementation of complex
mixed-simulation models using FPGAs only for some parts. The
general RT-LAB development and run-time environments used
for this model are depicted in Fig. 6.

The simulator can also use finite element analysis results from
JMAG to simulate real-time PMSM motors [30].

F. Controller Design Using Real-Time Playback

A real-time playback (RTP) device is capable of generating
real-time and synchronized replicas of waveforms produced by
non-real-time electromagnetic transient simulators and stored
in its memory. A typical application of an RTP device is to test
protective relays, where fault waveforms are played back in real
time to the protective relay system under study [31].

In a recent adaptation of an RTP, it was used for controller de-
sign and development for an advanced vehicular electric motor
drive system [32]. The RTP was used extensively for the initial
development of the digital controller and for testing and ver-
ification of its protective algorithms. The drive system uses a
space-vector-modulated (SVM) converter at 10 kHz based on
the information provided by a rotor-mounted position sensor.

The motivation for the use of an RTP was to decouple the ini-
tial stages of the controller development from the actual motor
drive system to minimize the likelihood of damage to the sensi-
tive and expensive drive components and hazard to the vehicle
operator. It also allowed safe and convenient testing and tuning
of the protective algorithms for rare operating conditions where
these algorithms are called.

Several detailed simulation cases of the vehicle were devel-
oped in which various operating conditions were simulated. The
waveforms generated were then stored in the RTP for subse-
quent playback into the controller hardware that was suitably
interfaced to the RTP. The controller code and its interface to
the vehicle were then modified to ensure a proper response is
given. The tests conducted include the following stages:
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1) General Start-Up Sequence Testing and Debugging: This
stage was used for confirming the correct operation of the safety
features of the vehicle, such as the throttle position switch, pre-
charge circuit, main relay sequencing, and transmission gear-
lever position.

2) A/D Converter Calibration: To confirm correct internal
numerical scaling of the software based on simulated transducer
output from the RTP.

3) Digital Filtering: Digital filtering techniques were tested
by using noisy signals generated by the RTP, to ensure proper
operation of the vehicle when it is actually driven on the road.

4) Custom-Developed Math Libraries: The controller used
several analog signals as inputs. For example, the analog po-
sition sensor algorithm that fed the SVM firing pulse genera-
tion was confirmed at this stage. This stage also led to the dis-
covery of a delay introduced by the time needed for the execu-
tion of some mathematical functions within the controller code.
At times, the delay caused interference to the position-sensor
signal and the update-sequence for the SVM firing pulse algo-
rithm. Alternate ways for coding these mathematical functions
were then undertaken to expedite their execution and resolve the
problem.

5) Firing Pulse Generation Algorithm: The RTP was used
for the testing and debugging of the SVM firing pulse gener-
ator. Since a variable-frequency SVM algorithm based on the
position sensor information was used, coordination of its opera-
tion with the position sensor required extensive use of the RTP.

The RTP was also useful for testing and debugging the gen-
eral flow of the code and its exception-handling procedures,
such as buffer overflows and incorrect scaling. The RTP analog
waveforms were generated to represent overcurrents pulses, dc
bus overvoltages, disconnected sensors, etc. to confirm correct
operation of the shutdown and protection algorithms.

G. Future Signal Capabilities

Modern FPGA and DSP chips are now offering multiple
LVDS (Low Voltage Differential Signaling) signals at greater
than 1 Gb/s per channel. High-speed serial signaling may also
be provided with methods such as IEEE 1394b. The mere use
of such a system, however, does not create interoperability.
An open protocol describing the data structure and transfer is
needed.

III. POWER HARDWARE-IN-THE-LOOP SIMULATION

If the hardware under test in an HIL simulation absorbs and/or
regenerates considerable power, specially designed power am-
plification and conversion apparatuses (e.g., actuator, voltage
source converter) must be deployed to interconnect the simu-
lator and the hardware. This is the feature where power HIL
(PHIL) simulation differs from CHIL simulation where low-
power DA and AD converters can fulfill the requirements of the
interface.

As a promising technique for system analysis and proto-
typing, PHIL simulation has been applied [33] to a variety
of electrical applications. In [34], a real-time simulator was
developed to drive an industrial amplifier to reproduce different
types of power-quality disturbances (e.g., spikes, impulses,
interruptions). Equipment, such as personal computers and

Fig. 7. PHIL example illustrating the simulation accuracy issue.

induction motors, was tested under these transient disturbances.
A universal platform for motor drive testing was developed in
[35]. In this paper, a real-time simulator was used to model
and simulate motors with different characteristics. The perfor-
mance of any motor-drive under test would then be investigated
thoroughly by connecting it to the simulator as it was driving
a motor. In [36], the PHIL simulation was applied to study the
dynamics of alternative power sources in a dc zonal electrical
distribution system. The models of a synchronous generator and
a diode rectifier were emulated in a real-time simulator. A dc/dc
current converter was applied to couple the simulated system
and a hardware load. The simulation model representation and
the small-signal stability analysis were discussed in this paper.
In [37], a PHIL system with considerable complexity and power
rating was studied. It consisted of a notional destroyer-class
all-electric ship power system and a commercial propulsion
motor. The system’s dynamic response during the crashback
maneuver was investigated.

Ideally, the interface between the hardware under test and the
simulated system should have unity gain with infinite bandwidth
and zero time delay in order to ensure proper correspondence
between the HIL system and the original system. However, such
an ideal interface is neither achievable nor affordable in prac-
tice. As a result, all HIL simulations contain errors caused by
the imperfection of the interface. When the errors are too ex-
cessive, the fidelity and, hence, the validity of the simulation
are compromised, rendering the result less meaningful or even
misleading. This problem is most severe in electrically coupled
PHIL simulations because of the challenges with existing tech-
nology to build high-power amplification apparatus with satis-
factory precision. At times, even high-precision interface ampli-
fiers could result in unacceptably large simulation errors. One
such example is given in Fig. 7. If a simple voltage divider cir-
cuit, as shown at the top of the figure, is going to be studied
with PHIL simulation, one approach for its implementation is
the one shown at the bottom of the figure. At the simulation side,
the voltage before is simulated and amplified by the in-
terface amplifier . As the feedback, the voltage across

at the hardware side is measured and sent into the simulator
where a controllable voltage source represents .

With an ideal interface (i.e., and ),
the PHIL circuit will behave exactly the same as the original
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Fig. 8. Simulated result shows large error compared to that of the original cir-
cuit.

circuit does. In reality, however, this ideality does not exist. If we
assume that a 5 s time delay and a 0.5% standard deviation of
white noise are present in the amplified voltage , although
this is still high precision, the resulting PHIL simulation voltage

contains a large dc offset and phase shift compared to the
output of the original circuit (Fig. 8).

The example above brings up two questions. First, how can
one predict the accuracy of a PHIL simulation when the refer-
ence system (either the accurately modeled system or the all-
hardware setup) is unavailable? Second, if the performance of
an interface amplifier is impossible to be further improved, is
there any possibility to improve the simulation accuracy? In the
following text, answers will be given to each of these questions.

A. PHIL Accuracy Evaluation

Although there have been a number of successful PHIL ap-
plications, only limited research has been performed on the sim-
ulation accuracy issue and it remains an open research problem
that needs better solutions.

In [38], an idea of using “transparency performance index” to
evaluate the fidelity of a PHIL simulation was discussed. This
approach compares the difference between the actual and the
equivalent subsystems’ impedance seen from the other side of
the interface. A smaller difference indicates higher transparency
of the interface. However, this approach addresses only the pre-
cision of the interface and overlooks the closed-loop property of
a PHIL system. One can easily find counterexamples (e.g., the
system in Fig. 4) in which high transparency can result in large
simulation errors.

Two concepts of “performance mismatch (PMM)” and “prob-
ability of PMM” were described in [39] to evaluate the simu-
lation performance. But this method requires a lot of approxi-
mations and assumptions. Even for the simplest case, it could
involve enormous computation, which compromises the appli-
cability of the method.

One effective method for PHIL accuracy evaluation is pro-
posed in [40] and [41]. This method categorized the source of

Fig. 9. Different implementation of the previous PHIL system.

the simulation error as from two different types of interface per-
turbations. For each type, a quantifiable error function is de-
fined in the frequency domain. Solving the error functions re-
vealed that the accuracy of a PHIL simulation is determined by
its open-loop transfer function and the non-ideality of the inter-
face amplifier. Although the proposed method is based on linear
system analysis, it is shown to be applicable to a wider range
of PHIL simulations. For systems whose detailed transfer func-
tion is difficult to derive due to complexity or nonlinearity, the
method finds out the upper bound of the simulation error as long
as the complex or nonlinear parts can be ranged by equivalent
gains. However, this upper bound could be overly conservative
in some cases when the system is highly nonlinear and the equiv-
alent gains range too widely.

Another method proposed in [42] provides a way to quan-
tify the error bounding of a PHIL simulation in the time do-
main. This method is based on two basic assumptions. First, the
simulated system and the PHIL interface (i.e., actuator, sensor)
are linear time-invariant and can be expressed in state space
equations. Second, the hardware under test, though nonlinear, is
smooth and has an elliptical bounded output. By expressing the
simulation error (between the real system and the PHIL system)
also in state space equations, its ellipsoidal bound can be derived
from the Minkowski sum [41] of the hardware output bound and
the system state bound. This method has the same limitation as
the one in [40]. When the hardware under test has high nonlin-
earities and the ellipsoidal bound has to be very large, the re-
sulting error bound will be too conservative to be meaningful.

B. Interface Algorithms

The interface of a PHIL simulation can be implemented in
more than one way and each different way could result in dif-
ferent simulation accuracy. To show this, an example is given
in Fig. 9. The same PHIL system in Fig. 4 is implemented dif-
ferently. Instead of feeding back the voltage , current in-
jected in the hardware is measured and sent to the simulator
where a controllable current source represents and . With
no change to the precision of the voltage amplifier (i.e., still 5 s
time delay and 0.5% white noise), this new setup results in much
higher simulation accuracy as illustrated in Fig. 10 by its good
match between the simulated and the original voltage . The
ways of the interface implementation are referred to as the in-
terface algorithm.

Early in 1995, this interfacing issue had been discussed [43]
in expanding analog HVDC simulators capability by interfacing
with a real-time simulator, from RTDS Technologies Inc. The
performances of three different interface algorithms were com-
pared and an optimal one was suggested for the application. In
[44], a summary of several existing interface algorithms was
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Fig. 10. More accurate simulation result from the revised PHIL simulation.

Fig. 11. Illustrative interface compensation application.

given and a new algorithm based on first-order approximation of
the hardware-under-test was proposed. However, except for the
experimental results, neither work provided an analytical expla-
nation to the different behaviors of the interface algorithms. It is
not clear which interface algorithm will result in higher simula-
tion accuracy and under what conditions, and what performance
index should be considered in designing a better interface algo-
rithm in the future. To address this problem, a theoretical anal-
ysis was performed in [41] and [45]. The relationship between
the simulation accuracy and the interface algorithm is for the
first time established on a systematical base. It was revealed that
different interface algorithms influence the PHIL simulation by
altering the system’s open-loop transfer function. The system’s
open-loop transfer function, especially its magnitude, has a di-
rect relationship to the system stability (small gain theorem) and
to the simulation accuracy (the damping factor of a simulation
error in the close loop). Therefore, it can be utilized as the per-
formance index for interface algorithms.

C. Interface Compensation

Since a PHIL simulation inherits the flexibility of the soft-
ware simulation, various function blocks can be easily imple-
mented in the simulation to preprocess a signal before it is sent
to the interface. This leads to the possibility to alter the overall
performance of a PHIL interface by inserting certain compen-
sators. For example, assume the transfer function of an inter-
face is . Adding a compensator with a transfer function of

will idealize the interface to unity gain. Although the
inversion of is not always rational (e.g., the inversion of
the time delay) in reality, implementing certain compensation
can still be effective somehow.

It should be noted that interface compensation differs from
the interface algorithm. Interface compensation does not alter
the PHIL system topology but instead inserts a function block in
the path of an interfacing signal in order to compensate for the
time delay, the injected noise, or the magnitude attenuation in

Fig. 12. Simulation result �� � before and after interface compensation.

Fig. 13. Overall interface frequency response before and after compensation.

the interface. To understand how interface compensation works,
consider the PHIL system in Fig. 11. In this setup, the simulated
voltage is reproduced by an amplifier, and the load current
is fed back in the simulator. From experiment, it is found that
the characteristics of the voltage amplifier can be expressed as a
pure time delay plus a low-pass filter. To decrease the simulation
error caused by this imperfection, a lead compensator is inserted
before the voltage amplification.

Assume the transfer function of the voltage amplifier is

(1)

By adding the lead compensator in (2), the simulation result
is significantly improved as illustrated in Fig. 12. A comparison
between the overall interface frequency responses before and
after the compensation (Fig. 13) shows how the compensated
interface approaches ideal unity gain

(2)

Some other examples of interface compensation include
extrapolation prediction to compensate for time delays and
the band-pass filter to block interface noises. In [46], the large
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power factor error caused by time delay in a PHIL simulation
was reduced by phase shifting the feedback current.

D. Interface Protection

In extreme conditions, a simulation error could be so large to
drive the simulation into instability and even damage the testing
hardware. For this reason, it is necessary to incorporate suitable
protection schemes in the PHIL interface to prevent these dis-
asters from occurring in the first place. An interface protection
scheme can be carried on at two layers. The hardware layer is
implemented in the interface amplifier to provide the most basic
protection. It usually defines the hard limits of the signal mag-
nitude and is constant for different PHIL applications. The soft-
ware layer is implemented in the simulation to give the most
flexible protection. It works with the same mechanism as inter-
face compensation to preprocess the input and output interfacing
signals and prevent unacceptable deviation. It can be easily tai-
lored to a specific PHIL application while costing minimum ef-
fort.

E. PHIL Experience at CRIEPI

At the Central Research Institute of the Electric Power In-
dustry (CRIEPI) in Japan, a high-voltage analog simulator has
been used for power system studies. The operating voltage of
the simulator is 3.3 kV, which allows to accurately represent
mechanical dynamics of rotating machines, that is, carefully de-
signed real 3.3-kV rotating machines are used for representing
generators and rotating loads. However, studies of wide-area
system operation have become more important these days, and
it has been recognized that the number of generators equipped
in the simulator is not sufficient to this end. Thus, a digital simu-
lator has been connected to the existing analog simulator so that
a wide-area power system can be modeled in the digital sim-
ulator and the important study zone is modeled in the existing
analog simulator.

1) Developed Interface Technique: Bergeron’s equivalent
circuit of a transmission line is often used for connecting analog
and digital simulators. The propagation time delay represented
by Bergeron’s equivalent circuit is utilized to decouple the
circuit equations of the digital part from the analog circuit [43].
The circuit topology used in [43] is shown in Fig. 14. Since an
analog device which realizes a current source is usually slower
in response compared with a voltage source device, the analog
side of Bergeron’s equivalent circuit is transformed into a
Thevenin equivalent consisting of a voltage source and a series
resistor (Norton-Thevenin transformation).

However, if the circuit topology shown in Fig. 14 is used for
the high-voltage simulator of CRIEPI, the following problems
arise. When a fault occurs in the analog simulator, the voltage
source has to generate a very high voltage and, thus, the
voltage source must have a fairly wide dynamic range. At the
same time, since the power consumed by the series resistor,
is very large, special consideration must be given for the cooling
facility of the resistor. Considering the aforementioned prob-
lems, the circuit topology shown in Fig. 15 has been developed
by CRIEPI and Mitsubishi Electric [47]. The reactor L is con-
nected in parallel to R, and with this reactor, the voltage source

does not have to generate a high voltage. Also, the power

Fig. 14. Conventional circuit topology for the interface (Bergeron’s equivalent
circuit).

Fig. 15. Developed circuit topology for the interface.

that has to be consumed by R is now greatly reduced (from
50 kW to 1 kW in the case of CRIEPI’s simulator). The effects
due to the addition of L are compensated by .

2) BTB as a Voltage Source: In order to connect the analog
side of the interface circuit to the 3.3-kV analog simulator, the
voltage source has to generate voltages of an order of a few
kilovolts. To this end, we cannot use an analog amplifier. Thus,
back-to-back (BTB) inverters, whose primary side is connected
to a commercial power line and the other side to the analog sim-
ulator, are used. The total capacity of the BTB is 400 kVA and
its carrier frequency is 6 kHz so that the BTB can represent an
external power system up to 1 kHz. Since 2003, this analog-dig-
ital simulator, called a hybrid simulator, has been in operation
at CRIEPI.

3) Simulation Case Study: The four-machine system shown
in Fig. 16 was simulated by the hybrid simulator for valida-
tion purposes. The generators G1 and G2 are represented in the
analog part, and G3, G4 and the infinite bus are represented by
the digital part. As a simulation scenario, a 3LG-O (3 line-to-
ground fault, and then cleared) at the bus of G1 was simulated.
The result is shown in Fig. 17, where the result obtained when
all generators are represented in the analog part is superim-
posed. It is confirmed from this comparison that the developed
analog-digital interface gives correct results.

IV. CONCLUSION

Real-time digital simulators (RTDSs) have been used in the
hardware-in-the-loop configuration for the design and develop-
ment of new equipment for more than two decades now. This
paper provided an overview of particular interfacing challenges
encountered and their solutions as these simulators evolved
from their analog predecessors. The interfacing challenges are
divided into two groups according to the real-time simulator
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Fig. 16. Four-machine system for validation.

Fig. 17. Simulation result with CRIEPI’s hybrid simulator.

application: 1) controller hardware-in-the-loop (CHIL) and 2)
power hardware-in-the-loop (PHIL). Case studies are provided
and the reader is referred to relevant literature. The area of
CHIL is quite mature where several feasible solutions have
been proposed especially with FPGA technology which is
currently being used in the industry. While the area of PHIL
has also made significant progress, research is still needed for
cost-effective interfacing solutions.
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