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ABSTRACT 

A turbulence model and a gas transfer parameterization suitable for micro scale breaking 

waves is developed in this study. Laboratory experimental data obtained for a microscale 

breaking wave situation is used for the development and validation of the model and the 

gas transfer parameterization. As a part of the systematic approach followed in this study, 

a technique for estimating the required inputs for the turbulence model is presented at 

first. A one dimensional ocean model first proposed for large scale waves is adopted and 

then modified to model the turbulence produced by micro-breaking waves. The numerical 

model developed for microscale waves is modified to account for mass transport and to 

predict the gas transfer velocity across the air-water interface. Finally, an analytical 

approach for computing gas transfer velocity is developed. The principal motivation for 

this study is to improve our understanding of the role microscale wave breaking plays in 

air sea gas exchange. 

A technique for the estimation of roughness height and friction velocity at the air-water 

interface is introduced. The roughness height representing the minimum scale of 

turbulence is an important input parameter for surface layer models and these models can 

not be regarded as a functional predictive tool without independently specifying the 

roughness height. Therefore, the technique introduced for the estimation of roughness 

height can be considered as a significant achievement. An expression for the turbulent 

length scale is derived using a 2.5 level turbulence closure scheme. An observation of the 

turbulent length scale profile indicates that beneath a wind driven water surface the 



length scale remains zero up to the non-dimensional depth of approximately 10. The 

length scale equation used for the turbulence model is modified by introducing a viscous 

sub layer beneath the water surface. Small turbulence in the viscous sublayer zone is 

introduced to predict the gas transfer velocity accurately. The diffusion equation along 

with the simplified turbulent kinetic energy equation is used to derive an analytical 

parameterization of gas transfer velocity. 
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Chapter 1: Introduction 

1.1 General 

Global warming is one of the most debated topics at present time. Climate change 

caused by human activity is one of the most pervasive threats to our planet. The 

atmospheric concentration of CO2, a green house gas, is increasing by about 0.5% yr _1 

due to burning of fossil fuels since the industrial revolution (IPCC 2007). The 

atmospheric concentration of CO2 was approximately 280 ppm in the early nineteenth 

century. Currently this concentration has increased by a factor of 1.3 and is projected to 

increase by a factor of 2 by the middle of this century (IPCC 2007, Donelan and 

Wanninnkhof 2002). This anticipated increase in green house gas concentration is likely 

to increase global temperature up to 5 degrees Celsius and affect the infra-red radiation 

balance (IPCC 2007). Without proper action global warming and climate change will 

cause the extinction of many species and shift the world's ecological balance (Sabine et 

al. 2004). 

The ocean plays an important role as a sink in taking up a large fraction of fossil 

fuel produced CO2. Therefore evaluation of the exchange of CO2 between the ocean and 

atmosphere becomes an important factor for the study of global warming. The ocean-air 

interface presents the first barrier against the exchange of CO2 from atmosphere to the 

ocean (Peng 1984). The mixing rate of the ocean determines the total amount of CO2 

exchange. Close to the ocean-air interface turbulence generated by waves and wind shear 

causes the CO2 molecules to be mixed with the flow quickly and distributed evenly. 

Underneath the surface layer the vertical mixing rates causes the CO2 molecules to be 

penetrated into deeper parts of the ocean (Peng 1984) 
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The flux of a gas across the air-sea interface is determined by the product of the 

gas transfer velocity, which characterizes the resistance to gas exchange across the 

boundary layers, and the air-sea concentration difference of the gas. Conventional 

estimates of the exchange rate rely on simple, empirical, wind-speed dependent 

parameterizations of the gas transfer velocity (Wanninkhof 1992, Duce et al. 2000). At 

present the prediction of gas transfer using these equations is in an unsatisfactory state. 

Estimates of the global CO2 uptake can vary by up to a factor of 3 depending on the 

equation used (Donelan and Wanninnkhof 2002). This discrepancy in the estimation is 

primarily caused by neglecting other factors beside wind that affect gas transfer. A 

number of physical processes contribute to gas transfer across the interface. These 

include penetrative convection due to heat loss (Csanady 1997), shear due to wind 

forcing, microscale wave breaking at moderate wind speeds (Zappa et al. 2001) and 

bubbles at high wind speeds (Woolf 1993). The different surface ocean processes that 

control CO2 transfer at the air water interface are shown in Figure 1.1. 

The exchange of gases across air-water interface occurs by molecular and 

turbulent diffusion. Turbulence mixing in the zone away from the interface can be 

considered a governing parameter for the mass transport across the interface. As the 

surface is approached the turbulent process is suppressed and diffusion occurs by 

molecular diffusion (Jahne et al. 1987, Donelan and Wanninnkhof 2002). This process 

results in a diffusive or concentration boundary layer on both sides of the interface. 

Outside these sub layers, due to turbulent vertical mixing, the concentration profile of the 

gas becomes almost uniform at the bulk concentration. Inside the diffusive sublayer the 
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concentration gradient is the strongest and provides greatest resistance to transport and 

controls the transfer rate. 

For relatively insoluble gases in water (e.g. CO2) the molecular diffusivity of 

gases are much larger in the air compared to the water (Wanninnkhof 1992). As a result 

the transfer of the gas at the air-water interface is controlled by the diffusive aqueous 

boundary layer as it gives greater resistance to the transport. Therefore, prediction of the 

gas transfer rate should be based on water side process. 

Laboratory experiments have shown that wave-related mechanisms regulate gas 

transfer rates at low to moderate wind speeds (i.e. 4 to 9 m sec"1) (Jahne et al. 1987 and 

Bock et al. 1999). For this range of wind speeds microscale-breaking waves occur much 

more frequently than large-scale breaking waves which lead researchers to propose that 

microscale wave breaking are important in governing the flux of heat, gas and 

momentum across the interface (Banner and Peregrine 1993; Melville 1996). 

Therefore, this study is focused on the role of microscale breaking waves on gas 

transfer at the air-water interface. The goal of this study is to develop a gas transfer 

parameterization which is based on realistic physics of the transfer process to give 

improved predictions of the CO2 transfer rate and hence global warming. 

1.2 Microscale breaking waves and air-water gas transfer 

Microscale breaking waves have gained increasing attention over the last three 

decades due to their role in air-sea gas transfer. A definition sketch and image of a 

microscale breaking wave occurring in a laboratory flume is shown in Figure 1.2 (from 

Siddiqui 2002). The term 'micro-breaking' was first introduced by Banner and Phillips 

(1974) to describe the breaking of short wind waves that break without air entrainment or 
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whitecapping. These waves are about 10 cm to lm in length and a few centimeters in 

height. Surface tension force plays a significant role in the breaking process of microscale 

breaking waves and prevents air entrainment (Jessup et al. 1997). An aerial view of 

microscale breaking waves appearing on the top of large scale waves is shown in Figure 

1.3. Large scale waves produce bubbles by entraining air during breaking process so 

these are often referred to as "white caps" (see Figure 1.3). Recent studies suggest that 

microscale breaking waves occur much more frequently and cover a larger fraction of 

ocean surface compared to large scale breaking waves (Siddiqui et al. 2001; Zappa et al. 

2001; Holthuijsen and Herbers 1986). 

The scale of microscale breaking waves makes it difficult to detect them in the 

laboratory or field. Therefore, an infrared image (IR) is used to detect the waves. A 

typical IR image used to detect microscale waves in the laboratory is shown in Figure 

1.4. When the wave breaks, it brings warm bulk water to the surface. This warm fluid at 

the water surface is identified by temperature signature in the IR image. It has been 

shown that the surface area occupied by microscale breaking waves (As) is correlated 

with the gas transfer velocity and that these waves make a significant contribution to air-

sea gas transfer (Zappa et al. 2001). It has been estimated that up to 60 to 75% of the gas 

transfer across the air-water interface is due to microscale wave breaking (Siddiqui et al. 

2004 and Zappa et al. 2004). On average the transfer velocity is enhanced by a factor of 

~3 inside the wakes generated by microscale breaking waves compared to the value 

outside the wakes (Zappa et al. 2001, 2004 and Siddiqui et al. 2004). 
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1.3 Study of gas transfer prediction 

The transfer of a gas across the air water interface depends on the resistance that it 

encounters to cross the concentration boundary layer. Therefore, the concept of the 

resistive boundary layer can be used as a basis for the models developed for gas transfer 

prediction (Donelan and Wanninnkhof 2002). If turbulence in the bulk water is strong 

enough it can cause eddies from bulk fluid to force into the concentration boundary layer 

by displacing fluids from the sub-layer. This will result in a reduction in the thickness of 

the sub layer and hence increase the gas flux (Jahne et al. 1987). The turbulence in the 

bulk fluid can be created by shear due to wind forcing or by microscale wave breaking at 

moderate wind speeds (Zappa et al. 2001) and bubbles at high wind speeds (Woolf 1993). 

The models developed for gas transfer prediction needs to be based on the dominant 

mechanism responsible for generating the turbulence. If the turbulence is generated by 

wind shear induced tangential stress then the well established mixing length model first 

introduced by Prandtl (1952) is the simplest choice of model (Donelan and Wanninnkhof 

2002). 

Among other types of gas transfer parameterizations surface renewal model first 

proposed by Higbie (1935) has been used widely. The model is based on the concept that 

the water surface is turned over and renewed by bulk water due to the action of turbulent 

eddies. This process is typically referred to as surface renewal. The rate of renewal of the 

eddies determines the gas transfer rate ((Jahne et al. 1987). 

Apart from surface renewal model the gas transfer velocity (kg) has been 

correlated with different turbulent characteristics of the flow in a number of previous 

studies. Lamont and Scott (1970) assumed that very small scales of turbulent motion 
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control the transfer rate. In their model they developed an analytical relationship between 

kg and dissipation of turbulent kinetic energy (e) considering the mass transfer by small 

eddies in the inertial sub-range. Kitaigorodskii (1984) proposed that kg could be 

parameterized with e in the turbulent wakes generated by wave breaking. Siddiqui et al. 

(2004) estimated the gas transfer velocity using the characteristics of the coherent 

structures that are produced beneath microscale breaking waves. In a recent study Zappa 

et al. (2004) and Frew et al. (2004) correlated kg with the mean square slope for wave 

breaking situation. Siddiqui and Loewen (2007) found that the mean square wave slope 

was correlated with e demonstrating that as the wind speed increased the waves became 

steeper and generated stronger near-surface turbulence via microscale wave breaking. It 

has been realized from the previous studies that if the turbulence created by microscale 

breaking waves can be modeled properly, the turbulent characteristics of the flow can be 

used to correlate it with the gas transfer velocity. 

1.4 Ocean Turbulence modeling 

The modeling of the ocean has been in two separate streams. Ocean modelers 

attempt to model the full three dimensional nature of the ocean and capture the nature of 

currents and deep circulations. Atmospheric modelers, on the other hand, have 

progressively constructed zero or one dimensional ocean models that can be used to act 

as a boundary condition to their atmospheric model but these ocean models do not have 

the physical detail or response of the real ocean (McGuffie and Sellers 2005). Thus, 

modeling of the ocean processes by the climate modelers has been a hierarchical 
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procedure and the coupling of the ocean-atmospheric models can be thought of in terms 

of a hierarchy of oceanic components. 

For this study it has been chosen to focus on the physical aspects of the air-sea 

exchange, namely contribution of the turbulence created by microscale breaking waves to 

the transfer velocity. The long term goal of this research is to predict the average gas 

transfer rates for use in the global climate models. The parameterization developed for 

gas transfer prediction will be based on the averaged properties of the near surface 

turbulence. For simplicity, a 1-D vertical turbulence model will be developed that will be 

used to improve estimation of the CO2 flux at the air-water interface. 

Uptake of CO2 at the ocean is usually calculated using one dimensional box 

diffusion type ocean models (Peng 1984). There are numerous examples of one 

dimensional ocean models designed to simulate the ocean-mixing processes for the 

purpose of estimating the uptake of fossil fuel CO2 (Craig 1957, Oeschger et al. 1975, Lai 

and Suess 1983, Kheshgi and White 1996, Joos et al. 1997). Higher dimensional models 

may not necessarily prove to be a better choice to predict the CO2 uptake when compared 

to a 1-D vertical mixing type ocean model (Peng 1984). 

One dimensional modeling of turbulent flow in ocean has been introduced in 

various contexts (Kerstein 1999, Axell and Liungman 2001, Burchard and Bolding 2001, 

Jeffery et al. 2007). For ocean circulations modeling most models are one dimensional 

vertical model because in ocean the longitudinal and transverse dimensions are infinite. 

Therefore, variation of the flow along the vertical become dominant compared to the 

variation in the other directions. There are many available 1-D horizontally averaged 

turbulence models for use in public domain e.g. GOTM, OGCM, POM, OMLM etc. 
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Instead of developing a completely new numerical model, a public domain 1-D vertical 

ocean turbulence model, the General Ocean Turbulence Model (GOTM) (available at 

http://www.gotm.net) is used in this study. A comparative study on the model 

performance showed that GOTM gives a better representation of the mixed layer depth 

compared to other ocean circulation models (Acreman and Jeffery, 2007). There are 

many practical applications of GOTM for simulating oceanic mixed layer (e.g. Northern 

Pacific), turbulent dissipation rate (North sea) (Burchard and Bolding 2001). The model 

computes solutions for the one-dimensional version of the transport equations of 

momentum, salt and heat. The GOTM software consists of well described documentation. 

The software is developed in modular form, has a module for wave breaking simulation 

and it allows modifications. Therefore, for the present study the GOTM algorithm was 

used with necessary modifications to simulate the turbulence beneath microscale 

breaking waves. 

Several laboratory studies have been conducted on microscale breaking waves that 

provide reliable estimates of velocity profiles, turbulent kinetic energy dissipation rates 

and gas transfer velocities, e.g. Elkamash (2005), Siddiqui (2002). It is a daunting task to 

obtain velocity profile measurements and rate of dissipation estimates in the ocean. The 

beauty of microscale breaking wave is that the scale of the waves is so small that it 

allows the field situation to be represented in the laboratory. Therefore, laboratory 

experiments can be used as a data base for a numerical model development for 

microscale breaking waves and validation of the model. The use of GOTM to study mean 

flow beneath an air-water interface in laboratory wind wave flume has been reported 

previously by Craig (1996) and Zhang and Chan (2003). In this study a 1-D turbulence 
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model suitable for microscale breaking waves will be developed by adopting the GOTM 

algorithm and using laboratory experiments by Elkamash (2005). 

1.5 Objectives of the Study 

The focus of the proposed study is to advance our understanding of the role 

microscale wave breaking plays in air sea gas exchange. The specific objectives of this 

research include: 

i) Description and analysis of experimental data obtained for microscale 

breaking wave. 

ii) Development of a numerical model to predict the near surface turbulence and 

concentration profile caused by microscale breaking waves and prediction of 

the turbulent flux of gas across the air-water interface using the turbulence 

model. 

iii) Development of an improved parameterization of the air-sea gas exchange 

using the properties of the near-surface turbulence. 

The experimental data set used for the development of the model is obtained from 

a wind wave tank experiment on microscale breaking wave by Elkamash and Loewen 

(2004) and Elkamash (2005). The focus of this experiment was to study the mean flow in 

the aqueous boundary layer. The velocity fields beneath the wind waves were measured 

by Digital Particle Image Velocimetry (DPIV). Measurement of mean velocity and 

dissipation of turbulent kinetic energy were spatially (over the DPIV image dimension) 

and temporally (over 10 minute period) averaged. Bulk gas transfer velocities measured 

by Atmane et al. (2004) are used for this research to aid in the development of an 

accurate gas transfer algorithm. Gas transfer data from a complementary experimental 
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study conducted at NASA Goddard Space Flight Center/Wallops Flight Facility, VA, in 

April-May 2004 and field data from Frew et al. (2004) are used for validation of the gas 

transfer algorithm. The velocity, dissipation and gas transfer data will be analyzed to 

obtain the necessary input parameters for GOTM. 

'The General Ocean Turbulence Model' (GOTM) algorithm will be used with 

necessary modifications to develop a turbulence model that can predict the vertical 

structure of the turbulence beneath microscale breaking waves. A 2.5 level scheme from 

Mellor and Yamada (1974, 1982) will be used to obtain turbulence closure. To simulate 

the effect of wave breaking, the technique proposed by Craig and Banner (1994) will be 

used in this study. Craig and Banner (1994) proposed that the effect of wave breaking can 

be simulated by a flux of kinetic energy applied at the surface. The turbulence model will 

be calibrated to reproduce profiles of the mean velocity and dissipation of turbulent 

kinetic energy as observed in the experiments (Elkamash 2005). The difference in 

physics between large scale and microscale breaking waves will be addressed and 

feasible modifications will be applied in the model to make the turbulence model 

applicable for microscale breaking waves. The GOTM turbulent transport algorithm will 

be modified to predict the concentration profile of the dissolved gas in the water. 

According to a recent study (McGillis and Wanninkhof 2006) the concentration gradient 

in the aqueous boundary layer determines the magnitude and direction of the flux. The 

concentration gradient at the boundary predicted by the model will be used to estimate 

the gas transfer velocity. Necessary modifications will be applied in the turbulent length 

scale equation so that the model is capable to predict the gas transfer velocity accurately. 
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It is also required that the model predicts both momentum and dissipation profiles 

reasonably accurately after the modifications. 

An analytical approach for computing gas transfer velocity will be derived in the 

next stage. The numerical model predictions will be used to apply simplifications to the 

derivation. In near surface region turbulent forces are negligible compared to viscous 

forces. However, these turbulent forces are not necessarily small compared to diffusive 

forces and might play a significant role in gas transfer. The role of this turbulent force in 

gas transfer will be investigated based on the properties of near surface turbulence and 

the concentration profile. If an analytical relationship between the turbulent eddy 

diffusivity and depth can be established for the model then the basic diffusion equation 

can be used to estimate the gas transfer velocity. The analytical parameterization will be 

validated by comparing the predicted gas transfer velocity with the measured values in 

laboratory (NASA 2004 experiments) and field (Frew et al. 2004). 

1.6 Organization of the Thesis 

This thesis presents the step wise development of a turbulence model and an 

improved gas transfer parameterization for microscale breaking wave. Following is a 

brief introduction to each chapter presented in this thesis. The study is performed in three 

major steps and results from each step are complementary to the next step. 

A description about the experimental data used for model development, properties 

of the aqueous boundary layer, data analysis, data preparation for GOTM input, 

description of the data used for model validation are presented in Chapter 2. 
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In Chapter 3 GOTM algorithm is modified and the model is calibrated to develop 

a turbulence model for microscale breaking waves. The inputs of GOTM model are 

modified for application at a wind drift layer. The effect of wave age on the mean flow is 

studied and incorporated in the turbulence model. Near surface viscous effects are found 

to be dominant in the flow beneath wind drift layer and an improved turbulent length 

scale equation is proposed to incorporate this effect. The proposed turbulence model has 

been found to give satisfactory predictions when compared with the measurements of gas 

transfer velocity, mean velocity and dissipation profiles 

In Chapter 4 an analytical gas transfer parameterization is developed to predict 

gas transport across the air-water interface accurately. The parameterization is developed 

based on the properties of near surface turbulence and the concentration profile as 

predicted by the turbulence model described in Chapter 3. 

The conclusions of the entire study and recommendations for future studies are 

presented in Chapter 5. 
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Figure 1.1: Surface ocean processes controlling the air-sea exchange of C02 

(Source: http://www.pmel.noaa.gov/co2/gasex2/) 
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Figure 1.2: Definition sketch of Microscale Breaking wave occurring in a laboratory 

flume, Cb = Crest speed, £/=Wind speed. From Siddiqui (2002). 
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Figure 1.3: A wind driven water surface (4m x 3m). 

From M. L. Banner (1997) 
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Figure 1.4: Infrared image of microscale breaking wave. AB = the areal coverage by 

micro scale breaking waves. Reproduced from Siddiqui, M. (2002). 
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Chapter 2: Experimental Data and Analyses 

2.1 Data Preparation 

2.1.1 Instrumentation and Method 

Elkamash (2005) conducted a series of experiments investigating microscale breaking 

waves in a wind-wave tank at the Harris Hydraulics Laboratory, University of 

Washington, Seattle, USA. The wave flume was 1.18m wide and 9.2m long. The water 

depth was held constant at 0.87m and experiments were conducted for clean and 

surfactant influenced water surfaces. The flume was equipped with a centrifugal fan at 

the upstream end of the tank at 16 cm above the water surface. The fan is installed to 

produce wind speeds up to 11 m s"1. A wave absorbing "beach" made of rubberized 

horsehair was placed at the downstream end and a water heater and circulation pump 

were used to vary the water temperature. The air water temperature difference varied 

from -1.8 to +2.6 °C and had an average value of 0.4 °C. Essential features of the 

experimental set up are shown in Figure 2.1. 

For the surfactant-influenced experiments, one part per million of the soluble 

surfactant Triton X-100 was added to the water. The water in the tank was filtered tap 

water, and the surface was vacuumed before each experiment to remove accumulated 

surface contaminants. The experiments were conducted at a fetch of 5.5 m and for a wind 

speed range from 3.5 to 10.0 m s"1 for both clean and surfactant contaminated 

experiments. 
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2.1.2 Experimental Procedures 

In order to measure the wind velocity profile above the interface, a wind sensor 

(OMEGA FMA-905-V) with an output voltage range 0-5 Volts was used. The output 

voltage values were converted to wind speed values according to the sensor's calibration 

equation. Bulk air and water temperature, wind speed and relative humidity were 

measured during every run. These data were sampled at a rate of 100 Hz per channel 

using an eight-channel A/D board. 

In order to estimate the Lagrangian surface drift velocity (USL), circular heated 

patches were created on the water surface using CO2 laser. These heated patches were 

then tracked using an infrared (IR) imager with a resolution of 256 by 256 pixels2. The IR 

imager was mounted on top of the tank with a field of view of approximately 64.3 cm x 

64.3 cm. At each wind speed and surface condition, the surface velocity (Us) was 

computed by subtracting the Stokes drift velocity (Ustokes) from USL (Bye 1967). The two 

dimensional velocity fields beneath the wind waves were measured using Digital Particle 

Image Velocimetry (DPIV). The flow field imaging camera captured 8-bit gray scale 

images with a resolution of 1008 by 1008 pixels2. The field of view was set at 10.2 cm 

wide and 10.2 cm high in these experiments. 

Elkamash (2005) used a technique based on the fact that the laser light sheet is 

visible only in the water in order to locate the interface in the DPIV images. He used the 

technique after Banner and Peirson (1998) that the waterside is brighter due to the 

reflection of the seed particles and therefore the difference in the gray-scale values on the 

airside and the waterside was used to detect the water surface in the profile images. To 

detect the location of the water surface in the wave profile images, Elkamash (2005) used 
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an algorithm based on a threshold gray scale value. This threshold was set based on the 

average gray scale below the water surface. The final threshold value was set by plotting 

the computed profiles on top of the original profile images and visually determining 

when the match was optimal. The uncertainty in computing the wave profile was 

estimated to be ±0.2 mm. 

The instantaneous velocity fields in a fixed Eulerian coordinate system were 

obtained from the DPIV measurements. Elkamash (2005) estimated the velocity field by 

computing a cross correlation between an interrogation window (48 x 48 pixels2) in the 

first image and a corresponding search window (96 x 96 pixels2) in the second image. A 

50% window overlap was used resulting in a nominal resolution of the velocity field of 

2.6 mm. The cross-correlation algorithm computes a displacement vector within every 

interrogation region. Below the interface the algorithm uses the local median value of 

eight or fewer neighboring velocity vectors depending on the location of the given vector 

with reference to the water surface. Using an adaptive Gaussian window (AGW) 

interpolator, Elkamash (2005) interpolated the velocity vectors onto a rectangular grid. 

This velocity data was transformed to a wave-following Eulerian coordinate system, in 

which the air-water interface is the origin (Siddiqui and Loewen 2007). Velocity 

measurements in the wave-following coordinate system extended to depths of 5.9 cm 

below the interface at the highest wind speed (9.5 m s"1) and 7.5 cm below the interface at 

the lowest wind speed (3.8 m s" ) for the clean water surface runs. The measurements 

extended to depths 6.7 cm and 8.07 cm for the surfactant influenced runs for the highest 

and lowest wind speed respectively. The mean velocity components were obtained by 

time-averaging 10 minutes of instantaneous velocity measurements at a given grid point 
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in the wave-following coordinate system and then averaging in space across the width of 

the DPIV velocity field. The percentage error in the DPIV velocities was estimated to be 

2.5%. Vertical profiles of the mean stream wise velocity are shown plotted at five wind 

speeds in Figure 2.2(a) for clean water surfaces and in Figure 2.2(b) for surfactant-

influenced water surfaces. It is observed that the mean horizontal velocity increases with 

wind speed and decreases monotonically with depth. It can be also be observed that the 

magnitudes of the mean stream wise velocities beneath the surfactant-influenced water 

surface were typically smaller than beneath the clean water surface for a similar wind 

speed. It is evident from Figure 2.2 (a) and (b) that the near-surface velocity gradients 

are greater beneath the surfactant-influenced water surface at all the wind speeds. 

Bulk gas transfer velocities were measured by Atmane et. al (2004) for Helium 

(He) and Sulfur hexafluoride (SF6) by super saturating the water with the gases and 

measuring the decrease in their concentration over time (Asher et al. 1996). The water 

samples used for concentration measurements were collected at five different sampling 

locations. Samples were drawn from three evenly spaced depths at a fetch of 5m and at 

mid-depth at fetches of lm and 8.5m. A tank averaged concentration (cm) was calculated 

by averaging the individual concentrations at the five sampling locations. 

The gas flux, F is conventionally expressed as the product of the gas transfer 

velocity (kg) (Liss 1973), and the concentration difference of the gas across the boundary 

layer at the air-water interface (Ac), 

F = -kgAc (2.1) 

The concentration difference can be expressed as Ac = cm - Hccair, where, cm is the mean 

gas concentration in the turbulent water beneath the concentration boundary layer cair is 
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the gas concentration in the air side boundary and Hc is the Hanry's law constant. For 

water-side limited gases such as He and SF6 the gas concentration in the air (cair) is 

negligible compared to that in water. Therefore, Eq. (2.1) can be rewritten as; 

F = -kgcm (2.2) 

For a wind wave tank of height H and cross-sectional area A', the mass flow rate m is 

expressed as; 

4 ^ = *, (2.3) 
dt 

Expressing m =F-A' and substituting F from Eq. (2.2); 

d{cm)_ kgcm 

dt H 

Integrating Eq. (2.4) with respect to time; 

(2.4) 

l n ^ L = _ ^ L (2.5) 

where, c0 is the initial gas concentration in the water, cm is the mean gas concentration at 

time t and H is the water depth. The gas transfer velocity (kg) can be found from the slope 

of a plot of ln( cm /c0) versus t. A typical plot of the variation of ln( cm jc0) with respect 

to time, t is shown in Figure 2.3 for SF6 diffusing from a clean water surface at a wind 

speed of 4.9 m s"1. Atmane et. al (2004) computed the gas transfer velocity using Figure 

2.3 and Eq. 2.5 to be 12.2 cm hr"1. 

Atmane et. al (2004) estimated the tank averaged gas transfer velocity (&g) using 

the method described above for different wind speeds and for clean and surfactant 

contaminated water surface. The values of kg, for SF6 and He are plotted in Figure 2.4 as 
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a function of wind speed, U, for both clean water and surfactant influenced water 

surfaces. 

2.1.3 Analysis of Experimental data 

2.1.3.1 Air-side friction velocity 

Vertical velocity profiles of the mean horizontal wind speed were used to 

compute the airside friction velocities (Elkamash 2005). The velocity profiles on the air 

side followed a semi-logarithmic velocity distribution expressed as, 

f _ A 

\ZoaJ 
(2.6) 

where, u{z) is the mean velocity, z, the is the height above the mean air-water interface, K 

is the von Karman's constant (K « 0.4), u*a is the air side friction velocity and zoa is the air 

side roughness height. Values of u*a and zoa were computed by performing a linear 

regression of the mean velocity data using Eq. 2.6. The estimated values of the shear 

stress in air (ra = pau*a , where, pa is the air density) and roughness height in air (zoa) are 

given in Table 2.1 for all wind speeds and for both clean and surfactant influenced water 

surfaces. The average value of the correlation coefficient between the measured velocity 

profiles and Eq. 2.6 was 0.98, confirming that the mean velocity profiles were 

logarithmic. 

2.1.3.2 Water side friction velocity and roughness height 

The mean streamwise velocity profile in the wind drift layer can be expressed as a 

velocity defect law in the form, 
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U, K Zn 

(2.7) 

where, Us is the surface velocity, u(z) is the mean stream wise velocity, u* is the 

friction velocity on the waterside, z0 is the roughness height representing the depth where 

the velocity defect is zero. Performing a linear regression between the measured velocity 

data to Eq. 2.7, the average value of the correlation coefficient was found to be 0.99 

which confirmed that the mean velocity profiles were logarithmic in the water. Elkamash 

(2005) obtained estimates of u* directly from the slope of the regression equation for 100 

< z+ < 300, where z+ = -u* z/v is the dimensionless depth. In the next step he computed 

values of z0 from the intercept. The maximum error in u* was estimated to be 10%. It 

should be noted that estimates of z0 were very sensitive to variations in Us and u*. For 

example, a 5% variation in the value of Us may cause up to a 100% variation in z0. The 

estimated values of the shear stress in water (r = pwu*2 where, pw is the water density) and 

roughness height (z0) are given in Table 2.1 at all wind speeds for both clean and 

surfactant influenced water surfaces. 

2.1.3.3 Turbulent Kinetic Energy Dissipation Calculations 

The rate of dissipation of turbulent kinetic energy (e) was estimated by Elkamash 

(2005) using the 'direct' method (Doron et al. 2001). Doron et al. (2001) stated that 

turbulent kinetic energy dissipation can be calculated using the velocity gradients 

computed from the DPIV data as follows, 

s = 3v 
V5xy 

2 (dw1^ 
+ V dz j + dz V dx j 

+ 2 
du' dw 

dz dx 

'\ 
+ • 

du' 6w' 
dx dz 

(2.8) 
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where, e is the dissipation of turbulent kinetic energy, u' and w' are the stream wise (x) 

and vertical turbulent velocities and v is the kinematic viscosity of water. 

If microscale wave occurs, the instantaneous near surface velocities will be 

composed of mean, wave-induced and turbulent velocities (Benilov, Kouznetsov & Panin 

1974). If the mean velocity component is subtracted from the instantaneous velocity, the 

resultant velocity ( ) is comprised of the wave and turbulent velocity 

components. The wave component of velocity gradients are typically considerably 

smaller in magnitude than the corresponding turbulent velocity gradients. Elkamash 

(2005) found that the magnitudes of the wave velocity gradients were approximately 2.5 

times smaller than the corresponding gradients in the turbulent velocities. Therefore, the 

wave velocity component can not be accurately separated from the turbulent component. 

However, Elkamash (2005) showed that it is possible to get a reliable estimate of e using 

the gradients of u wt and wwt instead of the gradients of u' and w'. Therefore, the gradients 

of u wt and w wt were used to compute the dissipation of turbulent kinetic energy using 

Eq. 2.8. Elkamash (2005) also computed dissipation by two other methods, first by the 

inertial dissipation method and second by integrating the dissipation spectrum. He 

compared estimates of e obtained using the direct method to the other two methods and 

found that on average the different methods agreed to within 10%. Therefore, the direct 

method was used by Elkamash (2005) in all subsequent analyses to estimate values of e. 

Vertical profiles of the s are shown plotted at five wind speeds in Figure 2.5(a) for 

clean water surfaces and in Figure 2.5(b) for surfactant-influenced water surfaces. As the 

wind speed increased from 3.8 to 9.5 m s"1, e increased by a factor of 5 and 3.5 

respectively for clean and surfactant-influenced water surfaces. The profiles in Figure 2.5 

30 



(a and b) show that s decreased rapidly from the water surface down to a depth of 

approximately 3.0 cm. Underneath this layer e decreased slowly with depth. Presence of 

surfactant did not significantly affect the values of e at the lowest wind speed. However, 

at the highest wind speed presence of surfactant reduced both the values of e and the rate 

of decay of e with depth. 

2.2 Data Preparation for GOTM 

A public domain 1-D ocean turbulence model, the General Ocean Turbulence 

Model (GOTM) is used in this study. GOTM was developed in a modular form and it 

includes a module for simulating wave breaking. In GOTM the effect of breaking surface 

waves is parameterized by injecting turbulent kinetic energy at the ocean surface (Craig 

and Banner 1994). The flux of turbulent kinetic energy is parameterized as au 3, where a 

is the wave energy factor and u* is the water side friction velocity. 

The inputs for the GOTM model are of three types; hydraulic, functional and 

geometric. The hydraulic inputs include surface shear stress, roughness length (zot) 

representing the minimum scale of turbulence at both the top and bottom boundaries, 

fluid density (pw), molecular viscosity (u), specific heat of water (C/) and wave energy 

factor (a). The functional inputs are the grid spacing, time step (df) and the time period 

to reach a steady state (Tm). Geometric inputs include water depth (H) and the water 

surface gradient or slope (dh/dx). When applying GOTM to the open ocean it is 

commonly assumed that dh/dx =0. For a laboratory experiment in a wind wave tank a 

positive water surface gradient occurs i.e. depth increases in the direction of wind. The 

surface gradient (dh/dx) in a confined tank can be determined either by trial and error to 
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ensure that the net discharge, integrated over the vertical, is zero or by direct calculation 

from the surface shear. The direct calculation of dh/dx is derived from a momentum 

balance considering the entire wind wave tank as a control volume. In this study Sh/Sx is 

determined directly from surface shear (T) as, dh/dx -r (pwHg)~l, where r is the water 

surface shear, pw is the water density and His the flow depth. 

All of the required hydraulic (see Table 2.1) and geometric inputs (see section 

2.1.1) for GOTM are available from Elkamash (2005) except for the roughness length zot. 

2.2.1 Roughness Length (zot) Calculations 

The one equation turbulence model used in GOTM is developed with the 

assumption of a linear variation of the turbulent length scale (/) with depth as originally 

suggested by Prandtl (1952) for the logarithmic velocity region. In a wind drift layer the 

equation for the turbulent length scale is, 

1 = K(-Z + ZOI) (2.9) 

where, z, the perpendicular distance from the air-water interface is positive upwards with 

its origin at the interface, K is the von Karman's constant (K « 0.4), zot is the roughness 

length representing the minimum scale of the turbulence at the boundary. Using the 

turbulent length scale distribution given by Eq. 2.9, the mean streamwise velocity profile 

can be expressed as a velocity defect law in the form, 

^ ^ ) = I m ( ^ ± ^ - ) (2.10) 
U* K Z ot 

Performing a linear regression between the measured velocity data (u(z)) to In (-z), the 

estimates of u* can be obtained from the slope of the regression equation. Note, that the 
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negative sign (-z) is needed since the depth is defined negative below the water surface. 

However, as the right hand side of Eq. (2.10) cannot be expanded to components of In (-

z) and a constant, it is not possible to compute values of zot from the intercept using the 

same technique as was used to compute z0 from Eq. 2.7 (see section 2.1.3.2). It should be 

noted that the roughness length zot and the roughness height z0 represent different 

parameters and therefore, should not be compared directly. 

In this section a technique is described for estimating the friction velocity u*, and 

roughness length zot, when profiles of the rate of dissipation of turbulent kinetic energy 

(s) and the mean velocity (w) are available. The method is based on a one equation 

turbulence closure scheme developed by Mellor and Yamada (1974, 1982) with a 

turbulent length scale similar to the mixing length originally proposed by Prandtl (1952) 

(see Eq. 2.9). An expression for the turbulent length scale as a function of u*, u and e at 

the sea surface can now be derived. Using a dimensional argument the rate of dissipation 

(e) is related to turbulent velocity scale (q) and length scale (/) as follows, 

e = $- (2.11) 

Bl 

where, B = 16.6 is a model constant (Mellor and Yamada 1974, 1982) and q is related to 

the turbulent kinetic energy density b, as b = 0.5g . The eddy viscosity (A) is proportional 

to the product of the turbulent length scale (/) and the turbulent velocity scale (q) and is 

expressed as, 

A = lqSM (2.12) 

where, SM~ 0.39 (Mellor and Yamada 1974, 1982). Outside the viscous sublayer but still 

sufficiently close to the wall, i.e. in the log layer the eddy viscosity A, can also be 

expressed as, 
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A = u. 
du 

~dz 

v - l 

(2.13) 

where, u is the mean stream wise velocity. Substituting q and A from Eq. (2.12) and Eq. 

(2.13) respectively into Eq. (2.11) and rearranging gives, 

/ = ut 

(du/dz) 

3/4 

-1/4 (2.14) 

Equation (2.14) and Eq. (2.9) represent the same turbulent length scale (/) when applied 

in the logarithmic velocity region. Equating the right hand side of Eq. (2.14) to Eq. (2.9) 

gives, 

u* 
(du/dz) 

3/4 

£-
1>*=K(-Z + Z0I) (2.15) 

If the depth of flow (//) is sufficiently deep so that the lower boundary does not influence 

the flow, the zone 30 < z+ < 300 is a well defined logarithmic velocity region and Eq. 

(2.15) is applicable for the entire zone. However, for experiments conducted in a finite 

depth flume the law of the wall can not be applied below a certain depth as the effect of 

the lower boundary influences the flow. Therefore, the outer limit for the applicability of 

Eq. (2.15) should be scaled with respect to the flow depth (H). For pipe flow a reasonable 

assumption is that the linear distribution of length scale is valid for z/R < 0.05, where R is 

the pipe radius (Schlichting 1968). 

The magnitudes of the velocity gradient at different depths are computed from the 

measured velocity profiles using a second order finite difference scheme. At a given 

depth measured values of the velocity gradient and e are substituted into Eq. (2.15) and 

then the only unknowns in Eq. (2.15) are u* and zot. Equation (2.15) can then be solved 

for an optimum set of values of u* and z0, which minimize the sum of the squares of the 
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differences between the left hand side and right hand side of Eq. (2.15) in the zone z > 

30 and z/H < 0.05. There are many available software tools to perform this function. In 

this study, the Excel solver tool is used to find the optimum u* and zot. From an 

observation of the length scale profiles for all the wind speeds for both clean and 

surfactant affected water surface (see Figure A.l to A. 10 in Appendix A) it is found that 

for higher wind speeds the data points correspond to a slope of/c in the zone z+ > 30 and 

z/H < 0.05. But for lower wind speeds for both clean and surfactant affected water 

surface the data points correspond to a slope of K up to z/H ~ 0.035. Therefore, in the 

present study Eq. (2.15) is conservatively assumed to be valid in the region z+ > 30 to z/H 

< 0.035 for all the wind speeds and the optimum set of values of u* and zot are determined 

solving Equation (2.15) in this zone. The estimated values of the friction velocity u*, 

shear stress (T0/ = pu*), roughness length zot and the ratio between zot and the dominant 

surface wave length (A) for clean and surfactant affected surfaces at all wind speeds are 

given in Table 2.2. 

The uncertainty in these estimates of u* and zot is determined using a second order 

sensitivity analysis method (Kennedy and Neville 1976). In this method the input 

variables of a system are described by probability density functions (PDF) and the 

extreme values are estimated by sampling from the PDF's for. Simulations are then 

performed using the extreme value input variables and a distribution of the output 

variable is created. The obtained distribution of the output variable is used to estimate the 

standard deviation and hence the statistical error in the output (Kennedy and Neville 

1976). 

35 



The velocity gradient and dissipation of turbulent kinetic energy are the two input 

variables used in estimating u* and zot by the length scale method. Elkamash (2005) 

estimated that the uncertainty in e was ~ 30% because of the finite resolution of the PIV 

measurement (Tennekes and Lumley 1972). The uncertainty in the velocity gradient is 

estimated using a first order second moment uncertainty analysis method (Kline and 

McClintock 1953) (see Appendix A). This analysis predicted that the uncertainty in the 

computed velocity gradient is 3.5%. 

Using the estimated uncertainties in the input variables (du/dz and e), a uniform 

distribution of du/dz and s are assumed. A profile wise 3.5% variation in the velocity 

gradient is assumed instead of a point wise variation. This is somewhat conservative 

since for a point wise variation, the error caused by du/dz at one grid point tends to 

cancel the error in the subsequent grid point. By sampling from the distribution of 

du/dz and s for the extreme values, a distribution of the output variables (u* and zot) are 

determined using Eq. 2.15 and the method described in the previous section. The 

distribution of u* and zot are used to find the standard deviation for the individual 

variable. The maximum uncertainty in the estimates of u* and zot are estimated to be 4.5% 

and 18%, respectively, considering all the wind speeds for clean and surfactant affected 

water surfaces. 

2.2.2 Results from the length scale method and discussion 

Equation 2.14 is used to compute the turbulent length scale profiles for different 

wind speeds using the measured profiles of dissipation and mean velocity. A typical plot 

of the variation of the dimensionless length scale, /+ = u* l/v with respect to the 
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dimensionless depth, z = -u* z/v is shown in Figure 2.6 for a wind speed of 7.9 m s" and 

a clean water surface. Length scale profiles for all the wind speeds for both clean and 

surfactant affected water surface are plotted in Figure A.l to A. 10 in Appendix A. Three 

distinct zones or layers can be identified in Figure 2.6. The first zone appears close to the 

surface where the length scale is found to be zero. The second zone starts at z+ ~ 30 and 

is maintained up to approximately zlH <0.035. In this zone there is a linear relationship 

between / and z and since the analysis presupposes a linear variation of / against z with 

slope K, the slope of this relationship is 0.4. For the 10 sets of data including the clean 

surface and surfactant contaminated water surface experiments the /+ values are found to 

be well correlated with z+ with a mean correlation coefficient of 0.986. This indicates that 

the linear relationship between / and z agrees with a slope K. The third zone occurs at zlH 

> 0.035 where the effect of the lower boundary starts to influence the flow and the 

relationship between / and z is no longer linear. 

An interesting observation can be made in the zone close to the surface. The 

present study is based on measurements made at z+ > 10. However, extrapolating the 

turbulent length scale data into the zone z+ < 10, the turbulent length scale is found to be 

approximately zero in this zone (see Figure 2.6). This trend in turbulent length scale is 

observed for the 10 sets of data for both clean and surfactant contaminated water surfaces 

(see Figure A.l to A. 10, Appendix A). For the highest wind speeds the turbulent length 

scale is found to be zero for the zone z+ < 20 (see Figure A. 5 and A. 10, Appendix A) but 

for the lowest wind speeds the turbulent length scale is zero for the zone z+ < 10 (see 

Figure A.l and A.6, Appendix A). Therefore, conservatively it can be assumed that for 

wind drift boundary layer the turbulent length scale is approximately zero into the zone z+ 
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< 10. This indicates that the thickness of the laminar sub-layer dv, beneath a wind driven 

water surface may be approximately twice as thick as the viscous sub-layer formed over a 

solid wall. 

Estimates of the shear stress obtained using the length scale method (T0/) are 

compared with the estimates computed by Elkamash (2005) using the velocity defect 

profile method (TOV) in Figure (2.7a) and (2.7b) for clean and surfactant contaminated 

water surfaces respectively. On clean water surfaces at the two lower wind speeds (U < 

6.2 m s"1) (Figure 2.7a) TQ/ is smaller than xov by 3% to 13% while at the three higher wind 

speeds (U « 6.2 - 9.5 m s"1) x0\ is greater than xov by 22% to 38%. Fig. 2.7(b) shows that 

on a contaminated water surface at the four lower wind speeds (U <= 8 m s"1) x0\ is 

smaller than xov by 3.5% to 30% and at the highest wind speed (U = 9.8 m s"1) x0i is 

greater than xov by 7%. On average the shear stress obtained using the length scale 

method (x0i) agree with the stress using the velocity defect profile method (TOV) by 38% 

and by 30% for clean and surfactant influenced surface respectively. 

The values of zot determined using the length scale method are plotted as a 

function of U in Figure 2.8. For clean water surface zot decreases initially as U increases 

but remains approximately constant at 0.3cm for U> 5 m s"1. For surfactant contaminated 

water surfaces the roughness length follows a relatively monotonic trend with U and 

decreases from a value of 0.5 cm to 0.1 cm as U decreases from 4 to 10 m s " . For the 

similar wind speed the values of zot are generally smaller in the presence of a surfactant 

(see Figure 2.8). The ratio of the roughness length (zot) to the dominant wave length (X) is 

plotted as a function of wind speed (U) in Figure 2.9. The ratio zot IX decreases with f/for 

both clean and surfactant contaminated surfaces following a similar trend. It decreases 
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from 0.12 to 0.02 as the wind speed increases from 4 to 10 m s" . A power law function 

was fitted to the data in Figure 2.9 and the resulting regression equation is given by, 

zot/A=\.832U~2 (2.16) 

where, the wind speed Uis in m s"1 and the correlation coefficient is equal to 0.86. These 

zot I X values are consistent with Sullivan et al. (2004) and Craig (1996). Sullivan et al. 

(2004) found that zot I X varied from 0.04 to 0.06 and Craig (1996) found this ratio was 

0.16. 

The power law relation between zot IX and U developed in Figure 2.9 is applicable 

for very young waves as the wave age of experimental data was less than 2. It may be 

possible to develop a similar relationship for older waves using profiles of u(z) and e(z) 

measured in the field. Making simultaneous measurements of u(z) and e(z) in the field 

would be very challenging but these measurements are currently feasible since Agrawal 

et al. (1992) describe measurements of this type that they carried out in Lake Ontario. A 

correlation relating zot IX and U developed from field data could then be used to estimate 

zot from measurements of X and U, which are both relatively easy to measure compared to 

u(z) and s(z). 

The value of von Karman's constant K is assumed to be 0.40 in the length scale 

method. This assumption is partially based on the hypothesis that a neutral aqueous 

boundary layer is analogous to a neutral solid wall boundary layer where it has been 

established that K ~ 0.4. Cheung and Street (1988) presented experimental evidence from 

the laboratory that in the wind drift layer the value of K might depart from this standard 

value due to the influence of wave breaking. Sullivan et al. (2004) predicted that K was 

constant and equal to 0.4 using a stochastic model of the effects of wave breaking on the 
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oceanic boundary layer. Siddiqui and Loewen (2007) concluded that Cheung and Street 

(1988) may have overestimated the value of K. However, it is evident that there is still 

some uncertainty regarding the value of K in the wind drift layer, this uncertainty will 

only be reduced by additional research. 

The uncertainty analysis showed that errors in the estimates of u* and zot are 4.5% 

and 18% respectively using the length scale method whereas Elkamash (2005) found that 

the error in u* was 10% using the velocity defect method. The length scale method 

provides estimates of u* that are twice as accurate compared to the velocity defect profile 

method. These estimates are more accurate because the method utilizes measured profiles 

of both the mean velocity and the rate of dissipation of turbulent kinetic energy. 

Therefore, u* values estimated using the length scale method are used in this study for the 

turbulence model development. 

2.3 Data used for Model Validation 

The performance of the turbulence model will be evaluated using a comparison of 

the model predictions with experimental data obtained from a source different from the 

one used for calibration of the model. Experiments on microscale breaking waves were 

performed in the wind wave tank at the NASA Air-Sea Interaction Research Facility of 

the Observational Science Branch at NASA Goddard Space Flight Center/Wallops Flight 

Facility, VA, in April-May 2004. The test section of the wind wave tank was 18.29 m 

long, 1.22 m high and 0.91 m wide, the mean water depth was 0.76 m. Experiments were 

conducted on microscale breaking waves at five different wind speeds ranging from 

approximately 4.0 to 11.0 m s"1 and at fetches of 4.8, 8.8 and 12.4 m. The wind wave tank 
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had a circulating flow which caused the mean velocity to increase by 0.07 m s" over the 

depth. The average wave age (Cp/u*a), ratio of the wave phase speed (Cp) to the friction 

velocity in air (u*a) for fetches of 4.8, 8.8 and 12.4 m were 1.0, 1.1 and 1.76 respectively. 

Measured profiles of the rate of dissipation of turbulent kinetic energy and the mean 

velocity are plotted in Figure 2.10(a) and 2.10(b) at a typical wind speed of 6.8 m s"1. 

Figure 2.10(b) shows that the mean velocity decreased rapidly from the water surface 

down to a depth of approximately 3.0 cm. Underneath this layer u decreased slowly with 

depth. It is observed that the dissipation of turbulent kinetic energy decreases 

monotonically with depth (Figure 2.10(a)). 

The bulk gas transfer velocity for NASA 2004 experiments was determined for 

SF6 and He diffusing through clean water using the conservative mass balance method 

described previously in section 2.1.2.2. In Figure 2.11, estimates of the gas transfer 

velocity &600 (transfer velocity for Sc = 600 for CO2) are plotted as a function of water 

side friction velocity u*. This gas transfer velocity data will be used to evaluate the 

prediction of the gas transfer parameterization. 

The performance of the gas transfer parameterization for field situations will be 

investigated by comparing the model predictions with the field data obtained from Frew 

et al. (2004). As a part of the Coastal Ocean Processes (CoOP) program they made 

observations of wind stress and gas transfer velocity in coastal and offshore waters south 

of Cape Cod, New England, in July 1997. The gas transfer velocities were computed 

from aqueous heat transfer velocities derived from infrared imagery and bulk heat flux 

estimates (Frew et al. 2004). In Figure 2.12, the CoOP97 estimates of gas transfer 

velocity k^o (transfer velocity for Sc = 660 for CO2 in sea water at 20°C) are plotted as a 
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function of water side friction velocity u* (courtesy of Nelson Frew, 2007). Frew et al. 

(2004) wrote that the large scatter in this field data was a result of a wave field dependent 

transition between limiting transport regimes. 
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Table 2.1: Values of shear stress in air (r«), roughness height in air (zoa), shear stress in 

water (r) and roughness height in water (z0) determined from the velocity profile method. 

Values are determined for both clean and surfactant affected water surfaces at various 

wind speeds (U). 

Clean Surfactant 

U Ta Zoa T Z0 U Xa Zoa X Z0 

(ms"1) (Nm"2) (cm) (N m"2) (cm) (m s"1) (Nm"2) (cm) (Nm"2) (cm) 

3.8 0.041 0.0053 0.023 0.0270 3.9 0.041 0.0042 0.033 0.0107 

4.9 0.103 0.1040 0.029 0.0030 4.9 0.078 0.0067 0.036 0.0037 

6.2 0.206 0.0490 0.032 0.0011 6.2 0.190 0.0400 0.041 0.0006 

8.0 0.440 0.1000 0.047 0.0028 8.2 0.290 0.0270 0.057 0.00031 

9.5 0.480 0.0470 0.074 0.0029 9.8 0.310 0.0091 0.064 0.00036 
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Table 2.2: Values of the water side friction velocity (u*), shear stress (T0/), roughness 

length (zot) determined using the length scale method and zot/ X, the ratio of the roughness 

length (zot) to the dominant surface wave length (X). Values are listed for both clean and 

surfactant affected water surface at various wind speeds (U). 

Clean Surfactant 

u 
(ms"1) 

3.8 

4.9 

6.2 

7.9 

9.5 

u* 

(m s"1) 

0.0045 

0.0053 

0.0063 

0.0081 

0.0097 

To/ 

(Nm'2) 

0.0202 

0.0280 

0.0390 

0.0650 

0.09400 

Zot 

(cm) 

0.69 

0.32 

0.31 

0.40 

0.32 

Z0t' X 

0.140 

0.048 

0.036 

0.035 

0.021 

U 

(m s"1) 

3.9 

4.9 

6.2 

8.2 

9.8 

u* 

(ms"1) 

0.0047 

0.0053 

0.0059 

0.0074 

0.0084 

*ol 

(N m"2) 

0.023 

0.028 

0.035 

0.055 

0.069 

Zot 

(cm) 

0.49 

0.40 

0.31 

0.26 

0.10 

Zot' X 

0.096 

0.060 

0.035 

0.023 

0.0067 
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Figure 2.2: Plot of mean velocity (U) versus depth (z) (a) for clean water surface and (b) 

for surfactant contaminated surface. • , = 3.8 m-s"1; • , = 4.9 m-s" ; A, = 6.2 m-s"1; x, = 8.0 

m-s 9.6 m-s" 
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Figure 2.3: Plot of \n(cm/c0) versus time, (t) for SF6 diffusing through clean water 

surface at a wind speed of 4.9 m sec"1. • , = experimental data points and solid line is the 

linear regression line fitted through the data points. 
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Figure 2.4: Plot of gas transfer velocity (kg) versus wind speed (U) (a) for SF$ and (b) for 

He. o, = clean surface experiments and •, = surfactant affected surface experiments for 

SF6 diffusing through water surface. A , = clean surface experiments and A, = surfactant 

affected surface experiments for He diffusing through water surface. 
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Figure 2.5: Plot of dissipation (e) versus depth (z) (a) for clean water surface and (b) for 

surfactant contaminated surface. • , = 3.8 m-s"1; • , = 4.9 m-s"1; • , = 6.2 m-s"1; x, = 8.0 

m-s 9.6 m-s . 
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500 

Figure 2.6: Plot of the non-dimensional turbulent length scale (/+) versus non-

dimensional depth (z+) at a wind speed of 7.9 m s" on a clean water surface. A = 

experimental data points. The solid line is a second order least square regression line 

fitted between z+ > 30 and zlHO.035, the dashed line corresponds to the non-

dimensional depth z+ = 30, the dashed-dotted line corresponds to the non-dimensional 

depth zlH= 0.035. 
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Figure 2.7: Plot of the shear stress (T) versus the wind speed (U) (a) Clean water surface, 

o = TOV (the shear stress estimated using the velocity profile method) and A = T0/ (the shear 

stress estimated using the length scale method), (b) Surfactant influenced water surface, 

• = TOV and A = T0/. 
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Figure 2.8: Plot of the roughness length (zot) versus the wind speed (U). o = clean water 

surfaces and x = surfactant influenced water surfaces. 
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Figure 2.9: Plot of the ratio of the roughness height to the dominant wave length (z0,1X) 

versus wind speed (U). o = clean water surfaces; x = surfactant influenced water surfaces 

and the solid line is the regression power law fitted to the data points. The regression 

equation is zot/X = 1.83U' with a correlation coefficient of 0.86. 
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Figure 2.10: The profiles of measured (a) dissipation (s) and (b) velocity (u) for wind 

-l speed of 6.8 m s" on clean water surface, A are experimental data points. 
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Figure 2.11: Plot of gas transfer velocity (&600) for Sc = 600 versus water side friction 

velocity (u*). Data points are measurements of experimental data at the NASA Air-Sea 

Interaction Research Facility, o, = fetch 4.8, • , = fetch 8.8 and A , = fetch 12.4 m. 
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Figure 2.12: Plot of gas transfer velocity (&66o) for Sc = 660 for CO2 in sea water at 20°C 

versus water side friction velocity (u*). +, = CoOP97 measurements of field data 

(courtesy of Nelson Frew). 
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Chapter 3: Turbulence model for microscale breaking waves 

3.1 Introduction 

Climate change is one of the most pervasive threats to our planet. Accurate 

forecasts of global warming are essential to policy makers as they plan mitigation 

strategies and negotiate agreements to limit fossil fuel generated carbon dioxide (CO2). 

Prediction of the rate of CO2 transfer between the ocean and atmosphere is 

important for the study of global warming. In global climate models this transfer rate is 

typically estimated using empirical equations that relate the average wind speed to the 

gas transfer rate (Duce et al. 2001). Using these equations estimates of the CO2 transfer 

rate between the ocean and the atmosphere can vary by up to 300% depending on the 

equation used. This discrepancy is caused by poor understanding of the physics 

regulating the gas transfer process. A model which is based on more realistic physics of 

the transfer process will give improved predictions of the CO2 transfer rate and ultimately 

lead to better forecasts of global warming. Therefore, the objective of this study is to 

develop a turbulence model that can predict gas transfer rates accurately at air-water 

interfaces populated by young steep wind waves. 

The scale of ocean waves can vary from millimeters to several hundreds of 

meters. Surface tension forces become important for small-scale waves and this may 

inhibit air entrainment when the wave breaks. Waves that break without entraining air are 

referred to as the microscale breaking waves. When larger scale waves break a whitecap 

typically forms because of the large number of air bubbles that are entrained. Most 

previous attempts at modeling ocean turbulence only account for the turbulence 

generated by large scale breaking waves (Craig and Banner 1994). However, recent 
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studies suggest microscale breaking waves occur much more frequently and cover a 

larger fraction of ocean surface compared to large scale breaking waves (Siddiqui et al. 

2001; Zappa et al. 2001; Holthuijsen and Herbers 1986). Laboratory experiments have 

shown that more than 80% of the short wind waves were microscale breaking waves at 

wind speeds greater than 7.4 m s"1 (Loewen and Siddiqui 2006). Peirson and Banner 

(2003) found that for a wind speed range of 4.8 to 8.1 m s"1 approximately 40 to 70% 

waves were microscale breaking. 

Siddiqui et al. (2001) found that the fraction of the surface area covered by 

microscale breaking waves is correlated with the turbulent properties of the flow such as 

near surface vorticity. They found that the wakes produced by microscale breaking waves 

are regions of high near surface vorticity that are responsible for enhancing the rate of 

air-water heat transfer. The depth averaged dissipation increases by 1.4 to 2.3 times and 

the near surface dissipation increases by 3-4 times beneath microscale breaking waves 

compared to beneath a non-breaking wave (Loewen and Siddiqui 2006, Siddiqui and 

Loewen 2007). This increased dissipation is the result of wakes comprised of intense 

turbulence that are generated by microscale breaking waves (Siddiqui et al. 2004). Zappa 

et al. (2001, 2004) measured the local transfer velocities inside and outside the wakes 

generated by microscale breaking waves and found that on average the transfer velocity 

was enhanced by a factor of 3.5 inside the wakes. Siddiqui et al. (2004) found this factor 

to be 2.8. Siddiqui et al. (2004) and Zappa et al. (2004) estimated that up to 60 to 75% of 

the gas transfer across the air-water interface was due to microscale wave breaking. 

Zappa et al. (2001) observed that the surface area occupied by microscale breaking waves 

was correlated with the gas transfer velocity and concluded that microscale breaking 
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waves make a significant contribution to air-sea gas transfer. Peirson and Banner (2003) 

concluded that microscale wave breaking is potentially a very effective process in the 

enhancement of constituent transfer at wind speeds greater than 3.8 m s"1. Lamont and 

Scott (1970) suggested that the very small scales of turbulent motion control the gas 

transfer rate and that the gas transfer velocity is a function of the rate of dissipation of 

turbulent kinetic energy. Therefore, accurate predictions of the characteristics of the 

turbulence generated by microscale wave breaking should lead to more accurate 

predictions of air-sea gas transfer. This has motivated us to develop a turbulence model 

that can predict the vertical structure of the turbulence beneath microscale breaking 

waves. The turbulence model will be used to predict gas transfer across the air water 

interface. This is a challenging task because the model must accurately predict the 

turbulent transport of both momentum and mass in the water column and it must also 

provide accurate predictions of the transport across the thin concentration boundary layer 

formed at the water surface. This turbulence model developed for microscale breaking 

waves can be used by future studies as a basis for generating improved gas transfer 

parameterization. 

3.2 Literature Review 

Modeling the turbulent flow in the ocean surface boundary layer is complicated 

because of the presence of surface waves. Waves change the dynamics at the ocean 

surface in a number of different ways but their most significant influence is the result of 

wave breaking. Breaking waves dramatically increase the levels of near-surface turbulent 

kinetic energy which is responsible for mixing momentum in the water column and 

62 



determining the magnitude of the current close to the ocean surface (Drennan et al. 1992). 

Kitaigorodskii et al. (1983) found a region of enhanced turbulent kinetic energy in Lake 

Ontario which extended to depths of approximately ten times the wave amplitude below 

the surface. Thorpe (1984, 1992) and Osborn et al. (1992) also observed enhanced 

dissipation in this near surface layer as compared to a logarithmic boundary layer. The 

near surface layer is referred to as the wave enhanced zone. Dissipation and velocity 

measurements below the wave enhanced zone indicated that the traditional wall layer 

existed below the wave zone (Osborn et al. 1992). 

Velocity measurements in the wave enhanced zone showed that the velocity 

decayed as z "' (Drennan et al. 1992), where z is the depth below the water surface. 

Cheung and Street (1988) also found a linear variation of velocity with the inverse of 

depth in near surface sublayer zone for tank observations. 

In the wave enhanced zone measurements showed that the dissipation rate 

decayed much faster with depth compared to a wall layer. In traditional wall layers the 

dissipation rate is known to decay as z'x. Gargett (1989) and Drennan et al. (1992), 

during their field studies, observed that the dissipation rate decayed as z"4 in the wave 

enhanced zone. However, Anis and Mourn (1992) found the near surface dissipation 

decay rate as z' in the equatorial Pacific. 

Thompson and Turner (1975) developed a model based on the turbulent kinetic 

energy equation to assess the influence of breaking waves on near-surface oceanic 

turbulence. Their turbulence model was one of the very first models to use the turbulent 

kinetic energy equation to simulate the effect of wave breaking. Thompson and Turner's 

model supported the power law behavior of dissipation rate in the wave enhanced zone. 
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However, the value of the exponent of dissipation rate was derived empirically from data 

and was found to be -4. Other models which simulate wave breaking but are not based on 

the turbulent kinetic energy equation include: Jenkin (1986, 1987) developed models that 

used an explicit representation of Reynolds stresses to incorporate wave and current 

dynamics. Weber (1981) and Davies (1985, 1987) used eddy viscosity as a function of 

wind and wave conditions to account for the action of breaking waves. For one and two 

equation turbulence models, which include solution of the turbulent kinetic energy 

equation, the influence of breaking waves can be incorporated as a source of kinetic 

energy at the surface (Kundu 1980, Klein and Coantic 1981, Craig and Banner 1994). 

The kinetic energy input at the surface is typically taken to be proportional to the cube of 

the friction velocity on dimensional grounds. 

The flow beneath a wind-driven air-water interface can be modeled as a shear 

flow with wave induced motions superimposed. For the simple shear flow case over a 

solid boundary the turbulent length scale is typically assumed to increase linearly with 

depth. This simple description of the turbulent length scale was first introduced by 

Prandtl (1952) as: 1=KZ where, K is the von Karman constant. In the present study a one-

equation turbulence model with a Prandtl-type (1952) mixing length specification is used 

instead of a more complicated two equation model. However, the performance of two 

equation models e.g. k - e model and k - co model is also examined and it is found that a 

linear length scale model performs much better than these two equation models beneath 

microscale breaking waves. 

To simulate the effect of wave breaking, the technique proposed by Craig and 

Banner (1994) is used in this study. For a wave breaking situation the most complete 
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attempt to incorporate the idea of a well mixed surface layer into a model was made by 

Craig and Banner (1994) (Melville 1996). In their model Craig and Banner (1994) 

accounted for the effects of large-scale breaking waves by introducing a kinetic energy 

flux at the surface that was proportional to the cube of the friction velocity. The flux of 

kinetic energy (FKE) is the product of the shearing force applied to the surface and an 

C 2 effective phase speed related to wind input C (i.e. FKE = TW — « u, C ) (Terray et al. 

1996). Therefore, Craig and Banner (1994) assumed that the kinetic energy flux due to 

wave breaking is proportional to the cube of friction velocity based on this dimensional 

argument. Simulation of the vertical structure of the turbulence beneath large scale 

breaking waves was the objective of Craig and Banner's (1994) study. Their model 

predicted that during wave breaking the near surface dissipation decayed as z ~3'4 and that 

the mean horizontal velocity varied inversely with depth in the wave affected zone. There 

have been many successful applications of Craig and Banner (1994) model for simulation 

of realistic upper ocean processes. Stacey and Pond (1997) found that the model produces 

reasonable estimates of near surface velocities. Craig (1996) used the Craig and Banner's 

(1994) model to predict the velocities beneath wind generated waves in a wind wave 

tank. Other applications of the Craig and Banner's (1994) model for large scale breaking 

wave include Stacey (1999), Noh and Kim (1999) and Noh et al. (2002). 

The General Ocean Turbulence Model (GOTM) uses Craig and Banner's (1994) 

concept to simulate the turbulence generated by large-scale wave breaking (Burchard and 

Bolding 2001). For the wave breaking module GOTM adopted the 2.5 level turbulence 

closure scheme of Mellor and Yamada (1974, 1982). At level 2.5 the turbulence closure 

is specified in terms of an eddy viscosity, which is determined from a simplified set of 
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Reynolds-stress equations requiring five constants and a mixing length (Craig et. al 

1993). In the presence of breaking waves the surface layer becomes well mixed and the 

five empirical constants required in Mellor-Yamada's 2.5 level scheme reduce to three 

empirical constants. It was found that this scheme provides reasonable results in the wave 

affected surface layer of the ocean even though the empirical constants for the model 

have been determined for situations where shear production of turbulence balances 

dissipation (Craig and Banner 1994). However, during wave breaking the shear 

production of turbulence does not balance dissipation. 

The original GOTM model has been modified in the present study so that it can 

simulate near surface turbulence produced by microscale breaking waves. A summary of 

the essential elements of GOTM wave breaking module is presented below. The model 

used a Prandtl-type (1952) mixing length as given below: 

' = *(** " 4 -(H-zo,+zoH)/2<z<0 

1 = K{H + ZOH+Z), -H<Z<-{H-ZO1+ZOH)/2 (3.1) 

where, z the vertical coordinate is positive upwards and its origin is at the ocean surface, / 

is the mixing length, K is the von Karman constant (K « 0.4), zot and Z0H are the roughness 

lengths for the upper and bottom boundaries of the ocean respectively representing the 

minimum scale of turbulence and H is the flow depth. The eddy viscosity (A) is 

proportional to the product of turbulent length scale (/) and the turbulent velocity scale 

(q) and expressed as: A = IqSM, where, SM is a model constant (according to Mellor and 

Yamada (1982) SM = 0.39). The model uses an equation for the turbulent kinetic energy 

that represents a balance between parameterized versions of diffusion, dissipation and 

shear generation. The equation for the turbulent kinetic energy is given by, 
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where, b is the turbulent kinetic energy density (b = 0.5q2), Sg and B are model constants 

(according to Mellor and Yamada (1982) Sq = 0.387, B = 16.6), u and v are the horizontal 

velocity components in the direction of wind and perpendicular to the direction of wind 

respectively. Term (A) in Eq. (3.2) represents the time rate of change of turbulent kinetic 

energy; term (B) parameterizes a convective transport i.e. the mean rate of vertical 

transport of kinetic energy or the vertical diffusion of turbulent kinetic energy, term (C) 

on right hand side is the shear production and term (D) is the dissipation of turbulent 

kinetic energy. Equation 3.2 is a highly approximated form of the turbulent kinetic 

energy balance where the energy is assumed to diffuse according to an eddy diffusion 

relationship. The term for production is obtained using the gradient transport theorem 

while the expression for dissipation is obtained from dimensional argument. 

At the ocean surface GOTM set the stress equal to the wind stress. The boundary 

conditions for the velocity components are, 

A— = u* atz = U 
dz 

dv 
A— = 0 atz = 0 

dz 

(3.3) 

(3.4) 

where, A is the eddy viscosity and u* is the friction velocity in the water obtained from 

the approximation that the shear stress on the air side and water side are equal (i.e. 
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pwut - pau,a ). At the sea bed the no-slip boundary condition requires: u = v = 0, at z = 

-H. 

The wave breaking kinetic energy flux at the surface is expressed as au* where, 

the constant of proportionality (a) is defined as the wave energy factor (Craig and Banner 

1994). Craig and Banner (1994) state that for well developed ocean waves, the constant 

of proportionality is (9(100) and that it is relatively insensitive to wind and wave 

conditions in the open ocean. The boundary condition for turbulent kinetic energy at the 

ocean surface is given by, 

IqS — = aut , at z = 0 (3.5) 

dz 

where, a = 100 for well developed waves. At the sea bed, at a z = -H, a zero flux of 

turbulent energy requires that the boundary condition be given by, 

£ - 0 (3.6) 

dz 

The wave affected zone close to the surface is referred to as the wave enhanced 

layer. It is assumed that dissipation and diffusion are in a balance in the wave-enhanced 

layer. Below the wave enhanced layer a layer referred to as the shear layer exists where 

the conventional equality between production and dissipation is valid. The depth of the 

transition (z,) from the wave enhanced layer to the shear layer is, 
zt=z0fy-r-"naVv) (3.7) 

where, r is a model constant {r »1), a is the wave energy factor and y/ = ^3/SqK
2B . 
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3.3 Turbulence Model for Breaking Waves 

The GOTM model computes solutions for the one-dimensional version of the 

transport equations of momentum, salt and heat. Instead of developing a completely new 

numerical model, it has been decided to use the GOTM algorithm with necessary 

modifications to simulate the turbulence beneath microscale breaking waves. A 

discussion about the required inputs for GOTM is presented in Chapter 2 (see Section 

2.2). 

In the present study the hydraulic (see Table 2.1 and 2.2) and geometric inputs for 

GOTM are set according to the experimental conditions of Elkamash (2005). Note that 

the model assumes that the air side and water side shear stresses are equal, therefore, the 

surface shear stress is specified as ra = pau*a where, pa is the air density (see Table 2.1) 

and the values of zot listed in Table 2.2 is used for roughness length. The wave energy 

factor (a) was assumed to be 100 as per Craig and Banner (1994). The model predictions 

are then compared with the measured vertical profiles of the rate of dissipation of 

turbulent kinetic energy, e, and the mean velocity, u, to assess the ability of GOTM to 

simulate the turbulence generated by microscale breaking waves. The mean velocity and 

dissipation profiles as predicted by the GOTM model are shown in Figure 3.1(a) and 

3.1(b) along with the experimental observations for a wind speed of 8.0 m s" and a clean 

water surface. It can be observed from Figure 3.1(a) that the model overestimates the 

velocity by a factor of two to three compared to the experimental values. In addition, the 

model predicts a near surface velocity gradient that is significantly smaller compared to 

the experimental velocity profile. In Figure 3.1(b) it is evident that the model 

overestimates the rate of dissipation by an order of magnitude compared to that of the 
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measurements; however the predicted gradients of the dissipation profiles are not 

significantly different from the observed. 

3.4 Differences between large-scale and microscale breaking waves 

It can be observed from Figure 3.1(a,b) that GOTM does not accurately predict 

the turbulence beneath microscale breaking waves. The large discrepancies between the 

model predictions and the experimental data are likely caused by the differences between 

the dynamics of large-scale and microscale breaking waves. Several hypotheses are 

introduced in this study to account for the differences between large and small-scale 

breaking waves. 

Large-scale breaking waves are usually older (i.e., more developed) compared to 

microscale breaking waves which are typically very young waves. Therefore, the wave 

energy factor (a), which was assumed to be ~ 100 for fully developed waves, needs to be 

re-examined for very young waves. Craig (1996) recognized that the assumption that a 

=100 might not be valid for very young laboratory tank waves. Terray et. al. (1996) used 

data from a number of field investigations (e.g. Donelan et al. 1985, Kahma 1981, 

Hasselmann et al. 1973, Birch and Ewing 1986) including their own to derive an 

expression for the wave energy factor, a as a function of 'wave age', where wave age is 

defined as the ratio of the wave phase speed (Cp) to the friction velocity on the air side 

(u*a). They classified waves on the basis of wave age as well developed (wave age, Cplu*a 

>10.4) and young waves (Cplu*a < 10.4). Their analysis of these field measurements 

resulted in the following equation for young waves, 

a~\4A3Cp/uta (3.8) 
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For well developed waves Terray et. al. (1996) proposed that a was equal to a constant 

value of 150. The wave age (Cp/u*a) of the young wind waves observed by Elkamash and 

Loewen (2004) was found to be ~1.3. According to Terray et al. (1996) these 

experimental waves fall under the category of young waves (wave age < 10.4) and a is 

estimated to be -20 according to Eq. (3.8). However, it should be noted that Terray et al. 

(1996) derived Eq. (3.8) using field data collected from Lake Ontario, where the wave 

age of the youngest wave was about 3.0 and the amplitude of the smallest wave was an 

order of magnitude larger than the waves in Elkamash and Loewen's (2004) experiment. 

Therefore, Terray et al.'s (1996) parameterization basically indicates that a should be 

much less than the value of 100 used by GOTM but the parameterization needs to be 

examined to see if it can be accurately extrapolated to very young waves. 

One basic input in GOTM turbulence model is the surface shear stress (T) and the 

model is based on the assumption that the air side and water side shear stresses are equal 

(i.e. T = pau*a
2 ~ pwu*2, where, pw is the water density). At the air-water interface the total 

stress, Ta, or momentum flux is partitioned into two components, the form or wave drag 

(TW) and the viscous or tangential stress (Ttang) (Uz et al. 2002). The tangential stress is the 

frictional drag acting on the water surface and the wave drag is the horizontal component 

of average pressure force acting on the waves. Stress partitioning has been investigated 

experimentally by a number of researchers. Snyder et al. (1981) found that the ratio 

Tto„g/xa to be approximately 0.43 using field measurements at wind speeds from 5 to 10 m 

s"1. Bourassa (2000) found this ratio to be approximately 0.2 for a wind speed range of 6 

to 10 ms"1. Banner and Pierson (1998) performed experiments in a laboratory wind-wave 

flume using Particle Image Velocimetry (PIV) technique. They stated that before the 
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onset of wind waves, the water side tangential stress (rto„g) balances the entire wind stress 

(ra). As the wave field is established, the wave drag (TW) increases and combines with the 

tangential stress (Ttang) to augment the total wind stress. The ratio Ttangl\a decreased as the 

wind speed increased at a given fetch. For the longest fetch the ratio Ttang/xa decreased 

from a value of 0.6 at a wind speed of 4.1 m s"1 to 0.3 at 8.1 m s"1. Banner and Pierson 

(1998) concluded that the relative contribution of xtang to the total wind stress depends on 

the wave age. As the wave age increases, the wave form drag (TW) becomes more 

important and soon provides the dominant contribution. 

Stress partitioning has also been studied analytically (Hara and Kukulka 2005) 

and numerically (Makin et al 1995, Kudryavtsev et al. 1999, Makin and Kudryavtsev 

1999 and 2002). Analytical and numerical models have been developed to estimate the 

stress ratio rtanglxa as a function of wind speed and sea state development. Makin and 

Kudryavtsev (1999) showed that the ratio Tta„gfxa decreased from 0.8 to 0.15 as the wind 

speed increased from 1 m s"1 to 25 m s"1. Kukulka and Hara's (2005) analytical model 

was based on the experimental data of Banner and Pierson (1998) and the results were 

compatible with the numerical model of Meirink and Makin (2000). Their research leads 

to the conclusion that the only situations where the tangential shear stress (ztang = pwu* ) is 

equal to the total stress on the air side (ra) will be in the absence of waves or when the 

waves are fully-developed. In particular, in wind wave tank experiments where the waves 

are invariably young and steep, the ratio xtanglxa will be significantly smaller than one. 

Therefore, the fact that microscale breaking waves are very young will have an impact on 

the validity of the assumption of GOTM model that the water side and air side shear 

stresses are equal. 
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Ocean turbulence models created to simulate the effects of large scale breaking 

waves need to provide accurate estimates of the turbulence (e.g. dissipation rate) and 

mean velocity over depths of (9(10 m). These models, including the GOTM (2002 

version), do not allow for the possibility that a thin laminar sublayer may exist at the air-

water interface. However, the flow beneath very small-scale breaking waves might 

include a laminar sub layer (see Chapter 2) therefore; the model should be capable of 

simulating a viscous sublayer. The turbulent length scale equation (Eq. 3.1) is applicable 

to a fully turbulent flow and will not apply to the viscous sublayer or the adjacent buffer 

layer. Therefore, the length scale equation may need to be modified to make it applicable 

for the entire flow region. 

Prior to making any modifications to the GOTM model a sensitivity analysis is 

carried out to determine how sensitive the predictions of mean velocity (u) and 

dissipation rate (e) are to the variations in the input surface shear stress (r), roughness 

length (z0t) and the wave energy factor (a). Each of the three input variables is varied 

over a range while the remaining variables are held constant in order to isolate its effect 

on model predictions. Predicted profiles of e and u for each experimental condition are 

compared with the corresponding measured profiles to quantify the sensitivity of a 

particular variable. For example a dimensionless measure of the sensitivity of s to 

changes in r (5W) is given by: 

where, the numerator is the fractional change in s and the denominator the fractional 

change in T at a certain depth, £̂ Xp and rexp are the experimental estimate of s and x 
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respectively. Each of the input variables (T for example) is tested for sensitivity for a 

range of values centered at the experimental value of that variable (Texp)- Finally, the 

changes in s and r (i.e. ds and di) are normalized by the experimental values to express 

the significance of the variation without any dimensional ambiguity. The sensitivity of u 

and s for the clean surface experiments are listed in Tables 3.1 and 3.2. The sensitivity 

analysis revealed that both u and s are most sensitive to variations in shear stress (x). 

Prediction of e is also quite sensitive to variations in a but is insensitive to variations in 

zot. Prediction of u is relatively insensitive to variations in both a and zot. Similar results 

are obtained for the surfactant experiments. 

3.4.1 Calibration of the GOTM Model 

The values of water side stress (T) obtained using the length scale method is found 

to be significantly smaller than the values of the air side shear stress (ra) estimated using 

Eq. 2.6. The values of r are a factor of two to seven times smaller than xa for both clean 

and surfactant influenced surfaces. A plot comparing T and ra as a function of wind speed 

and for clean water surfaces is shown in Figure 3.2. Similar results are obtained for 

surfactant affected water surfaces. Clearly, the tangential stress applied to the water 

surface is responsible for driving the currents, and therefore it can be concluded that for 

these young waves the correct model input for the surface shear stress is the tangential 

stress not the total stress. 

The sensitivity analysis shows that, s is quite sensitive to the wave energy factor 

a. In addition, it is shown in Fig. 3.1b that the GOTM model overestimated shy an order 

of magnitude. A least square method is used to adjust the value of a so that predicted 
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values of s more closely match the observed values. Different trial values of a are used as 

input to the GOTM model and the optimum value of a is defined as the value that 

minimized the least square difference between the measured and modeled s. The least 

square difference is defined as, 

* = " N 2 ( 3 - 1 0 ) 

where, e; and £, are the modeled and measured s, respectively, for measurement point /, N 

represents the total number of measurement points for each experiment. 

The least square difference, 8, computed for a range of values of a is plotted in 

Figure 3.3 for a wind speed of 9.5 m s"1 and a clean water surface. The plot shows a well 

defined minimum error at a = 5 which is chosen to be the optimum wave energy factor at 

a wind speed of 9.5 m s"1. The same procedure is repeated for all experimental runs (i.e., 

five wind speeds for clean and surfactant influenced water surfaces). For clean and 

surfactant influenced water surfaces the optimum value of a varies from approximately 

24 to 5 and from 13 to 5, respectively, as the wind speed increases from 3.8 to 9.8 ms"1. 

These values are listed in Table 3.3 and plotted in Figure 3.4 as a function of wind speed. 

The wave energy factor has a decreasing trend with increasing wind speed for both clean 

and surfactant influenced water surfaces. 

The wave energy factor is plotted as a function of wave age (Cp/u*a) in Figure 3.5. 

The data for both clean surface and surfactant affected surface experiments is rather 

scattered. Terry et al.'s (1996) suggested equation for young waves (see Eq. 3.8) is also 

plotted on Figure 3.5 for comparison. The data for the clean surface experiments agree 

relatively better with the Terry et al. (1996) equation than those of the surfactant affected 

75 



experiments. For surfactant influenced water surfaces a linear trend in a is evident in 

Figure 3.5 if the data point corresponding to wind speed 6.2 m-s"1 is ignored. A linear 

trend line may be drawn for the surfactant surface experiments but the slope of the trend 

line is significantly different from that suggested by Terry et al. (1996). Moreover, the 

data points cover only a small range of Cplu*a. Therefore, the trend line obtained from 

micro scale breaking wave data cannot be used for higher values of Cp/u*a. However, at a 

given wave age the optimum a for a surfactant influenced water surface is found to be on 

average 60% smaller than for a clean water surface except for the one case at a wind 

speed of 6.2 m-s"1. What is clear from this analysis is that when modeling the turbulence 

beneath microscale breaking waves a should be much smaller than the value of 100 

recommended by Craig and Banner (1994) and that a increases with Cplu*a for both clean 

surface and surfactant affected surface. 

From the above analyses and discussion it is evident that for modeling the 

turbulence generated by microscale breaking waves the input shear stress (r) has to be 

equal to the water side or the tangential stress (rta„g) and the wave energy factor (a) has to 

be an order of magnitude smaller than the value recommended by Craig and Banner 

(1994). In addition it was found that the predictions of both u and s are most insensitive 

to the variations in roughness length, zot. 

3.5 Modification of GOTM model for microscale breaking wave 

Experimental measurements of the turbulent kinetic energy dissipation and mean 

velocity profiles are compared with GOTM model predictions at a wind speed of 8.0 m s" 

1 in Figure 3.6 (a and b). Model inputs (T, zot and a) are optimized, as described in section 
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3.4 and given in Table 2.2 and 3.3, and it is observed that the model predictions of mean 

velocity and dissipation are significantly improved compared to those plotted in Figure 

3.1. However, it can be observed from Figure 3.6 (a) that the model still underestimates 

the surface velocity by a factor of -2 and that the predicted near-surface velocity 

gradients are still significantly smaller than the observed gradients. This suggests that 

near the surface the turbulence is over estimated in the model. 

The experimental data is used to determine how the turbulent length scale should 

be modified to correctly predict the turbulence beneath microscale breaking waves. The 

turbulent length scale (/) for different wind speed is estimated using the technique 

described in Chapter 2. The form of the length scale is given in Eq. (3.11), 

2 

u. 
~ [{du/dz) 

where, u* is the value of water side friction velocity. The non-dimensional length scale /+ 

= u* l/v is plotted as a function of z+ in Figure 3.7 for clean water surfaces for five wind 

speeds. 

The data in Figure 3.7 indicate that for all wind speeds the near surface turbulent 

length scale is zero for z+ smaller than 20. Similar results are obtained for the surfactant 

affected water surface data. For both clean water surface and surfactant contaminated 

surface the turbulent length scale is zero for z+ smaller than -10 for the lowest wind 

speed and for the highest wind speed / is zero for z+ smaller than ~ 24 (See Appendix A, 

Figure Al, A5, A6, A10). Therefore, conservatively it can be assumed that / is zero for z+ 

smaller than -10. Three distinct zones or layers can be identified in Figure 3.7. A laminar 

or viscous sub-layer for, z+ < 10, where / is zero, a buffer layer for, 10 < z+ < 40, where / 
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increases rapidly and a third layer, for 40 < z+ < 300, where / increases linearly with z+ 

similar to the function in Eq. (3.1). Based on these findings we have modified the 

turbulent length scale equation so that it follows the near surface trends of the data in 

Figure (3.7). The modified length scale equation sets / equal to zero for z+ < 10 and far 

from the interface it still varies linearly with distance as in the original equation. There 

are only a few data points within the buffer layer (10 < z+ < 40) and therefore, it is 

difficult to justify the use of a particular function (e.g., polynomial or exponential) based 

on the trend of the data in Figure 3.7. However, we tested linear, polynomial and 

exponential functions in the buffer layer and found that a damping exponential function 

similar to the one suggested by van Driest (1956) for the viscous sublayer produces 

length scale profiles that fit the measured profiles best close to the interface. The value of 

the van Driest damping constant A+ is changed from 26 to 10, because this value 

produces a better fit to the trend of the length scale data for 10 < z+ < 40. The new length 

scale equation has the following form, 

* 

/ = 0, z+<10.0, z+ = - — 
v 

1 = K{Z0<-Z)* 

f 
1-exp 

f z + - 1 0 ^ 

A+ 

\ 
, 10.0 <z+ < 

>) 

fut{H-zol+zoH)/2^ 

V o j 

1 = K(H + ZOH+Z), 
u,(H-zol+zoH)/2 

v 
<z+<^- (3.12) 

v 

where, A+ = 10. Eq. (3.12) replaces the original length scale equation (Eq. 3.1) used in 

CB94 model. This new length scale equation is plotted as a function of depth in 

dimensionless form (i.e., /+ versus z+) and is compared to the clean water surface data at a 
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wind speed of 4.9 m s"1 in Figure 3.8. Note that for z+ > 40 Eq. 3.12 provides a length 

scale that varies linearly with depth as suggested by Prandtl (1952). 

The modified length scale equation sets / equal to zero for z+ <10 and if the wave 

breaking kinetic energy flux (aw*3) is applied at the surface (i.e., at z = 0) then it has no 

effect. This is because in the region where / is set to zero the turbulence model rapidly 

dissipates any turbulent kinetic energy and this ensures that the flow is laminar in this 

region. Therefore, all of the wave induced kinetic energy introduced at the surface is 

immediately dissipated and as a result the model predicts that wave breaking has 

practically no effect on the modeled profiles of velocity and dissipation. To rectify this 

problem the boundary condition for the wave breaking turbulent kinetic energy flux 

(ecu*3) is modified so that the effect of wave breaking appears below the region where / = 

0 at z+ = 15. The effect of wave breaking is incorporated as an additional production term, 

Pw in the turbulent kinetic energy equation. Equation (3.2) is modified and is now given 

by, 

db d f, 0 db^ 
iqSQ — 

dt dz\ dz j 

iqs, M 

rdu\2 r^\2^ 
ydzj + 

dv 

Kdzj 

>\ 
+ P„ 

2qb 
atz+ = 15 (3.13) 

ALU 

where, Pw = —— and hg is the grid thickness at z+ = 15 
h„ 

In summary, the GOTM model has been modified in the following ways to 

provide accurate predictions of the turbulent flow beneath microscale breaking waves: 

• The tangential stress (rto„g) has been specified as the input shear stress instead of the 

total stress on the air side (xa). 

• The wave energy factor (a) is no longer a constant and is reduced by an order of 

magnitude compared to the value (a = 100) recommended by Craig and Banner 
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(1994). For clean and surfactant affected water surfaces the optimized values of a 

(see Table 3.3) are used. 

• The turbulent length scale (I) equation has been modified (see Eq. 3.12) to account for 

the viscous sub-layer at the interface. 

• The effect of wave breaking is incorporated as an additional production term, Pw at z+ 

= 15 in the turbulent kinetic energy equation (see Eq. 3.13). 

Measured profiles of the mean velocity and the rate of dissipation of turbulent kinetic 

energy are compared with profiles predicted using the modified model in Figure 3.9(a) 

and (b) at a wind speed of 8.0 m s"1 for a clean water surface. Predictions using GOTM 

original model are also plotted for comparison. Consideration of the effect of viscosity in 

the length scale equation influences the velocity profile close to the surface. It is 

impossible to get a reasonable value of surface velocity (Us) and a constant velocity 

gradient at the surface without the modification of the turbulent length scale as given in 

Eq. 3.12. For z+ < 10 there is no turbulence and therefore, no dissipation of turbulent 

kinetic energy. The only dissipation that takes place in the sub-layer will be the viscous 

dissipation. Therefore, the profile of the rate of dissipation of turbulent kinetic energy is 

only plotted for z+ > 10 for the modified model (see Figure 3.9 (b)). 

The performance of the proposed model is evaluated using a comparison of the 

model predictions with experimental data obtained from a source different from the one 

used for calibration and validation of the model. Experiments on microscale breaking 

waves were performed in the wind wave tank at the NASA Air-Sea Interaction Research 

Facility of the Observational Science Branch at NASA Goddard Space Flight 

Center/Wallops Flight Facility, VA, in April-May 2004. The test section of the wind 
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wave tank was 18.29 m long, 1.22 m high and 0.91 m wide, the mean water depth was 

0.76 m. Experiments were conducted on microscale breaking waves at five different wind 

speeds ranging from approximately 4.0 to 11.0 m s" and at fetches of 4.8, 8.8 and 12.4 m. 

The wind wave tank had a circulating flow which caused the mean velocity to increase by 

0.07 m s" over the depth. Considering a typical wind speed of 6.8 m s" at fetch 4.8m the 

wave age (Cp/u*a) was observed to be 1.1. This wave age corresponds to a wave energy 

factor a, of 15 according to the Terry et al. (1996) proposed parameterization between a 

and wave age. For this typical experimental condition the water side shear stress r, was 

estimated to be 0.065N m"2. The model prediction of mean velocity and turbulent kinetic 

energy dissipation is obtained by setting the model input of shear stress equal to 0.065N 

m" and a = 15. The roughness length zot is assumed to be 0.004m for clean surface 

condition. The effect of circulating flow inside the flume is adjusted by setting the water 

surface slope equal to -0.000003 m m"1. Measured profiles of the mean velocity and the 

rate of dissipation of turbulent kinetic energy are compared with profiles predicted using 

the turbulence model for microscale breaking waves in Figure 3.10(a) and (b) at the 

typical wind speed of 6.8 m s"1. It can be observed that both the mean velocity and 

turbulent kinetic energy dissipation are reasonably well predicted by the model. At a 

depth of 3 cm there is a 17% deviation between the measured and the model predicted 

profiles of turbulent kinetic energy dissipation. The mean velocity is well predicted by 

the model at depths greater than 1 cm but close to the surface, at depth 0.5 cm the model 

under predicts the velocity by 4.5%. However, considering the uncertainty involved in 

the experimental measurements both the predictions of mean velocity and dissipation are 
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within the allowable limits. This comparison validates the applicability of the model for 

microscale breaking waves. 

3.6 Gas Transfer Model Development 

In the next stage the turbulence model developed for microscale breaking waves 

is extended to predict gas transfer across the air water interface. The transfer of relatively 

insoluble gases such as CO2 across the air-water interface is controlled by processes 

occurring on the water side (Jahne and Haussecker 1998). The water side boundary layer 

adjacent to the air-water interface can be divided into two regions. The upper most region 

immediately underneath the water surface is a concentration boundary layer whose 

thickness is in an order of 0.1 mm and the lower region contains turbulent water 

Schwarzenbach et al. (1993). According to Fick's law the gas flux, F across the boundary 

layer is defined as, 

F = -D— (3.14) 

dz 

where, D is the molecular diffusivity of the gas in water and dc/dz is the 

concentration gradient. Equation (3.14) represents local and instantaneous diffusive flux. 

A model capable of predicting the concentration profile can be used to estimate the 

instantaneous gas transfer velocity across the boundary layer using Eq. (2.5). 

The 2002 version of GOTM does not include solutions for mass transport. 

Therefore, the GOTM algorithm is modified so that it predicts a vertical concentration 

profile instead of a temperature profile. The boundary condition for heat transport is 

different from that of mass transport. In the turbulent transport algorithm the Neuman 

(flux) type boundary condition is changed to a Dirichlet (fixed value) type boundary 
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condition. The boundary value of gas concentration (cair) is specified to be zero at the air-

water interface as the concentration of water side limited gas (such as He and SFe) is 

negligible in air compared to water. 

The GOTM uses a turbulent Prandtl number Prt = 0.74, for heat transport and this 

is changed to a turbulent Schmidt number (Sct) to model mass transport. Experiments 

have shown that the typical value of Sct ranges from 0.5 to 0.7 (Flesch et al. 2002). A 

turbulent Schmidt number of 0.6 is used based on the average values of Sct reported in the 

literature (Dianat et al. 2006, Flesch et al. 2002, Panchapakesan and Lumley 1993). 

The gas diffusivities in water (Dg) for SF6 and He are set according to the 

experimental temperature of 23°C. A gas diffusivity value of 7.052 xlO"9 m2 s"1 and 1.139 

xlO"9 m2 s"1 are used for He and SF6 respectively (King and Saltzman 1995; Lide 2008). 

The initial gas concentration c0, in water is assumed to be comparable with the initial gas 

concentration during the experiments. The value of c0 is assumed to be 21 moles liter" 

and 250 moles liter"1 for He and SF6 respectively. The hydraulic and geometric inputs for 

the model are set according to the experimental conditions of Elkamash (2005) (see Table 

2.2 and 3.3). The concentration profile predicted by the model is used to compute the 

mean gas concentration over the depth cm, at different times, t. The gas transfer velocity 

kg, is then calculated using Eq. (2.5). 

Experimental measurements of kg for SF6 and He are compared with these 

predictions in Table 3.4(a) and 3.4(b) respectively for both clean water and surfactant 

contaminated water surfaces. It can be observed from Table 3.4 that the microscale 

breaking wave model underestimates kg by an order of magnitude compared to the 

experimental values. Also listed in Table 3.4 are the values of kg predicted by a Prandtl-
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type (1952) turbulent length scale model using the same model inputs as used for 

microscale breaking wave model. The Prandtl-type (1952) length scale model was used 

by original version of GOTM where the turbulent length scale close to surface is 

specified as 1 = K(ZO1 - Z ) . It is observed from Table 3.4 that the Prandtl-type (1952) 

length scale model overestimates kg by a factor of 2 to 14 compared to the experimental 

values. This suggests that the near surface turbulence is under-estimated in the microscale 

breaking wave model and over-estimated in the Prandtl-type length scale model. 

Prior to making any modification to the microscale breaking wave model a 

sensitivity analysis is carried out to determine how sensitive the predictions of kg are to 

variations in the input surface shear stress (T), roughness length (zot), the wave energy 

factor (a), the value of the van Driest damping coefficient (A+) used in the length scale 

equation and the thickness of the non-dimensional viscous sublayer (<5V
+) (in the 

microscale breaking wave model dv
+ = 10). Each of the five input variables is varied over 

a range while the remaining variables are held constant in order to isolate its effect on 

model predictions. Predicted values of kg for each experimental condition are compared 

with the corresponding measured kg to quantify the sensitivity of a particular variable. For 

example a dimensionless measure of the sensitivity of kg to changes in r, (S kg - r) is given 

by; 

S. =dk',k™ (3.15) 
kg-T dzlrexp 

where, the numerator is the fractional change in kg and the denominator is the fractional 

change in T at a certain depth, kg.exp and rexp are the experimental values of kg and r 

respectively. Each of the input variables (T for example) is tested for sensitivity for a 
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range of values centered at the experimental value of that variable (iexp)- For example if 

the shear stress is varied by ± 20% from the experimental value zexp, the denominator in 

Eq. (3.15) would be ± 0.2. Finally, the changes in kg and x (i.e. dkg and dx) are normalized 

by the experimental values to express the significance of the variation without any 

dimensional ambiguity. The sensitivity of kg for SF6 diffusing through clean water 

surface is listed in Tables 3.5. The sensitivity analysis reveals that kg is most sensitive to 

variations in Sv
+. Predictions of kg are also sensitive to variations in r but are insensitive 

to variations in zoh a and A+. Similar results are obtained for a surfactant influenced water 

surface. 

From the sensitivity analysis (see Table 3.5) it is apparent that a reduction of the 

viscous sub-layer thickness Sv
+ increases kg. This analysis indicates that the microscale 

breaking wave model will give better predictions of the gas transfer velocity if there is 

additional turbulence closer to the water surface. This analysis also implies that the 

microscale breaking wave model might be calibrated to predict more accurate values of 

kg by reducing the thickness of the zero length scale region (Sv
+) in Eq. (3.12). However, 

the predicted profiles of e and u, which were optimized using the original form of Eq. 

(3.12), will also change. Therefore, it is obvious that if the turbulent length scale is to be 

modified to improve predictions of kg, the resulting changes to e and u should also be 

examined. 

The microscale breaking wave model is based on the assumption that a viscous 

sub-layer exists at the air-water interface for z+ less than 10. Within this layer the flow is 

laminar and the velocity profile is linear with a constant velocity gradient. However, in 

solid wall boundary layers the turbulent motion does not disappear sharply at any 
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particular distance from solid wall (Davies 1972). The turbulent eddies are damped 

progressively as they approach the wall and right at the wall the eddy motion becomes 

zero. Several investigators have experimentally measured eddies within the viscous sub­

layer (Angus et al. 1969 and Nedderman 1961). Angus et al. (1969) have shown that 

while viscous forces are dominant within the sub-layer, there are small random 

movements superposed on the otherwise laminar flow. In addition, their measurements, 

from stereoscopic photographs of air bubbles in water, have confirmed that the velocity 

profile is linear within this sub-layer. Therefore, the assumption that the turbulent length 

scale remains zero close to the surface (z+ < 10) might be an oversimplification. This 

discussion suggests that the turbulent length scale should be modified to allow a very 

small amount of turbulence close to the boundary. The turbulence should be small 

enough so that the flow still remains predominantly laminar with an almost linear mean 

velocity profile at z+ < 10. However, at the same time the near surface turbulence should 

be strong enough to change the concentration gradient at the surface to produce the 

appropriate kg. 

3.7 Modification of microscale breaking wave model for gas transfer velocity 

The experimental data of Atmane et. al (2004) (see Figure 2.4) is used to 

determine how the turbulent length scale should be modified in the region z+ < 10, to 

correctly predict kg. Different functional forms for / are tested e.g. constant, linear (using 

different length scale slope, KS), parabolic and hyperbolic functions in the buffer layer so 

that the model predicted kg, e and u, fit the measured gas transfer velocities, dissipation 

and velocity profiles accurately. The data set for SF6 gas diffusing through water surface 
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is used for this analysis as this particular data set had the most extensive gas transfer rate 

measurements. The predicted concentration profile is used to compute the mean 

concentration over the depth cm and then kg is estimated using Eq. (2.5). The results are 

found to be most consistent when using the linear length scale type model (i.e. 

l = Ks (—z)). The slope of the length scale KS, is found to increase with increasing wind 

speed using the linear length scale function. No such consistent behavior is observed 

using the other functional forms for /. 

At a temperature of 23°C the molecular Schmidt number (Sc) for SF6 and He is 

830 and 132 respectively (Wanninkhof 1992). The gas transfer velocity for a given gas 

diffusing through water surface is inversely proportional to the square root of Sc of that 

gas in water (Jahne et al. 1979). As a result the experimental measurement of kg for He is 

greater by a factor of about 2.5 times than for SF6. Even though SF6 and He represent 

different values of kg it should be noted that for a given experimental condition the 

turbulence in the water remains the same for the two gases. A consistent behavior is 

observed in the value of the turbulent length scale slope (KS) required to predict the 

appropriate kg for both SF6 and He. It is found that for a given experimental condition the 

same value of KS is required for both SF6 and He. This validates the selection technique of 

KS for different set of experiments. 

The length scale slope KS, is chosen to be optimum when the difference between 

the experimental and model predicted values of kg is less than 8%. The optimum values 

of KS obtained in this manner for SF6 and He diffusing through clean and surfactant 

affected surfaces at all wind speeds are presented in Table 3.6. These values correspond 

to a turbulent Schmidt Number (Sct) of 0.6. Also listed in Table 3.6 are the values of kg, 
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predicted by the microscale breaking wave model using the modified length scale for the 

zone z+ < 10. This modified microscale breaking wave model is also combined with 

different thickness of the viscous sublayer dv
+ (8 and 12, instead of 10). But the velocity 

profile, specially the velocity gradient at the surface moves away from the desired profile 

for such a case. Hence the second part of Eq. (3.12) is kept unchanged. The new length 

scale equation proposed for the microscale breaking wave model has the following form, 

/ =KS{-Z) forz+< 10 

J = K(z«»-z)h-exp 
z+-10V 10 1 for 10.0 <z+ < 

u.(H- • Zat + ZoH ),2 

V v 
(3.16) 

where, the value of KS is given in Table 3.6 for the gas diffusing across either a clean or 

surfactant contaminated water surface at a given wind speed. A third order polynomial is 

fitted between the two different parts of the length scale equation (i.e. from z+ = 8 to z+ = 

13) to ensure a smooth transition in the length scale. A typical plot of the variation of the 

dimensionless length scale, /+ = u*l/v with respect to the dimensionless depth, z+ = u*z/v 

is shown in Figure 3.11 (wind speed of 6.2m s_1on clean surface). The turbulent length 

scale by Prandtl (1952) / = K(Z0, - z) and the new length scale equation proposed in Eq. 

(3.16) are compared in Figure 3.12 for a wind speed of 6.2m s"'on a clean water surface. 

Typical profiles of concentration, c predicted using the turbulence model are 

shown in Figure 3.13(a) for He at a wind speed of 6.2m s_1on a clean water surface for 

different time. The concentration profile predicted by the model is used to compute the 

mean concentration cm over the depth at different time. The gas transfer velocity kg is 

computed from the slope of the plot ln(cm jc0) versus t as shown in Figure 3.13(b). 
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The optimum values of KS are found to increase with increasing wind speed (see 

Table 3.6) except for the one case at the wind speed of 9.5 m s" on a clean water surface. 

Since the turbulent length scale is a measure of turbulence, the effect of wave breaking is 

most likely to be correlated with KS. The values of tcs are plotted as a function of wave 

breaking kinetic energy flux (au*) in Figure 3.14. The data for both He and SF6 diffusing 

across clean and surfactant affected water surface follow a similar trend in Figure 3.14. In 

Figure 3.14 a linear regression line passing through origin is also plotted for all the data 

points. The regression line has a slope of 0.0524 and a R value of 0.7. 

Laboratory results have shown that the percentage of microscale breaking waves 

(i.e. the probability of breaking) is highly correlated with the mean square wave slope 

(Siddiqui et al. 2001, Siddiqui and Loewen 2007). The values of the length scale slope KS 

are plotted as a function of the mean square wave slope (S2) in Figure 3.15. The data for 

both He and SF6 diffusing across a clean and surfactant affected water surface follow a 

similar trend in Figure 3.15. In Figure 3.15 a linear regression line passing through origin 

is also plotted for all the data points. The regression line has a slope of 5.33 and a R2 

value of 0.9 indicating that the KS values are well correlated with(S2). 

Measured profiles of u and e are compared with profiles predicted using the 

modified microscale breaking wave model in Figure 3.16 (a) and (b) at a typical wind 

speed of 7.9 m s"1 for a clean water surface. It is possible to get a reasonable value of 

surface velocity (Us) with the modification of the turbulent length scale as given in Eq. 

3.16. There is a 17% difference between the measured and model predicted values of 

surface velocity. At a depth of 4cm there is a 2% and 15% difference between measured 

and model predicted values of u and e respectively. The velocity gradient is found to be 
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almost constant with less than 5% variation in the zone z < 10. The viscous shear stress 

is found to be much higher than the turbulent shear in this zone. This indicates that the 

flow and also the rate of dissipation of turbulent kinetic energy are dominated by 

viscosity in this region. Therefore, the profile of the rate of dissipation of turbulent 

kinetic energy is plotted for z+ > 10 for the modified model (see Figure 3.16(b)). 

3.8 Discussion 

The increase in turbulent kinetic energy due to microscale breaking wave has 

been evaluated using the modified turbulence model i.e. using Eq. 3.16 and Eq. 3.13. 

Vertical profiles of the turbulent kinetic energy (b) with depth when microscale breaking 

waves are present and when they are absent are compared in Figure 3.17 at a wind speed 

of 8.0 m s"1 for a clean water surface. For the case when microscale breaking waves are 

present the wave energy factor a is 10 at a wind speed of 8.0 m s"1. The turbulent kinetic 

energy flux is set to zero (i.e. a = 0) for the case with no microscale breaking wave. In the 

absence of any microscale breaking wave b increases from zero at z+= 0 to a value of 

0.00019 m2 s"2 at z+~ 20 and then is approximately constant at 0.0002 m2 s"2 for z+ > 50. 

7 9 

When microscale breaking waves are present b has a maximum value of- 0.0005 m s" 

at z+- 15. For z+ > 15 b decreases to 0.00032 m2 s"2 at z+~ 50. Similar observations are 

found for all five wind speeds. 

The effect of microscale breaking waves on the near-surface turbulence is 

assessed by comparing depth averaged values of b for the two cases. The depth averaged 

values of b are computed by integrating the profiles of b from the surface down to a depth 

where the difference between the two profiles is 5%. The percentage increases in the 
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depth averaged value of b produced by microscale wave breaking are listed in Table 3.7 

at five wind speeds and for clean and surfactant affected water surfaces. For each wind 

speed the optimized values of a (see Table 3.3) are used for the case when microscale 

breaking waves are present. Also listed in Table 3.7 are values of Rz+ = 15, the value of the 

ratio of b at a depth of z+= 15 when microscale breaking waves are present and when they 

are absent. The results in Table 3.7 show that the model predicts that microscale wave 

breaking increases the depth averaged turbulent kinetic energy by 22% to 40% and 22% 

to 33% for clean and surfactant affected water surfaces, respectively. The model also 

predicts that at a depth of z+- 15 the value of b increases by a factor of 2.1 to 5.1 and 2.0 

to 3.3 due to microscale wave breaking for clean and surfactant affected surfaces, 

respectively. However, the increases in the depth averaged b and the value of b at a depth 

of z+= 15 depends upon the wave energy factor used for the respective wind speed. 

It is to be noted that there is no clear trend in the model optimized values of zot 

with u* for clean surface (see Table 2.2). The roughness length zot data are too sparse to 

allow a definite relationship between the variables. Similar observation has been reported 

by Craig (1996) for wind tunnel experiments. However, the variation of zot with u* is 

confined over a narrow range. For clean water surface experiments zot value ranges from 

0.31cm to 0.69cm and for surfactant contaminated surface the value ranges from 0.10cm 

to 0.49cm over the respective range of friction velocities. Since the model predictions of 

both u and s are insensitive to the variation in roughness length, an average value of zot 

might be recommended. For clean surface a zot value of 0.004m and for surfactant 

contaminated surface zot value of 0.003m is recommended for young steep wind waves. 
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The ratios of zot to the dominant wave length (X) for different wind speeds are 

listed in Table 3.8 for both clean and surfactant influenced water surface. The ratio of zot I 

X shows a decreasing trend with wind speed for clean and surfactant contaminated 

surfaces. The ratio of zot IX decreases from 0.14 to 0.02 as the wind speed increases from 

3.8 to 9.5 m s"1 on clean water surfaces and on surfactant contaminated surfaces zot I X 

decreases from 0.10 to 0.01 as the wind speed increases from 3.9 to 9.8 m s"1. Craig 

(1996) found this factor to be 0.16 and Sullivan et al. (2004) found that zot IX ranged from 

0.04 to 0.06. At a similar wind speed the values of zot and the ratio zot IX for a surfactant 

influenced water surface are found to be smaller than for a clean water surface except for 

one case at wind speed 4.9 m s"1. The presence of surfactant inhibits turbulence and it 

may be expected that the presence of surfactant would reduce the thickness of the wave 

affected zone, zt. Since the thickness of wave affected zone, zt and zot are directly 

proportional to each other (see Eq. 3.7), a smaller value of zot for surfactant influenced 

surface is not unexpected. 

Also listed in Table 3.8 are the values of the non-dimensional roughness height 

Zo (z0
+ = u*z</v, where z0 is the roughness height representing the depth where the 

velocity defect is zero). Boundary layer flow is classified as hydrodynamically smooth if 

the non-dimensional roughness height z0
+ is less than 0.11 and as hydrodynamically 

rough if Zo is greater than 2.3 (Donelan 1990). The non-dimensional roughness height 

ZQ varies from 0.03 to 1.44 for the clean water and surfactant contaminated surfaces (see 

Table 3.5). The z0
+ values indicate that the flow in the aqueous boundary layer is either 

smooth or in the transitional regime and never hydrodynamically rough. This observation 

supports the hypothesis that a viscous sublayer might exist at the air-water interface. 

92 



The effect of surfactants on gas transfer is incorporated in the present model by 

using a different length scale slope than for clean water in the zone z+ <10. The optimum 

KS for a surfactant influenced water surface is found to be about 40% smaller than for a 

clean water surface for both SF6 and He diffusing through water (see Table 3.6). The 

presence of the surfactant inhibits the turbulence and therefore, a reduction in the length 

scale slope is justified. The values of KS for both clean and surfactant influenced 

experiments are well correlated (correlation coefficient, R =0.9) with the mean square 

wave slope (s2) (see Figure 3.15). The values of KS for both clean and surfactant 

influenced experiments are also correlated with the kinetic energy flux due to wave 

breaking, au* (correlation coefficient, R - 0.7) (see Figure 3.14). Therefore, KS not only 

incorporates the effect of surface cleanliness but also the effect of wave breaking. 

3.9 Conclusions 

The results of the present study support the conclusion that the air side total stress 

(za) and tangential stress (rto„g) become significantly different with increasing wind speed 

for young waves. The tangential stress (rto„g) is the mechanism that is responsible for 

generating the near surface current. Therefore, it has been concluded that Ttang is the 

appropriate hydraulic input for turbulence models involving young waves. In recent years 

analytical (Kukulka and Hara 2005) and numerical models have been developed (Meirink 

and Makin 2000, Makin and Kudryavtsev 1999 and 2002) to estimate the tangential stress 

from wind speed for both fully developed and developing seas. Future research leading to 

the development of relationship between xtang and other easily measurable quantities 
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would help for further advancement in predicting turbulence characteristics beneath small 

scale waves in ocean. 

The wave energy factor (a) is found to be dependant on the wave age (Cp/u*a) of 

microscale breaking waves and also on the cleanliness of the water surface (i.e. clean or 

surfactant influenced). The value of a for both clean or surfactant influenced water 

surface is found to be an order of magnitude smaller (on average) than the value 

suggested by Craig and Banner (1994). For microscale breaking wave propagation on 

both clean and surfactant influenced water surface a has been found to vary with Cplu*a. 

However, the narrow range of wave ages observed in the experiments (CJu*a -0.52-1.39) 

does not allow us to determine how a varies with wave age with any certainty. For clean 

water surface experiments a values are found to be in close accordance with Terray et. 

al.'s (1996) equation and therefore, this equation can be used to estimate a. For surfactant 

affected water surfaces for most of the cases a values are found to be around 60% less 

than that found for the clean water surface at the same wave age. Future experiments 

conducted on surfactant contaminated surface with a wider range of wave age (Cplu*a) 

would allow a definite relationship to be established between the wave age and wave 

energy factor. 

It was a major challenge to define the physics underlying the roughness length zot 

because without it the GOTM model can not be regarded as a functional predictive tool 

(Craig 1996). The length scale method for estimating roughness length (see Chapter 2) is 

an achievement as it is a new technique used to independently specify zot. The model 

predictions of zot values are in close accordance with Sullivan et al. (2004) and Craig 

(1996). The ratio of zot IX is found to vary from a factor of 0.02 to 0.14 whereas Sullivan 

94 



et al. (2004) found this ratio to vary from 0.04 to 0.06 and Craig (1996) found this ratio to 

be 0.16. For both clean and surfactant contaminated water surfaces the variation of zot 

with u* is confined over a narrow range. For clean surface zot value of 0.004m and for 

surfactant contaminated surface zot value of 0.003m is recommended for young steep 

wind waves for which micro scale wave breaking is a significant source of turbulence. 

The most significant modification of GOTM that is implemented in this study to 

make it applicable for microscale breaking waves is the modification in the turbulent 

length scale. The turbulent length scale equation used in the modified model is 

determined from experimental data at five wind speeds with two different surface 

conditions (clean and surfactant affected). Near surface viscous effects are found to be 

dominant and a consistent trend of the length scale is observed close to the surface for the 

10 sets of experiments. Accounting for the effect of viscosity near the surfaces by 

modifying the turbulent length scale equation produces much better estimates of surface 

velocity, velocity gradient and gas transfer rates across the air-water interface. A linear 

length scale with a very mild slope is introduced in the viscous sublayer. The small 

amount of turbulence that is introduced by this length scale does not create any 

significant variation in the desired momentum profile. The velocity profile predominantly 

remains laminar but the turbulence created by this new length scale is strong enough to 

result in the appropriate concentration profile. This enables the turbulence model to 

accurately predict the gas transfer rate. 

Three characteristics of the flow beneath microscale breaking wave have been 

identified from the study. First, the viscous sublayer that exists at the air-water interface 

for z+ < 10 contains a very small amount of turbulence. The turbulence is small enough 
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so that the flow is still predominantly laminar with an almost constant mean velocity 

gradient in that zone. Second: observations of z0
+ values (z0

+ < 2.3) indicate that the flow 

is either hydrodynamically smooth or in transitional regime. This characteristic supports 

the possibility of existence of a viscous sublayer at the aqueous boundary. Finally, the 

turbulent kinetic energy equation which is designed to apply in the fully turbulent flow 

zone, can also be applied in the viscous sublayer and it provides accurate predictions of 

velocity, dissipation and gas transfer velocity. 
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Table 3.1: Values of S u r, the sensitivity of velocity (u) to changes in T; S U a , the 

sensitivity of u to changes in a; and S „ zot the sensitivity of u to changes in zot. Values are 

determined for a clean water surface at a depth of 0.27cm for a wind speed range of 3.8 to 

9.5m s"1. 

* J « T 'J u a "J u zot 

0.5 to 0.6 -0.03 to 0.04 -0.09 to -0.10 

Table 3.2: Values of Ss T, the sensitivity of dissipation (e) to changes in T; Se a, the 

sensitivity of s to changes in a; and & zo, the sensitivity of e to changes in zot. Values are 

determined for a clean water surface at a depth of 0.27cm for a wind speed range of 3.8 to 

9.5m s"1. 

1.7 to 1.8 0.68 to 0.82 -0.01 to-0.18 
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Table 3.3: Values of optimized wave energy factor (a) determined using the least square 

method. Values are determined for both clean and surfactant affected water surfaces at 

various wind speeds (U) and corresponding wave ages (Cp/u*a). 

U 

(ms"1) 

3.8 

4.9 

6.2 

8.0 

Clean 

(Cp/U*a) 

1.20 

0.88 

0.68 

0.52 

a 

20 

24 

10 

10 

u 

(ms"1) 

3.9 

4.9 

6.2 

8.2 

Surfactant 

(Cplu*a) 

1.39 

1.04 

0.73 

0.65 

10 

10 

13 

9.5 0.60 9.8 0.77 
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Table 3.4 (a): Values of kg.expt, the experimental measurement of gas transfer velocity, kg; 

kg-MSBW, transfer velocity predicted by the MSBW model; kg.prandti, transfer velocity 

predicted by the Prandtl-type (1952) length scale model. Values are determined for SF6 

diffusing through both clean and surfactant affected water surfaces at various wind 

speeds (U). 

u 
(m s"1) 

3.8 

4.9 

6.2 

7.9 

9.5 

kg-expt 

(cm hr"1) 

6.84 

12.16 

15.38 

32.08 

32.45 

kg-MSBW 

(cm hr"1) 

0.25 

0.31 

0.36 

0.45 

0.56 

Kg-Prandtl 

(cm hr"1) 

33.34 

41.99 

46.54 

62.62 

72.94 

U 

(m s"1) 

3.9 

4.9 

6.2 

8.1 

9.7 

Kg-expt 

(cm hr"1) 

4.13 

2.78 

7.34 

9.34 

18.97 

kg-MSBW 

(cm hr"1) 

0.27 

0.31 

0.33 

0.42 

0.48 

kg-Prandtl 

(cm hr"1) 

36.60 

39.89 

44.05 

54.45 

60.79 
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Table 3.4 (b): Values of kg.expt, the experimental measurement of gas transfer velocity, kg-

kg-MSBW, kg predicted by the MSBW model; kg.prandti, kg predicted by the Prandtl-type 

(1952) length scale model. Values are determined for He diffusing through both clean 

and surfactant affected water surfaces at various wind speeds (U). 

Clean Surfactant 

U kg.expt kg.MSBW kg.prandtl U kg.expt kg_MSBW kg-Prandtl 

(m s"1) (cm hr"1) (cm hr"1 ) (cm hr"1) (m s"1) (cm hr"1) (cm hr"1 ) (cm hr"1) 

3.8 3.9 10.74 1.64 61.81 

4.9 26.82 1.86 71.02 4.9 17.26 1.86 67.05 

6.2 42.98 1.07 77.48 6.2 31.29 1.99 73.47 

7.9 8.1 31.29 2.53 90.88 

Table 3.5: Values of S kg.r, the sensitivity of gas transfer velocity (kg) to changes in r; S kg 

- zot, the sensitivity of kg to changes in zot- S kg. a, the sensitivity of ks to changes in a; S kg -

<5v+ , the sensitivity of kg to changes in <SV
+ and S kg-A+ , the sensitivity of kg to changes in 

the van Driest damping coefficient (A+). Values are determined for a clean water surface 

at a depth of 0.27 cm for wind speed range of 3.8 to 9.5 m s"1. 

S kg-x ^ kg-zot & kg-a & kg-dv+ *-> kg-A + 

0.28 to 0.67 0.0025 to 0.006 0.001 to 0.0052 -1.6 to-2.3 -0.0016 to-0.0073 
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Table 3.6: Values of optimized length scale slope (KS) and corresponding gas transfer 

velocity (kg) determined from the concentration profile predicted by the model. Values 

are determined for both SF6 and He diffusing through clean and surfactant affected water 

surfaces at various wind speeds (U). 

Clean Surfactant 

U KS kg(S¥6) kg (He) U KS kg(SF6) kg(Ue) 

(m s"1) (cm hr"1 ) (cm hr"1) (m s"1) (cm hr"1) (cm hr"1) 

3.8 0.13 7.03 3.9 0.08 4.47 10.40 

4.9 0.17 11.61 28.63 4.9 0.11 16.22 

6.2 0.185 14.74 39.73 6.2 0.11 7.62 

7.9 0.25 31.61 8.2 0.14 9.54 30.39 

9.5 0.23 33.32 9.8 0.175 18.15 
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Table 3.7: Values of ATKE, the percentage increase in the depth averaged turbulent 

kinetic energy due to microscale breaking waves; Rz+ = 15, ratio of turbulent kinetic energy 

with microscale breaking waves and without at a depth of z+- 15. Values are determined 

for both clean and surfactant affected water surfaces at various wind speeds (U). 

u 

(m s"1) 

3.8 

4.9 

6.2 

8.0 

9.5 

Clean 

ATKE 

(%) 

36 

40 

28 

29 

22 

Rz+ = 15 

4.5 

5.1 

3.0 

2.9 

2.1 

U 

(ms-1) 

3.9 

4.9 

6.2 

8.2 

9.8 

Surfactant 

ATKE 

(%) 

30 

28 

33 

22 

25 

Rz+ = 15 

2.9 

3.1 

3.3 

2.0 

2.4 
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Table 3.8: Values of z0 , the non-dimensional roughness height (z0 = u*zjv); dominant 

surface wave length (X) and zot / X, ratio between roughness length (zot) and X. Values are 

determined for clean and surfactant affected water surface at various wind speeds (U). 

Clean Surfactant 

u 
m s"1 

3.8 

4.9 

6.2 

8.0 

9.5 

+ 
Zo = 

U*Zf/v 

1.44 

0.18 

0.07 

0.21 

0.27 

X 

m 

0.05 

0.07 

0.09 

0.11 

0.16 

Z0t' X 

0.140 

0.048 

0.036 

0.035 

0.021 

U 

m s"1 

3.9 

4.9 

6.2 

8.2 

9.8 

+ 
Zo = 

U*Z(/V 

0.68 

0.25 

0.04 

0.03 

0.03 

X 

m 

0.05 

0.07 

0.09 

0.11 

0.16 

Z0t' X 

0.096 

0.060 

0.035 

0.023 

0.0067 
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Figure 3.1: Comparison of the profiles of predicted and measured (a) velocity («) and (b) 

dissipation (e) for a wind speed of 8.0 m s"1 on a clean water surface. Solid line is the 

GOTM model predictions of (a) u and (b) s, for parameter values of T = ra= 0.444Nm" , 

zot = 0.004m and a = 100, A are experimental data points. 
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Figure 3.2: Plot of shear stress (T) versus wind speed (U) on clean water surface, o, 

estimate of air side shear stress and A, = estimate of water side shear stress. 
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Figure 3.3: Plot of difference between measurements and predictions in dissipation 

estimate {§) versus wave energy factor (a) for a wind speed of 9.5 m s"1 on clean surface. 

Plot shows a well defined minimum error at a = 5. 
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Figure 3.4: Plot of optimum wave energy factor (a) versus wind speed (U). o, = clean 

surface experiments and •, = surfactant affected surface experiments. 
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Figure 3.5: Plot of optimum wave energy factor (a) versus wave age (Cp/u*a). °, = clean 

surface experiments and •, = surfactant affected surface experiments; dotted line is Terry 

et al. (1996) equation (Eq. 3.8). 
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Figure 3.6: Comparison of the profiles of predicted and measured (a) dissipation (e) and 

(b) velocity (u) for wind speed of 8.0 m s"1 on a clean water surface. Solid line is the 

model predictions using CB94 of (a) e and (b) u for model optimized parameter values of 

T, zot and a., A is experimental data points. 
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Figure 3.7: Plot of non dimensional length scale (/+) versus non dimensional depth (z+) 

for clean water surfaces for five wind speeds. •, = 3.8 m s"1; • 4.9m s"1; A , =6.2 m s"1; • , 

= 8.0 m s"1 and , o = 9.5 m s"1. 
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Figure 3.8: Plot of non dimensional length scale (/+) versus non dimensional depth (z+) 

for a wind speed of 4.9 m s"1 on a clean surface. •, = experimental data points and solid 

line is the proposed length scale according to Eq. 3.12. 
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Figure 3.9: Comparison of predicted and measured profiles of (a) velocity (ti) and (b) 

dissipation (e) for wind speed of 8.0 m s"1 on a clean water surface. Solid line is the 

modified model's predictions of (a) u and (b) e, dashed-dotted lines are the CB94 

predictions, A are experimental data points. 
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Figure 3.10: Comparison of the profiles of predicted and measured (a) dissipation (e) and 

(b) velocity (u) for wind speed of 6.8 m s"1 on clean water surface. Solid line is the model 

predictions of (a) e and (b) u for parameter values of x = 0.065 Nm"2, zol = 0.004m and a = 

15., A are experimental data points. 
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Figure 3.11: Plot of non dimensional length (/+) versus non dimensional depth (z+) at a 

wind speed of 6.2m s_1on clean water surface. Dashed-dotted line corresponds to Eq. 

(3.16) for z+ < 10, dotted line corresponds to Eq. (3.16) for z+ > 10 and the solid line is 

the third order polynomial is fitted between z+ = 8 to z+ = 13. 
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Figure 3.12: Plot of non dimensional length (/+) versus non dimensional depth (z+) at a 

wind speed of 6.2m s"'on clean water surface. Dashed-dotted line corresponds to Prandtl-

type (1952) length scale equation (/ = K(Z0, - z)) and the solid line corresponds to Eq. 

(3.16). 
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Figure 3.13(a): Plot of concentration profile versus non dimensional depth (z+) at a wind 

speed of 6.2 m s"'on clean water surface. 
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Figure 3.13(b): Plot of log (cm/c0) versus time (f) at a wind speed of 6.2 m s" on clean 

water surface. • , = data points obtained for different concentration profile at different 

time from Figure 3.14(a), Solid line corresponds to the straight line fitted through the data 

points 
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Figure 3.14: Plot of length scale slope (KS) versus the wave breaking kinetic energy flux 

(au*3) for both He and SF6 diffusing through clean and surfactant influenced water 

surfaces, o, = data for the clean water surface; A, = data for the surfactant influenced 

water surface and solid line is a linear regression line passing through origin. The 

regression line has a slope of 0.0524 and R2 = 0.7. 
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Figure 3.15: Plot of length scale slope (KS) versus the the mean square wave slope (S 

for both He and SF6 diffusing through clean and surfactant influenced water surfaces, o, 

= data for the clean water surface; A, = data for the surfactant influenced surface and 

solid line is a linear regression line passing through origin. The regression line has a slope 

of5.33andJT = 0.9. 
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Figure 3.16: Comparison of the profiles of predicted and measured (a) velocity (u) and 

(b) dissipation (e) for wind speed of 8.0 m s"1 on clean water surface. Solid line is the 

modified model's predictions of (a) u and (b) e, o, = experimental data points. 
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Figure 3.17: Plot of turbulent kinetic energy versus non dimensional depth (z+) at a wind 

speed of 8.0 m s* on a clean water surface. The solid line is the kinetic energy profile 

when microscale breaking waves are present and the dotted line is when there are no 

microscale breaking waves present. 
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Chapter 4: Gas transfer parameterization for microscale breaking 

waves 

4.1 Introduction 

Bulk parameterization is a simple and hence often an attractive way to estimate 

gas flux at the air water interface. Bulk parameterization of gas transfer velocity relates 

the transfer rate with measured variables. The feasible meteorological measurements at 

the ocean surface include average wind speed, temperature, humidity etc. 

Based on laboratory and field measurements many parameterizations for gas 

transfer velocity have been developed that relates the transfer rate with the wind speed 

(Wanninkhof 1992, Liss and Marlivat 1986). However, these parameterizations involve a 

lot of uncertainties in the prediction as there are many other factors besides wind that 

influence the transfer rate (see Figure 1.1) (Donelan and Wanninnkhof 2002). 

The thin diffusive sublayer on the water side controls the transfer rate of CO2 at 

the air water interface. The turbulence is suppressed as the interface is approached and 

diffusion occurs mainly by molecular diffusion. However, the turbulence in the bulk 

water facilitates the transfer rate. It may reduce the thickness of the diffusive sublayer 

and increase the transport rate by displacing fluid from the sublayer. Therefore, role of 

turbulence needs to be accounted for to develop an accurate gas transfer 

parameterization. 

It has been observed from previous research (Davies 1972) that the turbulent 

motion does not disappear sharply at any particular distance from solid wall boundary. 

Several investigators have experimentally measured eddies within the viscous sub-layer 

(Angus et al. 1969 and Nedderman 1961). The turbulent eddies are progressively damped 
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as the wall is approached and right at the wall the eddy motion becomes zero. Using 

experimental investigation Angus et al. (1969) have shown that while viscous forces are 

dominant and the velocity profile is linear within this sub-layer, there are small random 

movements superposed on the otherwise laminar flow. Therefore, a gas transfer 

parameterization should account for the role of small scale turbulence with in the 

diffusive sub layer. 

In the previous chapter a turbulence model, originally developed for large scale 

breaking waves, was adapted to simulate the turbulence produced by microscale breaking 

waves. The model is made capable of predicting the gas transfer velocity at the air water 

interface accurately. The equation of the turbulent length scale adjacent to the water 

surface was modified to include the effect of viscous sub layer and the small scale 

turbulence with in the sublayer. The turbulence produced by microscale wave breaking 

was simulated as a flux of kinetic energy close to the surface. Model predictions were 

compared to the wind wave tank measurements of Elkamash and Loewen (2004), 

Elkamash (2005) and Atmane et al. (2004) in order to calibrate and verify the model. The 

modified turbulence model was shown to be capable of accurately predicting the near 

surface turbulence and gas transfer velocity generated by microscale breaking waves. The 

microscale breaking wave model requires several inputs in order to predict the gas 

transfer velocity for a given condition including the tangential shear stress (T), surface 

roughness length (zot), gas diffusivity (£>), wave energy factor (a) and water depth (H). 

Some of the model inputs are difficult to specify without measurements (e.g. zot requires 

measurements of both u and s) and in the ocean it is daunting to make these 

measurements. Therefore, even though the turbulence model may be capable of 
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predicting accurate gas transfer velocities, the difficulty in obtaining accurate input for 

the model might discourage its use. A simplified parameterization of the gas transfer 

velocity with flow turbulence would be a more appealing technique to estimate kg. 

Successful completion of this study will increase our understanding of the role that 

microscale breaking waves play in air-sea gas transfer. 

4.2 Literature Review 

The transfer of relatively insoluble gases such as CO2 across the air-water 

interface is controlled by processes occurring on the water side (Jahne and Haussecker 

1998). The water side boundary layer adjacent to the air-water interface can be divided 

into two regions. The upper most region immediately underneath the water surface is a 

concentration boundary layer whose thickness is in an order of 0.1 mm and the lower 

region contains turbulent water Schwarzenbach et al. (1993). According to Fick's law the 

gas flux, F across the boundary layer is defined as, 

dc 
F = -D— (4.1a) 

dz 

where, D is the molecular diffusivity of the gas in water and dc/dz is the concentration 

gradient. Equation (4.1a) represents local and instantaneous diffusive flux. Under steady 

state condition the flux becomes constant in space and can be expressed as, 

Ac 
F*-D— (4.1b) 

Se 

where, Ac is the concentration difference across the boundary layer and Sc is the thickness 

of concentration boundary layer. This thin concentration boundary layer controls the rate 
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of flux of CO2 across the air water interface. The gas flux, F is conventionally expressed 

as, 

F = -kgAc (4.2) 

where, kg is the gas transfer velocity (Liss 1973). Under unstirred or stagnant conditions 

the gas transfer velocity, kg is estimated using a stagnant two film model (Schwarzenbach 

et al. 1993). According to this model kg is given by, 

K - l («) 
However, if the water surface is renewed by turbulent motion, then the two film model 

does not provide accurate estimates of kg. 

Near surface turbulence in the water decreases the thickness of the concentration 

boundary layer (Chu and Jirka 1995) and enhances the gas transfer rate. Wave breaking is 

a process in which the water surface is turned over and renewed by bulk water due to the 

action of turbulent eddies; and as a result Sc changes over time. This process is typically 

referred to as surface renewal. The surface renewal model was first proposed by Higbie 

(1935). According to the surface renewal model the transfer velocity (kg) is given by, 

K-^J (4-4) 

where, T is the characteristic time scale for surface renewal or the average lifetime of a 

parcel of water at the surface. Higbie (1935) assumed that all the fluid elements have the 

same exposure time at the interface. However, there remains a debate about how to 

estimate the time scale T as there is no universally accepted formula to calculate eddy life 

time. Danckwerts (1951) stated that T has to be determined from the distribution of 

surface element life times. According to Fortescue and Pearson (1967), surface renewal is 
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dominated by the largest-scale energy containing eddies and T can be estimated from the 

integral turbulent length scale and the root-mean-square turbulent velocity. Komori et al. 

(1993) used the frequency of occurrence of eddies to estimate T. The eddy life time, T is 

a turbulent characteristic of the flow. Jahne et al. (1979) stated that the driving force for 

near surface turbulence is wind shear and they related kg to the friction velocity in water 

(u*) as follows, 

kg = P'-XSc-"u, (4.5) 

where, /T is a constant termed as the dimensionless transfer resistance for momentum 

transfer, Sc is the molecular Schmidt number of the gas and the exponent n is a function 

of the boundary condition for water side turbulence. Eq. (4.5) is a form of the surface 

renewal model. The Schmidt number (Sc) dependence of kg in this equation is likely to 

vary as a function of the hydrodynamic boundary condition at the air-water interface 

(Frew et al. 2004 and Jahne et al. 1987). The hydrodynamic boundary condition can vary 

from a free surface to a rigid surface condition. A free surface is typically clean and a 

rigid surface is one contaminated by surfactants. The presence of a surfactant causes a 

film on the water surface. The resulting film pressure causes a restoring force and if the 

concentration of surfactant is so strong that the surface stress fluctuations are too weak to 

overcome the restoring force, the free surface behaves like a rigid surface (Jahne et al. 

1987). 

A Taylor expansion can be applied to the concentration profile in the mass 

boundary layer and the Schmidt number (Sc) dependence of kg can be calculated for the 

existing hydrodynamic boundary condition (Ledwell 1984). The exponent of Sc, n (see 

Eq. 4.5) is found to be -2 /3 for rigid surface and -1/2 for free surface (Ledwell 1984, 
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Coantic 1986). Based on experimental data Jahne et al. (1987) suggested that there is a 

critical friction velocity, u* = 0.4 cm s "\ They stated that for a surfactant influenced 

water surface if u* < 0.4 cm s "\ the surface behaves like a rigid surface with n- -2/3 

and if u* > 0.4 cm s _1, it behaves like a free surface and n = -1 /2 . Jahne et al. (1987) and 

Jahne and Haussecker (1998) found evidence that n varies gradually with increasing 

mean square wave slope\S2) • Frew et al. (2004) suggested that for(s2) < 0.002, n = 

- 2/3 and for (s2) > 0.002, n = -1 /2 . 

Apart from the surface renewal model the gas transfer velocity (kg) has been 

correlated with different turbulent characteristics of the flow in a number of previous 

studies (Lamont and Scott 1970, Kitaigorodskii 1984, Siddiqui et al. 2004, Zappa et al. 

2004, Frew et al. 2004 and Siddiqui and Loewen 2007). These previous studies indicate 

that if the turbulence created by microscale breaking waves can be modeled properly, the 

predicted characteristics of the turbulent flow may be used to estimate the gas transfer 

velocity. 

4.3 Analytical study of gas transfer velocity 

In chapter 3 a turbulence model, is developed to accurately predict the gas transfer 

velocity, the mean velocity and dissipation of turbulent kinetic energy profile produced 

by microscale breaking waves. Near surface viscous effect was found to be dominant for 

flow beneath microscale breaking waves. Small scale turbulent motion with in the 

interfacial sub layer was found to be important for controlling the gas transfer rate. The 

value of the turbulent length scale adjacent to the water surface was modified to include 

the effect of micro breakers and the small scale turbulence. The turbulence model is 
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verified to accurately predict the gas transfer velocity generated by micro scale breaking 

waves. 

It is found from the model that the viscous forces are dominating in the zone z+ < 

10 i.e. the eddy viscosity (A) is small compared to kinematic viscosity of water («). 

However, for gases with high molecular Schmidt number (Sc = v/D), the eddy diffusivity 

(D() might not be small when compared with the molecular diffusivity of the gas in water 

(D).This is because the ratio of A to Dt is the turbulent Schmidt number (Sct), which is a 

small value of 0.6. On the other hand the ratio of kinematic viscosity of water, v to the D 

of the gas in water is the molecular Schmidt number (Sc) which for CO2 diffusing from 

water is 518 at 23°C. 

The gas transfer rate depends upon both the diffusivity of the gas in water (D) and 

also on Dt in the sub layer. The turbulent kinetic energy equation for the zone z+ < 10 can 

be used to derive a relationship between the turbulent eddy diffusivity Dt and z. The eddy 

viscosity (A) is proportional to the product of the turbulent length scale (/) and the 

turbulent velocity scale (q) and is expressed as; A = IqSM, where, SM = 0.39 (Mellor and 

Yamada 1982). The turbulent kinetic energy is given by, 

db d ( db) 
•T--T- l4S

q~r =lqSM 
dt oz\ oz) 

' / a . . \ 2 r^.\2\ du 
ydzj + \dzj 

lqb_ 

Bl 
(4.6) 

where, b is the turbulent kinetic energy density (b = 0.5q2), Sq = 0.387, B = 16.6 (Mellor 

and Yamada 1982, 1974), u and v are the horizontal velocity components in the direction 

of the wind and perpendicular to the direction of wind, respectively. Considering a steady 

one dimensional flow and substituting b = 0.5q , Eq. (4.7) is rewritten as, 

r d(q2/2f\ , „ (du 
8z " s ' * 

= lqS u dz 

2q(q2/2) 

Bl 
(4.7) 
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In the zone z+ < 10 the velocity gradient is found to be constant and equal to the surface 

velocity gradient (u* Iv). Substituting / = KS(-Z) and u* Iv for the velocity gradient, Eq. 

(4.7) is rewritten as, 

SqK, 

dz 
^^fe 2 ) ] = (K,SMK 

( 2 \ 2 

\° J 

( 1 \„3 

\BK*J 

(4.8) 

Assuming q to be a power function of z, i.e. q = <pzP, Eq. (4.8) can be reduced to, 

'-^V^)-M. 
2\ 

M . 

Ut 

V 
<p z p+\ 

( 1 ^ 

\BKsJ 
<p3z^ (4.9) 

A detailed description of the above simplification can be found in Appendix A. Equating 

the powers of z on the left and right hand sides in Eq. (4.9), /? is found to be equal to one 

and, 

0.6245a,2*:, 
(p 

u-y/(0.06024-1.161/cJ
2) 

(4.10) 

Therefore, the turbulent velocity scale q, is given by, q = <pz. Substituting / = KS(-Z) and q 

= <pz the eddy viscosity (A= IqSM) can be expressed as, 

A = {KS(PSM)Z2 (4.11) 

The turbulent eddy diffusivity (Dt) and the eddy viscosity A are related by the turbulent 

Schmidt number (Scl) as follows, 

D, =A/S,. KS<P S. M 

v Sct j 
(4.12) 

Let, a •vy M so that, 

D, = azl (4.13) 
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To express the relationship between Dt and z in a non-dimensional form, let us assume 

that, 

Dt
+=a,z+2 (4.14) 

w»z , av , . . K,q> SM 
— and at = —-; substituting a - —-— 
v u, Sc 

where, Dt =Dt/v, z = and a* =—^-; substituting a - —̂  —, a* can be 

expressed as a» = — s-—j^and substituting <p from Eq. (4.10) gives, 
S„u, 

a 

0.24356^2 .. . . . 
a , = u f = F (4.15) 

Sc, ^0.06024-1.161^.2) 

Eq. (4.15) is a general expression for a* where, the length scale slope KS, depends upon 

either the wave breaking kinetic energy flux (au*3) and or the mean square wave slope 

S ) (see Figure 3.14 and 3.15). The relationship between Dt and z predicted by the 

microscale breaking wave model has been established by Eq. (4.13) with the assumption 

of a constant velocity gradient close to surface and this relationship is valid within the 

zone z+ < 10. This relationship can now be used along with the basic diffusion equation 

to estimate kg. The diffusion equation is expressed as following; 

d_ 

dz 

f- dc^ 8c 
(Dl+D)^ = £ (4.16) 

dz) dt 

where, D is the molecular diffusivity. The boundary conditions are c =0 at z - 0, and c -

cm at z+ =10, because it is observed from the model predicted concentration profiles that 

at z+ =10, the concentration profile almost reaches the mean concentration. A typical plot 

of the variation of concentration, c with respect to the dimensionless depth, z+ = u*z/'vis 

shown in Figure 4.1 for He at a wind speed of 6.2m s"'on a clean water surface. Att = 6hr 
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the concentration profile corresponds to cm = 2.0 moles liter"1 and the concentration at z+ 

=10 is c = 1.99 moles liter*'.Considering a steady process Eq. (4.16) can be rewritten as, 

d_ 

dz 
(Dt+D)^ = 0 (4.17) 

dz J 

Substituting Eq. (4.13) in Eq. (4.17) gives, 

s^E-
Integrating Eq. (4.18) with respect to z, 

\dc 
(az2+D)— = -F (4.19) 

dz 

where, F is the flux. Rearranging Eq.( 4.19) and integrating with respect to z gives, 

- F r 
c(z) = -jL= tan"1 ^~ + C, (4.20) 

where, C\ is a constant of integration. Applying the boundary condition c =0 at z = 0 in 

Eq.( 4.20), gives, C\ =0. Substituting C\ =0 and applying the boundary condition c = cm 

at z+ =10 in Eq. 4.20 gives, 

F= t ° ^ D ,__, (4.21) 
tan"1(l0uVflr/(K.V2))J 

2 
n it 

Recalling that F - —kcm , from Eq. (2.2) (Chapter 2) and that a - * * , Eq. (4.21) can 

be rewritten as, 

ks = X——/. ^ (4.22) 
8 tan"1 \[0^{Ju/D)) 

Eq. (4.22) represents the rate of gas transfer from the water. Substituting for the 

molecular Schmidt number of the gas, Sc = u/D, gives, 
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kg = \ c . (4.23) 

For water side limited gases (e.g. SF6, He, CO2) the Schmidt number is usually high 

enough, so that the denominator of Eq. (4.23) approximately equals 7r/2 and hence Eq. 

(4.23) can be rewritten as, 

kR = C3u,Sc~
V2 (4.24) 

where, C3 = -,—-^- , u* is the friction velocity in water and for a given wind speed and 
[nil) 

surface condition (clean or surfactant influenced) a* is a fixed value given by Eq. (4.15). 

Equation (4.24) is the analytical form of the gas transfer model for microscale breaking 

waves. This equation can be used to predict the gas transfer velocity instead of using the 

turbulence model as long as the assumption of a constant velocity gradient in the zone z+ 

<10 is valid. However, Equation (4.24) can not be used if the length scale slope with in 

viscous sublayer (KS) is greater or equal to 0.23 as the coefficient C3 approaches infinity. 

It is observed from the turbulence model predicted concentration profiles that if 

KS > 0.23 , the velocity gradient in the zone z+ <10 is not constant and for such a case the 

turbulence model must be used to predict the transfer rate. 

4.4 Discussion 

For young steep wind waves appearing on water surface the turbulence on water 

side are comprised of the shear generated turbulence and of the turbulence caused by the 

wave breaking. The analytical form of the gas transfer model (Eq. 4.24) can be used to 

predict the transfer rate of water side limited gases for situations when microscale 
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breaking waves appear on water surface. If the turbulence created by breaking wave is so 

small that a concentration gradient is formed at the surface with thickness Sc then 8C can 

be expressed as, Sc = D/u, . Substituting Sc in Eq. (4.24); the gas transfer rate can be 

expressed as; k - -C3SC 

fD^ 

KScJ 
This expression represents 'the thin film model' for 

the extreme situation of very low turbulence (KS~0). 

At the other extreme of strong turbulence the surface fluid is fully renewed by 

energetic eddies generated by breaking waves. The eddy can be characterized by a 

frequency l/T where, T is the characteristic time scale for surface renewal or the average 

lifetime of a parcel of water at the surface. On dimensional grounds the frequency can be 

1 2 IT) 
expressed as — = ——. Thus Eq. (4.24) can then be expressed as, kg - -C3 J— . This 

expression represents the 'surface renewal' form of the gas transfer velocity. 

The present model is developed to predict the gas transfer velocity due to 

microscale wave breaking on both clean and surfactant influenced water surfaces. In the 

analytical study (see Eq. 4.24) the exponent of Schmidt Number (Sc), is found to be -1/2 

for both clean and surfactant contaminated water surface which agrees with the 

suggestion by Jahne et al. (1987) and Frew et al. (2004) for free surfaces. For the 

surfactant influenced water surface the lowest wind speed corresponded to a friction 

velocity of u* = 0.5 cm s _I and a mean square slope of (s2\= 0.018. Both of these values 

are higher than the limits proposed for a rigid surface by Jahne et al. (1987) (u* > 0.4 cm 

s _1) and Frew et al. (2004) ((s2)> 0.002). Therefore, all of the experimental data used in 

this study should be modeled using a free surface boundary condition. 
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The effect of surfactants on gas transfer is incorporated in the parameterization by 

using a different length scale slope than for clean water in the zone z+ <10 (see Table 

3.6). The values of KS for both clean and surfactant influenced experiments are well 

correlated with the mean square wave slope (S2) and with the kinetic energy flux due to 

wave breaking, aw*3 (see Figure 3.15 and 3.14). In Chapter 3 the wave energy factor (a) 

was found to be dependant on the wave age (Cp/u*a). It was found that for microscale 

breaking waves propagating on clean water surface a ranges from 5 to 24 for a wave age 

range of 0.5 to 1.2. It was suggested that for clean water surface a could be computed 

using the parameterization between a and wave age proposed by Terry et al. (1996), 

though their parameterization was derived using field data where the wave age of the 

youngest wave was about 3.0 and the amplitude of the smallest wave was an order of 

magnitude larger than microscale breaking wave. If the waves are very young (Cplu*a < 

2) a should be used in range of 5 to 24 for microscale breaking wave consideration (see 

Chapter 3). For surfactant contaminated surfaces a 60% reduction in the value of wave 

energy factor can be assumed compared to a clean water surface. 

The performance of the analytical model (Eq. 4.24) is evaluated by comparing of 

the model predictions with experimental data obtained from a source different from the 

one used for calibration and validation of the model. Air-water gas transfer measurements 

were made in the wind wave tank at the NASA Air-Sea Interaction Research Facility of 

the Observational Science Branch at NASA Goddard Space Flight Center/Wallops Flight 

Facility, VA, in April-May 2004. The main test section of the wind wave tank was 18.29 

m long, 1.22 m high and 0.91 m wide, the mean water depth was 0.76 m. Experiments 

were conducted on microscale breaking waves at five different wind speeds ranging from 
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approximately 4.0 to 11.0 m s"1 and at fetches of 4.8, 8.8 and 12.4 m. The bulk gas 

transfer velocity was determined for SF6 and He diffusing through clean water using the 

conservative mass balance method. The average wave age (Cp/u*a) for fetches of 4.8, 8.8 

and 12.4 m were 1.0, 1.1 and 1.76 respectively. 

In Figure 4.2, the experimental estimates of gas transfer velocity for Sc = 600, &600 

are plotted as a function of water side friction velocity u* at three different fetches. The 

waves were too young {Cplu*a < 2), to use the Terry et al. (1996) proposed 

parameterization between a and wave age. However, the Cplu*a values of these 

experiments were similar to the experiments conducted by Elkamash and Loewen (2004). 

It was found in Chapter 3 that a ranges from 5 to 24 for the experimental data obtained 

from Elkamash and Loewen (2004). Therefore, the model (Eq. 4.24) predicted &6oo are 

computed using a value equal to 5 and 24 for very young microscale waves and plotted in 

Figure 4.2. The correlation between the wave breaking kinetic energy flux, au* and KS 

(see Figure 3.14) is used to find appropriate KS for a given u*. Finally &600 is computed 

from the analytical equation for gas transfer velocity (Eq. 4.24). It can be observed that 

the experimental data at a fetch 12.4 m are particularly well predicted by the model using 

a = 24. It is interesting to note that &6oo for fetch 4.8, 8.8 are reasonably well predicted by 

the model using a = 5. The experimental data at fetches of 4.8 and 8.8m have 

approximately the same wave age (Cp/u*a ~ 1.0) therefore, it is reasonable that the same 

value of a applies to both. 

Predictions of gas transfer velocity using bulk parameterization suggested by Liss 

and Marlivat (1986) are also plotted in Figure 4.2 for comparison. This parameterization 
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is a well used one that correlates the &600 with wind speed. According to Liss and 

Marlivat (1986) the relationship between wind speed and &600 can be expressed as: 

6̂00 =0.17C/10 (C/y0 0 . 6 ms-1) 

km =2.85C/10 -9.65 (3.6 m s " ' < [ / w < 13 ms"1) 

Km =5.9UW -49.3 (Uw> 13 m s"1) (4.26) 

where, Uw is the wind speed measured at 10m height and &600 is computed in cm hr -1. It 

can be observed from Figure 4.2 that Liss and Marlivat's (1986) parameterization highly 

under predicts gas transfer velocity at high u . At lower friction velocity the 

parameterization gives reasonable prediction only for fetch 4.8, 8.8m i.e. for very young 

waves. However, the parameterization is also unable to give reasonable prediction of &600 

at any range of friction velocity for fetch 12.4m. This indicates the effect of wave age on 

the gas transfer velocity can not be reflected in the simple empirical wind speed based 

parameterizations. 

The performance of the model for field situations was investigated by comparing 

of the model predictions with the field data obtained from Frew et al. (2004). As a part of 

the Coastal Ocean Processes (CoOP) program they made observations of wind stress, 

transfer velocity in coastal and offshore waters south of Cape Cod, New England, in July 

1997. The gas transfer velocities were computed from aqueous heat transfer velocities 

derived from infrared imagery and bulk heat flux estimates (Frew et al. 2004). In Figure 

4.3, the CoOP97 estimates of gas transfer velocity &660 (transfer velocity for Sc = 660 for 

CO2 in sea water at 20°C) are plotted as a function of water side friction velocity u*. Frew 

et al. (2004) wrote that the large scatter in field data was a result of a wave field 

dependent transition between limiting transport regimes. 
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If it is assumed that microscale wave breaking is the dominant physical 

mechanism then the wave energy factor should be set to a value in the range of 5 to 24. 

However, Craig and Banner (1994) suggested a ~ 100 for well developed large scale 

waves. Although the present model is not intended to model large scale breaking waves, 

model predictions of &660 with a = 100 are nonetheless computed. Model predictions 

(using Eq. 4.24) of &660 for « = 5, 24 and 100 are plotted in Figure 4.3. It is observed that 

majority of the field data fall within the band 5 < a < 24. However, some of the field data 

also agree well with the model prediction using a = 100. The trend of the field data is 

reasonably well predicted by the model. Therefore, it is possible to get sensible 

predictions of gas transfer velocities in field condition using the present model. 

There have been numerous studies of gas transfer velocity which led to an 

expression for kg comparable to Eq. (4.24). For example, Ledwell (1984) derived an 

expression for Dt as a function of z for free and rigid surfaces using a Taylor expansion of 

the fluctuating velocity normal to the interface. He used this expression along with the 1-

D diffusion equation to derive an equation for estimating kg. The constants in Ledwell's 

equation were derived empirically from experimental measurements. Ledwell found that 

kg was a linear function of u* but this equation did not account for the variation of ks due 

to wave breaking or the presence of a surfactant. Similar to the study of Ledwell (1984), 

the surface renewal model proposed by Jahne et al. (1979) and Frew et al. (2004) also 

included a constant, the dimensionless transfer resistance (/?), which is independent of the 

flow turbulence (see Eq. 4.5). However, in the present study the coefficient C3 in Eq. 

(4.24) is a function of KS that incorporates the effect of wave breaking and surface 

cleanliness, and kg varies with u* in a nonlinear pattern. This nonlinear variation of kg 
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with u* is observed for both and field measurement of transfer rates (see Figure 4.2 and 

4.3). The present model is unique in the sense that it is the first surface renewal type of 

gas transfer model that accounts for both the effect of wave breaking and the presence of 

a surfactant. 

4.5 Conclusions 

An analytical approach for computing the gas transfer velocity is presented in 

present study. The simplified turbulent kinetic energy equation along with the assumption 

of a constant velocity gradient at z+ < 10 are used to derive a relationship between the 

turbulent diffusivity and the depth (D, ~ z2). Then using Fick's law an expression for the 

gas transfer velocity (kg) is derived (see Eq. 4.24). The constant (C3) in the equation is 

dependent on the slope of the length scale equation (jcs) in the viscous sublayer. The value 

of KS is obtained from the model as two different set of constants for clean water surfaces 

and surfactant contaminated water surfaces (see Table 3.6). The values of KS are found to 

be correlated with the wave breaking kinetic energy flux, au* (see Figure 3.14) and the 

relationship between them can be used to find KS for a given condition (i.e. given values 

of u* and a). Using Eq. (4.24) it is possible to predict the gas transfer velocity without 

determining the value of the concentration gradient at the surface. It is thus, an alternate 

and simple approach to compute gas transfer velocity analytically, avoiding the difficult 

task of measuring the microscale breaking wave model inputs (e.g. zot). 

The analytical equation (Eq. 4.24) is a parameterization of the gas transfer 

velocity with the flow turbulence (u* and KS). This equation is unique as it provides a 

transition from the extreme case of zero turbulence to the extreme case of strong 
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turbulence. Neither the 'thin film model' nor the 'surface renewal' model is perfect 

because in reality the turbulence exists in between these two extreme situations. A model 

capable of a transition between these two models is therefore, expected to be a more 

logical solution to the problem. Moreover this parameterization is the first of its kind as 

the friction velocity does not represent the total shear stress for young waves. In Eq. 

(4.24) u* represents the tangential stress and can be obtained by partitioning the total 

stress. In order to predict kg, the equation requires the value of u* and a. In recent years 

analytical (Kukulka and Hara 2005) and numerical models have been developed (Meirink 

and Makin 2000, Makin and Kudryavtsev 1999 and 2002) to estimate the tangential stress 

from wind speed and wave age and these models can be used to estimate the value of u*. 

The wave energy factor a can be estimated using Terry et al.'s (1996) proposed 

parameterization between a and wave age for clean water surfaces. For very young waves 

(Cp/u*a < 2) it is suggested that the value of a be set in the range of 5 to 24 for microscale 

breaking waves (see Chapter 3). 

The scale of microscale breaking waves is essentially the same in the laboratory 

and in the field. Although the proposed parameterization is developed using the 

laboratory data acquired by Elkamash and Loewen (2004), the parameterization can be 

applied to the field in cases where microscale wave breaking is thought to be the 

dominant physical mechanism controlling the transfer rate. The proposed 

parameterization has been found to give satisfactory predictions when compared with 

laboratory and field measurements of gas transfer velocity. The parameterization captures 

the physics controlling the transfer process by correctly modeling the turbulence very 

close to surface. Therefore, the parameterization is capable of predicting gas transfer rate 
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at the air-water interface with significant accuracy and the predictions will lead to 

improved long-term forecasts of climate change. 
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Figure 4.1: Plot of concentration profile versus non dimensional depth (z+) at a wind 

speed of 6.2 m s_1on clean water surface at 6 hr. 
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Figure 4.2: Plot of gas transfer velocity (&6oo) for Sc = 600 versus water side friction 

velocity (u*). Data points are measurements of experimental data at the NASA Air-Sea 

Interaction Research Facility, o, = fetch 4.8, • , = fetch 8.8 and A , = fetch 12.4 m, solid 

line is the model prediction of keoo for a wave energy factor a = 24 and dashed-dotted line 

is the model prediction of &6oo for a = 5, dotted line is the empirical relationship 

suggested by Liss and Marlivat (1986). 
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Figure 4.3: Plot of gas transfer velocity (&66o) for Sc = 660 for CO2 in sea water at 20°C 

versus water side friction velocity («*). +, = CoOP97 measurements of field data, solid 

line is the model prediction of &660 f° r a wave energy factor a = 5, dotted line is the model 

prediction of &660 for a wave energy factor a = 24 and dashed-dotted line is the model 

prediction of k^o for a= 100. 
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Chapter 5: Conclusions and Recommendations 

5.1 Summary 

The stepwise procedures for the development of a turbulence model and an 

improved gas transfer parameterization for microscale breaking wave are presented in 

this thesis. At the beginning of the study, the data obtained for microscale breaking wave 

is described and analyzed and a technique for estimating the boundary shear stress and 

roughness length is presented. The technique is used to estimate the required inputs for 

the turbulence model for microscale breaking waves. A one dimensional model that was 

developed to predict the turbulence generated by large scale waves is modified to predict 

the turbulence beneath microscale breaking waves. The turbulence model developed for 

microscale waves is then modified to account for gas transport across the air-water 

interface. Modifications to the turbulent length scale equation are made to ensure that the 

predicted gas transfer velocities are realistic. An analytical approach for computing gas 

transfer velocities is also developed. The parameterization is validated using laboratory 

and field measurements of gas transfer velocities. 

5.2 Conclusions of the Study 

Conclusions are described in detail in previous chapters. The general conclusions of 

the entire study are summarized in the following paragraphs. 

A technique for estimating the boundary shear stress and roughness length is 

proposed in this study. The roughness length zot is an important input parameter for 

surface layer models. These models can not be regarded as functional predictive tools 

without a technique to independently specify zot (Craig 1996). Therefore, a significant 
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achievement is made in this study by introducing a technique for the estimation of z0, at 

the air-water interface. The method is referred to as the length scale method and will be 

applicable when accurate measurements of u{z) and e(z) are available. An expression for 

the turbulent length scale (/) as a function of u*, u(z) and e(z) has been derived. The 

turbulent length scale profiles indicate that the thickness of laminar sub-layer Sv, beneath 

a wind driven water surface extends up to \0u/u*. 

The length scale method provides more accurate estimates of u* compared to the 

velocity defect profile method since it utilizes measured profile of both the mean velocity 

and the rate of dissipation of turbulent kinetic energy. A comparative analysis shows that 

the new length scale method provides twice as accurate estimates of u* compared to the 

velocity defect profile method. The estimated zot generally decrease with increasing U. 

The ratio zot I X decreases with increasing U from 0.14 to 0.02 and from 0.10 to 0.01 for 

clean surfaces and surfactant contaminated surfaces respectively. For most cases the zot 

and zot IX values for a surfactant influenced water surface are found to be smaller than for 

a clean water surface. A power law relation between zot I X and U applicable for very 

young waves (wave age < 2) is developed. 

A one dimensional ocean model with 2.5 level closure scheme is used to develop 

a turbulence model that can predict the vertical structure of the turbulence beneath 

microscale breaking waves. The public domain General Ocean Turbulence Model 

(GOTM) is adopted to develop a turbulent transport algorithm for microscale breaking 

waves. The effect of wave breaking is simulated using a technique proposed by Craig and 

Banner (1994). The most significant modification of GOTM that is implemented in this 

study is the modification in the turbulent length scale. The turbulent length scale is 
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modified by introducing a zero length scale in the zone z < 10 using the observation of 

turbulent length scale profiles close to the interface. In order to be consistent with the 

zero length scale region for z+ < 10, the additional production term representing the effect 

of wave breaking, au*lhg is applied at a z+ value of 15. 

The value of the wave energy factor (a) for both clean or surfactant influenced 

water surface is found to be an order of magnitude smaller than the value suggested by 

Craig and Banner (1994) for large scale breaking waves. The wave energy factor a, is 

found to be dependant on the wave age (Cp/u*a) of microscale breaking waves and also on 

the cleanliness of the water surface (i.e. clean or surfactant influenced). For surfactant 

affected water surfaces on average a values are found to be 60% less than that found for 

the clean water surfaces. For clean water surface experiments a values are found to be in 

close accordance with the parameterization suggested by Terray et. al. (1996) between a 

and wave age and their equation can be used to find a for Cplu*a > 2. For the very young 

waves (Cp/u*a < 2) studied here the value of a is found to be in the range of 5 to 24. 

The results of the present study demonstrate that xtang is the appropriate hydraulic 

input for turbulence models involving young waves. It is observed that for both clean and 

surfactant contaminated surface the variation of zot with u* is insignificant and confined 

over a narrow range. It is recommended that zot values of 0.004m and 0.003m be used for 

clean and surfactant contaminated surfaces respectively, for modeling the turbulence 

beneath very young wind waves when microscale wave breaking is prevalent. 

It is found that the small scale turbulence that exists within the interfacial viscous 

dominating sublayer plays an important role in gas transfer. The turbulence is small 

enough so that the flow remains predominantly laminar within the sublayer. The 
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turbulent length scale equation is modified close to the interface to account for this small 

scale turbulence. A linear length scale with a very mild slope (length scale slope KS) is 

introduced in the viscous sublayer (z+ < 10) to predict the appropriate gas transfer 

velocity. 

The characteristics of the flow beneath microscale breaking waves that are 

identified in this study are; the viscous sublayer that exists at the air-water interface for z+ 

< 10 contains a very small amount of turbulence which plays an important role in the 

mass transport across interface and the non-dimensional roughness height, z0
+ is found to 

be less than 2.3 which indicates that the flow is either hydrodynamically smooth or in the 

transition regime. 

In Chapter 4 an analytical gas transfer parameterization is presented for 

microscale breaking waves. The simplified turbulent kinetic energy equation along with 

the assumption of a constant velocity gradient in the zone z+ < 10 are used to derive a 

relationship between the turbulent diffusivity and the depth. Then using Fick's law an 

expression for the gas transfer velocity (kg) is derived. The analytical equation is an 

alternate and direct approach to compute gas transfer velocity, avoiding the need for 

challenging measurements of microscale breaking wave model inputs (e.g. zot requires 

measurement of e profile). 

The analytical equation is a parameterization of the gas transfer velocity in terms 

of u* and the length scale slope KS for z+ < 10. This equation is unique as it provides a 

transition from the extreme case of the 'thin film model' to the other extreme case of the 

'surface renewal' model. The thin film model assumes that there is no turbulence in the 

boundary layer of an air-water interface. Previous laboratory studies (Angus et al. 1969 
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and Nedderman 1961) experimentally measured eddies within the viscous sub-layer. 

Therefore, the assumption that the turbulent length scale remains zero in the viscous 

sublayer might be an oversimplification and in reality the turbulence exists in between 

the two extreme situations represented by the above mentioned models. A model capable 

of a transition between these two cases is therefore, expected to be a more logical 

solution to the problem. The friction velocity represents the tangential stress and can be 

obtained by partitioning the total stress. The values of KS are found to be correlated with 

the wave breaking kinetic energy flux, au* and the relationship between them can be 

used to find KS for a given condition (i.e. given values of u* and a). 

The most important conclusion from the gas transfer parameterization study can 

be summarized as: the turbulent kinetic energy equation designed to work in the fully 

turbulent flow zone, can also be applied in the zone z+ < 10 where viscous effects 

dominate to give a good predictions of momentum and mass transfer. 

5.3 Recommendations for Future Study 

In order to enhance our understanding of the role microscale wave breaking plays in 

air sea gas exchange the following studies are recommended. 

1) The experimental data that is used to develop the turbulence model had the first 

measurement at a depth of z+ ~ 10. Future experiments conducted with significantly 

higher resolution of DPIV and profile measurements will allow the viscous sublayer 

thickness to be studied more precisely. 

2) The experimental data used for the turbulence model development and validation 

were conducted at short fetches of 5.5m and 4.8m respectively. Future studies 
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should include measurements at longer fetches to validate the applicability of the 

model. 

3) The study focused on very young waves and a narrow range of wave age. Future 

experiments conducted with a wider range of wave age {Cplu*^) would allow a 

definite relationship to be established between the wave age and wave energy factor 

(a). 

4) Estimation of the roughness length zoh requires measurement of the dissipation 

profile. However, dissipation measurements in the ocean or in lakes are often a 

daunting a task and the resulting measurement may not be precise enough to enable 

accurate estimation of zot. Therefore, establishing a relationship between zot and 

other more easily measurable quantities such as the dominant wave length would be 

valuable. Extensive experimental study will be required to determine a relationship 

between zot and X. 

5) This study is based on a 1-D ocean model. Future study might be carried out using 

higher dimensional models to capture different features of the wave generated 

turbulence. The higher dimensional models could be important for studies of 

coherent structures developed under breaking waves or for the prediction of mean 

square wave slopes. 
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Appendix A 

A.l First order second moment uncertainty analysis 

Experiments fall under two categories from the point of view of reliability 

estimate: multiple sample and single sample. An experiment is called multiple sample, if 

sufficiently large number of measurements are performed using different methods and 

instruments so that a statistical analysis can be done for the reliability of the results. On 

the other hand for single sample experiments no such reliability estimate can be done 

from repeated measurements. Most engineering experiments, including the one 

performed by Elkamash and Loewen (2007), are single sample experiments. For single 

sample experiments the most useful method of defining uncertainty was first introduced 

by Kline and McClintock (1953). This uncertainty analysis is also known as the first 

order second moment uncertainty analysis. The analysis is based on the uncertainty of the 

basic variable and the propagation of uncertainty on other dependent variables. The first 

order second moment uncertainty estimate into a result R' is described briefly in this 

section. Let R' be a function of N independent variable Vj, V2, VN i.e. 

R'= R'tV^V^y, (A.1) 

If the uncertainty of variable Vj, V2, VN are Wi, W2, W^ respectively, then the 

uncertainty into the result R' is given by WR as follows: 

WB 
OR' \2 

+ 
OR' \ 2 

FT, 
\SV2 J 

+ + 
OR' 

ydVN 
WK, 

1/2 

Expressing R' as a power function of the variables as follows: 

R'= R'lV™',V2
m\....VN

mN 

(A.2) 

(A.3) 
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Substituting Eq. (A.3) into Eq. (A.2) and rearranging gives: 

R' 

( W,Y f 

m, —- + 
/ 

wn m., 
V 

+ . .+ 
2 J 

W„ 
mK V N J 

1/2 

(A.4) 

W 
where, —y is the percentage uncertainty in result R'. 

R 

Using the uncertainty in u measurements (2.5%), the uncertainty in velocity gradient can 

be estimated. The velocity gradient du/dz, can be expressed as: 

du /M 

The uncertainty in du/dz is estimate is computed using Equation (A.4) as; 

Wt du/ 
/dz 

du/ 
'dz 

'IW.,^2 ' 

y Ux j 
+ 

\w„ \2 

V U2 J 

1/2 

= [0.0252 + 0.0252 ]'2 = 0.0354 =3.5% 

(A.5) 

A.2 Turbulent length scale profile for microscale breaking wave 

Plots of the variation of the dimensionless turbulent length scale, l+ = u* //v with 

respect to the dimensionless depth, z+ = -u*z/v are shown in Figure A.l to Figure A. 10 

(for both clean surface and surfactant contaminated surface experiments). The length 

scale values are computed using Eq. 2.6. Also plotted in these figures are the second 

order least square regression line fitted in between z+ > 30 and zlH O.035. This line 

corresponds to Eq. 2.1. From the observation of these figures it is found that the turbulent 

length scale is approximately zero in the zone z+ < 10. 
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A.3 Velocity and Dissipation profile predicted by the turbulence model developed 

for microscale breaking wave 

Measured profiles of the mean velocity and the rate of dissipation of turbulent 

kinetic energy are compared with profiles predicted using the turbulence model 

developed for microscale breaking waves in Figure A. 11 to A.20 (for both clean surface 

and surfactant contaminated surface experiments). The modified length scale equation for 

microscale breaking waves (Eq. 3.12) is used for turbulent length scale and the wave 

breaking production term, Pw (au*3/hg) is injected at z+ = 15. The inputs for the turbulence 

model for different wind speeds are given in the corresponding figure caption. 

A.4 Selection of length scale equation for kg optimization 

A.4.1 Functional forms of length scale (for z < 10) used for kg optimization 

Different functional forms for the length scale equation in the buffer layer are 

tested e.g. constant, linear (using different length scale slope, KS), and exponential 

functions so that the model predicted kg, e and u, fit the measured gas transfer velocities, 

dissipation and velocity profiles the best. The different forms of length scale equation that 

are used in the zone z+ < 10 to find the best possible length scale equation are given in 

Table A. 1. 

The results are found to be most consistent using the linear length scale type 

equation. The slope of the length scale KS, is found to increase with increasing wind speed 

using the linear length scale function. No such consistent correlation is observed using 

the other functional form of /. It is observed that for a given experimental condition the 

optimum value of coefficient K or exponent m (see Table A.l) is different to predict the 
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appropriate kg for SF6 and He using the constant, power law or the exponential form of 

length scale respectively. But for the same experimental condition the same value of the 

turbulent length scale slope (KS) is required for the zone z+ < 10 for both SF6 and He. This 

validates the selection of the linear length scale function for kg optimization. 

A.4.2 Effect of viscous sublayer thickness (Jy4) on kg 

The length scale slope KS, is chosen to be optimum when the difference between 

the experimental and model predicted value of gas transfer velocity kg is less than 8%. 

The linear length scale equation used for the zone z+ < dv
+ (viscous sublayer thickness) is 

also combined with different thickness of the viscous sublayer dv
+, but no improvement 

in the desired momentum profile is observed for such a case. The optimum values of KS 

obtained using different thickness of the viscous sublayer Sv
+, for SF6 and He diffusing 

through clean and surfactant affected surfaces at all wind speeds are presented in Table 

A.2. 

A.5 Analytical relationship between the eddy diffusivity (Dt) and depth (z) 

Using the assumption that the energy diffuses according to an eddy diffusion 

relationship and that dissipation is based on dimensional arguments, the simplified form 

of turbulent kinetic energy equation is given by, 

db__d_r 

dt dz 
= lqS, 

rdu\2 fdv^ 2 \ 

\dzj + \dzj 

2qb 
(A.6) 

where, z is the vertical coordinate, b is the turbulent kinetic energy density (b = 0.5q ), q 

is the turbulent velocity scale, / is the turbulent length scale, Sq = 0.387, SM = 0.39, B = 
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16.6 (Mellor and Yamada (1982), u and v are the horizontal velocity components in the 

direction of wind and perpendicular to the direction of wind respectively. Considering a 

steady one dimensional flow and substituting b = 0.5q , Eq. (A.6) is rewritten as; 

fdu^2 2q(q2/2) d_ 

dz 
V, &® 

dz 
= lqS M 

\dzj Bl 
(A.7) 

From the model predicted velocity profiles the velocity gradient is found to be constant in 

the zone z < 10 which is equal to the surface velocity gradient (u* lv). Considering the 

zone z+ < 10, substituting / = KS(-Z) and u*2/u for the velocity gradient, Eq. (A.7) is 

rewritten as; 

f
 S„K. V a f 

Assuming, Kj = 

simplified as, 

dz 

SqKs 

W-rM2)] = {KSSM)Z<1 

( 2 ^ 

1° J 
2 r i ] I3 

(A.8) 

K2 = {KSS u. 
\ 2 

M , 
V 

and Ks = 
( 1 ^ 

\B*,j 

; Eq. (A.8) can be 

* i {{{«&t-K>«M (A.9) 

Assuming q to be a power function of z, i.e. g = (pzP, Eq. (A.9) can be rewritten as; 

K, 'j^P z'+I|(<pV>))] = *2p z>« -K^z^ (A.10) 

K{(6j32(p3z^-l))+K3<p~z 2
m

3^fi-1)\j. tr m
3*3fi-1 - K2cp zp+x 

Simplifying the left hand side and rearranging Eq. (A. 10) can be rewritten as; 

(A.11) 

Dividing the left hand side and right hand side of Eq. (A.l 1) by <p and simplifying gives; 

zip-x(p2(Kx6p2+K,)=K2z
p+x (A.12) 
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Equating the powers of z between left hand side and right hand side in Eq. (A. 12), 

3fi-l = fi + \ (A.13) 

Eq. (A.13) can be solved for /? = 1. Substituting /? = 1 in Eq. (A. 12) (p is solved as, 

<P = 
K, 

(6Kl+K,) 
(A.14) 

Substituting Ki = 
f S„K..\ ( ^ 

q ~s 

V *• J 

K2=(KSSM] 
V 

,K3 = 
( 1 ^ 

\BK*J 

Sq = 0.387, SM= 0.39 and j ^q 

B = 16.6; Eq. (A.14) is simplified as; 

(p = 
0.6245a. x\ 

U-N/(O.06024-1.161A:V
2) 

(A. 15) 

Therefore, the turbulent velocity scale is expressed as a linear function of z as, q = cpz, 

where )̂ is expressed by Eq. (A. 15). 

The eddy viscosity (A) is proportional to the product of turbulent length scale (/) 

and the turbulent velocity scale (q) and expressed as; A = IqSM- Substituting / = KS(-Z) and 

q = (pz the eddy viscosity (A= IqSM) can be expressed as, 

A = (KS(PSM)Z2 (A.16) 

The turbulent eddy diffusivity (D,) and the eddy viscosity A are related by the turbulent 

Schmidt number (Sct) as; 

D,=A/SCI = 
V Scl J 

(A. 18) 

Assuming, the constants in Eq. (A. 18) —^-—— = a, the turbulent eddy diffusivity (Dt) is 

expressed as, 
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Dt = az2 (A. 19) 

A.6 Velocity and Dissipation profile predicted by the turbulence model developed 

for gas transfer prediction 

Measured profiles of the mean velocity and the rate of dissipation of turbulent 

kinetic energy are compared with profiles predicted using the turbulence model 

developed for microscale breaking waves in Figure A.21 to A.30 (for both clean surface 

and surfactant contaminated surface experiments). The modified length scale equation for 

gas transfer parameterization (Eq. 3.16) is used for turbulent length scale and the wave 

breaking production term, Pw (au*3/hg) is injected at z+ = 15. The inputs for the turbulence 

model for different wind speeds are given in the corresponding figure caption. 
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Appendix B 

This appendix contains the General Ocean Turbulence Model (GOTM) source files that 

were modified for the purpose of the study. A DIGITAL visual Fortran (Version 5.0A) 

platform is required to run GOTM. LaTex software is required to read the description of 

the source files. The portion of the source file where modification is applied for the 

present study is marked by bold-italic font. 

B.l Modification of Turbulent Length Scale Equation 

Source File name: algebraiclength.f90 

!BOP 

! [ROUTINE: The algebraic length-scale equations \label{sec:algebraiclength} 

! !INTERFACE: 

subroutine algebraiclength(method,nlev,zOb,zOs,depth,h,NN,uJaus,u_taub) 

! [DESCRIPTION: 

! This subroutine computes the vertical profile of the turbulent 

! scale $1$ from different types of analytical expressions. These 

! range from simple geometrical forms to more complicated expressions 

! taking into account the effects of stratification and shear. The 

! users can select their method in the input file {\tt gotmturb.inp}. 

! For convenience, we define here $d_b$ and $d_s$ as the distance 

! from the bottom and the surface, respectively. The water 

! depth is then given by $H=d_b+d_s$, and $z_0Ab$ and 

! $z_0As$ are the repective roughness lengths. With these 

! abbreviations, the expressions implemented in GOTM are as follows. 

! \begin{enumerate} 
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\item The parabolic profile is defined according to 

\begin{ equation} 

l=\kappa \frac{(d_s+z_0As) (d_b+z_0Ab)} 

{d_s+d_b+z_0Ab+z_0As} 

\comma 

\end{ equation} 

where it should be noted that only for large water depth 

this equation converges to $\kappa(z+z_0)$ near the bottom 

or near the surface. 

\item The triangular profile is defined according to 

\begin{equation} 

1 = \kappa \, \min(d_s+z_0As,d_b+z_0Ab) 

\comma 

\end{ equation} 

which converges always to $\kappa(z+z_0)$ near the bottom 

or near the surface. 

\item A distorted parabola can be constructed by 

using a slightly modified form of the equation 

used by \cite{XingDavies95}, 

\begin{ equation} 

1 = \kappa \frac{(d_s+z_0As)(d_bA\text{Xing}+z_0Ab)} 

{d_s+d_b A\text {Xing} +z_0 As+z_0 Ab} 

\comma 

d_bA\text{Xing} = 

d_b \exp{\left(-\beta\frac{d_b}{H} \right)} 

\comma 

\end{ equation} 

where it should be noted that only for large water depth 

this equation converges to $\kappa(z+z_0)$ near the bottom 

or near the surface. The constant $\beta$ is a form parameter 

determining the distortion of the profile. Currently we use 
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$\beta = 2$ in GOTM. 

\item A distorted parabola can be constructed by 

using a slightly modified form of the equation 

used by \cite{RobertOuellet87}, 

\begin{ equation} 

1 = \kappa (d_b+z_0Ab) 

\sqrt{ l-\frac{d_b-z_0As} {H}} 

\comma 

\end{ equation} 

where it should be noted that only for large water depth 

this equation converges to $\kappa(z+z_0)$ near the bottom. 

Near the surface, the slope of $1$ is always different from 

the law of the wall, a fact that becomes important when model 

solutions for the case of breaking waves are computed, see 

\sect {sec: analyse}. 

\item Also the famous formula of \cite{Blackadar62} is based on 

a parabolic shape, extended by an extra length—scale $l_a$. 

Using the form of \cite{Luytenetal96}, the algebraic relation 

is expressed by 

\begin{equation} 

1 = \left( \frac{ 1} {\kappa (d_s+z_0As)} 

+\frac{ 1} {\kappa (d_b+z_0Ab)} 

+\dfrac{l}{l_a}\right) 

\comma 

\end{ equation} 

where 

\begin { equation } 

l_a = \gamma_0 \frac{\int_{-H}A\eta kA\frac{ 1} {2} z dz} 

{\int_{-H}A\eta kA\frac{ 1} {2} dz} 

\end{equation} 

is the natural kinetic energy scale resulting from the 

file:///item
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! first moment of the rms turbulent velocity. The constant 

! $\gamma_0$ usually takes the value $\gamma_0 = 0.2$. 

! It should be noted that this expression for $1$ 

! converges to $\kappa(z+z_0)$ at the surface and the bottom 

! only for large water depth, and when $l_a$ plays only a 

! minor role. 

! \item The so-called ISPRAMIX method to compute the length—scale 

! is described in detail in \sect{sec:ispramix}. 

! \end{enumerate} 

! After the length-scale has been computed, it is optionally 

! limited by the method suggested by \cite{Galperinetal88}. This 

! option can be activated in {\tt gotmturb.inp} by setting 

! {\tt length\_lim = .true.} The rate of dissipation is computed 

! according to \eq{epsilon}. 

! !USES: 

use turbulence, only: L,eps,tkeo,tke,k_min,eps_min, & 

cde,galp,kappa,length_lim 

IMPLICIT NONE 

! !INPUT PARAMETERS: 

integer, intent(in) :: method,nlev 

double precision, intent(in) :: z0b,z0s 

double precision, intent(in) :: depth,h(0:nlev),NN(0:nlev) 

double precision, intent(in) :: u_taus,u_taub 

! IDEFINED PARAMETERS: 

integer, parameter :: Parabola=T 

integer, parameter :: Triangle=2 

integer, parameter ::Xing=3 

integer, parameter :: RobertOuellet=4 
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integer, parameter 

integer, parameter 

:: Blackadar=5 

:: ispra_length=7 

!EOP 

! !LOCAL VARIABLES: 

integer :: i,m,j 

double precision 

double precision 

double precision 

double precision 

double precision 

:: ds,db,dbxing,b 

:: beta,gamma,La,int_qz,int_q 

::Lcrit,L_min,Lnum,Lm(0:nlev),Lt,epsv,epst,Lip,geps(0:nlev) 

:: dsp,z0sp,d,Lmin,Ll,Hl,H2,SLyA,C,E,F,dspl,dsp2 

:: dspl,dspu,ml,m2,zl,z2,lml,lm2 

double precision :: 

Cill,al2,al3,al4,a21,a22,a23,a24,a31,a32,a33,a34,a41,a42,a43,a44 

double precision 

double precision 

double precision 

double precision 

double precision 

!BOC 

! distance from bottom and surface initialised 

db=0. 

ds=0. 

;: Ull,ul2,ul3,ul4,u22,u23,u24,u33,u34,u44 

:: 121,131,132,141,142,143 

::flJ2j3J4 

::yl,y2,y3,y4 

:: pl,p2,p3,p4,ks 

! parabolic shape 

select case (method) 

case(parabola) 

do i=l,nlev-l 

db=db+h(i) 

ds=depth-db 

L(i)=kappa*(ds+zOs)*(db+zOb)/(ds+db+zOb+zOs) 



end do 

L(0) = kappa*zOb 

L(nlev) = kappa* zOs 

! triangular shape 

! Modified by Shaheli (2004) 

// triangular shape length scale first modified for zero length scale for z+<10 

II For z >10 a van driest damping equation is applied to make sure a rapid transition 

to the law of wall 

case(tri angle) 

/ distance from bottom and surface initialised 

ds=0. 

! dsp is the non dimensional depth = u*z/v 

dsp=0. 

db=0. 

do i=nlev-l,l>-l 

ds=ds+h(i) 

db=depth-ds 

dsp=(ujaus *ds)/0.000000947 

! Making length scale L(i)= kappa* z 

L(i)=kappa*min(ds+zOs,db+zOb) 

/ then apply a van driest damping equation to make sure 

! a rapid transition to the law of wall for z+ or dsp> 10 

if(ds.ltdb) then 

L(i)=L(i) *(l-exp(-(dsp~10)/10)) 

! Applying near zero length scale for z+ less than 10 

if (dsp.le.10) then 

L(i)=0.000000000000000000000000001 

! Then apply a linear variation of the length scale with a 
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ivery mild slope (ks)for z+ less than 10 to satisfy 

.'the gas transfer velocity for the corresponding wind speed. 

IThe value ofks in the following equation has to be changed 

.'for each run according to the applicable length scale slope in the zone 

L(i)=L(i)+ks*ds 

endif 

.' Getting info about fitting a 3rd order polynomial function 

.' between the two segments of length scale 

!(i.e. first segment a linear scale for z+<10 and 

.' second segment an exponential van Driest transion after z+>10). 

.' lower limit ofz+ at which transition will start = dspl 

.' upper limit ofz+ at which transition will stop = dspu 

! the 4x4 matrix is solved by LU decomposition. 

dspl=8 

dspu=13 

if (dsp.le.dspl) then 

zl=dsp 

lml=(u_taus *L(i))/0.000000947 

if(i.lt. (nlev-1)) then 

ml=(L(i)-L(i+l))/h(i+l) 

endif 

endif 

if (dsp.le.dspu) then 

z2=dsp 

lm2=(ujaus *L(i))/0.000000947 

if (i .It. (nlev-1)) then 

m2=(L(i)-L(i+l))/h(i+l) 

endif 

endif 



endif 

end do 

! Define the force matrix 

fl=lml 

J2=lm2 

f3=ml 

f4=m2 

.'define the known 4X4 matrix 

all=zl**3 

al2=zl**2 

al3=zl 

al4=l 

a21=z2**3 

a22=Z2**2 

a23=z2 

a24=l 

a31=3*zl**2 

a32=2*zl 

a33=l 

a34=0 

a41=3*z2**2 

a42=2*z2 

a43=l 

a44=0 

.'Define L and U matrix 

ull=all 

ul2=al2 

ul3=al3 
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ul4=al4 

I21=a21/ull 

I31=a31/ull 

I41=a41/ull 

u22=a22-l21*ul2 

u23=a23-l21*ul3 

u24=a24-l21*ul4 

I32=(a32-131 *ul2)/u22 

I42=(a42-l41*ul2)/u22 

u33=a3 3-131 *ul 3-132 *u23 

u34=a34-l31 *ul4-l32 *u24 

I43=(a43-I41 *ul 3-142 *u23)/u33 

u44=a44-l41 *ul4-142 *u24-l43 *u34 

! Solve for Y matrix 

yl=fl 

y2=f2-l21*yl 

y3=f3-ylH31-y2H32 

y4=f4-yl H41-y2 H42-y3 *143 

ISolvefor unknown matrix 

p4=y4/u44 

p3=(y3-p4*u34)/u33 



p2=(y2-p3 *u23-p4*u24)/u22 

pl=(yl-p2*ul2-p3*ul3-p4*ul4)/ull 

! Addition of the 3-D polynomial curve between 

! two parts (z+ 8 to z+ 13)ofthe length scale equation 

ds=0. 

dsp=0. 

do i=nlev-l,l,-l 

ds=ds+h(i) 

dsp=(u_taus*ds)/0.000000947 

if ((dsp.ge.dspl) .and. (dsp.le.dspu)) then 

L(i)=(pl *dsp **3+p2 *dsp**2+p3 *dsp+p4) *(0.000000947/uJaus) 

endif 

end do 

L(0) = kappa*zOb 

L(nlev) = kappa*zOs*0 

! modified Xing and Davies (1995) 

! modification of parabolic mixing length 

case(Xing) 

beta = 2. ! a tuning parameter 

do i=l,nlev-l 

db=db+h(i) 

ds=depth-db 

! lu changed a bug in here 

dbxing=db * exp(-beta* db/depth) 

L(i)=kappa*(ds+zOs)*(dbxing+zOb)/(ds+dbxing+zOs+zOb) 

end do 



L(0) = kappa*zOb 

L(nlev) = kappa* zOs 

! modified Robert and Ouellet(1987) 

! modification of parabolic mixing length 

case(RobertOuellet) 

do i=l,nlev-l 

db=db+h(i) 

ds=depth-db 

! lu changed a bug in here 

L(i)=kappa*(db+zOb)*sqrt(l-(db-zOs)/depth) 

end do 

L(0) = kappa*zOb 

L(nlev) = kappa*(depth+zOb)*sqrt(zOs/depth) ! no log-law (!) 

!Blackadar(1962). 

! In the form suggested by Luyten et al. (1996) for two boundary layers. 

case(Blackadar) 

int_qz = 0. 

int_q = 0. 

doi=l,nlev-l 

db=db+h(i) 

! compute the first moment turbulent velocity 

int_qz = int_qz + sqrt(tkeo(i))!lc(db+zOb)*h(i) 

! compute vertically averaged turbulent velocity 

int_q = int_q + sqrt(tkeo(i))*h(i) 

end do 

gamma=0.2 ! an empirical factor 

La=gamma*int_qz/int_q ! free turbulence length-scale 

db=0.0 

do i=l,nlev-l 



db=db+h(i) 

ds=depth-db 

L(i)=l/(l/(kappa*(ds+zOs))+l/(kappa*(db+zOb))+l/La) 

end do 

L(0) = kappa*zOb 

L(nlev) = kappa*zOs 

! Ispramix 

case(ispralength) 

call ispralength(nlev,NN,h,depth) 

L(0) = kappa*zOb 

L(nlev) = kappa*zOs 

case default 

end select 

do i=0,nlev 

! clip the length-scale at the Galperin et al. (1988) value 

! under stable stratifcitation 

if ((NN(i).gt.O).and.(length_lim)) then 

Lcrit=sqrt(2* galp* galp*tke(i)/NN(i)) 

if (L(i).gt.Lcrit) L(i)=Lcrit 

end if 

! compute the dissipation rate 

eps(i)=cde*sqrt(tke(i)*tke(i)*tke(i))/L(i) 

! substitute minimum value 

if (eps(i).lt.epsmin) then 

eps(i) = epsmin 

L(i) = cde*sqrt(tke(i)*tke(i)*tke(i))/eps_min 

endif 

end do 

return 
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end subroutine algebraiclength 

!EOC 

B.2 Modification of Turbulent Kinetic Energy Flux 

B.2.1 Source File name: fk_craig.f90 

!This source file is modified to apply zero kinetic energy flux at the surface. 

!BOP 

! [ROUTINE: TKE flux from wave—breaking \label{sec:fkCraig} 

! [INTERFACE: 

double precision function fk_craig(u_tau) 

! DESCRIPTION: 

! This functions returns the flux of $k$ caused by breaking surface waves 

! according to 

! \begin{equation} 

! Mabel {craig} 

! F_k = \eta u_*A3 

! \point 

! \end{equation} 

! This form has also been used by \cite{CraigBanner94}, who suggested 

!$\eta\approxlOO$. 

! [USES: 

IMPLICIT NONE 

I 

! !INPUT PARAMETERS: 

double precision, intent(in) :: u t au 

! [DEFINED PARAMETERS: 

! eta value has been defined = 0 instead of Craig and Banner defined value of 100 

! to apply zero flux at surface 

double precision, parameter :: eta=0.0 

file:///point


!EOP 

!BOC 

fkcraig = eta*u_tau**3. 

end function fk_craig 

!EOC 

B.2.2 Source File name: production.f90 

! This source file is modified to apply the kinetic energy flux (au* ) 

! at a depth of z+ - 15 as a source of wave breaking turbulence 

!BOP 

! IROUTINE: Turbulence production Mabel {sec: production} 

! IINTERFACE: 

subroutine production(nlev,alpha,u_taus,zOs,num,nuh,h) 

! [DESCRIPTION: 

! This subroutine calculates the production terms of TKE as defined 

! in \eq{PandG}. The shear—production follows from 

! \begin{equation} 

! Mabel {computeP} 

! P=\nu_t (MA2 + \alpha_w NA2) + X_P 

! \comma 

! \end{equation} 

! with the turbulent diffusivity of momentum, $\nu_t$, defined in 

! \eq{nu}. The shear—frequency, $M$, is discretised as described 

! in \sect{sec:uequation}. The term with $\alpha_w$ traces back to 

! a prameterisation of breaking internal waves suggested by 

! \cite{Mellor89}. $X_P$ is an extra production term, connected for 

! example with turbulence production caused by sea-grass, see 

! \eq{sgProduction} in \sect{sec:seagrass}. 

! Similarly, the buoyancy production is computed from the expression 

! \begin{equation} 

file:///alpha_w
file:///comma


\label{computeB} 

B=-\nu_t'NA2 

\comma 

\end{ equation} 

with the turbulent diffusivity of heat, $\nu'_t$, defined in 

\eq{nu}. The buoyancy—frequency, $N$, is discretised as described 

in \sect{sec:stratification}. 

! !USES: 

use meanflow, only: NN,SS,xP,P,B,no_shear 

IMPLICIT NONE 

!INPUT PARAMETERS: 

integer, intent(in) :: nlev 

double precision, intent(in) 

double precision, intent(in) 

double precision, intent(in) 

double precision, intent(in) 

:: alpha 

:: u_taus,zOs 

:: num(0:nlev),nuh(0:nlev) 

:: h(0:nlev) 

ILOCAL VARIABLES: 

double precision 

integer :: i,a 

!EOP 

!BOC 

if (no_shear) then 

P=xP 

else 

P=num*(SS+alpha*NN) + xP 

end if 

B=-nuh*NN 

// Modified by Shaheli (2005) 

ds,Pw,Hrms, u_a,dsp, CI 

file:///comma


/ Apply K.E (eta.u*A3)at z+ ~ IS and distribute it over one grid space 

I distance from surface initialized 

ds=0. 

I the non dimensional depth, u*z/v = dsp 

dsp=0. 

! identify the depth where the depth z+ or dsp is -15 

do i=nlev-l,l,-l 

if(dsp.lt,15) then 

ds=ds+h(i) 

dsp=(u_taus *ds)/0.00000094 7 

end if 

if(dsp.ge,15) goto 112 

end do 

!Production term due to wave breaking added to the production (P) at z+=15 

! and distribute it over one grid space 

! define the value of the wave energy factor (a) as alpha in the following equation 

! for example alpha is set = 10 for the given case 

Alpha=10.0 

112 P(i)=P(i)+(alpha *u_taus * *3)/h (i) 

return 

end subroutine production 

!EOC 

B.3 Modification of boundary condition of Heat Transport Equation to account 

for mass transport 

Source File name: temperature.f90 

!BOP 

! IROUTINE: The temperature equation \label{sec:temperature} 

! IINTERFACE: 

subroutine temperature(nlev,dt,cnpar,I_0,heat,nuh,rad) 
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IDESCRIPTION: 

This subroutine computes the balance of heat in the form 

\begin{ equation} 

\label{TEq} 

\dot{\theta} 

= {\cal D}_\theta 

- \frac{ 1} {\tau_R(\theta)}(\theta-\theta_{obs}) 

+ \frac{ 1} {C_p \rho_0} \partder{I} {z} 

\comma 

\end{ equation} 

where $\dot{\theta}$ denotes the material derivative of the potential 

temperature $\theta$, and 

${\cal D}_\theta$ is the sum of the turbulent and viscous transport 

terms modelled according to 

\begin{equation} 

\label{DT} 

{\cal D}_\theta 

= \frstder{z} 

\left( 

\left( \nu'_t + \nuA\theta \right) \partder{\theta} {z} 

\right) 

\point 

\end{ equation} 

In this equation, $\nu'_t$ and $\nuA\theta$ are the turbulent and 

molecular diffusivities of heat, respectively. The computation 

of $\nu'_t$ is discussed in \sect{sec:turbulenceIntro}. 

Horizontal advection is optionally 

included (see {\tt obs.inp}) by means of prescribed 

horizontal gradients $\partial_x\theta$ and $\partial_y\theta$ and 

calculated horizontal velocities $u$ and $v$. 

file:///rho_0}
file:///comma
file:///right
file:///right
file:///point


Relaxation with the time scale $\tau_R (\theta)$ 

towards a precribed (changing in time) 

profile $\theta_{obs}$ is possible. 

The sum of latent, sensible, and longwave radiation is treated 

as a boundary condition. Solar radiation is treated as an inner 

source, $I(z)$. It is computed according the 

exponential law (see \cite{PaulsonSimpson77}) 

\begin{ equation} 

\label{Iz} 

I(z) = I_0 \bigg(AeA{-\eta_lz}+(l-A)eA{-\eta_2z}\bigg). 

\end{ equation} 

The absorbtion coefficients $\eta_l$ and $\eta_2$ depend on the water type 

and have to be prescribed either by means of choosing a \cite{Jerlov68} class 

(see \cite{PaulsonSimpson77}) or by reading in a file through the namelist 

{\tt extinct} in {\tt obs.inp}. 

Diffusion is numerically treated implicitly, see equations (\ref{sigmafirst})-

(\ref{sigmalast}). 

The tri—diagonal matrix is solved then by a simplified Gauss elimination. 

Vertical advection is included for accounting for adaptive grids, 

see {\ttadaptivegrid.F90}. 

! !USES: 

use meanflow, only: avmolt,rho_0,cp 

use meanflow, only: h,ho,u,v,T,avh,w,grid_method,w_grid 

use observations, only: dtdx,dtdy,t_adv,w_adv,w_adv_discr,w_adv_method 

use observations, only: tprofiTRelaxTau 

use observations, only: A,gl,g2 

IMPLICIT NONE 

! !INPUT PARAMETERS: 

file://{/ttadaptivegrid.F90}


integer, intent(in) :: nlev 

double precision, intent(in) 

double precision, intent(in) 

double precision, intent(in) 

: dt,cnpar 

: l_0,heat 

: nuh(0:nlev) 

! !OUTPUT PARAMETERS: 

double precision 

!EOP 

:: rad(0:nlev) 

! !LOCAL VARIABLES: 

integer :: i,Bcup,Bcdw,flag 

double precision :: Qsour(0:nlev) 

double precision :: Tup,Tdw,z 

logical :: surf_flux,bott_fiux 

BOC 

hard coding of parameters, to be included into namelist for gotm2.0 

Bcup=l !BC Neumann 

Tup=-heat/(rho_0*cp)!Heat flux (positive upward) 

/ The upper two lines are modified by Shaheli to change Bcup = Dirichlet type B.C 

! and to specify upper boundary value of mass (Tup) = 0 

Bcup=2!BC Dirichlet 

Tup=0!Surface concentration (always zero) 

Bcdw=l !BC Neumann 

Tdw=0.!No flux 

surf_flux=.false. 

bott flux^.false. 

rad(nlev)=l_0/(rho_0*cp) 

z=0. 



do i=nlev-1,0,-1 

z=z+h(i+l) 

rad(i)=I_0/(rho_0*cp)*(A*exp(-z/gl)+(l-A)*exp(-z/g2)) 

avh(i)=nuh(i)+avmolT 

end do 

do i=l,nlev 

Qsour(i)=(rad(i)-rad(i-1 ))/h(i) 

if (tadv) Qsour(i)=Qsour(i)-u(i)*dtdx(i)-v(i)*dtdy(i) 

end do 

flag=l ! divergence correction for vertical advection 

call Yevol(nlev,Bcup,Bcdw,dt,cnpar,Tup,Tdw,TRelaxTau,h,ho,avh,w, 

Qsour,tprof,w_adv_method,w_adv_discr,T,surf_flux,bott_flux, & 

grid_method,w_grid,flag) 

return 

end subroutine temperature 

!EOC 



Table A.l: Functional forms of turbulent length scale used in the zone z+ < 10 to find the 

best possible length scale equation. 

Function Type 

Linear 

Length scale equation used in the zone z+ < 10 

1 = ~Ksz 

Constant 
l = K 

' i ^ 

yU* j 

Power function (Type 1) 

Power function (Type 2) 

l = ~z 
' u*z N 

V o J 

l = -Kz 
f v0-5 

' u*z 
\ v J 
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Table A.2: Values of optimized length scale slope (KS) using different thickness of the 

viscous sublayer (dv
+) determined from the concentration profile predicted by the model. 

Values are determined for both SF6 and He diffusing through clean and surfactant 

affected water surface at various wind speeds (£/). 

Clean Surfactant 

U Ks Ks Ks U Ks Ks Ks 

(ms-1) (<C=10) ( C = 8 ) (<SV
+=12) (ms"1) (,SV

+=10) (<5V
+=8) (<5V

+=12) 

3.8 0.13 0.13 0.15 3.9 0.08 0.08 0.085 

4.9 0.17 0.17 0.18 4.9 0.11 0.095 0.12 

6.2 0.19 0.18 0.19 6.2 0.11 0.11 0.11 

7.9 0.25 0.25 0.26 8.2 0.14 0.14 0.14 

9.5 0.23 0.23 0.23 9.8 0.175 0.175 0.19 
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Figure A.l: Plot of non dimensional length (/+) versus non dimensional depth (z+) at a 

wind speed of 3.5 m s_1on clean surface. A, = experimental data points. Solid line 

corresponds to the second order least square regression line fitted in between z+ > 30 and 

zlH<0.035. The correlation coefficient R2 = 0.956. 
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Figure A.2: Plot of non dimensional length (/+) versus non dimensional depth (z+) at a 

wind speed of 4.8 m s_1on clean surface. A, = experimental data points. Solid line 

corresponds to the second order least square regression line fitted in between z+ > 30 and 

z/H<0.035. The correlation coefficient R? = 0.998. 
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Figure A.3: Plot of non dimensional length (/+) versus non dimensional depth (z+) at a 

wind speed of 6.2 m s"'on clean surface. A, = experimental data points. Solid line 

corresponds to the second order least square regression line fitted in between z+ > 30 and 

z/H<0.035. The correlation coefficient Rf = 0.989. 
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Figure A.4: Plot of non dimensional length (/+) versus non dimensional depth (z+) at a 

wind speed of 7.9 m s"'on clean surface. A, = experimental data points. Solid line 

corresponds to the second order least square regression line fitted in between z+ > 30 and 

z/H<0.035. The correlation coefficient RJ = 0.993. 
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Figure A. 5: Plot of non dimensional length (/+) versus non dimensional depth (z+) at a 

wind speed of 9.5 m s~'on clean surface. A, = experimental data points. Solid line 

corresponds to the second order least square regression line fitted in between z+ > 30 and 

z/H<0.035. The correlation coefficient RJ = 0.997. 
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Figure A.6: Plot of non dimensional length (/+) versus non dimensional depth (z+) at a 

wind speed of 3.9m s_1on surfactant contaminated surface. A, = experimental data points. 

Solid line corresponds to the second order least square regression line fitted in between z+ 

> 30 and z/H<0.035. The correlation coefficient R2 = 0.974 
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Figure A.7: Plot of non dimensional length (/+) versus non dimensional depth (z+) at a 

wind speed of 4.9m s_1on surfactant contaminated surface. • , = experimental data points. 

Solid line corresponds to the second order least square regression line fitted in between z+ 

> 30 and z/H<0.035. The correlation coefficient RJ = 0.983. 
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Figure A. 8: Plot of non dimensional length (7+) versus non dimensional depth (z+) at a 

wind speed of 6.2 m s_1on surfactant contaminated surface. • , = experimental data 

points. Solid line corresponds to the second order least square regression line fitted in 

between z+ > 30 and zlHO.035. The correlation coefficient R2 = 0.991. 
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Figure A.9: Plot of non dimensional length (/+) versus non dimensional depth (z+) at a 

wind speed of 8.2 m s"'on surfactant contaminated surface. A, = experimental data 

points. Solid line corresponds to the second order least square regression line fitted in 

between z+ > 30 and zlH O.035. The correlation coefficient R2 = 0.977. 
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Figure A. 10: Plot of non dimensional length (/+) versus non dimensional depth (z+) at a 

wind speed of 7.9m s_1on surfactant contaminated surface. • , = experimental data points. 

Solid line corresponds to the second order least square regression line fitted in between z+ 

> 30 and z/H<0.035. The correlation coefficient Rf = 0.997. 
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Figure A. 11: Comparison of the profiles of predicted and measured (a) dissipation (s) and 

(b) velocity (u) for wind speed of 3.9 m s"1 on clean water surface. Solid line is the model 

predictions of (a) e and (b) u for parameter values of T = 0.0202 Nm"2, zot = 0.0069m and 

a = 20, A is experimental data points. 
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Figure A. 12: Comparison of the profiles of predicted and measured (a) dissipation (e) and 

(b) velocity (u) for wind speed of 4.9 m s"1 on clean water surface. Solid line is the model 

predictions of (a) e and (b) u for parameter values oft = 0.028 Nm"2, zot = 0.0032m and a 

= 24, A is experimental data points. 
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Figure A. 13: Comparison of the profiles of predicted and measured (a) dissipation (e) and 

(b) velocity (u) for wind speed of 6.2 m s"1 on clean water surface. Solid line is the model 

predictions of (a) e and (b) u for parameter values of r = 0.039 Nm" , zot = 0.003 lm and a 

= 10, A is experimental data points. 
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Figure A. 14: Comparison of the profiles of predicted and measured (a) dissipation (e) and 

(b) velocity (u) for wind speed of 8.0 m s"1 on clean water surface. Solid line is the model 

predictions of (a) e and (b) u for parameter values of r = 0.065 Nm"2, zot = 0.004m and a = 

10, A is experimental data points. 
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Figure A. 15: Comparison of the profiles of predicted and measured (a) dissipation (e) and 

(b) velocity (u) for wind speed of 9.5 m s"1 on clean water surface. Solid line is the model 

predictions of (a) e and (b) u for parameter values of T = 0.094 Nm" , zot = 0.0032m and a 

= 5, A is experimental data points. 
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Figure A. 16: Comparison of the profiles of predicted and measured (a) dissipation (e) and 

(b) velocity (u) for wind speed of 3.9 m s"1 on surfactant contaminated water surface. 

Solid line is the model predictions of (a) s and (b) u for parameter values of T = 0.023 

Nm"2, zot = 0.0049m and a = 10, A is experimental data points. 
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Figure A. 17: Comparison of the profiles of predicted and measured (a) dissipation (e) and 

(b) velocity (u) for wind speed of 4.9 m s"1 on surfactant contaminated water surface. 

Solid line is the model predictions of (a) e and (b) u for parameter values of x = 0.028 

Nm"2, zot = 0.004m and a = 10, A is experimental data points. 
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Figure A. 18: Comparison of the profiles of predicted and measured (a) dissipation (e) and 

(b) velocity (u) for wind speed of 6.2 m s"1 on surfactant contaminated water surface. 

Solid line is the model predictions of (a) e and (b) u for parameter values of x = 0.035 

Nm"2, z0t
= 0.0031m and a = 13, Ais experimental data points. 
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Figure A. 19: Comparison of the profiles of predicted and measured (a) dissipation (e) and 

(b) velocity (u) for wind speed of 8.2 m s"1 on surfactant contaminated water surface. 

Solid line is the model predictions of (a) e and (b) u for parameter values of T = 0.055 

Nm"2, zot = 0.0026m and a = 5, A is experimental data points. 
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Figure A.20: Comparison of the profiles of predicted and measured (a) dissipation (e) and 

(b) velocity (u) for wind speed of 9.8 m s"1 on surfactant contaminated water surface. 

Solid line is the model predictions of (a) e and (b) u for parameter values of x = 0.069 

Nm"2, zot = 0.001m and a = 6, A is experimental data points. 
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Figure A.21: Comparison of the profiles of predicted and measured (a) dissipation (e) and 

(b) velocity (u) for wind speed of 3.9 m s"1 on clean water surface. Solid line is the model 

predictions (using Eq. 3.16) of (a) e and (b) u for parameter values of T = 0.0202 Nm" , zot 

= 0.0069m and a = 20, A is experimental data points. 
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Figure A.22: Comparison of the profiles of predicted and measured (a) dissipation (e) and 

(b) velocity (u) for wind speed of 4.9 m s"1 on clean water surface. Solid line is the model 

predictions (using Eq. 3.16) of (a) e and (b) u for parameter values of r = 0.028 Nm" , zot 

- 0.0032m and a = 24, A is experimental data points. 
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Figure A.23: Comparison of the profiles of predicted and measured (a) dissipation (s) and 

(b) velocity (u) for wind speed of 6.2 m s"1 on clean water surface. Solid line is the model 

predictions (using Eq. 3.16) of (a) e and (b) u for parameter values of r = 0.039 Nm" , zot 

= 0.0031m and a = 10, A is experimental data points. 
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Figure A.24: Comparison of the profiles of predicted and measured (a) dissipation (e) and 

(b) velocity (u) for wind speed of 8.0 m s"1 on clean water surface. Solid line is the model 

predictions of (using Eq. 3.16) (a) £ and (b) u for parameter values of T = 0.065 Nm" , zot 

= 0.004m and a = 10, A is experimental data points. 
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Figure A.25: Comparison of the profiles of predicted and measured (a) dissipation (e) and 

(b) velocity (w) for wind speed of 9.5 m s"1 on clean water surface. Solid line is the model 

predictions of (using Eq. 3.16) (a) £ and (b) u for parameter values of T = 0.094 Nm" , zot 

= 0.0032m and a = 5, A is experimental data points. 
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Figure A.26: Comparison of the profiles of predicted and measured (a) dissipation (e) and 

(b) velocity (u) for wind speed of 3.9 m s"1 on surfactant contaminated water surface. 

Solid line is the model predictions (using Eq. 3.16) of (a) e and (b) u for parameter values 

of T = 0.023 Nm"2, zot = 0.0049m and a = 10, A is experimental data points. 
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Figure A.27: Comparison of the profiles of predicted and measured (a) dissipation (e) and 

(b) velocity (u) for wind speed of 4.9 m s"1 on surfactant contaminated water surface. 

Solid line is the model predictions (using Eq. 3.16) of (a) e and (b) u for parameter values 

of T = 0.028 Nm"2, zot = 0.004m and a = 10, A is experimental data points. 
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Figure A.28: Comparison of the profiles of predicted and measured (a) dissipation (e) and 

(b) velocity (u) for wind speed of 6.2 m s"1 on surfactant contaminated water surface. 

Solid line is the model predictions (using Eq. 3.16) of (a) e and (b) u for parameter values 

of T = 0.035 Nm"2, zot = 0.0031m and a = 13, Ais experimental data points. 
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Figure A.29: Comparison of the profiles of predicted and measured (a) dissipation (e) and 

(b) velocity (u) for wind speed of 8.2 m s" on surfactant contaminated water surface. 

Solid line is the model predictions (using Eq. 3.16) of (a) e and (b) u for parameter values 

of T = 0.055 Nm"2, zot = 0.0026m and a = 5, Ais experimental data points. 
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Figure A.30: Comparison of the profiles of predicted and measured (a) dissipation (e) and 

(b) velocity (u) for wind speed of 9.8 m s"1 on surfactant contaminated water surface. 

Solid line is the model predictions (using Eq. 3.16) of (a) e and (b) u for parameter values 

of T = 0.069 Nm"2, zot = 0.001m and a = 6, A is experimental data points. 
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