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ABSTRACT A methodology is developed to assess the time-domain power quality state estimation (PQSE)
in electrical systems based on the Kalman filter implemented using parallel processing techniques through
graphics processing units (GPUs) to reduce the execution time. The measurements used by the state
estimation algorithm are taken from the simulation and transient propagation response of the power network.
The parallel Kalman filter (PKF) state estimation obtains the waveforms for busbar voltages and line currents
with several sources of time-varying electromagnetic transients. The PKF is evaluated using the compute
unified device architecture (CUDA) platform and the CUDA basic linear algebra subprograms library,
the parallel filter is executed onGPU cards. Case studies are applied to solve the time-domain state estimation
using the proposed PKF-PQSE method, obtaining an execution time reduction and including time-varying
harmonics, short circuit faults, and load transient conditions. The speed-up depends on the number of state
variables modeling the electrical system under analysis. The PKF-PQSE results are successfully compared
and validated against the power systems computer aided design/electromagnetic transients including direct
current simulator.

INDEX TERMS Electromagnetic transients, Kalman filters, parallel processing, power quality, state
estimation.

I. INTRODUCTION
The PQSE determines the power quality indices during the
electrical system operation through simulations, modeling,
and measurements. It assesses the dynamic system operation
through the time-domain state estimation [1]–[5]. In this
contribution, as novelty, the state estimation is solved using
the PKF [6]–[8]. The PKF algorithm is programmed using the
CUDA platform [9], [10] and the CUBLAS library [11], [12]
in graphics processing units (GPU). This parallel algorithm is
applied to estimate time-varying electromagnetic transients,
harmonics, inter-harmonics, and sub-harmonics distortion.
Transient conditions may be present in voltage and cur-
rent waveforms, which can be accurately obtained through
time-domain state estimation assessment. The power system
modeling can be replicated through scale-down network pro-
totypes to examine the dynamic operation performance of
large-scale systems; the execution time can be significantly
reduced using parallel processing techniques. The main

contribution of this research work is the proposal of an alter-
native parallel processing methodology to efficiently solve
the PQSE based on GPUs to reduce the execution time and to
implement a real-time state estimation tool in power system
operation analysis.

In [13]–[15], time-domain state estimation is evaluated
using a network model and accounting for noisy measure-
ments from the power system. Modeling, network param-
eters, measurement points, and electrical quantities to be
monitored are important issues to be considered. The sig-
nals are sampled and analogue/digital converted; the sam-
pling frequency is associated with the number of points per
cycle in the discrete-time solution, thus the measurements
must be synchronized. Thismeasurement synchronism can be
obtained by the time stamping through the global positioning
system (GPS) [1]. A determined number of complete cycles
aremeasured and synchronized, and then thesemeasurements
are sent to a control center to process the state estimation
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assessment. The discrete waveforms of measurements are the
input data to the time-domain PQSE.

In [16], the time-domain harmonic state estimation has
been addressed using the PKF, which is now extended
to PQSE including the transient state estimation (TSE) to
analyze effects such as the short circuit faults, generation
changes, and load transients. In this work, the harmonics esti-
mation is examined under a time-varying transient condition.

The time-domain state estimation tracks down fluctua-
tions in the waveforms through the PKF using the criterion
of minimize the error between the measurements and their
estimated values [17], [18]. The time-varying nature of the
electrical generation and load can originate power system
transients [19], [20]. It is important to locate and mitigate the
transient sources to enhance the power quality indices. This
can be achieved with the PQSE to estimate the transients in
the power system [21].

Sensors and monitors are required to have a convenient
network observability and high speed state estimators to
correctly operate and control the power system with safety.
The time-domain state estimation demands reliable mea-
surement instrumentation, high-speed communication links,
and computer systems with enough memory and adequate
numerical processing speed to solve the state estimation [1].
Parallel processing techniques can be applied to consider-
ably reduce the state estimation execution time [22], in par-
ticular, when the order of related matrices is significantly
large and the associated operations can be simultaneously
conducted [23]–[26].

Heterogeneous programming executes the sequential parts
of algorithms in the CPU cores and the steps feasible of
being parallel programmed are processed on GPUs [27].
CUDA is a hardware-software platform from Nvidia; it can
be applied to run the parallel programs using the C++
language; these programs include special commands which
are executed in the GPU hardware [9]. The CPU or host
computes the sequential parts of a determined algorithm to be
evaluated while the parts suitable to be processed in parallel
form are executed in the GPU or device using kernels, i.e. the
parallel functions of the GPU. During the kernel execution,
blocks are created with an equal number of threads to run the
parallel function. Blocks of threads form a grid [10], [27],
and the GPUs act as coprocessors of the CPU. The CUBLAS
library is the parallel version of the basic linear alge-
bra subprograms (BLAS) library. The CUBLAS functions
assess the vector and matrix operations of linear algebra in
GPUs through parallel processing techniques and the CUDA
architecture [11].

An important issue of parallel programming onGPUs is the
necessary data exchange between the CPU and the GPU. This
data flow takes time being part of the parallel program. The
data flow between the CPU and GPU should be minimized
by first allocating the necessary data to decrease the PKF
execution time. Data are numerically processed in parallel;
the results are saved back to the CPU and the GPU memory
is cleared once the time of analysis is completed [11], [12].

FIGURE 1. PQSE based on KF using parallel computing on CPU-GPU
systems.

The rest of paper is organized as follows: Section 2 presents
the proposed PKF-PQSE methodology to solve the time-
domain state estimation. Section 3 includes the case studies
associated with variable harmonics, inter-harmonics, sub-
harmonics, and electromagnetic transients. Section 4 refers
to the CPU-GPU characteristics and the involved execution
time for the analyzed case studies, and Section 5 draws the
main conclusions of this research work.

II. METHODOLOGY
The PKF obtains the time-domain state estimation by per-
forming the following procedure steps:

a) System and measurement models definition and power
system simulation.

b) Initial condition and data allocation in GPU memory.
c) PKF recursive execution in GPU.
d) Save the state estimation results.
e) Clear GPU memory after case study ending.
These steps are illustrated in Fig. 1.
The power system can be modeled in the state-

space framework through a first-order ordinary differential
equation (ODE) set, i.e.

dx/dt = Ax+ Bu (1)
y = Cx+ Du (2)

The continuous-time model can be converted to discrete-
time model. To this purpose, the differential equations are
approximated by difference equations [28], by assuming the
direct transmission matrixD equal to zero, the discrete model
is given as,

xk+1 = Adxk + Bduk (3)
yk = Cxk (4)

Where x is the state vector, Ad the discrete state transition
matrix, Bd the discrete input matrix, u the input vector, y the
output vector,C the output matrix;Ad andBd can be obtained
using the Taylor’s series expansion,

Ad = exp (At) ≈ I + At + At2/2 (5)

Bd =

t∫
0

eAξBdξ ≈ Bt + (ABt)2/2 (6)

If the time step is small, (5) and (6) can be approximated by,

Ad ≈ I + At ≈ 8 (7)

Bd ≈ Bt (8)
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Ad is the state transition matrix; it is also represented by 8,
thus the discrete model is defined as,

xk+1 = 8xk + Bduk + vk (9)

yk = Cxk + wk (10)

The noise terms, v the process noise, and w the measurement
noise, are added to (9) and (10), respectively. They are usually
considered stationary, Gaussian, with zero mean value, and
uncorrelated.

vk ≈ N (0,Qk) (11)

wk ≈ N (0,Rk) (12)

The process and measurement noise covariance matrices are
represented by Q and R, respectively.

The system dynamics is described by (1) and (9), while
the measurement state estimation equation is related to (2)
and (10) as,

zk = Hxk + ek (13)

where z is the measurement vector; this vector contains the
output variables selected as measurements from vector y,
H is the measurement state estimation matrix. This matrix
describes the relationship between state variables and mea-
surements, and e is the state estimation error, which repre-
sents the difference or residual between the actual or real
measurement values and the estimated measurements.

The KF algorithm begins by considering an initial condi-
tion for the state vector; this condition can be assumed equal
to zero, x(0)=0. The initial error covariance matrix is defined
as,

P (0) = E
[(
x̂− x (0)

) (
x̂− x (0)

)T ]
= E[

(
x̂
) (
x̂
)T ] (14)

where E is the expected value.
The recursive KF algorithm can be divided into three main

steps [6], as:
1. A priori time update.
1.1 Predict state vector.

x̄k+1 = 8k x̂k + Bduk (15)

1.2 Predict error covariance matrix.

P̄k+1 = 8kPk8T
k + Qk (16)

2. KF gain.

Kk+1 = P̄k+1HT (HP̄k+1HT
+ Rk )−1 (17)

3. Measurement update.
3.1 Update state vector.

x̂k+1 = x̄k+1 + Kk+1(zk+1 −Hx̄k+1) (18)

3.2 Update error covariance matrix.

Pk+1 = (I − Kk+1H)P̄k+1 (19)

Q and R matrices are the process and measurement noise
covariance matrices, associated with v and w noises, respec-
tively. These matrices are defined by,

Qk = E(vkvTk ) (20)

Rk = E(wkwTk ) (21)

The inverse matrix of (17) can be obtained through LU
decomposition with backward-forward substitutions. These
numerical processes can be parallel executed using the
CUBLAS functions in the GPU. The LU decomposition can
be based on the Crout’s reduction algorithm [29], [30]. For
a Rm×m square matrix, the steps of this algorithm are as
follows:

a) Subdivide the matrix to invert to define the first element
as pivot,

A =
[
a1 AH
AV A2

]
(22)

where a1 is the pivot, AV ∈ R(m−1)×1, AH ∈ R1×(m−1), and
A2 ∈ R(m−1)×(m−1).

b) Multiply AV by the reciprocal of the pivot as,

A′V = (1/a1)AV (23)

A′ =
[
a1 AH
A′V A2

]
(24)

c) Evaluate A2′ as,

A
′

2 = A2 − (A′V )AH (25)

d) Substitute A2 in A′ (24) by A2
′ (25) to obtain A′′ (26) as,

A′′ =
[
a1 AH
A′V A′2

]
(26)

Equation (26) is the result of the first pivoting. To continue
with the next pivot, the first diagonal element of A′2is now
the new pivot; the steps a-d are applied to A′2to complete
the new pivoting. This pivoting process is repeated from 1 to
m-1 times for the diagonal elements of A. The result is the
U upper triangular matrix and the L unit lower triangular
matrix, i.e. the LU decomposition, which is obtained in the
same place of the original matrix.

After the LU decomposition, backward-forward substitu-
tions are applied to obtain the inverse matrix. Notice that
matrix-vector operations can be carried-out using parallel
processing in the GPU.

The normalized root mean square error (NRMSE) is used
to validate the proposed methodology. This error measures
the difference between estimated values and the values actu-
ally observed; lower error indicates less estimation residual.
The NRMSE is defined by,

NRMSE =

√
np∑
t=1

(x̂t−xt )2

np

xmax − xmin
(27)

where x̂ is the estimated vector, x is the real or actual vector,
and np the number of points.
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TABLE 1. Kalman filter matrix and vector order.

When parallel algorithms are evaluated, the main interest
is to assess the efficiency with respect to the sequential
implementation. The speed-up gives the relative benefit of
the parallel solution against the sequential program execution
and it is defined as the relation between the time taken to
complete the solution using only one processor working in
sequential form and the time required to obtain the same
solution using several processors working in parallel. If the
sequential processor is identical to the parallel processors,
the speed-up is defined as,

S = TS/TP (28)

where Ts is the sequential execution time, Tp is the parallel
execution time, and S the speed-up [31].

If the sequential processor and the parallel processors have
different computational characteristics, a factor fs is intro-
duced to normalize the speed up as,

Sn = S/fs = Ts/[T p (fs)] (29)

where Sn is the normalized speed-up, fs speed-up factor which
depends of the relation between the sequential to parallel
computational characteristics [32], [33].

A. KALMAN FILTER BASED ON THE PARALLEL
CUBLAS FUNCTIONS
The KF takes the discrete state space modeling represented
by (9) and (10), and the measurement model (13), to follow
the power system dynamics and to estimate the state and out-
put variables, considering synchronized measurements from
the power system that may be contaminated with noise. The
KF attempts to separate the measurement and process noises
to estimate the state variables [17]. Table 1 gives the order of
the associated matrices with i inputs, m measurements, and
n states.

The flowchart of Fig. 2 gives the PKF numerical process;
all matrix operations are parallel executed in the GPU using
the CUBLAS functions.

Table 2 indicates the parallel CUBLAS functions to
perform the steps of PKF flowchart shown in Fig. 2.
They evaluate vector-vector addition, matrix-vector product,
matrix-matrix addition, matrix-matrix product, among other
operations; these CUBLAS functions are parallel processed

FIGURE 2. KF flowchart, matrix operations are parallel evaluated in the
GPU using the CUBLAS functions.

in the GPU using a column vector form to operate all vec-
tors and matrices. Operation vectoring in GPUs reduces the
execution time [11], [12].

The inverse matrix in the PKF algorithm (step 3) is
obtained using the LU decomposition jointly with backward-
forward substitutions. The parallel CUBLAS functions
Dscal and Dger are used to obtain the LU factors. They
are executed m-1 times (m measurements) to obtain the
LU decomposition. These functions assess the Crout’s reduc-
tion algorithm (22)-(26). The Dtrsm function evaluates the
backward-forward substitutions to obtain the inverse matrix
of (17) [12]. Step 3 takes most of the PKF execution time
with the inverse matrix being calculated at each time-step of
the state estimation [34].

Table 1 gives thematrices and vectors that are allocated and
set with initial values in the GPU memory. The KF recursive
algorithm is in turn executed in the GPU through the parallel
CUBLAS functions; the state estimation solution is sent from
GPUmemory to CPUmemory. Transients and harmonics are
time-varying effects during the power system operation that
can be traced with the KF implemented in parallel execution.

III. POWER QUALITY STATE ESTIMATION CASE STUDIES
The IEEE 14-bus test power system shown in Fig. 3 is eval-
uated in the case studies to follow. A three-phase 100 MVA
base power and a phase–phase 230 kV base voltage are used
to obtain the pu values. The transmission lines 1-2, 1-5, 2-3,
2-4, 2-5, 3-4, and 4-5 are represented by the nominal-π circuit
line model, and the rest of the lines by a series-impedance; the
power transformers 4-9, 5-6, 4-8-9 are modeled by inductive
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TABLE 2. Parallel CUBLAS functions to assess the KF steps in Fig. 2 with
m measurements.

reactances, according to the IEEE 14 bus test power system
specification [35].

The synchronous generators are modeled by sinusoidal
voltage sources at the fundamental frequency, inductive elec-
tric loads are connected at the indicated busbars. The test
power system is modified to include variable harmonic
sources connected at busbars 12, 13, and 14 to represent

FIGURE 3. Modified IEEE 14-bus test power system including harmonic
sources at busbars 12, 13, and 14.

nonlinear electric loads injecting harmonic and inter-
harmonic currents. Under this operating condition, the har-
monic and transient state estimation can be assessed through
the recursive PKF algorithm [20].

The power system state space model consists of 43 first-
order ordinary differential equations (ODE) for a single-
phase case. This model is solved to assess the harmonic
propagation or a transient condition in the network using
the fourth-order Runge-Kutta (RK4) method with a time-step
of 512 points per cycle or 32.55 microseconds. Table 3 gives
the state variables of the system and the output variables taken
as measurements.

The harmonic distortion and transients are estimated using
the PKF algorithm including the state space model and
the measurement equation z=Hx. Second row of Table 3
indicates the states that are selected as measurements to
define the z vector. The measurement equation has an under-
determined condition with the 38 selected measurements; the
PKF methodology estimates the state variables and attempts
to obtain the minimum error between the actual and estimated
values.

A. PKF-PQSE INCLUDING TIME-VARYING HARMONIC
SOURCES AT BUSBARS 12, 13, AND 14
Table 4 gives time-varying harmonic injections, which can
be generated during the operation of power systems when
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TABLE 3. State and monitored variables.

TABLE 4. Time-varying harmonic injections.

nonlinear electric loads are connected, e.g. motor drives,
AC/DC rectifiers, DC/AC inverters, HVDC links, thyris-
tor controlled devices or flexible ac transmission systems
(FACTS), among others loads [36]–[40]. The injected har-
monics are increased during the last seven cycles to estimate
a time-varying harmonic condition. The harmonic magni-
tudes are increased three times of their initial values during
cycles 7-10 and then five times during cycles 11-14 at
busbars 12, 13, and 14.

The PKF obtains the harmonic state through the first-
order ODE set, modeling the power system, and the available
measurements, which can be contaminated with a stationary
and Gaussian noise, this noise is assumed as being 2% signal-
to-noise ratio (SNR).

A close agreement is obtained between the actual values
and the proposed PKF solution. Fig. 4 illustrates the actual
and estimated state variables and their difference for line
currents. Actual and observed variables are obtained from
the harmonic propagation response through the state space
model and the fourth-order RK4 method with a time step of
32.55 microseconds.

The difference represents the error between the actual and
estimated values. This error presents an increase when the
total harmonic distortion is increased, during 7-10 cycles and
then during 11-14 cycles. The error increase is due to the
fast fluctuations in the waveforms; its maximum magnitude
is 4.6%.

Fig. 5 shows the waveforms for generator currents
at busbars 1-2 under the time-varying harmonic con-
dition. The generator currents are calculated using the

FIGURE 4. Waveforms of line currents, assuming time varying harmonic
sources at busbars 12, 13, and 14. (a) Actual, (b) PKF estimate,
(c) Difference.

FIGURE 5. Actual, PKF estimation, and PSCAD/EMTDC response with
time-varying harmonics. (a) Generator waveform at busbar 1 and
harmonic content, (b) Generator waveform at busbar 2 and harmonic
content. The estimation is identical to the actual current waveforms.

estimates for the line currents (Fig. 4) and applying the
KCL. Actual and PKF estimated waveforms are vali-
dated through direct comparison against the power systems
computer aided design/electromagnetic transients includ-
ing direct current (PSCAD/EMTDC) solution. The actual,
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TABLE 5. Sub-harmonic and inter-harmonics injections at busbars 12,13,
and 14.

estimated and PSCAD/EMTDC waveforms closely agree
with the proposed PKF methodology. The NRMSE is 0.92%
and 0.53% for the PKF estimates, 0.7% and 0.68% for
the PSCAD/EMTDC responses for generator currents at
busbars 1 and 2, respectively, as compared against the actual
response.

The harmonic content for generator currents is obtained
using the discrete Fourier transform (DFT) during the last
cycle of the waveforms. For the generator current waveform
at busbar 1, THD is 31.2%, 33.6%, and 33.0% for actual,
PKF estimate, and PSCAD/EMTDC waveforms, respec-
tively. Similarly, THD is 9.0%, 10.3%, and 10.1% for actual,
PKF estimate, and PSCAD/EMTDC waveforms, respec-
tively, for the current of the generator at busbar 2. This
harmonic distortion is due to the harmonic currents injected
at busbars 12, 13, and 14, which in turn flow through network
lines and reach the generators and loads, adversely affecting
the power quality and the power system operation.

B. PKF-PQSE INCLUDING SUB-HARMONICS AND
INTER-HARMONICS
The inter-harmonics can be present in the distorted wave-
forms; they have intermediate harmonic frequencies. In gen-
eral, inter-harmonics rms values are low, as compared against
the fundamental frequency rms value. Power quality is
affected due to the presence of inter-harmonics, as cause
heating, flicker, communications interference, and magnetic
saturation, among others [41].

Inter-harmonics can be generated by nonlinear loads such
as rectifiers, dc/ac converters, thyristor controlled electronic
devices, speed motor drives, and electric arc furnaces, among
other nonlinear electrical loads [42].

The injected harmonics at busbars 12, 13, and 14 are added
with a sub-harmonic and two inter-harmonic components to
review the effect on the line currents and busbar voltages of
the test power system using the PKF method. Table 5 gives
the frequency and magnitude of these components.

Fig. 6 shows the actual, PKF estimation, and PSCAD/
EMTDC waveforms for line currents 6-11 and 7-8. The
NRMSE for these currents are 0.85% and 0.81% for PKF
estimates; and 0.78% and 0.92% for the PSCAD/EMTDC
responses [43], respectively.

The high waveform distortion is generated by the
harmonics, sub-harmonic, and inter-harmonics injections.
Line 6-11 current has a THD of 30.12%, 30.10%, and
29.59% for actual, PKF estimation, and PSCAD/EMTDC

FIGURE 6. PKF-PQSE including harmonics, sub-harmonics, and
inter-harmonics injections at busbars 12, 13, and 14. (a) Line current
waveform 6-11 and harmonic content, (b) Line current waveform 7-8
and harmonic content. The NRMSE is less than 1%.

response, respectively. For line 7-8 current, THD is 38.92%,
38.95%, and 41.45%, for actual, PKF estimation, and
PSCAD/EMTDC, respectively. The maximum difference
between solutions is approximately 2.5%.

Thewaveforms contain dc component and even harmonics;
this is due to the injected currents including sub-harmonics,
inter-harmonics, and harmonic distortion, which flow from
the electric loads through the lines and reach the generators.

Fig. 7 shows the voltage waveform at busbar 8 and its
harmonic content; this is one of the most distorted busbar
voltages in the network. THD is 10.1%, with particular pres-
ence of 3rd, 5th, and 7th harmonics, of 3.5%, 9.3%, and 2.4%,
respectively.

The high voltage waveform distortion is again due to the
nonlinear load currents represented by the injections of har-
monics, inter-harmonics, and sub-harmonics; also, the pres-
ence of even harmonics is due to these components.

C. PKF-PQSE WITH A SHORT CIRCUIT FAULT AT BUSBAR 6
A transient condition can be originated by faults,
load or generation changes, switching, lighting, among others
effects [36]. Transients are estimated using the proposed
PKF-PQSE methodology. To this purpose, a single-phase
to ground fault is applied at busbar 6 connecting a resis-
tance of 0.52 pu between busbar and ground; beginning at
7th cycle and ending at 9th cycle of the time interval. PKF-
PQSE allows the estimation of line currents using noisy and
partial measurements from the system. For this case study,
2% of SNR noise is added to measurements.

Fig. 8 shows the waveforms for line currents, state vari-
ables 1-20, i.e. actual, PKF-PQSE estimates, and their
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FIGURE 7. Voltage busbar 8 including harmonics, sub-harmonics and
inter-harmonics injections at busbars 12, 13, and 14. (a) Waveform,
(b) Harmonic content. The THD is 10.1%.

FIGURE 8. Actual, PKF estimation, and difference of line currents,
single-phase to ground fault at busbar 6. (a) Actual, (b) PKF estimate,
(c) Difference.

difference. Please observe the close agreement achieved
between actual and estimated waveforms, with a maximum
difference of 2% between responses.

Fig. 9 shows the short circuit transient condition for cur-
rents in transformer 5-6, line 6-11, and their residuals; starting

FIGURE 9. Actual, PKF estimation, PSCAD/EMTDC response of currents in
transformer 5-6 and line 6-11, short circuit fault at busbar 6.
(a) Transformer 5-6, (b) Residual, (c) Line 6-11, (d) Residual.

at the 7th cycle of the initial pre-fault period (cycles 1-6),
followed by three cycles of fault condition (cycles 7-9), and
then five cycles of post-fault state (cycles 10-14). The actual
and PKF-PQSE estimates are in close agreement with the
response obtained with PSCAD/EMTDC. NRMSE is 0.19%
and 1.21%, respectively, for the PKF estimated currents,
and 0.33% and 0.56% for PSCAD/EMTDC. Residuals have
noticeable magnitudes during the post-fault period. However,
the actual and estimated waveforms still present a close
agreement.

Fig. 10 shows the generator current at busbars 1 and 2. The
actual, PKF-PQSE estimate, and PSCAD/EMTDC response,
respectively, closely agree. These generator currents fluctu-
ate according with the transient short circuit condition at
busbar 6. NRMSEs are 0.51% and 0.37% for PKF esti-
mated currents, and 0.12% and 0.14% for currents obtained
by PSCAD.

The residual fluctuations are constant during the period
under analysis; only the PSCAD/EMTDC residual shows an
increase in the post-fault period, but eventually disappears
when the system steady state is reached.

D. PKF-PQSE UNDER A LOAD TRANSIENT
CONDITION AT BUSBAR 14
The PQSE is assessed using the PKF considering a load
transient at busbar 14 represented by the connection of a
parallel resistive load at busbar 14 to simulate a sudden incre-
ment of electric load at the busbar. The connected resistive
load is of 0.5 pu or 264.5 ohms; the load increase begins
at the sixth cycle or 0.083 seconds and ends at the eleventh
cycle or 0.167 seconds, the transient load condition remains
active during five cycles.

Fig. 11 shows the actual and estimated waveforms for
line currents and their difference during the state estimation.
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FIGURE 10. PKF-PQSE of generator currents at busbars 1-2, short circuit
fault at busbar 6. (a) Generator busbar 1, (b) Residual, (c) Generator
busbar 2, (d) Residual. The actual and estimated waveforms closely agree.

FIGURE 11. Actual, PKF estimate, and difference of line currents, load
transient at busbar 14. (a) Actual, (b) PKF estimate, (c) Difference.

The difference is always below 5% and it is notice-
able only during the transient load condition (6-10 cycles,
0.083-0.167 s) and when the load transient is removed
(11 cycle). After the load transient, the power system reaches
its steady state being the state estimation error or difference
below 1.5% (after 11 cycle).

The load transient originates voltage and current fluc-
tuations. Fig. 12 illustrates the waveforms for currents in

FIGURE 12. Actual, PKF estimate, PSCAD/EMTDC and residuals of
currents in lines 9-14 and 13-14, load transient at busbar 14.
(a) Line 9-14, (b) Residual, (c) Line 13-14, (d) Residual.

lines 9-14 and 13-14. The actual, estimated, and PSCAD/
EMTDC waveforms are in close agreement during the state
estimation (Figs. 12a and 12c); however, an error or residual
is present, as shown in Figs. 12b and 12d.

The error between the actual waveform and the PKF-PQSE
estimate is always below 2%, but the error between the actual
waveform and the PSCAD/EMTDC response during the tran-
sient has a peak value of approximately 1.8% and after the
transient, this error decays from 1.8% to less than 1% during
the next two cycles, as shown in Fig. 12d. This error can
be due to the measurement noisy condition during the state
estimation and it does not depend of the integration method
used. To obtain the actual system response, the RK4 and the
trapezoidal rule (TR) methods were used, giving identical
results. Therefore, an identical error was obtained when com-
pared against the response obtained by the PSCAD/EMTDC
simulator. The NRMSEs are 0.42% and 0.47% for the esti-
mated currents in lines 9-14 and 13-14, respectively, during
the 14 cycles under analysis.

Fig. 13 shows the generator currents at busbars 1 and 2.
These waveforms show the load transient at busbar 14,
beginning with the initial transient (1-3 cycles, 0.0-0.05 s),
steady state period (4-5 cycles, 0.05-0.083 s), load transient
(6-10 cycles, 0.083-0.166 s), post-load transient
(11-13 cycles, 0.166-0.216 s), and periodic steady state
(14 cycle, 0.216-0.233 s).

The actual, PKF-PQSE, and PSCAD/EMTDC responses
are in close agreement during, after the load transient, and in
the periodic steady state with a low state estimation error. The
NRMSE between the actual and the PKF-PQSE is 0.66% and
0.42% for generator currents at busbars 1 and 2, respectively.
Similarly, the NRMSE between actual and PSCAD/EMTDC
response is 1.02% and 0.66% for the same generator currents.

Fig. 14 shows the estimated voltage at busbars 12, 13, and
14 using the PKF-PQSEmethod under the load transient. The
voltage waveforms at busbars 12, 13, and 14 show a voltage
sag during the load transient; approximately of 8, 10, and 20%
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FIGURE 13. PKF-PQSE of generator currents at busbars 1-2, load transient
at busbar 14. (a) Generator busbar 1, (b) Residual, (c) Generator busbar 2,
(d) Residual. The maximum state estimation error is 1.02%.

FIGURE 14. PKF-PQSE of voltages at busbars 12, 13, and 14 with transient
condition at the electrical load of busbar 14. Voltage sag/swell condition
is originated at the busbars.

respectively, and an increase of 10, 15, and 25% respectively,
after the transient generating a voltage swell.

IV. CPU-GPU CHARACTERISTICS AND EXECUTION TIME
The PKF-PQSE method has been implemented on Intel(R)
Xeon(R) CPU E5-1603, 2.8 GHz, 4 GB RAM jointly with
Nvidia GeForce GT 630 GPU using C++, CUDA, and
CUBLAS library. Table 6 gives the GPU characteristics.

The test system model was replicated several times to
simulate and estimate systems with more state variables.
Table 7 gives the number of replicated models, the number of

TABLE 6. Nvidia Geforce GT 630 GPU data.

TABLE 7. Execution time (s) and speed up.

TABLE 8. NRMSE results.

states and the execution time for the sequential and parallel
programs.

The normalized speed-up was calculated using (29) with a
factor fs of 20. The speed-up increases with the size of the
electrical power grid. Parallel processing techniques based
on the CPU-GPU configuration and the CUBLAS functions
have been compared against the sequential execution of CPU
C++ code. The case study of time-varying harmonics has
been used to measure the execution times. From the obtained
speed-up values, the PKF-PQSE method can be applied to
obtain the time-domain state estimation assessment of large-
scale power systems to reduce the execution time.

The PKF-PQSE takes less execution time than the CPU
C++ sequential code to obtain the power system state as
shown in Table 7. The PKF results have been compared
against those obtained by the PSCAD/EMTDC simulator; the
residuals indicate a close agreement between both responses.

A different comparison takes into account the NRMSE
obtained by each case study. Table 8 shows results for
current of generators at busbars 1 and 2. The maximum
difference between the NRMSE of both solutions is approx-
imately 0.75% for the generator current busbar 1 of the
inter-harmonics case study.

The case studies show sudden variations in the time-
varying harmonics, inter-harmonics, and transients, despite
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of this, the PKF-PQSE methodology closely follows the
fluctuations and adequately performs the time-domain state
estimation.

The PKF-PQSE significantly speeds-up the state estima-
tion in large-scale power systems, since the speed-up between
the sequential and parallel execution is proportional to the
number of states in the system. However, the PKF-PQSE
requires the CPU-GPU configuration to apply parallel pro-
cessing. This configuration needs data interchange between
the CPU and GPU processors.

The nonlinear models of components and power systems
can be analyzed and estimated by modifying the KF with
extensions, such as the extended and unscented KFs. These
filters can be implemented using parallel processing tech-
niques on CPU-GPU systems to estimate nonlinear power
system cases.

V. CONCLUSION
A time-domain state estimation method based on PKF
(named PKF-PQSE) programmed using the CUDA platform
and the CUBLAS library on GPU has been proposed. In par-
ticular, it has been applied for power systems with an under-
determined measurement equation and a significant number
of state variables. The KF algorithm has been parallel imple-
mented to assess the matrix operations to reduce the filter
execution time. This parallel algorithm efficiently solves the
time-domain state estimation of power systems consider-
ing time-varying harmonics, inter-harmonics, sub-harmonics,
and electromagnetic transients. This state estimation has been
evaluated with a reduced execution time and with an accept-
able residual error according with the case studies results.
The proposed PKF-PQSE methodology can be an attractive
alternative to implement the real-time assessment of time-
domain state estimation.

The PKF-PQSE method has been assessed in terms of
computational efficiency in the GPU to show the obtained
speed-up, as compared to the sequential execution to evaluate
the time-domain state estimation (Table 7). For the analyzed
case studies, the speed-up is proportional to the state variables
of the system. The results obtained with the PKF-PQSE
method have been successfully validated through direct
comparison against the actual system response and against
the PSCAD/EMTDC solution. In all cases, a close agree-
ment was obtained. The average error between responses
was 0.34%.

A set of first-order ordinary differential equations rep-
resents the dynamic response of the power system and its
components. The estimated state variable waveforms have
been obtained through the proposed time-domain methodol-
ogy and their harmonic content through a DFT exercise. The
PKF requires a power systemmodel and a set of synchronized
measurements from the system to estimate the state variables.
The output variables are in turn calculated using the estimated
state variables to be compared against the measured output
variables to obtain the state estimation residual. A prospective
work is to apply the CPU-GPU parallel processing system

to assess the extended and unscented KFs state estimation in
nonlinear power systems.
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