
 

University of Alberta 
 
 
 

Three dimensional simulation and magnetic decoupling  
of the linac in a linac-MR system 

 
by 

 

Joël St. Aubin 
 
 
 
 

A thesis submitted to the Faculty of Graduate Studies and Research  
in partial fulfillment of the requirements for the degree of  

 
 

Doctor of Philosophy 

in 

Medical Physics 
 
 
 
 

Department of Physics 
 
 
 
 
 

©Joël St. Aubin 

Fall 2010 
Edmonton, Alberta 

 

 

 

 

 
Permission is hereby granted to the University of Alberta Libraries to reproduce single copies of this thesis 
and to lend or sell such copies for private, scholarly or scientific research purposes only. Where the thesis is 

converted to, or otherwise made available in digital form, the University of Alberta will advise potential users 
of the thesis of these terms. 

 
The author reserves all other publication and other rights in association with the copyright in the thesis and, 

except as herein before provided, neither the thesis nor any substantial portion thereof may be printed or 
otherwise reproduced in any material form whatsoever without the author's prior written permission. 



 

Examining Committee 

Dr. Gino Fallone, Physics/Oncology, University of Alberta 

Dr. Stephen Steciw, Oncology, University of Alberta 

Dr. Richard Sydora, Physics, University of Alberta 

Dr. Satyapal Rathee, Oncology, University of Alberta 

Dr. Sharon Morsink, Physics, University of Alberta 

Dr. Charlie Ma, Radiation Oncology/Radiation physics, Fox Chase Cancer Center



 

Abstract 

 Real time image guided radiotherapy has been proposed by integrating an 

in-line 6 MV linear accelerator (linac) to a magnetic resonance (MR) imager in 

either a parallel or transverse configuration. In either configuration, magnetic 

interference in the linac is caused by its immersion in the magnetic fringe fields of 

the MR imager. Thus in order to minimize the effect of the magnetic interference, 

investigations on linac performance in external magnetic fields was completed 

through various simulations.  

 Finite difference and finite element methods as well as particle simulations 

were performed in order to design an electron gun and an in-line 6 MV linac 

waveguide. Monte Carlo simulations provided calculations of dose distributions 

in a water tank from the derived electron phase space at the linac target. The 

entire simulation was validated against measurements taken from a commercial 

medical in-line 6 MV linac, other simulation programs, and theory.  

 The validated linac simulation was used to investigate linac performance 

in external magnetic fields. The results of this investigation showed that the linac 

had a much lower tolerance to transverse magnetic fields compared to 

longitudinal fields. While transverse magnetic fields caused a global deflection of 

the electron beam away from the central axis of the waveguide, longitudinal fields 

changed the optics of the electron gun in a suboptimal way. Both transverse and 

longitudinal magnetic fields caused excessive beam loss if the field strength was 

large enough. Heating caused by excessive beam loss in external magnetic fields 

was shown to have little effect on the resonant frequency of the waveguide, and 



 

any change in dosimetry, if it existed, was shown to be easily corrected using the 

jaws or multileaf collimators (MLCs). It was determined that the low-field 

parallel configuration linac-MR system investigated did not require any magnetic 

shielding, so the focus was on shielding the transverse configuration. Using beam 

loss, MLC motor tolerance to magnetic fields, and MR imager homogeneity as 

constraints, passive and active magnetic shielding was designed and optimized. 

Thus through the parallel configuration, or using magnetic shielding, magnetic 

interference has been reduced to within the linac operational tolerance.
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CHAPTER 1: Introduction 

1.1  HISTORY OF EXTERNAL BEAM RADIATION THERAPY 

 External beam radiation therapy began with the discovery of X-rays by 

Wilhelm C. Roentgen in 1895 using a Hittorf-Crookes tube at the University of 

Wurzburg.1 Cathode rays, or electrons, were accelerated in vacuum using an 

electrostatic field and the abrupt change in acceleration upon impacting the outer 

glass tube generated the X-rays through bremsstrahlung production2. Treatments 

using the newly discovered X-rays were performed within a month of their 

discovery by Emil Grubbé and continued to treat cancer and other malignancies 

with equipment whose peak voltage was 250 kV or less. It was recognized that 

the scope of radiation therapy would be limited until higher energy X-rays could 

be produced.3 In 1937 a megavoltage 1 MV X-ray unit was installed for patient 

treatments in St. Bartholomew’s Hospital (Barts) in London England. It was a 30 

foot long evacuated X-ray tube using two Cockcroft-Walton high voltage 

generators each capable of generating 600 kV.3 This unit at Barts represented a 

major technical development since it also included a variable field size for 

collimation, an adjustable height patient couch, and a built in parallel plate 

monitoring system. Clinical studies throughout World War II using the 

megavoltage treatment unit4, 5 left no doubt as to the benefits of X-ray treatments 

with energies of at least 1 MV.  

The next development in particle acceleration technology came in 1924 

when Gustaf Ising proposed a resonance method for particle acceleration.6 The 

theory was that a low voltage could be applied to a particle repeatedly such that 

the particle gained energy larger than any one voltage. This reduced the required 

voltages applied to the accelerator overcoming electrical breakdown issues. In 

1928 Rolf Wideroe applied Ising’s theory and built the first accelerator using the 

resonance method to accelerate potassium ions.7 In his work, Wideroe proposed a 

beam transformer which was essentially the magnetic induction section of a 

betatron. In 1932, Ernest Lawrence developed the particle accelerator known as 

the cyclotron.8 Whereas Wideroe’s accelerator provided linear acceleration, the 
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cyclotron provided acceleration as the particles traveled in circular orbits. In 

1933, the Van de Graaff accelerator was developed9 by its name sake, and was 

applied clinically producing 2 MV X-rays. The first application of the Van de 

Graaff accelerator in radiation therapy allowed for both a megavoltage photon and 

electron beam. The accelerator could be rotated to provide different treatment 

angles, but only with significant difficulty.3 In 1940, Donald Kerst, at the 

University of Illinois, developed the betatron10 which exclusively accelerated 

electrons to high energy in a similar fashion as a cyclotron. The first betatron 

developed by Kerst accelerated electrons to 2.3 MeV, the second to 20 MeV and 

the third to 300 MeV.3 A target was placed on the betatron injector assembly 

which provided high energy X-rays and the electron beam was so well collimated 

that the X-rays generated in the target had a sharply defined radiation field with 

no penumbra. A thirty field treatment using the betatron was performed on a 

graduate student with glioblastoma in 1948 at the University of Illinois. The 

treatment required the development of dosimetry, monitoring and collimation of 

the various fields. All of the thirty fields were non-coplanar such that multi-arc 

rotational therapy was achieved.11, 12 The betatron, with improvements for 

medical use, was installed in at the Saskatoon Cancer Clinic in 194813, and in 

1949 at the University of Illinois College of Medicine. Treatments in the range of 

6 – 22 MeV began in 1950 at the University of Illinois.14  

A big technological advancement that lead to the medical linear 

accelerator (linac) came with the development of klystrons and magnetrons during 

World War II to produce high power microwaves for radar. These microwave 

power sources were applied in radiation therapy to provide the power necessary to 

accelerate charged particles with smaller equipment. Smaller medical linacs were 

subsequently developed as an efficient method of particle acceleration using 

klystron or magnetron technology.15, 16 The first linac was an 8 MV unit installed 

at the Hammersmith Hospital in England in 1953. Later in the same year 4 MV 

units were installed at the Christie and Newcastle General Hospitals. The linac 

installed at the Christie hospital capable of a 120° rotation. A 6 MV unit was 
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installed at Stanford on which the first patient was treated in 1956. A prototype 

compact 6 MV linac which allowed a full 360° gantry rotation was installed at the 

UCLA medical center and the first production model was installed at the Stanford 

University School of Medicine; both in 1962. 

As an alternative to linear accelerator external beam radiation therapy, a 
60Co unit was used in 1951 at the Saskatoon Clinic in Canada. The 60Co source 

was generated through the activation of 59Co in the high flux NRX reactor at the 

Oak Ridge National Laboratory in Chalk River, Ontario in 1949. 60Co was also 

used starting in 1951 at MD Anderson Hospital in Houston, Texas.13 60Co has the 

major advantage in that it does not have the large power requirements of the linac, 

and the entire treatment unit is simple compared to the complex nature of the 

linac. With its mean energy of 1.25 MeV, 60Co provides significant improvements 

over kilovoltage X-ray units, but compared to the linac, it has a larger source size 

leading to a larger penumbra, less skin sparing due to its lower energy, and a 

lower dose rate set by the source size and the specific activity of 60Co. The 

drawbacks of 60Co are all overcome with the use of linear accelerators making 

them the predominant treatment modality of the western world. However, the 

simplicity of 60Co units makes them ideal for many locations worldwide. 

 

1.2  IMAGE-GUIDED RADIATION THERAPY (IGRT) 

 The delivery of external beam radiation therapy has uncertainties related 

to geometric errors such as patient setup variations from day to day17-19, and inter- 

and intrafraction organ and tumor motion17, 20-23. Due to these uncertainties, in 

1993 the International Commission of Radiation Units and Measurements (ICRU) 

developed the report entitled ICRU 5024 in an attempt to account for the 

uncertainties in radiation therapy. The report defined the gross tumor volume 

(GTV) to be the volume seen from the diagnostic image. The size of the GTV is 

then increased to a clinical tumor volume (CTV) to account for microscopic 

spread. A setup margin (SM) is then provided to account for the uncertainties in 

radiation delivery creating the planning target volume (PTV). In 1999, a 
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supplement protocol ICRU 6225 further added the definition of the internal target 

volume (ITV) to account for target motion. The ITV is determined through the 

addition of an internal margin (IM) to the CTV. The PTV is then determined by 

addition of the SM to the ITV. New from the ICRU 62 report was the definition 

of organs at risk (OR) and the planning organ at risk volume (PRV). The 

definitions given above from the ICRU 50 and ICRU 62 reports are presented in 

Figure 1.1. 

 

Figure 1.1 Definitions set by reports ICRU 50 and ICRU 62 for use in radiation therapy 

treatment planning. 

 

 Image-guided radiation therapy (IGRT) aims to eliminate, or at the very 

least minimize the PTV through the reduction of the IM and SM. Image-guided 

radiation therapy began as early as 1959 but didn’t become a common practice at 

that time.26 In 1982 Brahme27 introduced the idea of intensity modulated radiation 

therapy (IMRT) to deliver a more conformal dose to the PTV while reducing the 

dose to sensitive critical structures. The use of IMRT with its steep dose gradients 

that are unforgiving to positioning errors and motion aided in the revitalization of 

IGRT. The following sections outline current IGRT techniques. 

 

1.2.1  Kilovoltage (kV) imaging 

 In-room diagnostic quality kV imaging with the kV X-ray source mounted 

within the linac head began as early as 1959 by Weissbluth26 and was revitalized 
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in 1985 by Biggs28. The X-ray source within the linac head retracted during 

treatments and the images were acquired with either radiographic film or an X-ray 

image intensifier. Currently, most in-room kV images for on-line corrections use 

electronic kV-imagers to obtain near instantaneous images. In addition to the 

setup of Weissbluth and Biggs with the X-ray tube mounted in the linac head, 

room based systems have been developed that use two X-ray sources that create 

two projections of the patient to provide better localization.29 Real-time tracking 

with use of fluoroscopic X-rays has also been proposed in order to determine 

tumor motion through internal fiducial markers that are opaque to X-rays.30 

However, the fiducial markers do not yield volumetric information, so the outline 

of the tumor is unavailable. Although kV imaging deposits a small fraction of the 

treatment dose, daily imaging over the course of treatment can add up to a 

significant dose, especially for fluoroscopic procedures. With X-ray sources not 

mounted in the linac head, a common isocenter between the linac and the X-ray 

imaging equipment must normally be maintained and verification of patient setup 

can become more complicated. Kilovoltage X-ray generation along the treatment 

axis during treatment is impossible since the X-ray source would be in the 

treatment beam thus preventing real-time motion tracking from the beam’s eye 

view.  

 

1.2.2  Megavoltage (MV) imaging 

 In 1986, Leong developed a method of producing on-line high quality 

portal images using a fluorescent screen and a silicon-intensified target camera.31 

The system produced real-time images from the 10 MV X-rays used for 

treatment. Currently, the electronic portal imaging device (EPID)32-34 is the most 

common form of imager for use with on-line planar MV imaging. Typically the 

EPID is an active matrix flat panel imager using thin film transistors fabricated 

from hydrogenated amorphous silicon (a-Si:H).35 Using the EPID to image the 

treatment beam also allows for a verification of the delivered dose compared to 

the treatment plan and for quality assurance.36, 37 Current MV imaging techniques 
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are not real-time and require a separate image to be taken. This can increase the 

patient dose, especially for daily imaging. MV imaging also suffers from poor soft 

tissue contrast as compared to kV imaging. The poor soft tissue contrast of the 

MV images can prevent this technique from providing real-time motion tracking, 

especially in areas where the tumor and background have similar contrast. In 

addition, due to the 2D nature of the image, other structures are superimposed on 

the region of interest, further decreasing contrast. 
 

1.2.3  Cone beam computed tomography (CBCT) 

 The use of volumetric imaging allows for a 3D image to be generated. 

Initially volumetric imaging was performed using a ‘CT on rails’ system. The 

patient was first imaged on a CT scanner prior to each treatment and then 

transferred to the linac via a couch that moved on rails in the floor.38, 39 The 

systems generated diagnostic quality images but were large and expensive. In 

contrast to these large systems, volumetric imaging can be performed using a 

CBCT system comprised of an X-ray source and an electronic imager integrated 

onto the linac gantry. Typically hundreds of projections are acquired on the 

electronic imager as the linac gantry rotates around the patient.40, 41 A 3D 

volumetric image is generated through a reconstruction process using each of the 

cone beam projections.42 The reconstructed images have been shown to produce 

images with good spatial resolution and soft tissue contrast.43 CBCT 

reconstructed images have been effectively used to verify patient setup 

misalignments compared to treatment planning images.44, 45 However, CBCT is 

not optimal for real-time motion tracking since it requires a rotation of the gantry 

during treatment, which is slow, and since scatter radiation from the patient can 

significantly degrade the image.46 CBCT has the same additional drawback that 

all the other X-ray imaging modalities do in that it deposits a greater dose to the 

patient above the treatment plan. 
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1.2.4  Tomotherapy 

 Tomotherapy (Madison, WI)47 is essentially a CT scanner with a linac for 

a source instead of a standard X-ray tube. The linac is capable of generating a 6 

MV beam for treatments, and a 3 MV beam used for daily MVCT imaging prior 

to treatment. The MVCT acquires a volumetric image using spiraling fan beam 

projection data. The daily MVCT image can be used to verify patient positioning, 

dose, and tumor alignment.48 A drawback of using daily MVCT images is the 

dose deposited to the patient in addition to the treatment dose. Tomotherapy, with 

MVCT, is not used for real-time motion tracking since the imaging source, 

required to rotate to obtain a CT image, is also the treatment source. 

 

1.2.5  Ultrasound 

 Ultrasound has been shown to provide superior soft tissue contrast 

compared to CT in a limited number of areas such as the prostate.41 Ultrasound is 

non-ionizing and as such does not add to the total dose given to a patient during 

treatment. The use of ultrasound for prostate IGRT has been investigated and 

found to be functionally equivalent to using CT simulation.49, 50 However, other 

studies have shown that the results using ultrasound depend greatly on the skill of 

the user creating a great deal of user variability.51, 52 Ultrasound is limited in its 

use for real-time motion tracking to areas where soft tissue contrast is good (such 

as the prostate) as well as to areas accessible to an ultrasound probe.  

 

1.2.6  Radio-frequency (RF) tracking 

 RF tracking requires the insertion of a RF transponder into the patient.53, 54 

An external antenna array is then used to track the position and motion of the RF 

transponders and this information is relayed to the treatment unit. The RF 

transponders act as a tumor surrogate similar to an implanted fiducial marker that 

is opaque to X-rays. The significant advantage of RF tracking is that no ionizing 

radiation is used reducing the total dose to the patient. RF tracking can also be 
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used for real-time motion tracking, but no volumetric information on the actual 

tumor is available, nor is information on any organ at risk. 

 

1.2.7  Optical tracking 

 Optical tracking consists of using an infrared camera to image reflective 

markers placed on the patient surface during treatment. The surface markers are 

assumed to act as a tumor surrogate to estimate tumor motion. The accuracy of 

the reflective markers acting as a tumor surrogate has been questioned55 bringing 

into question its use for real-time motion tracking.  

 

1.3  MAGNETIC RESONANCE (MR) IMAGING GUIDED 

RADIATION THERAPY FOR REAL-TIME IGRT 

 Current IGRT systems and techniques all lack in one or more critical 

aspects making them unsuitable to perform real-time IGRT. An optimal real-time 

IGRT system may be one that possesses the following capabilities. The imaging 

system should provide real-time images using non-ionizing radiation so no 

increase in dose is given to the patient over the course of treatment. The imaging 

system should create a 3D image or at least a ‘beam’s eye view’ image with high 

soft tissue contrast for clear delineation of the tumor and all OR (ICRU 62). The 

imaging system should be independent of the treatment beam allowing for dose 

adaptation required by the observed tumor or organ motion. The full IGRT 

system, imaging system and treatment unit, should function independently with 

no interference between the two. The requirements of an optimal real-time IGRT 

system are met by a treatment unit coupled to a magnetic resonance (MR) imager. 

To this date, three separate MR guided radiation therapy designs have been 

proposed; two linac-MR systems and one cobalt-MR system.  

Our group at the Cross Cancer Institute in Edmonton, AB Canada 

proposed the integration of a low field MR imager to an in-line side-coupled 6 

MV linac. The proposed design of our linac-MR system has two configurations. 

The transverse configuration is shown in Figure 1.2 with the linac attached to the 
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side of the MR imager. The linac and MR imager both rotate together on the same 

gantry. A small scale prototype system of the transverse configuration consisting 

of an in-line 6 MV linac coupled to a 27.9 cm MR bore 0.2 T bi-planar MR 

imager was built and tested in 2009, proving the feasibility of such a design. This 

system was the first in the world to produce MR images during irradiation.56 The 

parallel configuration is shown in Figure 1.3 where the linac is attached to the MR 

imager on its symmetry axis. Again, the linac and MR imager both rotate together 

on the same gantry. This configuration uses an open MR imager instead of a 

superconducting solenoid imager since many open MR imagers have an opening 

around which the current carrying wires are wound. This allows for an X-ray 

beam to pass through the MR imager without interacting with any structures, 

provided a redesign of the gradient coils is performed. Technical and dosimetric 

issues that arise due to the integration of the linac and MR imager have been 

investigated by our group in depth providing many solutions.57-70 

 

Figure 1.2: The transverse configuration linac-MR system proposed by our group at the 

Cross Cancer Institute in Edmonton AB, Canada. The linac rotates with the bi-planar MR 

imager on the same gantry. With permission of Emanuel Blosser.  

 



 
 
CHAPTER 1: INTRODUCTION 10 

 

 

Figure 1.3: The parallel configuration linac-MR system proposed by our group at the Cross 

Cancer Institute in Edmonton AB, Canada. The linac rotates with the open MR imager on 

the same gantry. With permission of Emanuel Blosser. 

 

 A group at the Universitair Medisch Centrum in Utrecht, Netherlands has 

proposed the coupling of a superconducting 1.5 T solenoid MR imager with a 6 

MV linac.71 The MR imager had to be redesigned to provide a path for the X-ray 

beam to pass without interacting with the superconducting coils or gradients. 

However, the X-ray beam still passes through the outer shell of the MR imager. 

The linac rotates around the stationary MR imager on a gantry in a low magnetic 

field zone created through active shielding. A great deal of work on dosimetry as 

well as technical achievements has been published by the Netherlands group.72-77 

An advantage of using a 1.5 T main magnetic field is the increased signal to noise 

ratio achievable. However, a drawback of the system is the hot and cold spots in 

the dose distribution at tissue-air interfaces caused by the curling of electrons 

traveling perpendicular to the high strength magnetic field.57 

A cobalt-MR system was proposed by Dempsey in Gainsville FL, USA78, 

79. His design uses a superconducting 0.3 T open MR imager in conjunction with 

three 60Co sources mounted on a ring circling the open section of the MR imager. 

The 60Co sources produce no RF that would degrade the MR image. However, 
60Co is ferromagnetic and rotating the ring containing the three sources in the 
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magnetic fringe field of the MR imager could cause perturbations of the main 

magnetic field leading to geometric distortions. Additional drawbacks include the 

large penumbra due to the large source size of 60Co, and the low dose rate leading 

to longer treatment times. 

Using higher magnetic field strength MR imagers would allow for greater 

spatial or temporal resolution. However, the creation of hot and cold spots in the 

dosimetry cannot be ignored for fields of 1.5 T and greater.57, 70 For the parallel 

linac-MR configuration, the greatest field strength which minimized the hot and 

cold spots has been found to be around 0.5 T.70 Using 60Co as the radiation source 

circumvents any magnetic interference issues at the linac, but in addition to the 

drawbacks listed above, also has a disadvantage in that it is an open radioactive 

source. A greater amount of safety, security and documentation is required for the 

use of 60Co. Higher energy linacs are longer which increases their sensitivity to 

magnetic fields making magnetic shielding design more difficult. In some cases of 

very long linacs (e.g 1.5 m) simple shielding may not be sufficient and further 

beam modifying systems may be required. 

The benefit of a linac-MR system is clearly the reduction of the SM and 

IM through real-time imaging during treatment. The reduction of these margins 

could lead to dose escalation increasing tumor control while minimizing the 

damage to the surrounding tissues. In this way, the linac-MR system is well suited 

to perform treatments on a variety of sites within the body. For example, the 

radiation beam could be adapted in real-time to treat moving lung or breast 

tumors. It would also be well suited to treat prostate cancer due to its motion and 

deformation caused by changes in the bladder and rectum. In addition to the more 

precise treatment of sites that are currently treated with radiation therapy, sites not 

currently treated with radiation therapy could be treated. Real-time, high contrast 

imaging of the abdomen (not possible with X-rays) would allow a more 

conformal dose to be delivered to the kidneys, or pancreas sparing the large 

number of adjacent critical structures. However, a drawback to linac-MR systems 

is that not everyone is a candidate for MR imaging. Metal workers with slivers in 
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their eye are an example of someone who would not be treatable with a linac-MR 

system. 

 

1.4  RESEARCH MOTIVATION 

 One of the major issues that arise from the integration of a linac with an 

MR imager is magnetic interference. The fringe magnetic fields intersect the linac 

in a direction perpendicular to its length for the transverse configuration, or 

parallel/antiparallel to its length for the parallel configuration. For the transverse 

configuration, the transverse magnetic field creates a force on the accelerating 

electrons deflecting them from their straight course to the target. Due to the close 

proximity of the linac to the MR imager, the magnetic fringe field strengths are 

large enough to cause all the electrons to be deflected before reaching the target. 

With no electrons incident on the target, the linac is no longer useful for clinical 

radiation therapy treatments. In the parallel case, no global beam deflection away 

from the beam axis is caused by the longitudinal magnetic fringe fields, but the 

electron gun optics is altered causing large beam losses at the anode and a non-

laminar beam. 

 The electron deflections in the waveguide or electron gun caused by the 

magnetic fringe fields of the MR imager can be reduced through the use of 

passive or active magnetic shielding. Materials with a high relative permeability 

can be used to deflect magnetic field lines creating pockets of low field.2 However 

the relative permeability of a material is a function of field strength and at lower 

fields it becomes increasingly difficult to reduce the field to even lower values. 

Thus even though it may seem straight forward to shield the linac to below 0.5 G, 

which it currently operates in due to earth’s magnetic field, the design of passive 

shielding to accomplish this is sub-optimal requiring large amounts of steel, the 

introduction of mu-metal™ and a larger than necessary target-isocenter 

distance.80 In addition, the design of active shielding to achieve fields of less than 

0.5 G over the entire linac maybe impractical for the transverse configuration, if 

not impossible due space restrictions around the linac. Therefore, an investigation 
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was required to quantitatively determine the performance of an in-line side-

coupled 6 MV linac in the presence of a magnetic field. From these results, the 

linac tolerance to magnetic fields was determined and more optimal magnetic 

shielding was designed when it was determined that the linac needed to be 

magnetically decoupled from the MR imager. 

 

1.5  THESIS OUTLINE 

 In order to determine linac performance in a magnetic field and design 

optimal magnetic shielding, the full simulation of an in-line side-coupled 6 MV 

linac waveguide and electron gun was required. The waveguide was designed to 

emulate a Varian (Palo Alto, CA) 600C linac operating at 2998.5 MHz in a π/2 

mode. The RF solution within the waveguide was determined using the finite 

difference (FD) program SUPERFISH (Los Alamos National Lab, NM)81 and the 

finite element method (FEM) program COMSOL Multiphysics (Burlington, MA). 

The electron gun was designed first using EGN2w (Stanford Linear Accelerator 

Center, CA)82 and replicated in 3D using the FEM program OPERA-3d/SCALA 

(Kidlington, UK) to emulate the electron gun used with the Varian 600C based on 

measurements. The particle-in-cell (PIC) program PARMELA (Los Alamos 

National Lab, NM)83 then calculated the electron trajectories within the linac. The 

entire linac simulation, the electron gun and the waveguide, was validated against 

electrical and dosimetric measurements taken from a Varian 600C. This linac 

simulation was then used to investigate the effect of magnetic fields on the 

accelerating electron beam, dose distributions in a water tank, and heating of the 

waveguide caused by additional beam losses. These investigations lead to a 

determination of the maximum magnetic field in which the linac could operate 

providing the required constraint to optimize magnetic shielding. 

The breakdown of the chapters in this thesis is as follows. Chapter two 

discusses the theory and techniques used throughout this work. It begins with 

classical electromagnetic theory and leads into computational electromagnetism 

where the FD programs EGN2w and SUPERFISH are explained as well as the 
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FEM programs COMSOL and OPERA-3d/SCALA. Basic linear accelerator 

theory is discussed next followed by an explanation of the numerical particle 

simulations performed in EGN2w, OPERA-3d/SCALA and PARMELA. Lastly a 

discussion of the Monte Carlo technique as applied to the program EGSnrc 

(National Science and Research Council of Canada, Winnipeg)84 is given. Chapter 

three discusses the details of the design of an in-line side-coupled 6 MV linac 

waveguide. Details on the effects of the side and port coupling irises on the 

electron beam and dose distributions are highlighted. Chapter four provides the 

details on the integrated linac simulation including the design of the electron gun 

(EGN2w). Simulated dose distributions are generated from the full linac 

simulation using the EGSnrc Monte Carlo programs (BEAMnrcMP 200785 and 

DOSXYZnrc 2007). The full linac simulation is validated against electrical and 

dosimetric measurements from a Varian 600C. Chapter five discusses the inability 

of EGN2w to simulate the transverse orientation of the MR magnetic fringe fields 

and provides the solution using the 3D electron gun program OPERA-3d/SCALA. 

The 3D electron gun, together with the waveguide solution of chapters three and 

four is used to investigate the electron beam and dosimetric effects of a transverse 

magnetic field crossing through the linac. Chapter six investigates the effect of a 

longitudinal magnetic field on the simulated linac highlighting the effects on the 

electron gun and dosimetry. Chapter sevens details an investigation of waveguide 

detuning caused by beam losses in a transverse magnetic field. Resonant 

frequency changes as a result of waveguide heating caused by the deflected 

electrons impacting the waveguide instead of the target are calculated. Chapter 

eight provides measurements of brushed permanent magnet DC (BPMDC) motor 

operation in a magnetic field. This information is required for the design of 

optimal magnetic shielding. Chapter nine outlines the design and optimization of 

both passive and active magnetic shielding. Chapter ten summarizes and 

concludes all the work performed. 
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CHAPTER 2: Theory and Techniques 

2.1  ELECTROMAGNETIC THEORY 

Particle accelerators deliver energy to charged particle beams through an 

electric field. The first accelerators used a constant electrostatic field to deliver 

this energy where the charged particle beam received the maximum energy 

corresponding to the maximum potential drop produced. Electric field strengths, 

and hence particle energies were limited in these accelerators due to electrical 

breakdown. Radiofrequency (RF) accelerators overcame this issue by using time 

varying fields which are excited in coupled resonant cavities comprising a 

waveguide. A familiarity with electromagnetic theory and in particular Maxwell’s 

equations and their application in electrodynamics is required to understand linear 

accelerator theory. 

 

2.1.1  Maxwell’s equations 

 The theoretical framework of classical electromagnetic theory is described 

by Maxwell’s equations, 

 ρ=⋅∇ D  (2.1) 

 0=⋅∇ B  (2.2) 

 

t∂
∂

−=×∇
B

Ε  
 

(2.3) 
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D

JH  
 

(2.4) 

where ρ represents charge density, J represents the current density vector, E, B, D 

and H represent the electric field, magnetic flux density, electric displacement 

field, and magnetic field vectors respectively. Maxwell’s equations given in Eqs. 

2.1 – 2.4 require supplementation with the constitutive relations, which for linear 

media are 

 ED roεε=  (2.5) 

 HB roµµ=  (2.6) 
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where εo and µo are the permittivity and permeability of free space respectively 

while εr and µr are the relative permittivity and permeability of the media through 

which the electromagnetic field permeates. For completeness, a full 

characterization of electromagnetic theory requires a force law which outlines 

electromagnetic effects on charged particles. The force law is described by the 

Lorentz force, 

 ( )BvEF ×+= q . (2.7) 

 Solving Maxwell’s coupled partial differential equations (PDEs) in the 

form given in Eqs. 2.1 – 2.4 is difficult and often unnecessary. Decoupling of 

Maxwell’s first order PDEs can be performed through the generation of a second 

order PDE. This technique is applied in order to obtain the solution for the RF 

field within a linac cavity. In a source free and current free region with a 

conductivity of zero, by taking the curl of Eq. 2.3 and using Eqs. 2.1, 2.4, 2.5, and 

2.6, Maxwell’s equations can be decoupled to yield,  

 021 =−×∇×∇ − EE ror k εµ  (2.8a) 

 22 ωµε oook = . (2.8b) 

Eq. 2.8 is known as the Helmholtz equation, an uncoupled elliptic second order 

PDE. After solving Eq. 2.8 for the electric field, the magnetic field can be found 

by solving Eq. 2.4 using Eq. 2.5 to give a full characterization of the RF field 

within a linac cavity. 

 The solution to Eq. 2.8 is only unique provided appropriate boundary 

conditions are specified. In the case of a linac cavity made of copper or other 

finite conductive material, the RF field penetrates into the material a small 

distance. This effect is known as the skin effect and can be approximated through 

the use of an impedance boundary condition when the refractive index of the 

material is large compared to the medium1, 2 

 
( ) 0ˆˆˆ =⋅−+× nEnEHn

c

ro

ε
µµ

. 
(2.9) 
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In Eq. 2.9 εc is the complex permittivity of the material. Thus the electric field 

solution to Eq. 2.8 is uniquely determined through application of the boundary 

condition in Eq. 2.9. 

 Poission’s equation, and its homogeneous form, the Laplace equation was 

used in two instances in this work. The first instance was the solution of the 

electrostatic potential within the designed electron gun. In this case the electric 

field can be represented as  

 
eΦ−∇=E  (2.10) 

where Фe represents the electrostatic potential. By taking the gradient of Eq. 2.10, 

Poisson’s equation is obtained 

 ρεε =Φ∇⋅∇− ero . (2.11) 

Laplace’s equation is simply Eq. 2.11 with ρ=0, 

 0=Φ∇⋅∇− eroεε . (2.12) 

The electrostatic potential within the electron gun resulting from a known 

cathode-anode potential was solved using Laplace’s equation (Eq. 2.12) while the 

electrostatic field solution due to the space charge potential was solved using 

Poisson’s equation (Eq. 2.11).  

 The second instance in which Laplace’s equation was used came about in 

order to solve for the magnetostatic potential in and around the MR imager in the 

presence of materials with high relative permeabilities. In this case there are no 

external currents and the curl of the magnetic field is zero (as with the 

electrostatic case) so the procedure in determining the magnetic field H from the 

magnetostatic potential Фm is identical to above.  

 
mΦ−∇=H  (2.13) 

 0=Φ∇⋅∇− mroµµ . (2.14) 

Eq. 2.14 is the Laplace equation for the magnetic potential. In order for a unique 

solution to be obtained from Eq. 2.14, an appropriate boundary condition, which 

typically requires the potential to drop to zero at infinity, needs to be set. The 

magnetic field can then be calculated from Eq. 2.13. 
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 In the case where currents exist in the problem boundaries, Eqs. 2.13 and 

2.14 no longer hold true. An alternative approach is then to use the magnetic 

vector potential A, where 

 AB ×∇=  (2.15) 

follows from Eq. 2.2. With a constant current I, the magnetic vector potential can 

be found from 

 
∫=

R

dlIo

π
µ
4

A . 
(2.16) 

For a loop of wire of radius a centered about the z axis, parallel to the xy plane at 

a height h above the plane, the solution to Eq. 2.16 can be expressed in a 

cylindrical coordinate system (r,φ,z). The integration of Eq. 2.16 over the current 

loop results in, 
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with K(k) and E(k) representing complete elliptic integrals of the first and second 

kind3 respectively and with 
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After substituting Eq. 2.17 into Eq. 2.16 it can be shown that 
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where 
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and 
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A transformation can be applied to Eq. 2.18 and Eq. 2.19 in order to define the 

magnetic flux density in Cartesian xyz coordinates, 

 

( )21

1

xy
BB rx

+
±=  

(2.20a) 

 

( )21 xyx
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(2.20b) 

 22 yxr += . (2.20c) 

 It is recognized that the solution B of Eqs. 2.18 and 2.19 is the magnetic 

flux density measured in Tesla (T). However, in order to conform to current 

nomenclature in the literature, these fields will be referred to as ‘magnetic field’ 

throughout this manuscript. The only exception is in chapter 3 where the true 

magnetic field H measured in A/m is discussed in terms of the RF field in the 

waveguide. 

 
2.1.2  Waveguides 

 Waveguides are structures that contain and direct electromagnetic fields 

along a required path. For a cylindrical waveguide, the lowest order standing 

wave that can exist with an electric field directed along the waveguide length is 

the TM01 mode. For simplicity in the following analysis, the assumption is that 

the waveguide walls are made from perfect electrical conductors with infinite 

conductivity. For a cylindrical waveguide of radius a, the TM01 mode means the 

only nonzero electric field component is the Ez component and the only nonzero 

magnetic field component is the Hφ component. The electric field component Ez 

can be found by solving Eq. 2.8 in cylindrical coordinates (r,φ,z) which gives 

 ( ) ( ) zE ˆ  01

01
tzj

ooz erkJE
ωβ −−=  (2.21a) 
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where Jo is the zeroth order Bessel function of the first kind3. The circumferential 

magnetic field can then be found by solving Eq. 2.3 through a separation of the 
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transverse and longitudinal components of the electric and magnetic fields, and 

with the assumption of a sinusoidal variation in time and in propagation (with 

propagation constant β01). By further separating the Del operator into its 

transverse and longitudinal components, it follows that Eq. 2.3 can be written as 

 
zott j HE ωµ−=×∇  (2.22) 

 ( ) totzt jj HEzEz ωµβ =++∇× ˆˆ . (2.23) 

For the TM01 mode, Hz =Et= 0 and Ht=Hφ. Thus by substituting Eq. 2.21 into Eq. 

2.23 it follows that  

 ( ) ( ) ϕϕϕϕ̂ 01

011
tzjo erkJ

z

jE ωβ
ϕ

−−=H . 
(2.24) 

where J1 is the first order Bessel function of the first kind3. A more detailed and 

rigorous account of the separation of Maxwell’s equations into transverse and 

longitudinal components and its general application to guided waves can be found 

in Collins4.  

 For a wave with a propagation constant β, the dispersion relation for a 

waveguide becomes  

 222 β−= oc kk . (2.25) 

At the cutoff between wave propagation and exponential decay, β=0 and 

according to Eq. 2.25, ko=kc. With this relation, kc can be defined as kc
2=ωc

2/c2 

where ωc defines the cutoff frequency of the waveguide. The graph of Eq. 2.25 is 

known as a dispersion curve and is shown in Figure 2.1. As is seen in Figure 2.1, 

the dispersion curve lies above the 45°, v=c line for all frequencies. Thus the 

slope for a line connecting the origin to any point on the dispersion curve will 

always be greater than 45°, or have a phase velocity vph greater than the speed of 

light c. 

 A mathematical representation of the phase velocity of a guided wave in a 

uniform waveguide can be obtained from Eq. 2.25 
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and the group velocity is 
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 ( )21 ωω
β
ω

cgr c
d

d
v −== . 

(2.27) 

With ωc < ω for a propagating wave, Eq. 2.26 shows that the phase velocity of a 

guided wave is always greater than c in a uniform waveguide. Therefore, a 

uniform waveguide cannot be used as an accelerator since efficient particle 

acceleration requires a phase matching between the particles and electromagnetic 

wave. Since particle velocities can never reach or exceed the speed of light, the 

charged particle will continuously change phases with respect to the wave 

receiving less acceleration over time and eventually experience a decelerating 

field. It is therefore required to lower the phase velocity of the guided waves for 

particle acceleration. 

 

Figure 2.1: Theoretical dispersion curve for a uniform waveguide. The dispersion curve lies 

above the v=c line illustrating the phase velocity vph is always greater than the speed of light 

in a uniform waveguide. 

 

2.1.3  Slow wave structures 

 Slow wave structures define structures within which the phase velocity of 

the electromagnetic wave is below the speed of light. The theoretical foundation 

outlined in this section follows from the work of Slater5, and Wangler6. The 
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reduction in the phase velocity comes about by loading the cylindrical waveguide 

with periodically spaced irises or tees. The theoretical foundation for wave 

propagation in these periodically loaded waveguides is based on Floquet’s 

theorem6 which states that for a given oscillation mode, and at a given frequency, 

the wave function at two different cross sections separated by one period d, only 

differ by a constant factor which is in general complex. Mathematically stated, 

Floquet’s theorem becomes 

 ( ) ( ) djezrdzr β±=+  ,, EE . (2.28) 

With each cavity in the waveguide being identical, intuitively one expects the 

time-independent solution to the field in one cavity to be identical to the solution 

in the other cavity apart from a difference in phase. The propagation constant for 

wave propagation within the periodic structure can thus be expressed, 

 

d

n
n

 2π
ββ += . 

(2.29) 

Further, with Ed(r,z) being periodic, it can be expanded as a Fourier series 
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Since the coefficients an(r) of Eq. 2.30 must satisfy Eq. 2.8, the TM01 electric 

field solution within a periodically loaded waveguide becomes 

 ( ) ( ) ( )∑
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nerkJEtzrE
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(2.31a) 

 222
non kk β−=  (2.31b) 

 which is similar to what was derived in Eq. 2.21. In Eq. 2.31, n>0 represents 

waves propagating in the +z direction and n<0 represents waves propagating in 

the –z direction. Thus the electric field within the periodic waveguide given by 

Eq. 2.31 represents an infinite sum of forward and backward propagating waves, 

or space harmonics, who’s amplitudes are given by the coefficients an(r) of Eq. 

2.30. The space harmonic with the largest Fourier coefficient and hence amplitude 

is the n=0, or principle space harmonic. The principle harmonic is what is used 

for acceleration in electron linacs7. The phase velocity for the nth space harmonic 
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n

phv  can be derived from the phase velocity of the principle space harmonic 0
phv  

according to Eq. 2.26 by dividing the wave angular frequency by Eq. 2.29 and 

simplifying using β=2π/λ 
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(2.32) 

Thus a space harmonic with an arbitrarily large n will yield an arbitrarily low 

phase velocity. In addition, the principle space harmonic has its phase velocity 

modified in loaded waveguides due to the increased reflections at the loading 

structures (e.g. at the irises). If the reflections are large enough through use of 

small irises, the phase velocity of the principle wave can also be lowered below 

the speed of light. The drawback however with small irises, is that higher order 

space harmonics also obtain significant amplitudes due to the reflections at the 

irises which absorb power and contribute to heat dissipation on waveguide walls 

with finite conductivity.  

 The changes in wave propagation within the loaded waveguide changes 

the characteristics of the dispersion curve as seen in Figure 2.2. The multiple 

bands shown in Figure 2.2 are a result of the waveguide’s multiple cutoff 

wavelengths, each at a higher and higher frequency. Figure 2.2 also illustrates the 

stop band between two pass bands where, at these frequencies, only exponential 

decay of the wave is possible. The different bands, caused by the different modes 

of the waveguide, may not be exclusively independent of each other due to the 

multiple reflections within the waveguide. This can lead to mode mixing at higher 

frequencies with the higher order spatial harmonics draining power. This in turn 

leads to increased Joule heating of the waveguide walls and defocusing effects on 

an accelerating charged particle beam. The lowest order TM mode, with its 

circular symmetry in cylindrical waveguides, is independent of other modes for a 

large range of frequencies avoiding mode mixing and making it ideal for use in 

linear accelerators. 
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Figure 2.2: The dispersion relation for a loaded waveguide is shown with the stop band and 

pass band emphasized. 

 

2.1.4  Lumped circuit theory 

 Many electrical properties of a periodically loaded waveguide made up of 

a chain of resonant cavities can be described by lumped circuit theory. The 

foundations for this section are taken from the work of Nagle et al
8
. The 

waveguide under investigation is assumed to be bi-periodic whose cavities are 

resonantly coupled at the location of high magnetic field strength. The coupled 

circuit diagram for a bi-periodic structure is given in Figure 2.3 where R 

represents resistance due to the finite conductivity of the waveguide walls, L 

represents the cavity inductance, and C the cavity capacitance. The k variables 

represent the coupling coefficients between cavities, with k1 being the nearest 

neighbor coupling coefficient, and k2 and k3 being the next nearest neighbor 

coupling coefficients for the accelerating and coupling cavities respectively. The 

cavities with n=0,2,…,2N represent accelerating cavities and cavities with 

n=1,3,…,2N-1 represent coupling cavities. The following derivation implicitly 
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assumes the first and last cavities in the chain are half cavities terminated in 

perfectly conducting surfaces. 

 

Figure 2.3: Circuit diagram for the lumped circuit theory.  k1 represents the nearest 

neighbor coupling coefficient, and k2 and k3 represent the next nearest neighbor coupling 

coefficient for the accelerating and coupling cavities respectively. 

 

The circuit equation for cavity 2n is 
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where V is the voltage in the circuit and I is the current and M is the mutual 

inductance defined as mnnmmn LLkM ±± = 222  and m=1,2 in this case. Taking the 

Laplace transform3 of Eq. 2.33 gives 
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Dividing by nLj 22ω and simplifying the result with the relations 

 
nnn LiX 222 2=  (2.35a) 
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nL212n1 2RQ ω=  (2.35c) 

Eq. 2.34 becomes 
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where the driving term E2n was set to zero for investigations near resonance and 

the assumption that Q1 is very large was used (which is valid for linac cavities). In 

Eq. 2.36, ω1 represents the resonant frequency of the accelerating cavity and ω is 

the frequency of the electromagnetic wave. By following the same procedure 

outline above, the equation for the coupled cavities is found to be 
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The solution to the homogeneous Eqs. 2.36 and 2.37 are 

  ϕnAX n 2 cos2 =  (2.38) 

 ϕ)12( cos12 +=+ nBX n  (2.39) 

where φ=πq/2N representing the phase shift per cavity with q=0,1,…,2N. 

Substituting the homogeneous solutions into 2.36 gives 
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while substituting them into Eq. 2.37 gives 
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The dispersion relation for a bi-periodic chain of cavities is found by equating 

Eqs. 2.40 and 2.41, 

 ( ) ( )ϕωωϕωωϕ 2cos12cos1cos 3
22

22
22

1
22

1 kkk +−×+−= . (2.42) 

A plot of Eq. 2.42 is given in Figure 2.4 with k2=k3=0 and with ω1≠ω2. 
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Figure 2.4: Theoretical bi-periodic waveguide dispersion curve for k2=k3=0 and with ω1≠ω2. 

A stop band forms between ω1 and ω2 when the accelerating and coupling cavities have 

different resonant frequencies. 

 

 The stop band that forms between ω1 and ω2 can be removed by setting 

both frequencies to be equal as seen in Figure 2.5. The joining of the passbands is 

known as the creation of confluence at the π mode for each of the individual 

bands. After the creation of confluence, a stable π/2 operating mode exists at one 

frequency. The π/2 mode has many desirable features, and is the mode in which 

the medical linac waveguide under investigation operates. Figure 2.4 and Figure 

2.5 show dispersion curves plotted against phase shift per cavity instead of 

propagation constant β. This comes as a result of the waveguide under 

investigation being a standing wave structure that is closed at both ends. The 

standing wave can be described through the phase shift per cavity as compared to 

the propagation constant for a traveling wave. The finite bandwidth of the 

dispersion curve shown in Figure 2.5 would be broken up into N+1 discrete 

normal modes corresponding to different phase shifts per cavity for a waveguide 
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comprised of N+1 resonant cavities. Each resonant mode has a finite linewidth Γ 

caused by the finite conductivity of the waveguide walls9 which is given by 

Γ=ωφ/Q. Since the bandwidth of the dispersion curve is fixed, a waveguide with 

twice as many cavities would have twice as many modes over the same frequency 

range. If the number of cavities is large enough that the modes are spaced close 

together, the mode linewidths can overlap causing mode mixing. Even, if the 

modes don’t initially overlap, resonant frequency errors caused in the 

manufacturing process can cause frequency shifts in the modes resulting in mode 

mixing.  

 

Figure 2.5: The bi-periodic waveguide dispersion curve with the creation of confluence at the 

resulting π/2 mode is shown. This is a result of accelerating and coupling cavities having the 

same resonant frequency 

 

2.1.5  Resonant frequency changes 

Since the slope of the π/2 mode is the steepest, its separation from the 

other modes is the largest which makes it more resistant to resonant frequency 
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errors. Through first order perturbation analysis of N+1 bi-periodically coupled 

cavities, it can be shown that8  

 ( ) [ ] ( )NqnnW
N

n

oonpp πωδωωδω 2

0

2222 cos⋅⋅⋅= ∑
=

. 
(2.43) 

In Eq. 2.43, δωq represents the change in operating frequency ωq of the waveguide 

for the q mode as a result of the resonant frequency errors δωon of cavity n with 

nominal frequency ωo. W(n) = ½ for half accelerating cavities and W(n) = 1 for 

full cavities. Cavity resonant frequency changes result from geometric errors of 

the waveguide cavity due to manufacturing, or even the planned introduction of a 

coupling iris providing a means for power transfer from one cavity to the next. 

The resultant resonant frequency changes caused by a perturbation that depresses 

part of the wall into the cavity is treated by Slater5 who derives 
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Thus if the perturbation occurs in a region of high magnetic field and low electric 

field the resultant resonant frequency increases. If however the perturbation 

causes a part of wall in the same region described above to bulge outwards, it 

results in a lower resonant frequency. This is what is experienced when a coupling 

iris is introduced into a waveguide cavity. A thorough treatment on the analytical 

calculation of coupling coefficients between resonant cavities is not treated here, 

but has been investigated previously by other authors4, 10, 11. 

 

2.2  COMPUTATIONAL ELECTROMAGNETICS 

 Numeric computational techniques for solving electromagnetic problems 

are useful for complex problem geometries. Linac cavity, electron gun, and MR 

imager geometries are examples of complex geometries that required the use of 

computational techniques such as finite difference (FD) and the finite element 

method (FEM) in this work. These numeric techniques used in solving 

electromagnetic problems are typically broken down into steps. The first step, 

known as meshing, breaks up the main geometric volume into many sub-volumes. 
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Next, the PDE being investigated is discretized and formulated onto the mesh 

resulting in a matrix for implicitly formulated problems. For the particle 

simulations, the implicit formulation is a result of the temporal discretization, 

while for the electromagnetic simulations it is due to the spatial discretization. 

Lastly the solution is found on the discrete mesh points by solving the matrix. 

Specifically, the 2D axisymmetric electron gun program EGN2w used a simple 

Taylor expansion FD approach to solve Eqs. 2.11 and 2.12. The 2D axisymmetric 

linac cavity program Superfish used a more complex conformal FD method to 

solve Eq. 2.8 for the magnetic field (H). The FEM electron gun program OPERA-

3d/SCALA was used to solve Eqs. 2.11 and 2.12 in 3D. COMSOL Multiphysics 

(COMSOL) used the FEM to solve Eq. 2.8 for the RF field in the coupled linac 

waveguide, as well as Eq. 2.14 for the magnetostatic potential of the bi-planar MR 

imager modeled.  

 
2.2.1  Finite Difference 

2.2.1.1  EGN2w 

 The simplest form of FD approximations of differentials comes from a 

Taylor expansion of the dependent variables. This FD method replaces the 

continuous derivatives of the PDE under investigation with corresponding FD 

formulas. This was the approach used by the electron gun program EGN2w. It 

used a simple mesh to divide up the problem geometry with a square grid as 

shown in Figure 2.6. Meshing with a square grid permits a simple mathematical 

form of the Taylor expansion leading to simple FD formulas. Its drawback 

however, is it inability to conform to curved surfaces to a high degree of accuracy. 

The Taylor expansion of the dependent variable u about the point (i,j) in 

the x direction is 
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(2.45) 

and the Taylor expansion in the y direction is performed in the same manner. By 

solving Eq. 2.45 for ux and neglecting terms of second order and higher, a forward 

difference formula is obtained. Through a similar Taylor expansion as Eq. 2.45, 
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but for u(i-1,j), solving for ux and neglecting second order and higher terms, a 

backward difference formula is obtained. Both the forward and backward 

difference formulas explained have errors on the order of ∆x. EGN2w uses the 

more accurate central difference formula which is obtained through use of higher 

order terms in Eq. 2.45. By adding the Taylor expansions in both the forward and 

backward directions, solving for ux and keeping the second order term, the central 

difference formula is obtained with errors on the order of (∆x)2.  

 

Figure 2.6: A typical regular square grid used to mesh the EGN2w problem geometry using 

the standard FD method. 

 

 The simplicity of the above formulation of the FD method relies on the 

ability to Taylor expand the dependent variables solely along a coordinate 

direction, either the x or y direction in Figure 2.6. However, many problem 

geometries cannot be meshed with a high degree of accuracy using a square grid 

(or box in 3D).  

 
2.2.1.2  Superfish  

 Superfish makes use of triangular elements which enables the mesh to 

conform to the geometry to a greater degree. However, Taylor expansion along an 

arbitrary direction corresponding to the mesh lines of the triangular mesh is 

complicated and instead Superfish uses a conformal FD approach. The conformal 

FD approach taken by the program Superfish12 was initially given by Winslow13. 
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Figure 2.7: Primary and secondary mesh used in the conformal FD program Superfish. 

 

An interior mesh point ‘0’ in a triangular mesh is surrounded by six triangles 

(Figure 2.7). A secondary mesh (seen in grey in Figure 2.7) is defined whose 

vertices are located at the primary mesh triangle centroid for each triangle and the 

midpoints of the triangle sides. The conformal FD approach taken by Superfish 

solves Eq. 2.8 for the magnetic field (instead of the electric field) in vacuum 

giving, 

 HH 2
ok=×∇×∇ . (2.46) 

Integrating Eq. 2.46 over the area of the secondary mesh gives  

 aHsH dkd o ⋅=⋅×∇ ∫∫ 2 . (2.47) 

after Stoke’s theorem9 has been applied. By further assuming that H varies 

linearly within every triangle, the magnetic field is uniquely determined by the 

solutions at the three primary triangle vertices. Equation 2.47 can thus be 

expressed discretely as 

 ( )∑
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popp WkVH  
(2.48) 

with Vp and Wp depending only on the vertex coordinates. 
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2.2.2  Finite element method 

2.2.2.1  Meshing 

 The finite element method applied to electromagnetic problems is 

described in detail by Jin2. The first step in finding a numerical solution to any 

problem is the dividing up of the main geometry surface in 2D or volume in 3D 

into many smaller sub-surfaces or sub-volumes. This is done by ‘meshing’ the 

main geometry with small elements. Examples of basic elements for 2D and 3D 

geometries are given in Figure 2.8 (a) and (b) respectively. The vertices of one 

element are always required to correspond to vertices of other elements, with a 

vertex never being positioned along an element edge. After the mesh is generated, 

optimization is performed using the Delauney triangulation14 to achieve greater 

accuracy in the FEM solution. Both OPERA-3d/SCALA and COMSOL use this 

approach for meshing. 

The geometry of an electron gun, linac cavity and bi-planar MR imager 

has a large number of curved surfaces. Using the straight edges elements given in 

Figure 2.8 (a) and (b) to describe a curved surface requires a large number of 

elements to be used to minimize the geometric errors. An alternative solution is to 

allow the construction of elements with curved edges which would more 

accurately conform to arbitrary boundaries. An example of a tetrahedron element 

with curved edges is given in Figure 2.8 (c). Each node on the curved element in 

the xyz-space problem geometry is mapped into a ξηζ-space which transforms the 

curved edges into straight edges. In the example of Figure 2.8 (c) the mapping is 

performed using a quadratic transformation which requires the additional nodes 

placed at the center of the edges. If the transformation function matches the finite 

element basis functions (explained in section 2.2.2.2), the curved elements are 

known as isoparametric elements. Further detail on the application of 

isoparametric elements to the finite element method is given by Zienkiewicz15. 

Isoparametric elements were used in both OPERA-3d/SCALA and COMSOL to 

better conform to the geometric boundaries. 
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Figure 2.8: Basic elements for (a) 2D problem geometries and (b) 3D problem geometries. A 

tetrahedron with curved edges is shown in (c) 

 

With the generation of the mesh, numbering systems are required for each 

node. Each element is assigned an element number and local node numbers are 

generated. In addition to the local node numbers, each node is also assigned a 

global node number running from 1,..,N where N is the total number of nodes in 

the entire problem domain. An array known as a ‘T array’ keeps track of the 

element number e, the local node number and its corresponding global node 

number. The T array can be separated into one array that indexes the interior node 

numbers to the global node numbers, as well as one that indexes boundary nodes 

numbers to global node numbers. The separation of the T array in this manner can 

simplify the formulation of the elemental equation (section 2.2.2.3). Another array 

known as a ‘P array’ keeps track of the global number and its global (x,y,z) 

position. The T and P arrays are necessary for the matrix assembly step (section 

2.2.2.4) and for the determination of the global solution. 

 

2.2.2.2  Basis functions 

 With a mesh generated that conforms to the problem geometry, the next 

step in the finite element method is to choose approximations to the dependent 

variables. The approximation functions chosen are known as basis functions and 

are defined at each node of the mesh. The most common type of basis function 
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which is used by OPERA-3d/SCALA and COMSOL to solve Poisson’s and 

Laplace’s equation (Eqs. 2.11, 2.12 and 2.14) is the Lagrange basis function. It 

has a value of one at the node point for which it is defined, is identically zero at 

all the other nodes, and varies across the element according to its element order. 

Linear order elements are the most straightforward to use and understand, but 

higher order elements can achieve a greater accuracy2. OPERA-3d/SCALA uses 

both first and second order Lagrange elements, while COMSOL uses up to fifth 

order Lagrange elements. 

Lagrange basis functions which are defined at the nodes are not ideal for 

electromagnetic calculations requiring a full vector formulation such as the 

solution to Eq. 2.8, since in general only the basis function itself is required to be 

continuous. Discontinuities in the derivatives of the basis functions cause the 

divergence condition (Eq. 2.2) to not be satisfied leading to spurious, or non-

physical solutions. In addition, natural, or Neumann boundary conditions that 

should automatically be satisfied, sometimes require explicit enforcement which 

makes the problem construction more difficult. Lastly, sharp corners which cause 

large electromagnetic field enhacements9 are treated poorly with nodal based 

basis functions. In order to overcome the deficiencies associated with Lagrange 

and other nodal basis functions, a vector element formulation can be used16. 

Instead of the approximation to the dependent variables being defined at node 

points, it is defined along an edge. The formulation of vector elements 

automatically satisfies the divergence condition eliminating spurious solutions, 

and also inherently enforces Neumann boundary conditions2. Since field 

singularities are determined analytically at sharp edges, some difficulties still 

arise even with the formulation of vector elements, but the effects are reduced. 

The vector Helmholtz equation (Eq. 2.8) was solved in COMSOL Multiphysics 

using cubic vector elements for the RF field solution within the waveguide. 
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2.2.2.3  Formulation of the elemental equations 

 After the selection of basis functions, the PDE is discretized locally over 

each element yielding an elemental equation. The discretization of the PDE 

performed by the OPERA-3d/SCALA and COMSOL programs is done by 

Galerkin’s method2. Galerkin’s method is a subset of the more general method of 

weighted residuals. The method of weighted residuals admits a weak solution to 

the PDE being solved since it requires the approximate solution to be identical to 

the true solution times a weighting factor. In Galerkin’s method, the weighting 

factor is the chosen basis function.  

With a general PDE defined as L=ug, with L representing the differential 

operator, Galerkin’s method states that the best approximation ũ is the one that 

gives the least residual. This amounts to minimizing the L2 norm of the residual r 

over the element Ωe, 

 
∫
Ω

Ω−==
e

e

e dguLrrr
22 ~,. . (2.49) 

Thus Galerkin’s general formulation of the weak solution becomes, 

 0,~, =− guL e

i

ee

i ϕϕ . (2.50) 

where φi
e is the basis function. The approximate solution ũe in Eqs. 2.49 and 2.50 

is defined as 
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(2.51) 

The formulation of the elemental equations is the major component of the 

PDE discretization for the finite element method. As such, formulation of the 

elemental equations for Poisson’s equation (Eq. 2.11) and for the Helmholtz 

equation (Eq. 2.8) is given below. 

The differential operator L for Poisson’s equation is 

 ∇⋅−∇= λL  (2.52) 

where λ=εoεr. Substituting Eq. 2.52 into Eq. 2.50 gives 

 ( ) 0~ =Ω−Ω∇⋅∇− ∫∫
ΩΩ ee

e

e

ie

ee

i ddu ρϕλϕ . (2.53) 
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Performing integration by parts on the first integral in Eq. 2.53 yields 

 0ˆ~~ =Ω−⋅∇−Ω∇⋅∇ ∫∫∫
ΩΓΩ eee

e

e

i

ee

ie

ee

i ddudu ρϕλϕλϕ n . (2.54) 

The second integral (a surface integral) can be ignored in our simulations for two 

reasons. First, on all interior elements the integral is always zero satisfying the 

natural Neumann boundary condition. Second, the integral is either zero on the 

surface satisfying natural Neumann boundary conditions, or it is specified 

explicitly though Dirichlet boundary conditions. A natural Neumann boundary 

condition is when the normal derivative of the dependent variable is zero, and a 

Dirichlet boundary condition is when the dependent variable is set (input) 

explicitly. Substituting the approximate solution of Eq. 2.51 into Eq. 2.54 gives 
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(2.55) 

Equation 2.55 can be rewritten in matrix form to give 

 [ ] [ ] 0=− eee bK u  
(2.56) 

where  

 ∫
Ω

Ω∇⋅∇=
e

e

e

j

e

i

e

ij dK ϕλϕ  (2.57) 

 ∫
Ω

Ω=
e

e

e

i

e

i db ρϕ . (2.58) 

As an example of the FEM discretization process, the solution of the elemental 

equation (Eq. 2.56) will be given using linear Lagrange basis functions on 2D 

triangular elements for simplicity and clarity.  

 Linear Lagrange elements can be defined through the use of barycentric 

coordinates. The jth barycentric coordinate of the point p shown in Figure 2.9 is 

 
2,1, , ++=

∆

∆
= iiijN

e

j

j . 
(2.59) 

where the ∆j represents the area of a sub-triangle seen in Figure 2.9 and ∆e
 

represents the total area of the triangle. Each barycentric coordinate Nj in Eq. 2.59 

represents a linear Lagrange basis function. The nodes of the triangle are always 
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numbered in a local fashion maintaining a counterclockwise cyclic permutation to 

ensure that ∆j is always positive.  

 

Figure 2.9: Triangular element with a point p inside. The coordinates of the point p is 

expressed in barycentric coordinates. 

 

Equation 2.59, together with Figure 2.9 for node i becomes, 

 ( )iiiei cybxaN ++
∆

=
2

1
 

(2.60a) 

 
21 ++ −= iii yya . (2.60b) 

 
12 ++ −= iii xxb  (2.60c) 

 
1221 ++++ −= iiiii yxyxc  (2.60d) 

Equation 2.57 can be solved using Eq. 2.60 to give 

 ( )jijie

e

ij bbaaK +
∆

=
4

λ
 

(2.61) 

while Eq. 2.58 can be solved using Gauss-Legendre quadrature2 giving 

 

3

e
e

ib
∆

= ρ . 
(2.62) 

The FEM solution to Poisson’s equation given in Eqs. 2.61 and 2.62 is easily 

adapted to Laplace’s equation by setting ρ=0 in Eq. 2.62. In addition, these 

solutions can be adapted for magnetostatic problems by again setting ρ=0 and by 

setting λ=µoµr. The results given in Eqs. 2.61 and 2.62 are strictly for linear basis 

functions. Higher order basis functions can be used in Eqs. 2.57 and 2.58 to 



 
 
CHAPTER 2: THEORY AND TECHNIQUES 48 

 

achieve higher accuracy in the solution, but with added complexity. An nth order 

Lagrange basis function is defined as 
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 ( )

( )∏

∏

≠=

≠=

−

−

=
n

kjj

jk

n

kjj

j

k

xx

xx

,0

,0ξ  

 

(2.63b) 

where f is the FEM field solution at the nodes of element e. 

 Galerkin’s formulation of the Helmholtz equation (Eq. 2.8) using vector 

basis functions Ni
e is 

 ( )∫
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The vector basis functions are described in detail by Jin.2 Applying Green’s 

second theorem for vectors, Eq. 2.64 becomes 
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(2.65) 

where the approximate solution Ẽe is 
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Substituting Eq. 2.66 into Eq. 2.65 
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(2.67) 

Eq. 2.67 can be expressed in matrix form as 

 [ ] [ ] [ ] eeee

o

ee gbkK EEE    2 +=  
(2.68) 

where 

 [ ] { } { }∫
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 [ ] { } { } e

ee
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e db
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Ω⋅= ∫
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NNε  (2.70) 

 [ ] { }{ }∫
Γ

− Γ⋅×∇×=
e

e

e

r

ee dg  ˆ
T1 nNN µ  (2.71) 

 It is clear that the impedance boundary condition in Eq. 2.9 cannot be 

applied directly to Eq. 2.67 since Eq. 2.9 requires knowledge of the magnetic field 

H in addition to the electric field E. This can be performed in two ways. The first 

is to use the FEM to solve for H at the boundary from the E field, or a dual-field 

formulization2 can be used for higher accuracy which solves both the E and H 

fields simultaneously at the boundary. Once the impedance boundary condition 

has been applied by either of the two methods, the matrix [ge] can in general be 

absorbed into matrices [Ke] and [be] leaving2 

 [ ] [ ] ee

o

ee bkK EE   2=  
(2.72) 

which is an eigenvalue equation. 

 
2.2.2.4  Matrix assembly and solution 

After the elemental equations are determined for each element (Eq. 2.56 or 

Eq. 2.72), all the elemental equations are assembled together into global matrices 

from which the total solution is found. Matrix assembly simply builds the global 

matrix from the elemental equations using the local to global node number index 

stored in the T array. The generation of the global stiffness matrix [K] amounts to 

the following, 

 e

ijejneinejnein KKK += ),(),,(),(),,(  (2.73) 

where the index n(i,e) or n(j,e) is obtained from the T array. A similar operation is 

performed to generate the global source vector [b]. After the global stiffness 

matrix and source vector has been assembled, a method to solve the large number 

of linear equations is required. There are a large number of methods and 

techniques available to perform this task as outlined by Jin2, but the solution to 

Eq. 2.56 in COMSOL used the direct solver PARDISO17, 18. Eq. 2.72 represents 

an eigenvalue problem which was solved iteratively using the ARPACK 
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algorithm19. However, if a source term is added to Eq. 2.72, representing power 

flow into the waveguide, PARDISO was the only algorithm required. OPERA-

3d/SCALA solely used the Incomplete Cholesky conjugate gradient iterative 

solver20 to solve Eq. 2.56. With the solution obtained at every node (or edge for 

vector elements), the basis functions serve as an interpolation method to obtain 

the solution at any point within the problem geometry. 

 

2.3  LINEAR ACCELERATORS 

 The use of RF fields to accelerate charged particles has provided the 

means for very large particle energies to be obtained. However, due to the 

constantly changing polarity of the RF field, the interactions between the charged 

particles and the electromagnetic field must be understood to design an 

accelerator which efficiently captures and accelerates the particles to high 

energies. The theory behind charged particle acceleration within RF linear 

accelerators is well understood and has been thoroughly discussed by many 

authors5-7, 21, 22. The discussion outlined here will follow their descriptions closely. 

 
2.3.1  Transit time factor and shunt impedance 

 Two important concepts for RF linear accelerators are the transit time 

factor and the shunt impedance. The transit time factor accounts for the time 

varying nature of the RF field and how much acceleration can be derived from it 

and the shunt impedance is a metric to quantify the efficiency of a slow wave 

structure to act as a linear accelerator. The transit time factor is defined as 
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(2.74) 

within an accelerating cavity of length L. In Eq. 2.74 β is the normalized charged 

particle velocity and λ is the wavelength of the RF wave. Implicit assumptions in 

Eq. 2.74 are that the geometric center of the cavity corresponds to the electrical 

center and that the axial electric field E(0,z) is an even function. Both of these 
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assumptions hold true in general for the linac cavities being investigated in this 

thesis. The transit time factor always runs from zero to one, measuring the 

reduction in charged particle energy gain due to the sinusoidal time variation of 

the RF wave. The transit time factor is an important concept when considering the 

maximum charged particle energy gain through a linac. The total energy gain ∆W 

of a particle with charge q, expressed in terms of the maximum axial electric field 

strength Eo is 

 LTqEW o  cosϕ=∆  (2.75) 

which is sometimes known as the Panofsky equation. The angle φ refers to the 

synchronous phase. If a charged particle is injected into a linac at the synchronous 

phase, the particle will maintain that exact phase throughout its acceleration. If a 

particle is injected with any other phase, the acceleration the particle experiences 

will cause it to either advance on the wave crest, or slip behind depending on 

when it was injected and on the phase velocity of the RF wave. 

 The shunt impedance of a cavity or waveguide structure, measured per 

unit length, is a measure of how efficiently power is transferred to the charged 

particle from the RF wave. It is defined as 
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=  
(2.76) 

where Pl is the power dissipated on the waveguide walls. Equation 2.76 is defined 

from the maximum axial electric field value, but considering the time variation of 

the RF field, a more representative metric is the effective shunt impedance, which 

is defined as 
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(2.77) 

  

2.3.2  Longitudinal particle dynamics for standing-wave linacs 

The maximum efficiency of a linear accelerator not only depends on the 

cavity geometry and the RF field which together define the transit time factor and 

the effective shunt impedance, but also depends on the charged particle injection. 
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All of the above concepts assume injection on the synchronous phase which 

yields the maximum possible efficiency. However, the evolution of the charged 

particle beam as it accelerates within the linac is of critical importance to 

minimize beam loss, and maximize energy gain. The discussion of particle 

dynamics for standing-wave (SW) linacs is presented here since the linac under 

investigation accelerates electrons using RF standing-waves. 

 

Figure 2.10: Graphical representation of different particle phases on an RF wave crest. 

 

Figure 2.10 shows three particles at different phases of the accelerating RF 

wave. The stable particle represents the synchronous phase as explained 

previously. The ‘early particle’ entered the cavity as the RF wave is building up 

and therefore experiences a lower electric field strength and receives less 

acceleration. The ‘late particle’ enters the cavity after the standing-wave has 

almost obtained its maximum and therefore experiences larger electric field 

strength and more acceleration. As the particles progress through the cavity, the 

early particle is overtaken by both the stable and late particles and enters the next 

cavity late due to its lower acceleration. The late particle, having the greatest 

acceleration enters the next cavity early. Thus oscillations around the stable 
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particle occur as the charged particle beam progresses through the linac for RF 

phase velocities less than c. As the phase velocity of the RF wave approaches c, 

these oscillations decrease in magnitude and at the speed of light, no oscillations 

occur at all since no particle can travel at the speed of light and can therefore not 

advance on the wave crest. The particles undergoing these motions, oscillatory or 

asymptotically approaching the wave crest, are considered to be captured within 

an RF bucket because they will continue to accelerate through the linac. However, 

the different particle phases on the RF wave as seen in Figure 2.10 leads to 

different energy gains. The differential equation that describes the change in 

energy gain with respect to the stable particle (subscript s) over an axial distance l 

is  

 ( ) ( )so
s TqE

dl

WWd
ϕϕ coscos −=

−
. 

(2.78) 

 Another important concept is the longitudinal motion of a low energy 

beam injected into a linac with an RF phase velocity of c. The charged particle 

beam injected at low energies slips back on the RF wave as it gains momentum. If 

the particles are electrons which can achieve ultrarelativistic velocities, they 

approach a stable phase on the RF wave as their velocities nearly match the RF 

phase velocity of c. Thus the electrons undergo longitudinal bunching as a large 

number of particles over a relatively wide phase range approach the same stable 

phase on the RF wave. The maximum phase slip of the electrons can be shown to 

occur if they are injected at an RF phase of φ ≈ 90°.6 However, since the electrons 

have speeds lower than c upon injection from an electron gun, there is a 

restriction as to the minimum axial electric field strength required to give the 

injected electrons the impulse required to achieve the required acceleration before 

the RF polarity reverses. The minimum axial electric field strength is given in Eq. 

2.79 with βi representing the normalized particle injection velocity and λ 

representing the RF wavelength 
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Equation 2.79 shows that the lower the initial particle velocity, the larger the axial 

electric field is required to be. 

 
2.3.3  Transverse particle dynamics 

 The cavity geometry for a linear accelerator is typically designed to 

maximize the effective shunt impedance. These optimized cavity geometries have 

the effect of producing radial RF fields that tend to create transverse focusing and 

defocusing fields as seen in Figure 2.11.  

 

Figure 2.11: Transverse RF fields due to the cavity geometry maximizing shunt impedance. 

 

Three mechanisms play a role when considering the net radial impulse imparted 

to a charged particle beam as it traverses a linac cavity. First, the radial fields vary 

with the radial particle displacement. Second, the fields vary in time as the 

particle crosses the cavity, and third, particle velocities change over the course of 

one cavity so the charged particles spend different amounts of time in the first half 

of the cavity compared to the second. The third mechanism has the exception of 

electrons within the ultrarelativistic regime (γ>>1) where their velocities do not 

change appreciably over the course of one cavity. In fact, by considering 

Laplace’s equation, it can be shown that if there is longitudinal focusing at a 

point, the two transverse components cannot also be focusing at that point.  

 For electron linacs, which are of most concern for this thesis, the electrons 

gain a large amount of momentum over the accelerating gap at the beginning of 
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the linac. With a negative synchronous phase, the RF field is rising in time 

creating longitudinal bunching or focusing. The radial focusing field experienced 

by the electron as it enters the cavity will be smaller than the defocusing field 

experienced at the cavity exit due to the time varying nature of the RF field. 

However, since the electron gains a large amount of momentum, it spends less 

time at the exit than at the entrance creating a net focusing force. This is called 

electrostatic focusing. 

A description of the transverse dynamics of a charged particle beam at a 

point in time or space can be expressed through the use of a phase space plot 

which is generated with the beams position x on the abscissa and the divergence 

parameter x’ on the ordinate axis. The phase space plot of a real charged particle 

beam has ill defined edges making it difficult to fully quantify analytically. 

However, an approximation to its shape in a phase space plot can be performed by 

outlining an ellipse based on the beam’s root-mean-square (rms) values. An 

example of this type of ellipse is given in Figure 2.12. 

 

Figure 2.12: A transverse phase space ellipse defined by the Courant-Snyder parameters. 

 

In Figure 2.12, αr, βr, γr, and εr are Courant-Snyder parameters. The first three 

parameters are related through the following, 

 21 rrr αβγ −=  (2.80) 

and the parameter εr, known as the rms emittance, is defined as 
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 222 xxxxr
′−′=ε . 

(2.81) 

The rms emittance can be understood geometrically as being proportional to the 

area of the ellipse in a 2D phase space plot.  

With emittance quantified another important concept is emittance growth. 

Emittance growth can arise from two main factors in addition to RF defocusing. 

The first can be explained through the following example. If at one location 

within the linac the charged particle beam has an rms emittance of ε1 and is 

diverging away from the central axis, further down the linac, the emittance will 

have grown to ε2 where ε1 < ε2. This form of emittance growth is simply caused 

by the trajectories of the charged particle beam. The second factor contributing to 

emittance growth arises from space charge forces. A beam of identical particles 

accelerating within a linear accelerator is confined in space. Since the beam is 

composed of particles of like charge, they will repel each other according to 

Coulomb’s law. This repulsive force is known as a space charge force and is non 

negligible for all but ultrarelativistic electrons where their beam generated 

magnetic field cancels the space charge repulsive force. Emittance growth in 

general needs to be reduced to minimize beam loss as the charge particle beam 

accelerates within the linac. Minimization of emittance growth can be performed 

through external focusing elements such as solenoids, quadrupoles, and RF 

quadrupole elements. However, if high intensity, high brightness beams are not 

required, no external focusing may be necessary provided the linac is sufficiently 

short.  

 
2.3.4  Beam loading and wakefields 

 The general idea behind beam loading and wakefield generation comes 

from the charged particle beam generating its own electric and magnetic fields. 

These fields interact with the generator induced fields changing the net field 

within an accelerating cavity. The presence of the charged particle beam induces 

charges on the cavity walls which then generate their own fields that work back 

on the beam. The induced fields can resonate at the accelerating mode, and at 
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higher order modes. Resonance of higher order modes can lead to mode mixing 

and increase power loss through Joule heating of the cavity walls. Beam loading 

is the effect of the induced field on the accelerating mode. The net accelerating 

field is then a superposition of the generator induced field minus the beam loading 

field. The fundamental theorem of beam loading states that the induced voltage 

experienced by a charge is half of the induced voltage the particle leaves in the 

cavity. Thus beam loading tends to reduce the maximum energy gain of a charged 

particle beam in a SW linac according to 
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where I is the charged particle beam current and βc is the waveguide-cavity 

coupling coefficient. The waveguide-cavity coupling coefficient βc is equivalent 

to the voltage standing wave ratio (VSWR) in the over-coupled regime.6 The 

VSWR is calculated in the simulation of the linac waveguide using the FEM 

(section 3.2.3). 

 Wakefields are more of a concern for ultrarelativistic electrons since at 

v<c the major concern is the space charge fields. However at v≈c, space charge 

fields are largely canceled due to beam generated magnetic fields. The beam 

generated electric field is highly Lorentz contracted and scatters when 

encountering geometric variations such as when the electrons leave the 

accelerating gap seen in Figure 2.11 and enter the drift tube. This scattered 

radiation interacts with electrons trailing in the same bunch as well as with 

electrons in subsequent bunches. The scattered radiation (wakefield) can be 

broken up into short range and long range effects. Short range wakefields are of 

high frequency and act on the trailing electrons of the bunch that generated the 

wakefields. Short range wakefields lead to parasitic losses in energy, increased 

energy spread and may lead to single bunch beam break up (BBU). Single bunch 

BBU is caused when the wakefields induce betatron oscillations in trailing off 

axis electrons. Since these wakefields are of high frequency, they are above the 

frequency cutoff of the drift tube meaning they continue to trail the same electron 
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bunch throughout the linac over time. Thus the oscillations can continue to grow 

in magnitude over time until the electrons are lost on the cavity walls. Long range 

wakefields are of lower frequency and are below the cutoff frequency of the drift 

tube and so cannot continue to trail the same electron bunch. They can however 

be carried from cavity to cavity through the strong cavity to cavity coupling. Long 

range wakefields are long lasting since they resonate for a time 

 

ω
τ

Q2
=  

(2.83) 

where Q is the cavity Q factor and ω is the cavity resonant frequency. Thus long 

range wakefields can affect subsequent bunches leading to multibunch BBU. 

 
2.3.5  Electron injectors 

 The characteristics of the beam injected into a linac can have a great effect 

on its evolution through the linac. For medical linacs, electron guns are used as 

injectors. A current is run through a resistive wire in the cathode giving the 

electrons sufficient energy to overcome the work function of the metal ejecting 

them into the electron gun. When a large negative potential is placed on the 

cathode, the electrons accelerate towards the linac being focused by the 

electrostatic fields shaped by the gun geometry. As greater numbers of electrons 

are ejected from the cathode, a larger Coulomb repulsive force at the cathode 

appears due to the existence of a space charge ‘cloud’. When a sufficient amount 

of current exists in front of the cathode, further increases in cathode temperature 

yield no greater emission of electrons since the repulsive space charge force 

dominates. At this point, the electron gun is said to be space charge limited and 

Child’s law completely describes the electron current density je emitted from the 

cathode based solely on the potential V and the normal sampling distance d which 

is much smaller than the radius of curvature of the cathode, 
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(2.84) 

In Eq. 2.84, me is the electron mass and q is the electronic charge. Child’s law is a 

common emission model for electron guns, specifically when exact information 
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about cathode temperature and work function is unknown (which is the case for 

this work). It was found that the difference between Child’s law, and the more 

accurate Fowler-Nordheim field emission model23 (which required an estimate of 

cathode temperature and work function) was less than 1% for the simulations 

performed in OPERA-3d/SCALA (section 2.4.3). Electron gun geometries come 

in many forms depending on its application, but many, including the gun designed 

for this work, are based on the Pierce diode22, 24. 

 

2.4  NUMERICAL PARTICLE SIMULATIONS 

Numerical particle simulations were an important part of this work. The 

numerical methods applied by the various particle simulation programs used in 

this work can all be categorized as a form of Particle Mesh (PM) simulation. The 

programs used ranged from the axisymmetric 2D FD beamlet electron gun 

program EGN2w25 to the 3D FEM beamlet program Opera-3d/SCALA, to the 

particle-in-cell (PIC) program ‘phase and radial motion in electron linear 

accelerators’ (PARMELA)26. The general algorithm for each program will be 

discussed separately.  

 
2.4.1  Governing equations 

 The general equations that describe an ideal plasma model are Maxwell’s 

equations (Eq. 2.1 – 2.4), Poisson’s equation (Eq. 2.12), the Lorentz force 

equation (Eq. 2.7), and the Vlasov equation  
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(2.85) 

Although the variable f=f(x,v,t) in Eq. 2.85 corresponds to a generic particle 

probability distribution, the work presented in this thesis assumes it to be an 

electron distribution. The distribution describes the probability of an electron 

being near the position x with approximately the velocity v at a time t. The self-

consistent electromagnetic field depends in a complex way on the electron 

distribution function. The above mentioned system of equations is known as the 

Vlasov-Maxwell system of equations. 
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 If the x-v phase space is divided up into a regular array of infinitesimal 

volume cells such that not more than one electron exists within a cell, then 

f(x,v,t)dxdv gives the probability that the cell is occupied at a given time. If an 

electron is in a cell (x,v) at time t then there will be one in the cell (x’,v’) at time 

t’ according to the equations of motion 
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and  

 ( ) ( )tftf ,,,, vxvx =′′′ . (2.88) 

Equations 2.86 and 2.87 are nothing more than a restatement of the Vlasov 

equation (Eq. 2.85) as can be seen by Taylor expanding Eq. 2.88 and taking the 

limit as (t’-t) goes to zero. Mapping f for every infinitesimal cell is 

computationally impossible, so instead sample points of the distribution function 

are used each of which represents an element i of the phase fluid corresponding to 

∫=
i

 vxddfN s  plasma electrons per unit volume. The governing equations of 

motion for the ensemble of plasma electrons per unit volume (given by Eqs. 2.86 

and 2.87) are rewritten below in relativistic differential form 

 

( )
dt

d
M

dt

d

ii

ii

i

i

i

v
F

x
v

γ
 

,

=

=
 

 

(2.89a) 

 

2

2

1

1

c

vi

i

−

=γ . 
 

(2.89b) 

In Eq. 2.89 Mi=Nsme, with me representing the electron rest mass, Fi is the Lorentz 

force (Eq. 2.7) and γi is the relativistic factor. Equation 2.89 is the ‘superparticle’ 

representation of the equations of motion for electron plasmas. However, in the 

simulations performed in this work, the calculations are performed in a space 
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charge dominated regime where the collective plasma effects are minimal. This is 

not the case in general when electron plasmas undergo oscillations due to a 

restoring force (e.g. from lattice ions in a conductor). 

 

2.4.2  EGN2w 

 The electron gun program EGN2w performs a simple central difference 

approach on square grids (section 2.2.1.1) to discretized Poisson’s (or Laplace’s) 

equation25. With a defined geometry and boundary conditions, EGN2s first solves 

Laplace’s equation (Eq. 2.12). Then, the current density for a user specified 

number of macroparticles (or ‘beamlets’) is calculated using Child’s law (Eq. 

2.84) from the solved electrostatic potential. Each beamlet is associated with an 

area of the cathode surface which depends on the radial distance of the beamlet. 

The current associated with the beamlet is simply found by multiplying the 

current density with its associated area. The total current in the beam is then 

found by simply summing the current of each beamlet together. The electric field 

is calculated from the solved potential using a central difference approximation to 

Eq. 2.10 with the radial component of the electric field reduced by a factor of 2 

for the first iteration. This avoids over-focusing the beam since no space charge is 

initially calculated. The relativistic kinematic equations (Eq. 2.89) are solved 

using an explicit fourth-order Runge-Kutta method27, 28, 
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 From the second iteration onwards, space charge is calculated and used for 

the subsequent determination of emission current and beamlet trajectories. Space 

charge is calculated through a charge assignment scheme that interpolates a 
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fraction of the total current within a square cell (from all beamlets crossing that 

cell) to the cell vertices. The fraction of the total current at each vertex is 

proportional to the inverse distance from the beamlet. The space charge density 

can then be derived at each vertex from the fractional current Ii
25 
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i

i
va

I

,⋅
=ρ  

(2.91) 

from which an updated electrostatic potential including space charge is found by 

solving Poisson’s equation (Eq. 2.12). In Eq. 2.91, ai represents the area 

associated with each beamlet and vz,i is the z velocity. The updated electrostatic 

potential (including space charge) is used in Child’s law for to solve for the 

emission current and the process repeats for a set number of iterations. It was 

found that after nine iterations, the beam current converged to a stable solution. 

 

2.4.3  OPERA-3d/SCALA 

 The foundation of the OPERA-3d/SCALA algorithm is the FEM. Once 

the geometry is defined and the boundary conditions are set, OPERA-3d/SCALA 

solves Laplace’s equation (Eq. 2.12) for the electrostatic potential using the FEM 

(given in section 2.2.2). The electric field is then calculated from the solved 

potential Фi
e using Galkerkin’s method to discretized Eq. 2.10 
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where φi
e is the same basis function used in calculating the potential (section 

2.2.2.2).  

 The current density for each beamlet emitted off the cathode is calculated 

using Child’s law (Eq. 2.84) and the current is calculated by multiplying the result 

with the cathode area associated with each beamlet (in the same manner as 

EGN2w). The beamlets trajectories are then determined by solving Eq. 2.89 

subject to the electric fields using a Runge-Kutta-Merson fifth order integration 

scheme29, 30 initially with no space charge. The value R in Eq. 2.93d provides an 

estimate of the error in the integration which is used for automatic selection of the 

integration step. If the desired integration accuracy is ε the algorithm for 
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determining the integration step is as follows. If R > ε, divide the integration step 

by 2, if R < ε/64 double it, otherwise the integration step is satisfactory. Once the 

integration step has been chosen, Eq. 2.93c is used to performing the actual 

integration.  
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 Once the initial beamlet trajectories have been calculated, space charge is 

solved by calculating the current that intersects a ‘dual grid’ of the FEM mesh. 

The dual grid is produced by generated normal bisectors of all the edges in the 

mesh element where the bisectors all meet at the circumcenter of the element. An 

example of a 2D FEM mesh element and the dual grid is shown in Figure 2.13. 

The dual grid divides up each element into sub-elements (A, B and C in Figure 

2.13). The charge density ρi resulting from the beamlet current Ii is calculated 

from 
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(2.94) 

where ∆sub is the volume of the sub-element and vi is the velocity of the beamlet 

as it crosses the sub-element. The total charge density within the sub-element ρsub 
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is found by summing all the beamlet charge densities together. Eq. 2.58 is then 

obtained by 

 ∑ ∫∫
− ΩΩ

Ω=Ω
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e
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i
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dd ϕρρϕ  . (2.95) 

The calculation of space charge and beamlet trajectory is continued until the 

emission current calculated from Child’s law for the current iteration is identical 

to the last iteration within a predefined value. 

 

Figure 2.13: The dual grid (in 2D) used for the SCALA space charge calculations is given 

along with a representative beamlet intersecting a sub element. 

 

2.4.4  PARMELA 

 Unlike EGN2w and OPERA-3d/SCALA, PARMELA uses a PIC 

approach31 to calculate space charge and electron trajectories. PARMELA 

discretizes Eq. 2.89 using the leapfrog approach, 
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where the superscript n refers to time, and the subscript i refers to position. 

Before Eq. 2.96 can be applied to determine the particle motions, the 

space charge field needs to be calculated in order to obtain self consistent forces. 
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The PIC algorithm applied by PARMELA for its 3D space charge calculation can 

be separated into three parts. The first is charge assignment where the charge 

density is determined at specified cell points. The second is field solution in 

which the space charge electric field generated by the calculated charge density is 

obtained. The third is force interpolation and electron trajectory calculation. Force 

interpolation is where the force calculated at the cell points is interpolated back to 

the original particle positions. The leap-frog scheme (Eq. 2.96) is then used to 

calculate the particle trajectories subject to the self consistent forces generated by 

the space charge field and any other external fields. 

The 3D space charge routine used in PARMELA is based on the PIC 

algorithm by Qiang et al.32 Charge assignment is performed using the assignment 

function W(x) 

 ( ) ( )∏ ∗
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= xS
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x
xW . 

(2.97) 

Eq. 2.97 represents a 1D charge assignment function where H is the mesh size and 

S(x) is the cloud shape function and Π is the top hat function31. The 3D charge 

assignment function is simply 

  ( ) ( ) ( ) ( )zWyWxWzyxW =,, . (2.98) 

The cloud shape function S(x) used by PARMELA is a cloud-in-cell (CIC) 

function defined by 
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The charge assignment function using a CIC shape function, known as a CIC 

scheme, is a continuous piecewise linear function used to distribute charge 

between eight cell points in 3D. The forces calculated using the CIC scheme are 

fairly smooth reducing amplitude fluctuations in interparticle forces as electrons 

move with respect to each other and the mesh. Any errors that do arise are 

localized spatially to a large extent reducing their global effects. Higher order 

charge assignment schemes exist that further reduce interparticle force 
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fluctuations, but at the expense of greater complexity, and need to assign charge 

to a greater number of cell points. 

 The errors that can arise due to the discrete nature of the simulation place 

two major constraints on the simulation. The first constraint is the long range 

constraint which amounts to the minimization of electric potential fluctuations 

(leading to force fluctuations) for particles with large separations. The second 

constraint is the smoothness constraint which requires the minimization of 

potential fluctuations for small particle separations. This constraint amounts to a 

requirement for continuous assignment functions and their derivatives. Although 

both of these constraints are more easily met through the use of higher order 

assignment functions, the simple CIC scheme used by PARMELA meets the 

above constraints sufficiently to produce an accurate solution33 and has been used 

to design accelerators in the past.34, 35  

 Charge assignment can be described as a convolution (as seen in Eq. 2.97) 

and sampling. The Fourier transform of the charge density within a cell shows 

aliasing in k space since it is not infinite in extent and is only defined over a finite 

number of cell points (eight in 3D). The aliasing causes a loss of displacement 

invariance which causes fluctuations in the total mesh defined charge density. 

Depending on the exact aliasing present, too much or too little total charge can be 

defined at one cell point while the opposite effect appears at a near cell point. 

These fluctuations lead to non-physical charge fluctuations and interparticle 

forces. This aliasing effect is known as mode coupling which leads to a violation 

of the long range and smoothness constraints to some extent. The application of 

the assignment function leads to a widening of the charge density ρ. If ρ is band 

limited, the application of a sharpening operator ( )[ ] 1ˆ −
= kWL  can almost 

completely recover the physical charge density provided the mesh spacing is not 

too large to cause further aliasing. Unfortunately a band limited charge density 

would require assignment to all cell points, which is impractical. Thus the 

accuracy of the numerical solution is directly related to the degree of aliasing in 

the solution placing a constraint on the maximum mesh size. 
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 After charge assignment, PARMELA calculates the space charge potential 

through the use of Green’s function9 using the convolution method31. The 

potential at a mesh point (x,y,z) can always be written as a sum of contributions 

from all other sources at points (x’,y’,z’), 

 ∑ −−−= ',','',',',, zyxzzyyxxzyx G ρϕ . (2.100) 

The Fourier transform of Eq. 2.100 gives 

 
mlkmlkmlk G ,,,,,,

ˆˆˆ ρϕ = . (2.101) 

The interaction potential G (Green’s function) is written on the mesh at each cell 

point for a unit charge at the origin and the solution is saved in memory. At each 

time step ρ̂  is determined from whichϕ̂  is calculated. The potential φ is then 

obtained through the inverse Fourier transform ofϕ̂ . It should be noted that when 

solving for an isolated system requiring open boundary conditions, eight times 

more mesh is required to calculate G initially to ensure it approximately goes to 

zero at infinity. Even though only one quarter of the mesh generated is actually 

used for charge assignment and calculation purposes, this method requires eight 

times more storage for G. The space charge electric field is then solved from the 

space charge potential using a central difference scheme. 

 Force interpolation is performed using the same CIC scheme in order to 

conserve momentum and eliminate the generation of unphysical self forces31. 

After the application of the CIC scheme to interpolate the forces back to the 

particle positions, the same sharpening operator L is used and Eq. 2.96 is then 

used to determine the particle motions. 

 

2.5  MONTE CARLO SIMULATIONS 

The name “Monte Carlo” was set by physicists working on the Manhattan 

Project in the 1940’s to describe a class of numerical techniques that rely on the 

use of random numbers. In Monte Carlo simulations of radiation transport, a 

particle track is considered to be a random sequence of free motion with an 

interaction event at a location where the particle changes direction, losses energy, 
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or creates a secondary particle. The interaction events are determined by the 

differential cross sections (DCS) which form the probability distribution functions 

(PDF). Radiation transport can be broken down into three distinct categories, (1) 

the free path between interactions, (2) type of interaction event, and (3) energy 

loss and angular deflection of the primary particle along with the initial state of 

any secondary particles if they were created. The Monte Carlo method gives the 

same information as the solution to the Boltzmann transport equation but is easier 

to implement, especially for complex geometries.36 Not all interactions are 

calculated in most Monte Carlo simulation in order to improve the calculation 

efficiency. For the work presented here for example, Rayleigh scattering and 

atomic relaxations were not simulated since their effect is only significant for low 

energy applications (< 1 MeV).37  

 
2.5.1  Sampling techniques 

A key component in the Monte Carlo simulation process is the sampling 

of the PDF that describe the DCS. A cumulative distribution function (CDF) is 

defined by 
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The CDF is defined as a monotonically increasing function where 0 ≤ CDF ≤ 1 

which is always true when PDF ≥ 0. Sampling of the CDF can be performed using 

the inverse-transform method which requires the inverse of the CDF to be 

calculated. Thus 
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(2.103) 

and 0 ≤ ξ ≤ 1. In this method ξ can be represented by a uniform random number. 

The calculation of the CDF and its inverse can only be done analytically for 

simple PDF. For more complex PDF, a numerical integration is required to define 

the CDF, and more importantly its inverse. The numeric solution is typically pre-

calculated for speed and stored in a table in memory. When a numerical solution 
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to the inverse CDF is pre-calculated and stored, an interpolation method is also 

required to sample between the discrete values stored in memory. The 

interpolation method is required to have sufficient accuracy to ensure its error is 

negligible, and should be fast. 

 An alternative to the numeric integration of complex PDF together with 

the data storage and interpolation requirements of the inverse transform method is 

the rejection method. This method is used in the EGSnrc Monte Carlo algorithm. 

The foundation of the rejection method is the sampling a PDF π which is different 

and much simpler than the originally complex PDF p. An additional sampling of 

the function r is then performed to determine whether the result of sampling π is 

accepted or not. Mathematically the rejection method is 

 rCp  π=  (2.104) 

where C is a positive constant that satisfies Cπ ≥ p and  0 ≤ r ≤ 1. The rejection 

method algorithm is as follows:  

(1) generate a random value x from π using a random number ξ1 

(2) generate another random number ξ2 

(3) if ξ2 > r(ξ1) go back to (1) 

(4) otherwise deliver x 

The advantage of the rejection method is that it’s simple and no interpolation is 

required reducing the error. The drawbacks however are its poorer efficiency, 

calculated to be 1/C and the requirement for two random numbers to sample one 

PDF. 

 
2.5.2  EGSnrc photon transport 

 The first step of photon transport is to decide the distance to the next 

interaction site. The distance to the interaction site is determined from the Beer–

Lambert law   

 x

oeNN µ−=  (2.105) 

where µ is the linear attenuation coefficient and x is the path length. The photon is 

considered to undergo free motion with no interactions along the path length. At 
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the interaction site, which interaction takes place is determined by sampling the 

relevant DCS. The main DCS in EGSnrc which are relevant are: (1) Rayleigh 

scattering, (2) photoelectric absorption, (3) Compton scattering, and (4) 

pair/triplet production. A thorough discussion of these DCS is given in the book 

by Johns and Cunningham38 and their application to EGSnrc is given by 

Kawrakow37. The photon energy and the initial state of secondary particles (if 

any) are then set according to the relevant DCS. 

 
2.5.3  EGSnrc charged particle transport 

Charged particle transport makes use of a ‘condensed history’ where 

multiple small interactions causing the particle’s random walk are set into a single 

interaction. At this interaction, the energy and direction of the charged particle are 

altered by sampling the appropriate multiple scattering distributions. EGSnrc 

(based on the EGS4 code)39 implements a Class II condensed history in which 

bremsstrahlung photons created with an energy above kc and inelastic collisions 

that set in motion atomic electrons with energy above Tc are modeled explicitly. 

Both kc and Tc are user defined parameters and interactions with energies greater 

than these are known as catastrophic interactions. Sub-threshold energy losses are 

described by the continuously slowing down approximation (CSDA)38 in EGSnrc. 

Thus the process for charged particle transport is as follows: (1) sample the 

energy at which the next catastrophic event takes place, (2) modify the particle 

energy, position and direction caused by multiple ‘soft’ interactions using the 

CSDA and multiple scattering theory40, 41, (3) at the catastrophic interaction site, 

select the interaction type from the total interaction cross section, and (4) at the 

current position and energy, determine energy and direction changes of the parent 

particle as well as the initial state of any secondary particles by sampling the 

appropriate DCS. 

 The default charged particle transport algorithm in EGSnrc is divided into 

two sub-steps where the scattering angles θ1, φ1 and θ2, φ2 are sampled according 

to the multiple scattering theory. The final scattering angle is determined from the 

scattering angles at each of the sub-steps and the particle positions and energy 
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losses are altered accordingly. When spin effects are included in the scattering 

calculations, if the step size between catastrophic interactions is restricted to 25% 

energy loss, the accuracy of the multiple scattering algorithm is better than 

0.1%.37 Although the accuracy of the EGSnrc code has been proven in the 

literature in the past through multiple validations against measurement, its 

accuracy in a magnetic field (as applied to linac-MR systems) is yet unknown 

since no direct measurement has been made. However, through comparison with 

other Monte Carlo radiation transport programs, it has been shown to be highly 

accurate.42 It should be noted that in this work, no magnetic field was placed on 

the Monte Carlo simulations in order to focus on its effect on the linac. 

 Since multiple scattering theory assumes the scattering occurs in one 

medium, boundary crossings between media have to be treated differently. 

EGSnrc uses an exact boundary crossing algorithm which switches from multiple 

scattering theory to single elastic scattering at a distance of tmin, chosen to be three 

elastic mean free paths for efficiency37. The smaller step size of the single 

scattering mode reduces the error as the charged particle crosses the boundary 

from one medium to another. 

 

2.5.4  Variance reduction 

Variance reduction describes a class of techniques that reduces the 

statistical variance of the Monte Carlo solution in efficient ways. The statistical 

noise, or variance, in a Monte Carlo solution is reduced by generating larger and 

larger numbers of particles in the region of interest. A review of variance 

reduction techniques in radiation transport has been given by Bielajew and 

Rogers43. Directly tracking more and more particles is computationally expensive 

and time consuming. An alternative to this computationally expensive operation is 

particle splitting. Particle splitting is one class of variance reduction techniques 

and was used in the Monte Carlo simulations presented in this work. Specifically, 

in the EGSnrc code, directional bremsstrahlung splitting (DBS) was used44. When 

a bremsstrahlung photon is generated, DBS generates not one, but NBRSPL 
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photons, set by the user, each of whose direction is determined by sampling the 

leading term of the Koch-Motz distribution37, 41. The user also defines the field of 

interest, and the photons not directed into this field are eliminated through 

Russian roulette. All the photons directed into the field of interest are given a 

weight 1/NBRSPL while the photons directed outside the field of interest that 

survive the Russian roulette are fat (i.e. given a weight of one). To improve the 

efficiency of the DBS routine, instead of looping over each NBRSPL photon, a 

subroutine is called that pre-calculates the number of photons directed into the 

field and only simulates these photons. It also samples the angle of a photon from 

the full distributions and if that angle is not directed into the field, a single fat 

photon is created and tracked. 

 If a photon generated through the DBS routine is about to undergo a 

Compton interaction, Russian roulette is played on the photon, and if it survives, 

becomes a fat photon. The treatment is different if the Compton interaction occurs 

in a gas to prevent the creation of a large number of fat photons just above the 

region of interest44. The fat photon creates a fat electron, and Russian roulette is 

played on the scattered photon if it is directed outside the field of interest. With 

this method, all electrons created through Compton scattering of DBS created 

photons are fat, and thus electron splitting is also used to split each fat electron 

into NBRSPL electrons with a weight of 1/NBRSPL. Russian roulette is played 

on electrons that are directed away from the field on interest. A more detail 

description of the DBS routine is given by Kawrakow et al
44. 
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CHAPTER 3: The design of a simulated in-line side-

coupled 6 MV linear accelerator waveguide 

A version of this chapter has been published. J. St. Aubin, S. 

Steciw, B.G. Fallone, “The design of a simulated in-line side-

coupled 6 MV linear accelerator waveguide,” Med. Phys. 37, 466-

476 (2010). 

 

3.1  INTRODUCTION 

The modeling and optimization of linear accelerator cavities has been 

performed numerically for many decades using various software1, however to 

date, this is the only full 3D electron linac medical waveguide simulation 

published. Before numeric calculations were performed, sections of the 

waveguide could be machined and redesigned numerous times before the optimal 

parameters were achieved. When considering numeric design programs, a 

common and popular choice is the axisymmetric 2D finite difference (FD) 

program Superfish. Superfish has been used in the design of axisymmetric 

waveguide systems2-5 and through benchmarking has been shown to be highly 

accurate6, 7. This 2D software however is unable to fully model side-coupled 

waveguide systems due to its requirement for axisymmetric cavity designs. With 

the increasing power of personal computers, full 3D simulations have become 

available with a variety of numerical methods to solve Maxwell’s equations 

which are capable of solving side-coupled systems. In many cases however, the 

design and optimization of a full waveguide from a 3D numerical simulation is 

unnecessary and impractical due to extremely large computational requirements 

of memory and time for long structures with many beamline components. In these 

cases, only a section of the waveguide is investigated through simulation4, 8-12, and 

the results are typically compared to measurements using a prototype waveguide 

built from aluminum or ‘cold model’. When modeling only sections of the linac 

waveguide at a time, the electron beam characteristics can only be determined 

within each section of the waveguide modeled separately. Since in this work the 
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electron dynamics within the entire waveguide is needed, a full 3D model 

incorporating all aspects of waveguide design and coupling is required.  

 In order to accurately determine the electron trajectories within an in-line 

side-coupled 6 MV medical linac waveguide, a full 3D waveguide model was 

designed to ensure the simulated structure resonated at the appropriate frequency. 

The design of the 3D waveguide began by creating an accelerating cavity which 

emulates the characteristics of a commercial medical waveguide. The theory for 

coupled cavity waveguide design as linear accelerators13-16 and its coupling 

effects17-19 has been applied for a proton linac previously8, 20-22, and now is 

applied practically for the electron medical linac modeled here. This work 

provides a concise 3D simulation design for an in-line side-coupled 6 MV linac 

waveguide, and produces an RF field solution incorporating the effects of side 

coupling.  

 

3.2  METHODS AND MATERIALS 

3.2.1  Theoretical foundation for waveguide cavity design 

The theoretical foundation for designing each cavity to resonate at a 

nominal frequency was taken from the lumped circuit model of a side-coupled 

linear accelerator derived by Nagle13 and explained in section 2.1.4. A side-

coupled linac is resonantly coupled with its coupling irises at a location of high 

magnetic field and low electric field, where power is transferred from one cavity 

to the next through mutual inductance. According to Slater’s perturbation 

formula15 (Eq. 2.44) the introduction of a coupling iris in the location of a strong 

magnetic field causes a decrease in the resonant frequency of the cavity, and more 

generally any geometric change to the cavity will cause a shift in its resonant 

frequency. As a simple approximation, referring to Eq. 2.35b of the lumped 

circuit model in section 2.1.4, each cavity’s resonant frequency squared is 

inversely proportional to the inductance of the cavity L, and the cavity’s 

capacitance C. Slater’s perturbation theory can then be simply understood by 

considering that the introduction of a coupling iris increases the inductance which 
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in turn decreases the resonant frequency. In general, in order to recover a resonant 

frequency of 2998.5±0.1 MHz after the introduction, removal, or alteration of a 

coupling iris, the capacitance of the accelerating cavities was adjusted by 

changing the length of the nose cones, and the inductance was changed by altering 

the cavity diameter. In the side coupling cavities the only change required was to 

the capacitance of the cavity which was achieved by adjusting the post lengths. 

 

3.2.2  Two-dimensional FD simulations 

This work was aimed at emulating a Varian 600C linac waveguide. The 

dimensions of a single accelerating cavity published by Roy et al. in 199323 was 

redesigned using the 2D FD program Superfish which offered very fast 

simulations but was restricted to axisymmetric cavities. The Superfish mesh 

consisted of 7428 nodes of which 474 resided on the boundary where the nodes 

specify the triangles of the domain discretization with an average area of  

5.25x10-4 cm2. Using the exact dimensions from Roy et al., it was found that the 

beam tube diameter as well as the effective shunt impedance (a measure of how 

well a waveguide works as a linear accelerator) was not identical to the Varian 

600C waveguide. The accelerating cavity was thus redesigned by our group in 

order to achieve a beam tube diameter and approximate effective shunt impedance 

of 5 mm and 115 MΩ/m respectively,1 which is consistent with a Varian 600C 

waveguide that achieves a nominal electron energy of 6 MeV. Since the effective 

shunt impedance of a simulated accelerating cavity is approximately 15% greater 

than a manufactured waveguide1, the simulated accelerating cavity was designed 

to have an effective shunt impedance of 115 MΩ/m instead of the published 100 

MΩ/m. Using this slightly larger value, the cavity geometry would give cavity 

dimensions that more closely approximated the manufactured waveguide. 

 

3.2.3  Three-dimensional FEM waveguide simulation  

The modified and optimized 2D design of the accelerating cavity was then 

reproduced in 3D using the finite element method (FEM) program COMSOL 
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Multiphysics. The 3D mesh was generated using isoparametric tetrahedral 

elements with cubic vector shape functions to obtain smooth field solutions with 

increased accuracy24 and a port power of 2.3 MW was used. The resonant 

frequency of the side-coupled in-line linac waveguide was chosen to be 2998.5 

MHz which is within the frequency range of a standard e2V tunable S-band 

magnetron and will hereafter be referred to as the nominal resonant frequency. 

The reference 3D accelerating cavity solution compared to the 2D Superfish 

solution contained 55 501 mesh elements while the full in-line side-coupled linac 

waveguide model used 368 625 elements. With the reference cavity having 55 

501 mesh elements, it had a very similar mesh to the full model meaning the 

accuracy of the solution within the reference cell could be extrapolated to the 

solution of the full waveguide model. Using cubic vector elements, these mesh 

values translated into 255 305 nodes for the reference cavity mesh and just under 

1.6 million nodes on which the RF field solution was calculated. The FEM RF 

field solution for the full waveguide model required 115 GB of RAM and took 

just over an hour on a PC possessing 128 GB of RAM running on 4 2.0 GHz 

quad-core AMD Opteron 8350 processors. 

 

Figure 3.1: The dimensions and geometry of the basic unit comprising one side coupled 

cavity and two half accelerating cavities is shown. Dimensions indicated by bold Greek 

letters were optimized for the simulated in-line side-coupled 6 MV linac waveguide and all 

dimensions given are in mm. 
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 The full 3D linac waveguide simulation was completed in five design 

stages. Before each stage was complete, all the cavities were required to resonate 

at the nominal resonant frequency. The first design stage was of the ‘basic unit’ 

shown in Figure 3.1. With an overlap between the side coupling and accelerating 

cavities of 6 mm (in accordance to a 2998 MHz frequency of Roy et al.
23), the 

Superfish designed cavity diameter was adjusted slightly to account for the 

frequency reduction caused by the coupling irises. The numbers given in Figure 

3.1 represent dimensions published by Roy et al. which were kept identical in this 

model while the Greek letters correspond to dimensions that required 

optimization. The geometry of the basic unit, although not respecting the 

staggered up-down sequence seen in Figure 3.2, is sufficient in order to design 

each cavity to resonate at the nominal frequency. The second design stage had the 

basic unit repeated five times, staggering the coupling cavities above and below 

the beam tube axis as seen in Figure 3.2. This created a waveguide terminated in 

half accelerating cavities at both ends. Since the basic unit was initially designed 

to resonant at 2998.5±0.1 MHz for the TM010 mode, no additional redesign of the 

waveguide shown in Fig. 2 was required. The third design stage required 

designing a full end cavity with only one coupling iris. This was performed to 

ensure the simulated 3D linac waveguide emulated a manufactured one with a full 

end cavity. The fourth design stage required shifting the first side cavity (SC1 in 

Figure 3.2) towards the front end of the waveguide where the electron gun is 

located. By shifting SC1 towards the front end of the waveguide, iris 1 becomes 

larger and iris 2 becomes smaller. This asymmetry in the coupling irises causes 

the RF field magnitude in the first accelerating cavity (AC1) to become smaller 

than in the second accelerating cavity (AC2). The larger the asymmetry in the 

coupling irises, the smaller the RF field in AC1 becomes compared to AC2 (for 

the same input power). Thus through the design of the first side cavity shift, 

control of the RF field magnitude in AC1 can be achieved. This is important since 

the RF field magnitude in AC1 plays a critical role in the extent of the injected 

electron beam blooming. Two different side cavity shifts of 0.5 mm and 1.5 mm 
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will be examined in this paper. The fifth and last design stage is the design of a 

coupling port that feeds power from the magnetron, through the transmission 

waveguide into the linac waveguide. In 1995 Zhao et al.
25 published a formula 

that determines the optimal coupling coefficient from a known input power with 

the goal of maximizing dose rate. With an input power of 2.3 MW, the optimal 

coupling coefficient was calculated to be 2.11. Since the coupling coefficient 

between the transmission waveguide and the linac waveguide is identical to the 

voltage standing wave ratio (VSWR) in the over-coupled regime (coupling 

coefficient greater than 1), the VSWR was calculated in the simulations. The 

VSWR measured is in fact a sum of two traveling waves, the power emission 

from the field within the linac waveguide at resonance and the reflected power at 

the port.14 

 

Figure 3.2: A cutaway section of the waveguide terminated in half cavities is given. This 

geometry is created by repeating the basic unit (Figure 3.1) five times ensuring the side 

cavities are staggered above and below the beam tube axis. Iris 1 and 2 along with side cavity 

1 (SC1) and accelerating cavities 1 and 2 (AC1 and AC2 respectively) are emphasized. 
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3.2.4  Determining the effects of the coupling and port irises on the 

RF field solution 

The effect of the asymmetrically placed coupling and port irises in a side 

coupled waveguide on the RF field was investigated next. In order to remove any 

numerical noise resulting from different FEM meshes in the comparison between 

coupled and non-coupled cavities, the RF field solution was solved on the same 

mesh for both the coupled and non-coupled cavities. Once the initial mesh was 

generated, the coupled solution was found using an eigenvalue solver with the 

boundary conditions at the irises set to require continuity in the field solution 

across the boundary. With the continuity condition enforced, power is transferred 

from an accelerating cavity to a side cavity or from the magnetron into the linac 

waveguide just as in true operation. When the non-coupled cavity was solved, the 

iris boundary condition was simply changed from a continuity condition to a 

perfect electrical conductor which fully contained the RF field within the cavity. 

A difference map was then made with the coupled solution subtracted from the 

non-coupled solution such that any increases in field due to coupling resulted in 

positive values in the difference map. The coupled and non-coupled solutions 

were initially normalized to the average electric field on axis to remove any 

differences in field magnitudes due to the eigenvalue solver. The normalized 

difference field was multiplied by a factor of 26 MV/m to obtain a representative 

field magnitude that would accelerate the electrons to 6 MeV and the difference 

maps were generated in each cavity at the same phase of the RF field for 

consistency in the analysis. 

In order to determine that the difference maps generated as explained 

above were strictly due to the introduction of the irises and not due to the inherent 

differences in the field distributions caused by the RF at different frequencies 

(comparing the cavity frequency with and without irises), COMSOL was used to 

calculate changes in the field distributions due to the changes in frequency. The 

same cavity geometry and mesh was used in the analysis with the RF frequency 

simply changed to the cavity frequency determined with and without irises. 
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3.2.5  Particle simulations 

 The electron phase space at the target of the in-line 6 MV linac waveguide 

model was calculated using PARMELA. The PARMELA simulation includes the 

effects of space charge (fields generated by the electron beam itself) as well as a 

calculation of beam loading. The spatial and temporal stability of the PARMELA 

simulation was investigated by adjusting the mesh size and phase step to ensure 

minimum aliasing in the force calculations and solution stability over time. The 

mesh size for PARMELA’s 3D convolution26 space charge routine was varied 

from 0.08x0.08x0.12 mm3 to 0.16x0.16x0.39 mm3. The 3D convolution routine 

automatically adjusts its mesh size throughout the calculation to ensure all 

particles are within the mesh during acceleration and thus the mesh size quoted 

above is the initial mesh size. The time was incremented in phase steps from 0.9° 

to 5.4° per step in order to determine the Courant-Friedrichs-Lewy condition.27 

This condition simply requires the time to be small enough for information to 

propagate through the space discretization. Differences in energy were quantified 

as differences in the max and mean energy of the spectrum, while differences in 

the spatial distribution were quantified through the beam centroid and peak 

position. 

With the optimal simulation parameters determined, PARMELA was used 

to quantify the effect of the coupling and port irises on the electron beam. 

PARMELA calculated the electron trajectories within the two waveguide 

geometries investigated (0.5 mm and 1.5 mm side cavity shift) as well as for a 

fictitious waveguide with no coupling. In order to simulate a waveguide with no 

coupling, the RF field within a non-coupled axisymmetric accelerating cavity was 

solved using the FEM and repeated many times to create the same number of 

cavities as the coupled system. A 15 keV cylindrical beam comprised of four 

million macroparticles, each representing ≈108 electrons, was tracked through the 

linac for all PARMELA simulations over two RF periods. The maximum energy 

of the electrons incident on the target was set to 6 MeV and only the central 

electron bunch was used in the analysis disregarding the first and last half electron 
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bunches to remove all simulation end-effects so that the analyzed beam 

represented a stead-state electron bunch. In order to generate a sufficiently large 

phase space for the Monte Carlo studies, each PARMELA simulation was run 60 

times (yielding roughly 40 million particles in total) with randomized electron 

injection locations within the cylindrical volume to ensure uncorrelated results. 

 

3.2.6  Monte Carlo Simulations 

 A Varian 600C linac head (Figure 3.3) was modeled in the BEAMnrcMP 

2007 (BEAM), which is based on the EGSnrc Monte Carlo code, according to 

information supplied from the manufacturer. However, the data supplied 

instructed the target to be modeled as a semi-infinite slab whereas the true target 

is known to be slightly larger than the waveguide beam tube. Thus a Monte Carlo 

investigation was performed to determine if there was any difference in results 

between the target modeled as a semi-infinite slab or as a smaller slab of 7 mm 

diameter. 

 

Figure 3.3: Schematic representation of the BEAMnrc linac model. All components modeled 

are outlined. 
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 The EGSnrc parameters in the BEAM Monte Carlo simulations were as 

follows. Directional bremsstrahlung splitting was used with a source to surface 

distance of 100 cm, a splitting radius equal to the field size (40 cm for a 40x40 

cm2 field) and a splitting factor of 1000. Russian roulette was turned on with the 

splitting plane chosen to be 0.16 cm above the bottom of the flattening filter. The 

values of electron (ECUT) and photon (PCUT) transport cutoff energies were 

0.70 MeV and 0.01 MeV respectively and range rejection was turned on with an 

ESAVE value of 0.7 MeV in the target and 2.0 MeV for the rest of the linac 

components with no photon forcing. If the electron has energy less than ESAVE, 

and its range will not allow it to cross a boundary, its energy is deposited locally. 

The smaller ESAVE value in the target allows for the electrons to be directly 

tracked down to lower energies for a more accurate estimate of the primary 

bremsstrahlung production (the generation of the X-ray beam). Elsewhere in the 

linac this constraint can be relaxed without significantly affecting the accuracy of 

the results.28 With ESAVE and ECUT set to 0.70 MeV in the target less than 

0.3% of the PARMELA phase space electrons were rejected. These parameters 

were used for all subsequent BEAM Monte Carlo simulations presented in this 

thesis.  

 The dose calculations were performed in DOSXYZnrc 2007 Monte Carlo 

code (DOSXYZ) and run in unison with BEAM using the isource 9 option in 

DOSXYZ. A total number of 5x108 primary histories were run meaning the 

PARMELA target phase space was recycled approximately 12 times and the dose 

was scored in voxels of volume 1x1x0.5 cm3 except in the penumbra where the 

voxel width was reduced from 1 cm to 0.2 cm. The ECUT and PCUT values were 

set to 0.70 MeV and 0.01 MeV for the DOSXYZ simulation, but this time no 

range rejection was used, and the dose profiles were normalized to the central axis 

dose (DCAX).   
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3.3  RESULTS AND DISCUSSION 

3.3.1  3D accelerating cavity and RF field solution benchmarking 

Since our group does not have the resources to produce a cold model for 

verification of the RF field solution, validation was performed with a comparison 

against the benchmarked program Superfish for a single accelerating cavity, and 

with theory from the lumped-circuit model as seen later in this chapter. The 

results from the redesigned and optimized 2D accelerating cavity reproduced in 

3D using COMSOL Multiphysics is seen in Table 3.1, where the important linac 

parameters (Q factor, shunt impedance, transit time factor and resonant 

frequency) are compared with those generated using Superfish. The results show a 

maximum discrepancy of 0.03% between the two methods of calculation showing 

excellent agreement. The tolerances given in Table 3.1 for the Superfish 

simulation were determined by reducing the average triangle area in steps down to 

a final value of 5.04x10-5 cm2 (thus increasing the number of nodes to a maximum 

of 75 636) and calculating the difference in the parameters at each step. The same 

technique was used for the COMSOL simulations where the mesh size was 

decreased by roughly 5 times giving 338 360 elements (and 1.55 million nodes). 

The lower tolerances in the COMSOL solution can be understood due to 

COMSOL using isoparametric elements to better conform to the boundary and 

cubic shape functions for higher order interpolation. 

 

Table 3.1: Computed values for some important linac parameters for both the 2D FD 

program Superfish and the 3D FEM program COMSOL Multiphysics. Note that there was 

no change to the transit time factor in either the Superfish or COMSOL simulation to the 

fourth decimal upon the maximum reduction in mesh size. 

 Superfish COMSOL % difference 

Q factor (rad) 17523±4 17521.3±0.1 0.01 

Shunt Impedance (MΩ/m) 165.3±0.1 165.24±0.01 0.02 

Transit Time Factor 0.8379 0.8381 0.03 

Resonant Frequency (MHz) 3007.6±0.2 3007.23±0.01 0.01 
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3.3.2  Waveguide design 

Superfish was used in the design and optimization of all aspects of the 

accelerating cavity except for the cavity diameter which was optimized using the 

3D FEM to account for the frequency change due to the coupling irises. It was 

found that the resonant frequency of the uncoupled accelerating cavity needed to 

be 3007.2 MHz such that when coupled to side cavities with an overlap of d=6 

mm (see Figure 3.1) the system of cavities, and hence the entire linac waveguide, 

would resonate at 2998.5 MHz. With the overlap between the side and 

accelerating cavities set to 6 mm, a coupling coefficient of 0.0112 was calculated 

in good agreement with previous simulations and measurement taken by Roy et 

al.
23   

With each accelerating and side cavity individually resonating at 

2998.5±0.1 MHz, the waveguide system terminating in half cavities shown in 

Figure 3.2 resonated at 11 different frequencies corresponding to 11 different 

phase shifts per cavity for the TM010 mode. The 11 frequencies plotted against the 

11 phase shifts per cavity produce a dispersion curve that was compared to the 

theoretical curve from lumped circuit theory13 (Figure 3.4a) using the calculated 

coupling coefficient given above. The resonant frequencies, calculated using 

COMSOL’s ARPACK29 eigenfrequency solver, show excellent agreement with 

theory. From the dispersion curve, the phase and group velocities for the π/2 

mode was determined to be speed of light c and 0.03c respectively, in agreement 

with values for a Varian 600C waveguide1. The axial field calculated within the 

waveguide of Figure 3.2 is given in Figure 3.4b. 
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Figure 3.4: (a) The theoretical and simulated dispersion curves are shown for a side-coupled 

waveguide system terminating in half accelerating cavities as shown in Figure 3.2. (b) The 

axial electric field within the waveguide shown in Figure 3.2. 

 

The design of the full end cavity and the cavities affected by the first side 

cavity shift were accomplished next in order to create a waveguide geometry that 

better represented a manufactured waveguide. For the end full cavity design it 

was found that an increase in the nose cone length of 0.145 mm increased the 

capacitance of that cavity enough to compensate for the single coupling iris and 

thus regain the nominal resonant frequency. A decrease in the RF field magnitude 

within the first half accelerating cavity was controlled by the magnitude of the 

first side cavity shift towards the front of the waveguide. Figure 3.5 shows the 

axial (z direction) electric field within the first half and second full cavity with a 

0.5 mm side cavity shift and with a 1.5 mm side cavity shift. A clear drop in field 

magnitude is seen in the first half accelerating cavity for the 1.5 mm cavity shift 

compared to the 0.5 mm shift. The total energy contained within the first half 

accelerating cavity was calculated to be 0.163 J and 0.052 J for the 0.5 mm and 

1.5 mm side cavity shifts respectively. However, the total energy contained within 

the first coupling cavity remained constant at around 0.001 J for either shift. The 
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larger coupling iris of the first half accelerating cavity caused an increased 

inductance, meaning a decreased capacitance was required to regain the nominal 

resonant frequency. For the 1.5 mm cavity shift, the decreased capacitance was 

obtained by shortening the first nose cone by 0.03 mm while for the 0.5 mm 

cavity shift no nose cone adjustment was required since the frequency change was 

less than 0.1 MHz. The side cavity also experienced an overall increase in 

inductance, so in order to decrease capacitance, the length of the posts were 

reduced by 0.03 mm for the 1.5 mm cavity shift geometry, while again no change 

was required for the 0.5 mm cavity shift.  

 

Figure 3.5: The axial electric field along the center of the waveguide for 0.5 mm and 1.5 mm 

cavity shifts are depicted. The larger cavity shift produced a lower electric field in the first 

accelerating cavity in order to maintain a node in the side cavity. 

 

The input port cavity through which the power from the magnetron is fed 

required a redesigning of the accelerating cavity due to the introduction of the 

optimized port iris which gave a coupling coefficient of 2.09. The size of the input 

coupling port was different for the different side cavity shift geometries since the 

shifts changed the intrinsic impedance of the waveguide due to the different 

geometries. For the 1.5 mm cavity shift geometry with a coupling port area of 
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3.05 cm2, the accelerating cavity diameter was decreased by 0.135 mm to recover 

the nominal resonant frequency since the addition of the port iris initially caused a 

9.6 MHz decrease in frequency. Decreasing the diameter of this cavity had the 

effect of changing the intersection between it and the adjacent side cavities 

causing smaller coupling irises, but the effective change in iris size was found to 

be so minor that no significant change (> 0.1 MHz) in the resonant frequency of 

the side cavities was observed. For the 0.5 mm side cavity shift geometry with a 

coupling port area of 3.73 cm2, the accelerating cavity diameter was decreased by 

0.195 mm to compensate for the 13.8 MHz decrease in frequency and the side 

cavity’s posts were decreased by 0.01 mm to recover the side cavity’s nominal 

resonance frequency. The total energy within the port accelerating cavity was 

calculated to be 0.33 J while in the adjacent coupling cavities it was calculated to 

be 0.001 J for both the 1.5 mm and 0.5 mm side cavity shift designs. With all 

design optimizations completed, the RF field within the fully modeled waveguide 

was solved. Figure 3.6 shows the full 3D waveguide design together with the 

coupling port geometry while Figure 3.7 shows the axial (z direction) electric 

field FEM solution on axis along with the radial electric field at the beam tube 

edge for both side cavity shift in-line 6 MV linac waveguides. A summary of the 

waveguide dimensions along with optimization and design results are given in 

Table 3.2. 
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Figure 3.6: The geometry of the full waveguide with the third and fourth accelerating cavity 

(AC3 and AC4 respectively) locations outlined is given along with the dimensions for the 

input coupling port for the 1.5 mm (0.5 mm) shifts. 

 

 

Figure 3.7: The electric field solution within the simulated in-line side-coupled 6 MV linac 

waveguide incorporating a 1.5 mm and 0.5 mm side cavity shift is given. The Axial electric 

fields were taken on the central axis while the radial electric fields were taken at the beam 

tube edge. 
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Table 3.2: A summary of all the waveguide dimensions that were optimized in the 1.5 mm 

(0.5 mm in brackets) cavity shift in-line side-coupled 6 MV linac model are given. The Greek 

letters refer to the dimensions outlined in Figure 3.1. Dimensions that were not changed are 

designated by a hyphen. These dimensions together with the dimensions in Figure 3.1 specify 

the entire waveguide. 

 Optimized AC 
dimensions 

(mm) 

first AC 
dimensions 

(mm) 

port AC 
dimensions 

(mm) 

End AC 
dimensions 

(mm) 
Inner corner  
radius  (β) 

5.50 - - - 

Cavity radius  (γ) 38.46 - 38.325 
(38.264) 

- 

Inner nose  
cone radius  (δ) 

1.00 - - - 

Nose cone  
length  (ε) 

10.88 10.85  
( - ) 

- 11.03  
( - ) 

Beam tube  
diameter  (ζ) 

5.00 - - - 

 Optimized CC 
dimensions 

(mm) 

first CC 
dimensions 

(mm) 

port CC 
dimensions 

(mm) 

Coupling 
port area 

(cm2) 
Post length  (α) 9.58 9.55 

( - ) 
- 

(9.57) 
3.05 

(3.73) 

 

3.3.3  Effect of side-coupling on RF field 

 The asymmetry in the RF field caused by the side and port coupling irises 

was investigated in the third and forth accelerating cavities shown as AC3 and 

AC4 in Figure 3.6. The third accelerating cavity (AC3) possesses two side 

coupling irises and the port cavity (AC4) possesses two side coupling irises along 

with the port iris. The frequency difference between the accelerating cavity (AC3) 

with and without coupling was calculated to be 8.75 MHz while the frequency 

difference for the port cavity was calculated to be 13.84 MHz (due to the reduced 

diameter required maintain the nominal resonance frequency with the port iris). It 

was determined through the COMSOL simulations that the magnitude of the 

differences caused by the different field distributions at different frequencies was 

an order of magnitude smaller than the results shown in Figure 3.8 – Figure 3.11. 

Thus, field differences caused by the different RF distributions at different 

frequencies can be neglected.  
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Figure 3.8: Electric field difference maps for the x component along the xz and yz planes for 

the third accelerating cavity (AC3). The left side of the figure shows a schematic drawing of 

the cavity whose difference map is shown on the right. The xz plane incorporates the 

coupling irises. The x component of the electric field was the only electric field component 

that had large differences in the beam tube where the electrons travel. 

 

Figure 3.9: Electric field difference maps for the x component along the xz and yz planes for 

the port accelerating cavity (AC4). The left side of the figure shows a schematic drawing of 

the cavity whose difference map is shown on the right. The xz plane incorporates the 

coupling irises and the yz plane incorporates the input port. Only the x component of the 

electric field showed substantial differences in the beam tube. The polarity of the field is also 

reversed in this cavity (for the same RF phase as Figure 3.8) due to a reversal of the positions 

of the coupling irises. 
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Figure 3.10: x component magnetic field difference maps along the xz and yz planes for the 

port accelerating cavity (AC4) are given. The other magnetic field components showed 

negligible differences in the beam tube. The left side of the figure shows a schematic drawing 

of the cavity whose difference map is shown on the right. 

 

Figure 3.11: A plot of the true difference for the x component of the electric field in the third 

accelerating cavity is shown. The line plot was taken along the length of the accelerating 

cavity at the beam tube center. 
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Figure 3.8 and Figure 3.9 show the x component electric field difference 

maps in the xz and yz planes for the third and forth (port) accelerating cavities 

respectively and Figure 3.10 shows the x component magnetic field difference 

maps for the port cavity along the same planes. The xz plane shows the field 

differences in a plane including the coupling irises while the yz plane shows field 

differences in a plane not including coupling irises, but including the port iris for 

the port accelerating cavity. Only the x component electric field differences are 

shown for the third accelerating cavity (AC3) since all other components, 

including all magnetic field components, show negligible differences in the beam 

tube (less than 103 V/m).  For the port cavity (AC4), the x component magnetic 

field difference map is shown in addition to the x component electric field map 

due to its large effect in the beam tube. As with AC3, the other field components 

are not shown since they yield negligible differences in the beam tube. In Figure 

3.9 and Figure 3.10 some isolated numerical noise can be seen at the sharp edges 

caused by the intersection of the side cavity or port waveguide with the curved 

surface of the accelerating cavity. The sharp edges in the numerical model allow 

for a reduced number of mesh elements, significantly decreasing the memory and 

computational time requirements. In a manufactured linac, the edges would be 

smooth lowering the field concentration and reducing the probability of electrical 

breakdown. 

In Figure 3.8 – Figure 3.10, the color scale was set such that field 

differences within the beam tube would be prominent while still showing changes 

throughout the entire cavity. The maximum magnitude of electric field difference 

in the beam tube was on the order of 105 V/m for both the third and port 

accelerating cavities while the maximum difference in the magnetic field was on 

the order of 103 A/m. In order to get a feel for the magnitude of the differences, 

the electric field strength in a typical accelerating cavity (Figure 3.7) is on the 

order of 5x107 V/m and the magnetic field strength is 1x104 A/m. To further 

illustrate the magnitude of these differences, Figure 3.11 shows the absolute 

difference for the x component of the electric field for the length of the third 
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cavity along the waveguide center. The non-coupled cavity has zero field 

magnitude of the x component electric field due to cylindrical symmetry, but side 

coupling introduces a maximum magnitude of just under -0.12 MV/m on axis. 

In Figure 3.8 and Figure 3.11 it is clear that the x component of the 

electric field is more negative throughout the cavity as a result of the coupling. As 

the electron beam traverses the cavity, it experiences an extra negative transverse 

force in the x direction that is not present for non side-coupled structures. This 

leads to a shifting of the electron beam in the x direction, but the shift is not 

global since the differences introduced are asymmetric. For example, as seen in 

Figure 3.8, the change in the x component of the electric field due to coupling is 

different in the xz plane compared to the yz plane. In the xz plane, the change 

caused by the coupling irises leads to an increasingly larger difference going away 

from the axis of the waveguide. The opposite is true in the yz plane where the 

largest difference is on axis and becomes lesser near the beam tube edges. With a 

fully symmetric cavity, the electrons at ±x and ±y positions in the beam tube 

experience identical RF field magnitudes leading to a fully symmetric beam. The 

asymmetric differences seen in Figure 3.8 – Figure 3.10 mean that electrons at ±x 

and ±y positions in the beam tube no long experience the same RF field leading to 

a shift and skewing of the electron beam.  

The effect of the asymmetries seen in Figure 3.8 and Figure 3.9 are 

minimized by the staggered location of the side cavities as seen in Figure 3.2. 

Two accelerating cavities are coupled with the side cavity on top of the 

waveguide and the next two accelerating cavities are coupled with the side cavity 

on the bottom of the waveguide. The x component of the electric field seen in 

Figure 3.8 is more negative due side-coupling, whereas it is less negative for the 

adjacent port cavity in Figure 3.9. Overall, the staggering of the side cavities 

along the top and bottom of the waveguide causes the polarity of these field 

asymmetries to be reversed in adjacent cavities for the same RF phase. However, 

a complete cancellation of the asymmetries is not expected since the effects on the 
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low velocity electrons at the beginning of the waveguide (γ=1.1) will be greater 

than at the end where they are traveling near the speed of light (γ=12.9). 

 The electric field differences in the port cavity show large changes in the 

cavity near the input port, but the effect is very small within the beam tube with 

the exception of the x component, and hence the electrons experience a nearly 

identical electric field in the port cavity compared to the non-port cavities. The 

effect of the port iris on the magnetic field however is non-negligible in the beam 

tube for the port cavity as seen in Figure 3.10. The x component of the magnetic 

field shows the largest changes due to the magnetic field’s circumferential nature. 

The y and z components of the magnetic field are zeros or at least very nearly so 

at the port while the x component is near maximum. Thus the perturbations to the 

field will be most strongly experienced by the x component of the magnetic field. 

As seen in Figure 3.10, the changes in the field are asymmetric within the beam 

tube again causing an asymmetric force to be imparted to the electron beam 

predominantly in the y direction according to the Lorentz force. 

 

3.3.4  Particle simulations 

 The results of the spatial, time and space charge analysis of PARMELA 

resulted in a determination of the optimal simulation parameters. Changing the 

mesh size in the 3D convolution space charge routine resulted in a 0.02% change 

in energy, 0.0002 mm change in the spatial distribution, and a 0.05 mA change in 

target current. The largest mesh size ran 5.8 times faster than the smallest. By 

changing the phase step from 0.9° to 5.4°, the maximum discrepancy in energy 

was found to be 0.2%, 0.01 mm in the spatial distributions and 1 mA in the target 

current. At the smallest phase step, the simulation ran 5.7 times slower than at the 

largest time step investigated. After applying an appropriate lateral shift of the 

electron target distribution with respect to the flattening filter (as done in linac 

commissioning) it was determined that all the discrepancies quoted above had no 

effect within statistical uncertainty on the Monte Carlo generated dose 

distributions. All subsequent particle simulations performed in PARMELA used 



 
 
CHAPTER 3: DESIGN OF A SIMULATED 6 MV LINAC 99 

 

the 3D convolution space charge calculation with a mesh size of 0.08x0.08x0.12 

mm3, and a phase step of 3.6° as recommended by the PARMELA manual30.  

 The particle simulations showed the expected shifting and skewing of the 

electron beam due to the asymmetric RF field within the side-coupled linac 

waveguide. For all particle simulations, a beam loading power of 1 MW was 

calculated with a target current of 180 mA. Figure 3.12 shows the spatial electron 

intensity distribution at the target in the x and y directions for the 0.5 mm and 1.5 

mm side cavity shift simulations with coupling along with a simulation performed 

without the effects of coupling. The peak positions as well as the center of gravity 

of the x and y distributions are all zero for the fully symmetric, non-coupled 

waveguide simulation. When the 0.5 mm side cavity shift waveguide with 

coupling was modeled, the distribution peak and center of gravity positions were 

calculated to be 0.02 cm and 0.008 cm respectively in the x direction, and -0.004 

cm and 0.005 cm respectively in the y direction. For the 1.5 mm side cavity shift 

waveguide, the peak and center of gravity positions changed to 0.01 cm for both 

in the x direction and -0.005 cm and -0.007 cm respectively in the y direction. 

From this analysis, at an input power of clinical relevance to a medical in-line 

side-coupled waveguide, the greatest effect on a cylindrical beam is due to the 

side coupling. An increasing input power would cause an increasingly larger 

beam shift in the y direction, but for an input power from the magnetron powering 

the 600C linac, the presented shift is the expected clinical output for an injected 

cylindrical electron beam. From Figure 3.12, it is also apparent that the larger RF 

field magnitudes in the first accelerating cavity cause a larger beam spot at the 

target. This may in part be due to a greater redistribution of the electron beam 

upon injection into the linac in order to shield the interior of the beam from the 

larger RF focusing forces.  
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Figure 3.12: (a) The normalized x and (b) y electron spatial intensity distributions at the 

target are given. The effect on the electrons traversing the in-line side-coupled waveguide 

due to side and port coupling is shown. A noticeable shift and skewing of the electron 

distribution at the target is seen as a result of the RF field changes due to side and port 

coupling. The larger beam spot for the 0.5 mm side cavity shift waveguide is also seen due to 

the greater extent of electron blooming in the first accelerating cavity. 

 

3.3.5  Dose distributions 

 The results of the target size investigation showed no difference when 

using either a semi-infinite slab, or a 7 mm diameter. Thus all subsequent 

simulations used the semi-infinite slab as instructed by the manufacturer.  

 The effect on the inline dose distribution from the small peak and center of 

gravity shifts of the electron beam due to side coupling is given in Figure 3.13. 

The statistical uncertainty in this and subsequent dose calculations was 

determined to be 0.6%. The dose distribution in the direction of the port iris (i.e. 

in the y direction) showed very little effect due to the port iris and is thus not 

shown here. Very little difference in the dose distributions for the waveguide 

designs between the 0.5 mm or 1.5 mm side cavity shift is seen, but the effect of 

side coupling as a whole exhibits itself as a 1% asymmetry in the profiles. This 

asymmetry is clinically acceptable, but in practice it is not seen after the linac has 

been properly commissioned. In the commissioning process, the waveguide is 
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translated laterally with respect to the flattening filter until symmetric dose 

distributions are achieved, correcting the small effect of side coupling in the 

process. Despite the peak shift being larger for the 0.5 mm side cavity shift, the 

total beam spot is larger with a greater number of electrons left of the main peak 

(-x direction in Figure 3.12) keeping the beam center of gravity similar to the 1.5 

mm side cavity shift model. The similar beam center of gravities most likely 

causes the dose profiles to be similar. As seen in Figure 3.12 and Figure 3.13, the 

effect of the side-cavities and coupling port on a short in-line side-coupled linac 

has a very small effect on the dose distributions, which is easily removed during 

the commissioning process. For the linac modeled, and ones similar in design and 

length, the effect of the coupling can be, and is in practice ignored. However, 

longer waveguide structures like those for high energy medical beams cannot 

ignore these effects and in practice use solenoid focusing and steering coils to 

ensure the beam is not deflected to a large extent.  

 

Figure 3.13: The inline dose profile (in the direction of the coupling cavities) shows a 1% 

asymmetry caused by the effects of the side-coupling cavities. The inset is a magnified view 

of the profile horns to show the asymmetry in greater detail. Little difference is seen between 

the 0.5 mm and 1.5 mm side cavity shift waveguide models. 
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The exact side cavity shift and proper electron injector design for this 

waveguide to more exactly emulate a Varian 600C requires the incorporation of 

various electrical measurements from a Varian 600C into the model and the 

Monte Carlo commissioning process31, 32 to ensure the model waveguide and the 

Varian 600C are dosimetrically equivalent. The focal spot size can be adjusted by 

changing the first side cavity shift as explained above and the beam energy can be 

adjusted by changing the RF magnitude within the waveguide according to the 

constraint that the required power must not exceed what is available from 

clinically used magnetrons. With a fully commissioned 3D linac model, a better 

estimate of the extent of beam shifts due to the side-coupling and port irises of a 

Varian 600C will be known, as well as their effect on the dose distribution. 

With a full 3D waveguide simulation, the electron trajectories can be 

accurately determined with and without the presence of an external magnetic 

field. In the pursuit of determining the maximum magnetic field in which the linac 

can operate, an analysis of asymmetries in dose profiles along with the extent of 

beam loss within the waveguide caused by an external magnetic field is required. 

If the shifting and skewing of the electron beam simply caused by the side and 

port coupling irises is not first taken into account, an underestimation of the effect 

of the external magnetic field is inevitable. The shift away from the central axis 

caused by an external magnetic field is increased due to the inherent effects of the 

side and port coupling irises. Thus the designed 3D simulation outlined here is 

able to quantify the true effect on the electron beam in a side-coupled medical 

linac waveguide in the presence of an external magnetic field.  

 

3.4  CONCLUSIONS 

 A concise design for the generation of an accurate simulation of an in-line 

side-coupled 6 MV medical linac waveguide has been given. The design and 

optimization of the side-coupled waveguide given was designed to emulate a 

Varian 600C clinical waveguide. The 3D RF field solution within the reference 

cavity was shown to be highly accurate compared to the benchmarked program 
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Superfish, and the completed full waveguide simulation was able to incorporate 

the effects of side and port coupling. The effect of the side and port irises on the 

RF field have been quantified and have been shown to be predominantly in the 

electric and magnetic fields respectively. As expected for the π/2 operating mode, 

the total energy contained within the coupling cavities was orders of magnitude 

smaller than in the accelerating cavities, since these cavities contain the field 

nodes. Using the particle-in-cell program PARMELA, the electron trajectories 

within the simulated waveguide have been determined and have shown a slight 

shifting and skewing of the electron beam due to the effects of the side and port 

coupling irises. The dose profile in the direction of the coupling cavities was 

found to show the greatest change introducing a 1% asymmetry due to the side-

coupling irises. However, in practice this asymmetry is removed in the proper 

commissioning of the medical linear accelerator. 
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CHAPTER 4: An integrated 6 MV linear accelerator model 

from electron gun to dose in a water tank 

A version of this chapter has been published. J. St. Aubin, S. 

Steciw, C. Kirkby, B.G. Fallone, “An integrated 6 MV linear 

accelerator model from electron gun to dose in a water tank,” 
Med. Phys. 37, 2279-2288 (2010). 

 

4.1  INTRODUCTION 

 X-ray modeling of a linac for radiotherapy typically involves Monte Carlo 

simulation of radiation transport through a linac head comprised of a target, 

primary collimator, flattening filter, monitor chamber, secondary collimators, 

multileaf collimators (MLCs) and/or various accessories such as wedges using 

algorithms such as BEAMnrc1-13, GEANT14, 15, and PENELOPE16-18.  In order to 

be accurate, these Monte Carlo simulations require precise knowledge of the 

initial electron energy and spatial intensity distribution at the target. One 

measurement made by the National Research Council of Canada (Winnipeg, 

Canada) on a linac which utilizes a bending magnet and energy slit, showed a 

Gaussian energy and spatial intensity distribution at the target19. However, it has 

also been shown that other linacs of varied energies and comprised of different 

beam-line components and electron injectors produce non-Gaussian intensity 

distributions at the target.20, 21 Despite these discrepancies, Monte Carlo 

simulations of these linacs typically begin with an assumed Gaussian nominal 

electron intensity distribution at the target, as well as a Gaussian energy 

distribution. Commissioning of the simulated linac is then performed by adjusting 

the full width half maximum (FWHM) of the intensity distribution and the mean 

energy of the energy distribution until a ‘best match’ between measured and 

simulated dose distributions is reached.2, 6-9, 11  

 In contrast to simply assuming a Gaussian spatial intensity and energy 

distribution of the electrons at the target for the Monte Carlo studies, a better 

estimate can be determined through a full simulation of a linac including the 

modeling of an electron gun, solving for the electromagnetic field within the 
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waveguide, and particle simulations. In this type of linac simulation, the design of 

an electron gun geometry, determination of the electrostatic field solution within 

that geometry, and the electron phase space injected into the linac waveguide are 

all required. All of these can be obtained from numerical programs such as the 2D 

program EGN2w (formerly EGUN). EGUN has served as a tool to design 

electron guns and characterize the injection electron phase space for a variety of 

applications in the past.22-27 The full linac simulation then uses the phase space 

generated from the electron gun simulation and the waveguide RF solution 

(chapter 3)28 as inputs into a particle simulation program such as PARMELA 

which tracks electrons or ions as they accelerate through the linac. 

From the full linac simulation (electron gun, linac RF field solution and 

particle simulation) an electron phase space is generated at the linac target.  This 

phase space includes spatial intensity and energy distributions specific to the linac 

being modeled and Monte Carlo packages such as BEAMnrc and DOSXYZnrc 

can then be used to generate dose distributions in a patient, water tank, or 

phantom. Commissioning of the full linac simulation is performed in a similar 

way to what is currently practiced. However instead of changing the FWHM of 

the target Gaussian distributions, physical aspects of the gun and/or linac are 

adjusted.  This chapter outlines the techniques and steps needed to create a full 

model of a linac (from gun to target), and the steps taken to commission it. With 

this information, a precise electron phase space can be determined at the target 

which is specific for the linac being modeled. 

 

4.2  METHODS AND MATERIALS 

4.2.1  Electron gun design and simulation 

 The initial stage in designing a Pierce-type electron gun requires the 

determination of desired injection beam properties. Laminar beams are a common 

design criterion for Pierce-type electron guns29, where for medical accelerators a 

perveance of approximately 0.1x10-6 is common30. Incorporating these 

requirements, a beam described by Courant-Snyder parameters31 of α=±4.899 
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(positive for a converging beam, negative for a diverging beam), β=0.08 mm/rad, 

and a normalized root-mean-square (rms) emittance of 0.47 π mm-mrad provided 

a good match to the stated perveance and measured gun current and cathode-

anode potential; the results of the current and potential measurements are given in 

section 4.3.1. With the beam parameters set by the Courant-Snyder parameters, 

determining whether the laminar beam converged toward the central beam axis or 

diverged from it was the next design study. This was performed with the injection 

of a beam whose transverse phase space was described by the above given 

Courant-Snyder parameters. The waveguide model used for this study 

incorporated a 1.5 mm first side cavity shift as described by our previous work 

(chapter 3). This waveguide design was used due to the small RF field magnitude 

in the first half accelerating cavity minimizing the electron blooming and hence 

beam loss. The injected current and energy of the diverging and converging 

electron beams were set equal to the Varian 600C measurements given in section 

4.3.1. 

Upon the determination of the desired beam characteristics, a Pierce-type 

diode electron gun was designed using the 2D program EGN2w. EGN2w models 

the electron emission from the cathode as space charge limited and calculates the 

total current generated using Child’s law given in eq. 2.84. The electron gun 

geometry was optimized to not only obtain the previously determined design 

criteria stated above, but also to match the gun current and cathode-anode 

potential measured from a Varian 600C linac. The final gun geometry was 

determined after numerous design iterations of cathode area and radius of 

curvature, anode aperture radius, anode nose cone length and curvature, focusing 

electrode shape and angle, and anode-cathode distance. 

 

4.2.2  Electron trajectories within the linac waveguide 

  With the electron gun phase space calculated, PARMELA was used to 

calculate electron trajectories within the waveguide. The design of an in-line side-

coupled 6 MV linac waveguide was outline previously in chapter 3, where the RF 
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field solution calculated was used as an input into PARMELA. Four million 

macroparticles were tracked through the linac over two RF periods and only the 

central electron bunch was used in the analysis disregarding the first and last half 

electron bunches. This removed all of the simulation end effects such that the 

analyzed beam represented a stead-state electron bunch. The size of the 

PARMELA phase space was increased by running EGN2w 60 times varying the 

number of electrons emitted off the cathode as well as their emission locations. 

This generated a total phase space of roughly 40 million particles. 

Before the Monte Carlo simulations were performed, two different 

operations on the PARMELA generated phase space were required. The first 

involved a rotation of the PARMELA generated phase space. In a Varian 600C 

linac, the waveguide is rotated several degrees with respect to the inline and 

crossline axes such that the plane of the coupling cavities and port cavity does not 

fully lie along either axis. The simulated waveguide was thus also rotated by the 

same angle in order to accurately represent the effects of the side and port 

couplings in the inline and crossline profiles. The second operation involved a 

translation of the asymmetric electron intensity distribution with respect to the 

target coordinates to obtain symmetric dose distributions. The shifting was 

analogous to the commissioning of a medical linac where the waveguide is moved 

transversely with respect to the flattening filter until symmetric dose distributions 

are generated.  

 

4.2.3  Monte Carlo linac head simulation with BEAM 

 The simulation of particle transport through a Varian 600C linac head 

(Figure 3.3) was performed using the Monte Carlo software package 

BEAMnrcMP 2007 (BEAM) from information provided from the manufacturer. 

All the BEAM parameters used in these simulations are identical to what was 

presented in Chapter 3, with the exception that roughly 3x108 initial histories 

were run requiring the PARMELA phase space to be recycled seven times. Field 

sizes of 40x40, 20x20, 10x10, and 5x5 cm2 were simulated for this investigation. 
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4.2.4  Monte Carlo dose calculations with DOSXYZ 

 The dose distribution generated in water from the simulated linac was 

performed using the DOSXYZnrc 2007 Monte Carlo code (DOSXYZ). The 

number of particles simulated in DOSXYZ depended strongly on the field size. 

The 40x40 cm2 field size required the largest number of particles to be simulated. 

The number of particles that would be required to be scored in the BEAM 

generated phase space file from initial 3x108 histories run exceeded a 32 bit 

representation (≈8x109 particles generated). In order to overcome this problem,  

BEAM and DOSXYZ were run in unison using the isource 9 input in DOSXYZ 

for the 40x40 and 20x20 cm2 fields and thus no phase space was scored for these 

field sizes. Other Monte Carlo programs utilizing 64 bit representation 

(GEANT4) could overcome this, or, multiple smaller runs could have been 

combined, although this would add a significant amount of time to the 

simulations. The dose distributions for the 10x10 and 5x5 cm2 field sizes were run 

by using a BEAM phase space file scored at a distance of 30 cm from the surface 

of the water tank. The total number of histories run in DOSXYZ was 7.8x109, 2.0 

x109, 2.0x109 and 1.5x109 for the 40x40, 20x20, 10x10 and 5x5 cm2 field sizes 

respectively. The depth of the voxels for all depth dose (DD) simulations was 0.2 

cm down to a depth of 1.5 cm and then 0.5 cm to a depth of 30 cm while the 

lateral dimensions were set to 1x1cm2 for the two largest field sizes and 0.5x0.5 

cm2 for the two smallest field sizes. The total size of the water tank simulated was 

66x66x48 cm3, which approximated the size of the IBA Dosimetry (Bartlett, TN) 

water tank used for the measurements. The voxel sizes in which the dose was 

scored for the profiles varied in size depending on the field size that was 

simulated and were created such that the voxel width in the penumbra was 0.5 cm 

to approximate the volume averaging effect of the ion chamber used for the 

measurements. In order to ensure a sufficient number of points were obtained in 

the penumbra, all profiles were obtained through two simulations, with the voxel 

centers staggered to create points every 0.25 cm in the penumbra. The 40x40 and 

20x20 cm2 profiles had voxel dimensions of 1x1x0.5 cm3 except in the penumbra 
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where the voxel size was reduced to 0.5x1x0.5 cm3 while the 10x10 and 5x5 cm2 

profiles were generated using a uniform voxel size of 0.5x0.5x0.5 cm3 for the 

entire profile. The ECUT and PCUT values were set to 0.70 MeV and 0.01 MeV 

for the DOSXYZ simulation, and no range rejection was used. All dose profiles 

were normalized to the central axis dose (DCAX) while the DD curves were 

normalized to the dose at 10 cm depth (D10).  

 In order to evaluate the goodness of agreement between the simulated and 

measured dose profiles, the simulated profiles were initially smoothed using a 

median filter, and a piecewise cubic interpolation was used. The comparison of 

the simulated and measured profiles was performed through the creation of a 

gamma index32 with a 1%/1 mm acceptance criterion. The data preparation 

explained here and generating a gamma index is used for all subsequent dose 

comparisons in this thesis. 

 A flow chart summarizing the steps and programs used in the simulation 

process is shown in Figure 4.1. 

 

Figure 4.1: A flow chart showing the steps taken to simulate the linac is given. The grey lines 

represent electron phase space outputs, the black line represents the final dose distribution 

output, and all the simulation programs used are given in italics. The relevant sections 

describing each step are also shown in the flow chart. 
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4.2.5  Measurements 

 In order to design an electron gun with similar characteristics as the gun 

currently used in conjunction with the Varian 600C waveguide, and to ensure the 

simulated waveguide gun combination produced a similar capture efficiency, 

measurements of the cathode-anode potential, electron gun current and target 

current were made. The cathode-anode potential in a Varian 600C linac is 

dropped from ground to its maximum value in a pulsed fashion according to the 

duty cycle of the linac. The cathode-anode potential measurement was made 

through an oscilloscope with a Hewlett Packard (Palo Alto, CA) 35111A high 

voltage probe attached to the electron gun high voltage line. A correction factor of 

two was multiplied to the readout of the oscilloscope to account for the 1 MΩ 

input impedance of the oscilloscope and the 1 MΩ output impedance of the high 

voltage probe. The gun current was also measured on the high voltage line using a 

Stangenes Industries Inc. (Palo Alto, CA) 1-1.0 pulsed current transformer 

terminated in an impedance of 50 Ω at the oscilloscope. The output of the pulsed 

current transformer was designed to give 1 Amp / 1 Volt. The target current 

measurement was taken at the linac 600C console connected directly to the 

oscilloscope. The measurement was taken across a known resistance and the 

voltage measurement was converted to current using Ohm’s law. 

The dose measurements against which the Monte Carlo simulations were 

compared were taken using a Varian 600C linac with an IBA Dosimetry 

Scanditronix CC13 ion chamber with an active volume of 0.13 cm3. The 

measurements for all field sizes were scanned with an IBA Dosimetry blue 

phantom water tank. All measured profiles were first centered using the D(50) 

values and then made symmetric by taking the mean value of two points 

equidistant from the central axis, and finally smoothed using Bezier smoothing33. 

This was all done within the OmniPro-Accept (Bartlett, TN) version 6.6B 

software package. The measured profiles were made symmetric (as explained 

above) in order to remove discrepancies in the comparison of measured and 

simulated profiles caused by slight asymmetries (within clinical standards) in the 



 
 
CHAPTER 4: INTEGRATED 6 MV LINAC MODEL 114 

 

measured profiles. In the Monte Carlo simulations, it was expected that the dose 

profile would be symmetric for a proper electron focal spot position with respect 

to the flattening filter, and any asymmetries would arise from some error in this 

focal spot positioning. Thus in the comparison of an ideal electron focal spot on 

the target, an ‘ideal’ measured dose profile was used. The measured dose profiles 

were normalized to DCAX and the DD curves were normalized to D10 to avoid the 

uncertainty in the dose maximum measurement. 

 

4.3  RESULTS AND DISCUSSION 

4.3.1  Electrical measurements 

 The simulated electron gun was designed with a cathode-anode potential 

and a gun current matching measurements made on a Varian 600C linac. Figure 

4.2a shows the measured electron gun current, Figure 4.2b shows the potential to 

which the cathode is dropped over the same time frame and Figure 4.2c gives the 

current measured at the target. The ordinate axis on Figure 4.2a reflects the pulsed 

transformers conversion of 1.0 Amps/Volt, the ordinate axis of Figure 4.2b 

reflects the correction factor of two accounting for the identical 1 MΩ impedances 

of the high voltage probe and oscilloscope and the ordinate axis in Figure 4.2c 

represents the result in Amperes after conversion of the measured potential over a 

known resistance using Ohm’s law. The steady state electron gun current was 

determined to be 0.36±0.01 A as represented by the dotted line in Figure 4.2a. 

The value was determined near the end of the pulse to avoid the oscillations in 

current seen over most of the pulse. The cathode potential was determined to be -

30.8±0.2 kV as represented by the dotted line of Figure 4.2b and was again taken 

near the end of the pulse and the target current was determined to be 0.134±0.003 

A evaluated at the same time as the other measurements. The target current 

together with the cathode current measurement gave a capture efficiency of 

37±2%. 
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Figure 4.2: (a) The electron gun current with the ordinate axis converted to current using 

the pulsed transformer’s conversion of 1.0 Amps/Volt. The dotted line reflects the current 

value measured on the electron gun and represents 0.36±0.01 A. (b) The potential drop at 

the cathode during the radiation pulse with the ordinate axis reflecting the correction factor 

required due to the 1 MΩ oscilloscope impedance. The dotted line represents the potential 

used for the electron gun simulations and represents -30.8±0.2 kV. (c) The target current of 

0.134±0.003 A measured from a Varian 600C is shown with the ordinate axis changed to 

current using Ohm’s law. 

 

4.3.2  Electron gun simulations 

 Based on results from PARMELA simulations using an injection phase 

space described by the Courant-Snyder parameters, our electron gun was designed 

in order to achieve a converging beam. The results from these simulations showed 

that the diverging beam produced a capture efficiency of just 33%, eliminating it 

as a possibility since this value is below measurement. The converging beam 

however, produced a capture efficiency of 45%, meaning that through appropriate 

electron gun and first side cavity shift designs, a capture efficiency matching 

measurement could be obtained. Thus the electron gun designed in EGN2w was 

designed to achieve a laminar converging beam and produced a current of 

0.358±0.002 A from a cathode potential of -30.8 kV. The final design of the 
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electron gun (Figure 4.3) was achieved through numerous geometric iterations in 

a trial and error fashion.  

 The complexity of the electron gun design process can be understood as 

follows: the cathode area and radius of curvature help define the initial electron 

trajectories as they are emitted from the metal, the focusing electrode angle and 

length further shape the beam shortly after emission. The length and diameter of 

the rounded edge of the focusing electrode help define the magnitude of 

convergence as does the radius of the anode. In effect all these geometries help 

determine the focal length of the system and hence the beam shape. All are 

required to be optimized to ensure a laminar converging beam. However, each 

alteration in the geometry changes the perveance, and hence the current (eq. 2.84) 

in a complex way. Thus numerous iterations were required to ensure all design 

parameters were met. Other geometries shown in Figure 4.3 not discussed here 

were simply designed to further adjust the perveance in a way to ensure all design 

parameters were met. 

 

Figure 4.3: The electron gun design is shown in the xz plane. All dimensions are in mm. 
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 The characteristics of the electron beam generated from the designed 

electron gun can be represented by the beam emittance and a transverse phase 

space plot taken at the electron gun exit (see Figure 4.3). Figure 4.4 shows the 

transverse phase space plot for the EGN2w model. The ordinate of the phase 

space plot given in Figure 4.4 is the transverse divergence coordinate x′  which is 

a ratio of momenta px/p. The same is true for y′where the momenta ratio is py/p, 

but only the x component phase space plots are shown since the y plot is identical 

to the x plot. An ideal laminar beam has linearly increasing trajectory angles with 

increasing distance away from the cathode center. In an ideal laminar beam 

(which is never fully realized practically), particles near the cathode center travel 

with little angular deflection, while particles near the cathode edge have the 

largest angular deflection creating a beam with no trajectory crossings. However, 

in the simulations, the larger cathode area compared to the smaller injected beam 

cross section creates spherical aberrations causing the outer electrons to cross the 

paths of inner electrons producing some of the non-laminar aspects seen in the 

electron phase space of Figure 4.4. This effect may be a real effect, but can also 

be caused by the way space charge is allocated near the cathode edges29. An 

additional cause of the non-laminar portion of the injected electron phase space is 

due to non-linear electric forces on the beam.34 The non-laminar aspects of the 

injected electron beam coming from non-linear electric forces were minimized 

through optimization of the cathode, anode, focusing electrode and anode radius 

designs. The emittance serves as a metric to measure the electron beam quality (a 

measure of how ordered and coherent a beam is), with an ideal laminar beam 

having the highest beam quality with a normalized rms emittance of zero. The 

electron beam from the EGN2w simulation gave a normalized rms emittance of 

0.148 π mm-mrad. 
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Figure 4.4: The transverse phase space for the EGN2w model. 

 
4.3.3  Validation of the full linac simulation 

4.3.3.1  Target focal spot size 

 The target focal spot size and the capture efficiency both were controlled 

by the magnitude of the first side cavity shift of the waveguide nearest the 

electron gun (chapter 3)28. It was found that a side cavity shift of 0.5 mm yielded 

a target current of 0.143±0.001 A (39.9±0.5% capture efficiency), 0.25 mm gave 

a target current of 0.136±0.001 A (38.0±0.5% capture efficiency), and no cavity 

shift gave a target current of 0.126±0.001 A (35.2±0.5% capture efficiency). From 

this it can be seen that a shift of 0.25 mm gives the correct capture efficiency and 

target current within error of the measurement. With a side cavity shift of 0.25 

mm, the electron blooming created a beam diameter that was larger than the 

diameter of the beam tube diameter. Thus the maximum extent of the focal spot 

was restricted to the 5 mm diameter of the beam tube.  

The spatial intensity distributions, in x and y, generated from the 

PARMELA runs are shown in Figure 4.5. The circular focal spot extends 5 mm 

and has a FWHM of 0.12 mm. As shown in chapter 3, the effects of side and port 

coupling causes the shifting and skewing of the electron distributions seen in 
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Figure 4.5. The peak shifts are -0.19 mm and -0.18 mm, and the center of gravity 

shifts are -0.09 mm and -0.06 mm for the x and y distributions respectively. The 

largest shift is seen in the x direction, but the largest skewing is in the y direction 

(as measured by the difference between the peak and the center of gravity). The 

simulation of the spatial intensity distribution at the target shown in Figure 4.5 is 

in direct contrast to the Gaussian distribution typically used in BEAM simulations 

of in-line linacs. 

 

Figure 4.5: The x and y normalized spatial intensity distribution profiles at the target are 

given.  

 

The phase space at the target generated from PARMELA was run through 

BEAM and DOSXYZ to produce 5x5 cm2 profiles to validate the calculated focal 

spot size, since small-field profiles are very insensitive to energy changes but 

highly sensitive to the focal spot size9. It was found that by translating the 

PARMELA phase space by +0.08 mm in the x and y directions, symmetric dose 

profiles were obtained and the resulting 5x5 cm2 inline and crossline profiles are 

shown in Figure 4.6a and Figure 4.6b respectively. Excellent agreement to 

measurement was found with 99.8% of all points meeting the 1%/1 mm 



 
 
CHAPTER 4: INTEGRATED 6 MV LINAC MODEL 120 

 

acceptance criterion. The shape of the focal spot seems to have a negligible 

impact on the dose profiles, considering a Gaussian intensity distribution typically 

used for BEAM simulations of low energy in-line linacs11 show a similar 

agreement to measurement. 

 

Figure 4.6: Measured and simulated (a) inline and (b) crossline 5x5 cm2 profiles for the 0.25 

mm cavity shift at 1.5, 5, 10 and 20 cm depths.  

  

4.3.3.2  Electron beam energy 

 The COMSOL finite-element waveguide simulation does not to account 

for the real effects of power loss in the transmission waveguide, circulator, 

ceramic RF window separating the SF6 gas and vacuum, manufacturing defects 

etc. so the exact power in the RF fields, and hence the exact electron beam energy 

is unknown. However, through the Monte Carlo commissioning process the 

electron beam energy can be determined. Wide field 40x40 cm2 profiles have 

been shown to be sensitive to both the focal spot size and the electron beam 

energy8 where a 0.2 MeV change in energy resulted in an approximately 2% 

change in the magnitude of the profile horn. Therefore, with the focal spot size 

verified using the 5x5 cm2 field profiles, the wide field profile was used to 

determine the mean energy of the electron beam, and this energy was then 

verified by comparing DD curves. By adjusting the input power in the COMSOL 

FEM waveguide model by very small amounts, three different electron beams 
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with mean total energies (kinetic plus rest energy) of 5.4, 5.6 and 5.8 MeV 

incident on the target were simulated and used as input into BEAM and DOSXYZ 

to generate the three 40x40 cm2 profiles shown in Figure 4.7. An energy spectrum 

giving a mean and maximum total energy of 5.6 and 6.3 MeV respectively 

provided the best match between simulation and measurement with 98.2% of all 

points meeting a 1%/1 mm acceptance criterion while the mean beam total 

energies of 5.4 and 5.8 MeV had only 50% and 60% of all points meeting the 

acceptance criterion respectively. The profiles shown in Figure 4.7 are also 

affected largely by the target thickness and density as well as the flattening filter 

shape and density. However, since these components were specified directly by 

the manufacturer, it not expected that they will lead to large errors in the dose 

profiles.  

 

Figure 4.7: The crossline dose profiles for three different mean total energies of 5.4, 5.6 and 

5.8 MeV were compared to measurement to determine the correct beam energy. Only this 

section of the profile is shown for visual clarity. The left half of this profile as well as the 

inline profile is identical to what’s given above. 

 

The electrons being injected over all RF phases gives the energy spectrum 

shown in Figure 4.8. The electrons with total energy greater than 5.8 MeV were 
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captured within an ‘RF bucket’, meaning they experience nearly the same RF 

phase in each accelerating cavity and hence the same field gradient in each cavity. 

The lower energy electrons experience a sequentially lower field gradient as they 

enter each accelerating cavity at different phases of the RF wave. Electrons that 

experience slightly different phases in each accelerating cavity gain slightly less 

energy, and those that experience drastically different RF phases in each 

accelerating cavity gain very little energy. In the extreme case, electrons can 

experience a decelerating field causing them to be lost outside the beam tube, or 

accelerated back toward the electron gun. This distribution of electrons 

accelerating at all phases of the RF wave produces the long low energy tail of the 

energy spectrum seen in Figure 4.8. The bimodal peaks of the total energy 

spectrum found at 5.8 and 6.3 MeV results from two stable but separate phases in 

the RF bucket for the captured electrons. The bimodal energy spectrum shown in 

Figure 4.8 again differs from the assumed Gaussian model used for in-line linacs. 

Since the results presented here were generated from a full linac simulation 

incorporating all of the relevant physics, these results are thought to be more 

accurate than the previously assumed Gaussian models.  

 

Figure 4.8: The optimal electron beam total energy spectrum for an in-line side-coupled 6 

MV linac waveguide. The two large energy peaks correspond to total energies of 5.8 MeV 

and 6.3 MeV with the spectrum’s maximum and mean total energy of 6.3 MeV and 5.6 MeV 

respectively. 
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The total power required from the linac simulation to accelerate the 

electrons to a total energy of 6.3 MeV did not exceed the power generated from 

clinically used magnetrons, which is roughly 2 MW for e2v technologies 

(Chelmsford, Essex, England) magnetrons at a frequency around 2998.5 MHz. 

The power required to accelerate the electrons to the given maximum energy was 

determined to be 1.3 MW from the FEM simulations. The power requirement for 

a manufactured clinical linac is however expected to be somewhat more than what 

was determined through the FEM solution since the simulation does not account 

for power loss in the transmission waveguide, circulator, ceramic RF window 

separating the SF6 gas and vacuum, manufacturing defects etc.  

 

4.3.3.3  Dose distributions at various field sizes and depths 

The electron beam with the spatial intensity distribution and energy 

spectrum shown in Figure 4.5 and Figure 4.8 was used to generate DD curves for 

40x40, 20x20, 10x10, and 5x5 cm2 field sizes and profiles at the same field sizes 

at depths of 1.5, 5, 10, and 20 cm. Figure 4.9a shows the crossline profiles for all 

field sizes at a depth of 5 cm, Figure 4.9b shows the inline profiles for all field 

sizes at a depth of 10 cm, and Figure 4.10 gives the DD curves for all field sizes. 

The inline and crossline profiles for all field sizes and depths show similar 

symmetry and agreement to measurements, therefore only representative profiles 

at 5 and 10 cm depths are given in Figure 4.9. Greater than 99% of all points in 

the simulated profiles met the 1%/1 mm acceptance criterion for the 20x20, 10x10 

and 5x5 cm2 field sizes and greater than 98% of all points met the given 

acceptance criterion for the largest 40x40 cm2 field size. It is expected that the 

penumbra of the largest field will have extreme sensitivity to differences between 

modeled and physical linac components, in particular in the flattening filter. The 

discrepancies for the DD curves at all field sizes also showed excellent agreement 

within statistical uncertainty with agreement to within 1% or less after a depth of 

1.5 cm. 
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Despite the focal spot and energy spectrum presented here differing from 

an assumed Gaussian model (which is currently used in Monte Carlo simulations), 

the dose distributions presented show the same agreement to measurement as 

presented in the literature (within 1%). Thus, the exact nature of the electron 

phase space at the target does not have a large impact on the resulting dose 

distributions which is typically used to commission the simulated linac. 

 

Figure 4.9: (a) Crossline profiles for 40x40, 20x20, 10x10 and 5x5 cm2 field sizes at 5 cm 

depth. (b) Inline profiles for the same field sizes at a depth of 10 cm. The profiles were 

initially normalized to the DCAX dose and then were scaled in the plots for visual clarity. 

 

Figure 4.10: The DD curves for the 40x40, 20x20, 10x10 and 5x5 cm2 field sizes were initially 

normalized at D10 and were then scaled for visual clarity. The uppermost DD curve is for the 

40x40 cm2 field and the bottommost DD curve is for the 5x5 cm2 field size with the 20x20 and 

10x10 cm2 falling in between. 
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4.3.3.4  Sensitivity of the dose distributions on the electron gun 

parameters 

 A change in the cathode-anode potential of the electron gun directly 

affects the injection electron beam energy which in turn affects the shape of the 

electron energy distribution at the target, and the dose distributions. For example, 

a 15 kV reduction in the cathode anode potential, all else being constant, changed 

the bi-modal energy distribution into a single peak. This can be understood by the 

slower energy electrons being captured in a single stable phase of the RF as 

compared to the dual stable phases of the bi-modal energy peak. The 15 kV 

reduction in the injection energy corresponded to a 0.2 MeV reduction in the 

mean beam energy at the target which produced no change in the DD curve within 

statistical uncertainty, but showed an approximately 2% increase in the magnitude 

of the profile horns of the 40x40 cm2 field. In addition, for a constant mean beam 

energy of 5.6 MeV, the DD curves resulting from using either a Gaussian, bi-

modal, or single peaked electron energy spectrum showed less than 1% difference 

from each other. Thus the DD curves are very insensitive to changes in the 

cathode-anode potential and the shape of the electron energy spectrum at the 

target. However, since the bi-modal energy distribution was derived through the 

matching of electrical measurements as explained above, it is expected to be the 

best approximation of the energy spectrum for this linac waveguide.  

Changes in the electron gun geometry will affect the divergence and beam 

diameter of the electrons injected into the waveguide (as explained in section 

4.2.1), but not their energy. An example of this is a 0.1 mm reduction in the 

injected beam diameter changed the focal spot size at the target by about 0.3 mm 

which had no effect on the DD curves. However, this change resulted in a 1% 

increase in the magnitude of the dose profile horns for the 40x40 cm2 field. 

Changes in the divergence of the injected beam largely affected the capture 

efficiency (section 4.3.2), but not the focal spot size (less than 1% change) or the 

DD curve within statistical uncertainty.   
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4.4  CONCLUSIONS 

 An integrated in-line side-coupled 6 MV linac model has been developed, 

benchmarked, and commissioned against measurements. A Pierce-type diode 

electron gun simulation was designed according to parameters measured from a 

Varian 600C. Specifically a cathode potential of -30.8 kV was modeled producing 

a fairly laminar converging electron beam at a current of 0.358±0.002 A. The 

designed electron gun was used together with a simulated in-line side-coupled 

waveguide incorporating a 0.25 mm first side cavity shift to obtain a target current 

of 0.136±0.001 A and a capture efficiency of 38.0±0.5%, matching measurement 

within error. The resulting focal spot size and designed mean beam energy of 5.6 

MeV was used to generate simulated dose distributions through Monte Carlo. 

These simulated profiles were compared to measurements and showed excellent 

agreement with greater than 99% of all points meeting a 1%/1 mm acceptance 

criterion for the 20x20, 10x10, and 5x5 cm2 field sizes at all depths with the 

exception of the largest 40x40 cm2 field for which 98% of all points met the 

acceptance criterion. The simulated DD curves also matched measurement to 1% 

within uncertainty deeper than 1.5 cm.  
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CHAPTER 5: Effect of transverse magnetic fields on a 

simulated in-line 6 MV linac 

A version of this chapter has been published. J. St. Aubin, S. 

Steciw, B.G. Fallone, “Effect of transverse magnetic fields on a 

simulated in-line 6 MV linac,” Phys. Med. Biol., 55, 4861-4869 

(2010). 
 

5.1  INTRODUCTION 

 The work presented here builds on our work of a linac simulation 

(chapters 31 and 42) by further investigating its operation in the presence of 

transverse magnetic fields. To date only one investigation has been published on 

the effects of magnetic fringe fields on a medical linac3. They investigated the 

effects of the magnetic fringe fields from a 1.5 T linac-MR system on 2 m long 

accelerating waveguides in adjacent vaults. The linear accelerators in that study 

were positioned 8 and 12 m away from the MR magnet, and the built in beam 

control systems, which correct for the changes in earth’s magnetic field at 

different gantry angles, were exploited to correct the effects of the additional 

fringe fields from the MR. In contrast, the linac generating the X-rays for the 

linac-MR system is in close proximity to the MR imager with the target at 

approximately 1.5 m from the magnet isocenter. At this distance, the electron gun 

is expected to experience field strengths of 30 – 50 G, which increases to 80 – 100 

G at the target for our low field linac-MR system. In addition, the linacs proposed 

for use with linac-MR systems do not include built-in beam control systems since 

they use much shorter in-line side-coupled 6 MV waveguides. Because our 

institute has limited access to dedicated research linacs on which magnetic field 

studies could be performed, magnetic field measurements on an actual in-line 6 

MV linac were not possible. Thus the full in-line side-coupled 6 MV linear 

accelerator simulation designed and validated previously was used. Using the 

simulation has the added advantage of performing investigations on linac 

operation in the most extreme cases with field strengths resulting in 100% beam 

loss where measurements may be unpractical. 
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 With no built-in beam control mechanism for the 6 MV linac, alternative 

solutions for correcting or avoiding any deleterious effects on the linac from the 

magnetic fringe fields are required. These solutions will only come after an 

understanding of 6 MV linac performance within an external magnetic field is 

obtained. The two proposed linac-MR systems4, 5 are designed such that the 

magnetic fringe fields cross through the 6 MV linac perpendicular to its length. 

Our previously validated linac simulation incorporated the widely used 2D 

axisymmetric program EGN2w together with the finite element program (FEM) 

COMSOL and the particle-in-cell program PARMELA. However, EGN2w cannot 

be used directly for the investigation of linac performance in an external 

transverse magnetic field that crosses through the linac since it only allows for the 

addition of axisymmetric magnetic fields. Thus the fully 3D FEM electron gun 

program OPERA-3d/SCALA (Kidlington, UK) was used in its stead. An 

investigation was performed to determine the effects on the electron beam 

calculated at the target as well as the dosimetric effects caused by a transverse 

magnetic field. 

 

5.2  METHODS AND MATERIALS 

5.2.1  Simulation of the linac in the presence of transverse magnetic 

fields  

  The linac simulation used to investigate the effect of transverse magnetic 

fields was fully 3D in nature incorporating a 3D electron gun simulation using 

OPERA-3d/SCALA, 3D radio-frequency (RF) solution within the waveguide 

from COMSOL, and 3D particle tracking in PARMELA. The geometry of the 

EGN2w electron gun design presented in chapter 4 (Figure 4.3) was replicated in 

OPERA-3d to obtain the FEM electrostatic field solution and to calculate space 

charge effects with electron emission at the cathode set by Child’s law (eq. 2.84). 

Transverse magnetic fields were added to the linac simulation in OPERA-

3d/SCALA (hereafter referred to as SCALA) and PARMELA, and the electrons 

were tracked from the electron gun cathode to the target. As shown by work 
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performed previously (chapter 4), nominal linac operation inherently yields a 

63±1% electron beam loss2. The subsequent beam loss percentages quoted 

throughout this chapter will refer to relative beam losses above the nominal 63%.   

 

5.2.2  Dosimetric effects 

 Before Monte Carlo simulations were performed, the electron spatial 

intensity distribution at the target, generated from the PARMELA phase space, 

was translated laterally with respect to the center of the flattening filter. This 

translation was performed to ensure the dose profiles were symmetric as required 

for a clinical radiation beam and is analogous to the commissioning process 

performed when the waveguide is first installed in the linac head. A PARMELA 

generated phase space comprised of roughly 40 million particles was generated by 

running SCALA and PARMELA 60 times with random electron injection 

positions. 

  The geometry of the linac head (Figure 3.3) was modeled in BEAM from 

information on a Varian 600C supplied from the manufacturer. Roughly 5x108 

initial histories were run recycling the PARMELA phase space 12 times. Field 

sizes of 40x40 and 20x20 cm2 were simulated and all other BEAM parameters as 

explained in Chapter 3 were used for this analysis. BEAM and DOSXYZ were 

run in unison using the isource 9 input in DOSXYZ and thus no phase space was 

required to be scored. All DOSXYZ parameters explained in Chapter 4 were used 

for this investigation.  The dose profiles were normalized to the central axis dose 

(DCAX) while the depth dose (DD) curves were normalized to the dose at 10 cm 

depth (D10). Smoothing and interpolation of the dose profiles was performed as 

explained in Chapter 4 together with the generation of a gamma index6 using a 

1%/1 mm acceptance criterion. In order to evaluate the effect of the transverse 

magnetic fields on the simulated profiles, they were compared to the validated 

simulation profile given in chapter 4 at 0 G. By comparing to a validated 

simulation profile, only changes caused by the transverse magnetic fields are 

quantified. No magnetic fields were added to the Monte Carlo simulations in 
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order to solely investigate the effect of the magnetic field on the linac structure 

(electron gun and waveguide).  

 

5.3  RESULTS AND DISCUSSION 

5.3.1  Validation of the 3D SCALA electron gun 

 The geometry of the EGN2w electron gun2 was replicated in SCALA 

(Figure 5.1) and the simulation results were compared. The emission current of 

the SCALA electron gun was determined to be roughly 20% greater than EGN2w 

predicted. Both programs determine the emission current from Child’s law where 

the net potential at the cathode (which is the sum of the anode-cathode potential 

and the space charge potential) is zero. Thus the determination of emission current 

is critically dependent on the resolution of the electrostatic field at the cathode. 

SCALA uses isoparametric mesh elements to conform to curved geometries (such 

as the cathode). It also has the advantage of using quadratic basis functions in the 

determination of the electrostatic field solution and the space charge field creating 

a more accurate solution7. EGN2w on the other hand uses a square mesh and a 

finite difference approximation for the electrostatic field solution. The higher field 

resolution and conformal meshing of SCALA is expected to explain the 

differences in emission current between the two electron gun programs. The 

higher emission current in SCALA required a slight modification of the cathode 

to regain the measured emission current of a Varian (Palo Alto, CA) 600C linac 

of 0.36±0.01 A2. The cathode radius was reduced by 7.6% from 2.5 mm to 2.31 

mm giving an emission current of 0.361±0.002 A. The emittance of the electron 

beam generated in SCALA was calculated to be 0.323 π mm-mrad compared to 

0.148 π mm-mrad from EGN2w. The 3D SCALA electron gun was used as an 

input into our linac waveguide simulation at 0 G yielding a target current within 

measurement2 of 0.131±0.002 A. The linac simulation results using the 3D 

SCALA electron gun simulation were compared to the results previously 

presented using the 2D program EGN2w. This comparison showed a maximum 

discrepancy in electron energy and beam centroid at the target of 0.015 MeV and 
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0.01 mm respectively. When the 3D SCALA electron gun was used as an injector 

to our linac simulation and Monte Carlo simulations were performed, the 

simulated dose distributions were found to agree to measurement with the same 

accuracy as was presented in chapter 4.  

 

Figure 5.1: The geometry of the 3D SCALA electron gun with the beam colouring 

corresponding to the electron velocities. Only half of the geometry is shown with the anode 

on the right, the focusing electrode on the left, and the cathode defined by the location of 

electron emission. 

 
5.3.2  Earth’s Magnetic field 

 The validation of the simulation in the absence of magnetic field through 

the matching of the simulated electron gun and target currents, the electron gun 

cathode-anode potential, and dose distributions to measurements from a Varian 

600C (section 4.3.1) is extended to simulation in earth’s magnetic field. In 

Edmonton, Canada, the direction of earth’s field is approximately 18° from 

vertical, so for the simulation 0.4755 G was directed along the length of the 

waveguide and 0.1545 G is directed transverse to the waveguide length through 

the coupling cavities (inline direction). With the addition of earth’s magnetic 

field, the target current calculated was 0.131±0.002 A from an injection current of 

0.361±0.002 A matching measured values from a Varian 600C. No changes in 
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energy were observed in this simulation compared to the validated linac 

simulation (section 4.3.2 and section 4.3.3). The only difference in the spatial 

distribution occurred in the y direction as seen in Figure 5.2, with the peak 

position shifted by -0.007 cm and the center of gravity shifted by -0.004 cm.  

 
Figure 5.2: A comparison of the spatial intensity distribution and the energy spectrum of the 

electrons incident on the target for the linac simulation with and without earth’s magnetic 

field. The results shown are normalized to the 0 G results and no differentiation between the 

two simulations in the figure is seen for the x spatial intensity distribution or the energy 

spectrum. 

 

 The dose distributions with the linac submersed in Earth’s magnetic field 

showed excellent agreement to measurement. The DD curve was also found to 

agree within 1% of measurement giving the same results as section 4.3.3. Since 

the effect of a transverse field in the +x direction was observed in the y spatial 

distribution only (i.e. perpendicular to the coupling cavities), all subsequent dose 

analysis was focused on differences in the crossline ‘y’ profile. When the earth’s 

magnetic field was added to the full linac simulation and the dose distributions 

were generated, it was found that greater than 99% of all points met the 1%/1 mm 

acceptance criterion for the 20x20, 10x10, and 5x5 cm2 field sizes, and greater 

than 98% of all points met the same acceptance criterion for the 40x40 cm2 field. 

Representative crossline dose profiles showing the goodness of agreement at 1.5 

cm depth are given in Figure 5.3. The results described here are identical to what 



 
 
CHAPTER 5: TRANSVERSE MAGNETIC FIELD EFFECTS ON A SIMULATED LINAC 136 

 

was presented in our initial validation of the model (chapter 4). Since the short in-

line side-coupled waveguide possess no built-in beam control systems to correct 

for Earth’s magnetic field at different gantry angles, it is expected that earth’s 

magnetic field has a very small effect on the short linacs.  

 

Figure 5.3: A comparison between the simulated and measured crossline dose profiles at 1.5 

cm depth for all field sizes (40x40, 20x20, 10x10, and 5x5 cm2) in earth’s magnetic field is 

given. 

 

5.3.3  Linac response to homogeneous transverse magnetic fields 

 The simulated linac responded to increasingly larger transverse magnetic 

fields by exhibiting increased beam loss. Homogeneous magnetic fields of 2, 4 

and 6 G were added to the simulated linac and the resulting beam loss is shown in 

Figure 5.4a. The additional beam loss from the 2, 4 and 6 G transverse fields was 

determined to be 6±1 19±1 and 45±1% respectively. The first points left of the 

dotted line in Figure 5.4a at each magnetic field value correspond to beam losses 

within the electron gun. It is observed from Figure 5.4a that as the transverse field 

strength increases, less beam loss is experienced within the electron gun since the 

electrons which would normally be accelerated back towards the gun are lost 

elsewhere in the waveguide. Thus while the 6 G field contributes to the largest 

beam loss within the waveguide, it contributes to the least beam loss within the 

electron gun. The electron spatial distributions at the target for the 2, 4 and 6 G 

transverse field simulations are given in Figure 5.4b. Fields larger than 6 G 
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caused the electron distribution peak to be lost resulting in greater than 60% beam 

loss and a fairly flat distribution at the target. The 6 G field yields the most 

asymmetric spatial distribution at the target and thus has the largest effect on the 

dose distributions.  

 

Figure 5.4: (a) The beam loss within the simulated linac is given for increasing homogeneous 

transverse magnetic field strengths with the intensities normalized to the 0 G intensity count. 

The first points in the figure left of the dotted line are beam loss values taken within the 

electron gun. (b) The electron spatial intensity distributions (normalized to 0 G) at the target 

resulting from the addition of the 0, 2, 4 and 6 G transverse magnetic fields are given. 

 

 The wide field dose distributions derived from the simulated phase space 

resulting from the addition of the 2, 4 and 6 G transverse magnetic fields is shown 

in Figure 5.5a-c along with the gamma index for a 1%/1 mm acceptance criterion. 

Since the peak shift away from center shown in Figure 5.4b becomes more drastic 

as the magnetic field is increased, a larger lateral translation of the spatial 

distribution at the target was required to maintain the profile symmetry. It was 

determined that a lateral translation of 0.07, 0.14, and 0.24 cm in the y direction 

for the 2, 4, and 6 G magnetic field simulations respectively was required to 

maintain the profile symmetry. The gamma index analysis found that 4.2, 10.8, 

and 14.4% of all points failed a 1%/1 mm criterion for the 2, 4 and 6 G field 

simulations respectively with nearly all the failed points positioned in the 

penumbra as seen in Figure 5.5a-c. When the acceptance criterion was changed to 

3%/3 mm, all points for the 2, and 4 G magnetic field simulations met the new 

criterion while the 6 G field simulation had 0.9% of the points fail. 
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Figure 5.5: The crossline wide field dose profiles for 2, 4, and 6 G transverse field 

simulations are given in (a) – (c). The gamma index for a 1%/1 mm criterion is given below 

the profiles on the right axis with the gamma value of one depicted by the dashed line. (d) 

The DD curves for the increasing magnetic field simulations were initially normalized to D10 

and then scaled for visual clarity.  

 
The maximum energy of the electrons impacting the target showed no 

change with increasing magnetic field, but the mean energy increased slightly to 

5.64 MeV, 5.71 MeV and 5.74 MeV for the 2, 4 and 6 G simulations respectively. 

The increase in mean energy is a result of more low energy electrons being lost as 

the transverse magnetic field increases. With these very small changes in the 

mean energy no differences greater than 1.3% were seen in the DD curves shown 

in Figure 5.5d. This is expected since the DD curves have been shown to be quite 

insensitive to small changes in the electron beam energy8, 9.  

The points failing the acceptance criterion were predominantly in the 

penumbra due to a lateral profile shift. The lateral shift in the dose profile as 

measured by the location of the 50% dose is directly caused by lateral shift in the 

focal spot due to the commissioning process (Figure 5.6). Thus if the symmetry is 

maintained it is at the expense of a laterally shifted dose profile. If on the other 
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hand there was no lateral shift in the profile (by not translating the spatial 

distribution at the target), the asymmetry in the 40x40 cm2 field was calculated to 

be 13%, well outside of clinical specifications. As explained previously, 

homogeneous fields larger than 6 G cause the electron distribution peak to be lost 

within the waveguide resulting in a relatively flat and spatially homogeneous 

distribution at the target. Thus the largest effects on the dose distributions come 

from a homogeneous field of around 6 G. As an extension to the applicability of 

this study, any transverse magnetic field configuration (homogeneous or 

otherwise) that yields the beam centroid shifts shown in Figure 5.4b would yield 

the dosimetric results given in Figure 5.5. Thus the results presented here can be 

applied to various transverse magnetic field configurations. 

 

Figure 5.6: The non-translated (not commissioned) focal spot resulting from a 6 G 

transverse magnetic field together with the translated (commissioned) focal spot. 

 

 A further analysis was performed to determine the target current at 

increasingly larger field strengths for completeness. The results are presented in 

Figure 5.7 and show that by 14 G, all electrons are lost within the electron gun 

and waveguide and none reach the target. 
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Figure 5.7: The reduction in target current for increasing homogeneous magnetic field 

strengths is given. At 14 G, none of the electrons are incident on the target. 

 

5.3.4  Reduction of the magnetic field effect on the dose distributions 

 The lateral shift in the dose profiles seen in Figure 5.5a-c can be reduced 

significantly through the use of asymmetric jaw positions. The effectiveness of 

using asymmetric jaw positions for a 20x20 cm2 field size is demonstrated in Fig. 

6 to correct the largest lateral shift caused by the 6 G field. By changing the left 

and right jaw placements from -10 cm and 10 cm respectively to -10.15 cm and 

9.85 cm (a shift of 1.5 mm to the left), the lateral shift seen in Figure 5.8a is 

almost completely removed (Figure 5.8b) with only 0.5% of the points failing the 

1%/1mm criterion. Appropriate positioning of the x and y jaws can compensate 

the lateral shift even for collimator rotations. It should be noted that the multi-leaf 

collimators (MLCs) could also correct the lateral shift. However, the largest 

40x40 cm2 field cannot be used since the jaws are limited to a maximum position 

of ±20 cm, so the maximum field size must be slightly smaller, but only by a few 

millimeters at most. 

 As an alternative solution to using the jaws to compensate the dosimetric 

effects resulting from the transverse magnetic fields on the linac, beam control 

systems similar to a high energy unit may be added. These control systems would 



 
 
CHAPTER 5: TRANSVERSE MAGNETIC FIELD EFFECTS ON A SIMULATED LINAC 141 

 

be designed to redirect the electron beam to the target. Alternatively, passive or 

active magnetic shielding could reduce the magnetic fringe fields at the linac 

sufficiently to achieve minimal beam deflection.  

 

Figure 5.8: (a) A large lateral shift of the dose profile for the 6 G simulation is seen causing 

large discrepancies from a typical clinical profile as seen by the gamma index. (b) The use of 

asymmetric y jaw placements almost fully corrects the lateral shift. 

 

5.4  CONCLUSION 

 The 2D axisymmetric electron gun program EGN2w was replaced by the 

3D electron gun program OPERA-3d/SCALA in our validated linac simulation. 

The emission current from the 3D gun was found to be 20% larger than EGN2w 

calculated, requiring a 7.6% reduction in the cathode radius to ensure its output 

matched measurement. The linac simulation was revalidated using this updated 

design showing our previously achieved agreements to measurement. Upon the 

addition of increasing homogeneous magnetic field strengths, larger beam losses 

were calculated within the linac due to the increasing transverse electron 

deflections. The large electron deflections lead to a spatially shifted electron 

distribution at the target resulting in either clinically unacceptable profile 

symmetry, or if maintaining symmetry, a laterally shifted dose profile. The 

laterally shifted dose profiles at homogeneous fields of 4 and 6 G failed to meet a 

1%/1 mm acceptance criterion with all points in the penumbra causing the failure. 

It was found that asymmetric jaw locations created an opposite shift that almost 

completely eliminated the lateral shifts in the dose profiles caused by the external 
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fields. It was also found that at a transverse homogeneous field of 14 G no 

electrons impacted the target resulting in 100% beam loss.   
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CHAPTER 6: Effect of longitudinal magnetic fields on a 

simulated in-line 6 MV linac 

A  version  of  this  chapter  has  been published. J. St. Aubin, D.M. 

Santos, S. Steciw, B.G. Fallone, “Effect of longitudinal magnetic 

fields on a simulated 6 MV linac,” Med. Phys., 37, 4916-4923 

(2010). 

 

6.1  INTRODUCTION 

Two proof-of-concept linac-MR systems have been presented previously 

that produce X-rays perpendicular to the main magnetic field of the MR imager.1, 

2 The existence of both of these proof-of-concept systems proves that all 

engineering difficulties relating to the transverse configuration linac-MR system 

can be overcome. However, despite overcoming engineering difficulties, the 

transverse case produces hot and cold spots at tissue-air interfaces in the treatment 

plan due to the significant deflection in low density media of the high energy 

electrons generated by Compton scattering etc.3 At 1.5 T, these effects produce 

large deviations away from a nominal treatment plan with no magnetic field. 

However it has also been shown that at lower magnetic field strengths, such as 0.2 

T, the hot and cold spots at tissue-air interfaces is largely reduced3. The 

minimization of electron deflections in low density media at lower field strengths 

is simply a result of a reduction in the transverse magnetic force on the particles. 

The parallel design for a linac-MR system was first presented by our 

group in 2009.4, 5 Our group has shown that in using the parallel design, there is a 

significant reduction in hot and cold spots at the tissue-air interface and that the 

highest magnetic field strength with minimum creation of hot and cold spots is 

approximately 0.5 T.4, 6 The image quality at 0.5 T would be superior to that at 0.2 

T. In addition, work has shown that a parallel configuration also results in a 

smaller penumbra.6, 7  

Since an in-line side-coupled 6 MV linac is proposed to be the source of 

X-rays directed parallel to the main magnetic field of the MR imager, the 

accelerating electrons within the linac will be subjected to longitudinal magnetic 
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fringe fields. The longitudinal magnetic fields are not expected to deflect the 

electrons away from the target as a transverse field does, but the effects on the 

electron beam resulting from altered beam optics at the electron gun and 

throughout the waveguide require quantification. In addition to quantifying 

changes to the electron beam, the resulting changes on the dose distributions also 

require quantification.  

 

6.2  METHODS AND MATERIALS 

 The outline of the work presented here is as follows. A continuous 

magnetic fringe field solution approximating discrete isoline data supplied by an 

open MR imager manufacturer was first generated. The reasoning and 

methodology behind this calculation is explained in section 6.2.1. The 

approximated continuous fringe field was then added to our linac simulation8-10 as 

explained in section 6.2.1. Our linac simulation was previously validated against 

measurement as reported in Chapter 410 and Chapter 58. The electron phase space 

at the linac target produced as a result of our linac simulation was then used as an 

input into a Monte Carlo simulation to calculate the associated dose distribution in 

a water tank which is discussed in section 6.2.2. Our Monte Carlo model of a 

linac was also validated against measurements as reported in chapter 410. 

 

6.2.1  Magnetic fringe field calculations 

The parallel linac-MR design (Figure 3.1) can be implemented with 

various commercial open MR imagers. Examples of open MR imagers include 

PARAmed MRopen™, GE Signa SP™, Phillips Panorama™, Siemens 

Magnetom Concerto™ and the Hitachi Elite™. As an example for what can be 

performed, an investigation of linac performance in a longitudinal magnetic field 

was performed using fringe field isoline data supplied by PARAmed for its 

MRopen™ system. The final location of the linac with respect to this MR imager 

is expected to lie within a target-isocenter distance ranging from 1 to 2.2 m. 
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Within this range of target-isocenter distances, the longitudinal magnetic field at 

the cathode of the electron gun is expected to range from 22 to 110 G.  

It was necessary to approximate the discrete fringe field isoline data 

through the generation of a full magnetic field solution from the superposition of 

a single current loop. This was done because our linac simulation requires a fully 

continuous field solution, including vector components, and this cannot be 

adequately performed by simply inserting the provided discrete field values. The 

current I, separation h, radius a, and number of current carrying loops were 

optimized using a Monte Carlo technique to obtain the continuous field solution 

that matched the isoline data supplied from PARAmed. The analytic solution of 

the magnetic field in cylindrical coordinates for a single current loop is given in 

Eqs. 2.17b, 2.18 and 2.19. The cylindrically symmetric solutions given in these 

equations were transformed into Cartesian xyz coordinates by the transformations 

given in Eq. 2.20. Thus through a superposition of solutions from Eqs. 2.17b, 2.18 

and 2.19 and the transformation of Eq. 2.20, the magnetic field from any number 

of current loops can be determined.  

 The current I, separation h, and radius a for the current loop pair were 

optimized in order to minimize the square root of the mean squared difference 

between the calculated magnetic field solution and the isoline data supplied from 

PARAmed using a Monte Carlo optimizer. An initial value for I, h, and a was 

input into the optimization algorithm and the square root of the mean squared 

difference between the calculated solution and the isoline data was determined. 

The Monte Carlo optimizer then used random numbers to make fluctuations in I, 

h, and a. By applying larger amplitude fluctuations to I, h, and a, the region 

around the minimized square root of the mean squared difference was first 

located. Once located, smaller amplitude fluctuations were used to find the 

minimized square root of the mean squared difference. Once the minimized 

square root of the mean squared difference was determined for a given number of 

current loop pairs, an additional loop pair was added to the model in an attempt to 

further minimize differences between the calculated solution and the isoline data. 
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The optimization of I, h, and a for each loop pair was then repeated. If the 

addition of a current loop pair reduced the square root of the mean squared 

difference by less than 1% of the previous solution, the optimization was 

completed and the model with the lower number of loop pairs was chosen as the 

optimal solution for simplicity. The use of a Monte Carlo optimizer on the current 

loop solution guarantees the divergence of the field to be zero (i.e. giving a 

physical solution). Regular fitting techniques such as chi-squared minimization or 

other polynomial based fitting techniques would not guarantee a physical 

solution. 

The optimized continuous magnetic field solution was then added to our 

previously validated linac simulation8-10 such that the field at the electron gun 

cathode was calculated to be 22, 46 and 110 G. These field strengths correspond 

to target-isocenter distances of 2.2, 1.6 and 1.0 m respectively. In addition to this 

investigation, homogeneous fields up to 2000 G were used to simulate the effects 

of other possible open split solenoid MR imagers which may have larger fringe 

fields due to poor or non-existent magnetic shielding. 

 

6.2.2  6 MV linac simulation 

Our validated linac simulation8-10 consists of an electron gun simulated 

using the 3D finite element method (FEM) and space charge analysis electron gun 

program OPERA-3d/SCALA, a 3D FEM radio-frequency (RF) field solution 

within the waveguide from COMSOL Multiphysics, and the 3D particle tracking 

space charge calculation program PARMELA11. OPERA-3d/SCALA uses Child’s 

law (Eq. 2.84) for electron emission off the cathode and calculates the space 

charge field. The initial design of the electron gun used was presented previously 

in chapter 4 with the slight cathode modification specified in chapter 5, and the 

design of the waveguide is given in chapter 3 and chapter 4. 
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6.2.3  Monte Carlo simulations 

 A Varian 600C linac head (Figure 3.3) was modeled in BEAMnrcMP 

2007 (BEAM)12 using information supplied from the manufacturer. Roughly 

3x108 initial histories were run in BEAM for a 40x40 cm2 field size. A 40x40 cm2 

field size was chosen due to its sensitivity to changes in the electron focal spot 

size and energy.13 All other BEAM and DOSXYZ parameters are as explained in 

Chapter 3.  

 

6.3  RESULTS AND DISCUSSION 

6.3.1  Effect of MRopen™ fringe magnetic fields on the linac 

 The results of the Monte Carlo optimization provided an accurate 

approximation of the 0.5 T MR when comparing magnetic fringe field isolines 

over the region where the linac is expected to be located using two current loop 

pairs. The continuous field solution derived from the discrete field values supplied 

for the MRopen™ system from PARAmed is shown in Figure 6.1. A maximum 

discrepancy of 12% was calculated at the 20 G field point. Elsewhere, the 

discrepancy was less than 2%. 

 

Figure 6.1: The derived magnetic fringe field solution resulting from Monte Carlo 

optimization of current loops. Two coil pairs were used to generate the above continuous 

field solution. 
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 The longitudinal MR field was seen to have a large effect on the electron 

phase space at the exit of the electron gun as seen in Figure 6.2. The phase space 

becomes highly non-laminar prior to injection into the linac for all longitudinal 

field strengths investigated. The normalized root-mean-square (rms) emittance at 

the exit of the electron gun for the 0, 22, 46, and 110 G magnetic field simulations 

was calculated to be 0.358, 0.810, 1.573 and 3.255 π mm-mrad respectively. In 

addition to the non-laminar phase space, the diameter of the injected electron 

beam grew from 0.178 cm at 0 G to 0.183, 0.194, and 0.22 cm at 22, 46, and 110 

G respectively. The changes in the electron beam at the electron gun are a result 

of the longitudinal magnetic field changing the optics of the electron gun which 

was originally designed for use in a nearly 0 G field environment. Despite the 

change in optics, at up to 110 G no beam loss was calculated within the electron 

gun. 

 

Figure 6.2: The transverse phase space at the exit of the electron gun is given when subjected 

to (a) 0 G, (b) 22 G, (c) 46 G, and (d) 110 G longitudinal magnetic fields. 
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 The electron spatial intensity distribution and energy spectrum at the target 

resulting from the MR field are given in Figure 6.3. Beam losses above nominal 

(0 G) of 1±1, 2±1, and 16±1% were calculated for the 22, 46, and 110 G fields 

respectively. As can be seen, the spatial distribution changes drastically with the 

addition of longitudinal magnetic fields as quantified by the full width half 

maximum (FWHM). The FWHM of the spatial distribution, calculated to be 

0.012 cm at 0 G, grew to 0.074, 0.143, and 0.254 cm for the 22, 46 and 110 G 

fields respectively. The maximum and mean energy of the electron beam incident 

on the target remained unchanged at 6.32 and 5.57 MeV respectively at 22 and 46 

G. However, at 110 G, despite the maximum energy being unchanged, the mean 

energy increased slightly to 5.60 MeV. In order to separate the effects of the 

longitudinal magnetic field on the gun from those within the waveguide, a 

longitudinal magnetic field was placed on the electron gun only, and not on the 

linac waveguide and the target phase space was analyzed. The beam loss, energy 

spectrum and spatial intensity distribution was the same for these simulations 

compared to those with the field on both the electron gun and waveguide. This 

shows that the only effect of a longitudinal magnetic field (up to 110 G) on a linac 

is at the electron gun. The simulation results presented here are the same if the 

magnetic fringe field direction was reversed. A reversal of field direction would 

occur if the MR magnet poles were reversed with respect to the linac.  

 

Figure 6.3: (a) Spatial intensity distribution and (b) energy spectrum at the linac target for 

simulations of 0, 22, 46 and 110 G longitudinal magnetic fields over the electron gun and 

linac waveguide.  
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 Our Monte Carlo model of a Varian 600C linac, which was previously 

validated against measurements,10 generated dose profiles and depth dose (DD) 

curves as seen in Figure 6.4. Figure 6.4a-c shows the inline 40x40 cm2 dose 

profiles at 1.5 cm depth and Figure 6.4d shows the DD curves derived from the 

electron phase space at the linac target for the simulations in a 22, 46 and 110 G 

longitudinal magnetic field. Only the inline profiles are shown since the crossline 

profiles showed the same agreements. A comparison of the profiles at 22, 46 and 

110 G to the 0 G profiles resulted in 96% of all points meeting a 1%/1mm 

acceptance criterion at all field strengths. The DD curves in longitudinal magnetic 

fields all matched the 0 G curve to within 1% at all depths down to 30 cm deep. 

Thus the addition of longitudinal magnetic fields does not have a large effect on 

the dose distributions in fields up to 110 G.   

 

Figure 6.4: 40x40 cm2 dose profiles at 1.5 cm depth and DD curves resulting from the linac 

operating in the presence of 22, 46 and 110 G longitudinal magnetic fields. The DD curves 

were initially normalized to D10 but scaled here for visual clarity. 

  

 An investigation was also performed to determine the linac sensitivity to 

lateral misalignments away from the symmetry axis of the MR imager.  If the 
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linac is installed with a misalignment away from the central axis, it is subjected to 

larger transverse fields. A 1 cm misalignment corresponded to a maximum 

transverse field strength of 0.7 G, up from 0.17 G with no misalignment. At a 

target-isocenter distance of 1.0 m, a 1 cm misalignment in the x or y direction 

produced an 18±2% beam loss. The 2% increase compared to the simulation on 

the symmetry axis is a result of the larger transverse magnetic fields. The 

simulations incorporating the misalignments also produced a 0.012 cm shift of the 

beam centroid compared to no misalignment and a maximum discrepancy of 12 

keV in the mean electron beam energy. After linac commissioning is performed 

by translating the target focal spot with respect to the flattening filter10, these 

lateral misalignments for the MR imager modeled would have no effect on the 

dose distributions. Typical misalignments are expected to be on the order of a few 

millimeters at most, and not the exaggerated 1 cm offset investigated here. 

However, this investigation shows that even for a 1 cm misalignment, linac 

performance is minimally affected. 

 

6.3.2  Effect of strong longitudinal magnetic fields on the linac 

 Other MR imagers of higher field strength or with less magnetic shielding 

could cause the magnetic fields at the linac to be greater than what was 

investigated previously. In addition, in order to achieve a full 40x40 cm2 field at 

isocenter for the MRopen™ imager, which is not possible for the current design, 

the existing hole through which the radiation beam passes unattenuated may be 

required to be enlarged. Enlarging the hole may affect the magnetic fringe fields 

at the linac causing them to increase. Therefore, homogeneous longitudinal 

magnetic fields up to 2000 G were added to the linac simulation to investigate 

their effect on the electron gun as well as on the waveguide.  

 A slight increase in emission current which was calculated using Child’s 

law, was observed for longitudinal fields of increasing field strength. This 

increase may be explained by a reduction in the space charge density near the 

cathode due to the larger beam diameter. A reduction in space charge density 
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means more current can flow from the cathode at the same cathode anode 

potential. The injection current saw the same increases up to around 120 G. 

However, further increases in field strength lead to a reduction in the injection 

current since the beam diameter became larger than the anode radius. The 

injection current dropped to its minimum value of 75±2 mA at 600 G (a 79% 

beam loss), but began increasing slowly at larger longitudinal field strengths due 

to greater beam collimation within the anode beam tube. Figure 6.5 shows the 3D 

electron gun model together with the calculated electron beam at 600 G field 

strength. Figure 6.6 highlights the results of the calculated emission and injection 

currents for increasing longitudinal magnetic field strengths up to 2000 G. The 

effects of the longitudinal magnetic field within the electron gun directly translate 

into a reduction in the linac target current as seen in Figure 6.7. Even though the 

injection current slightly increases up to 120 G, the target current is reduced over 

the same range. The changing beam characteristics quantified by the normalized 

rms emittance and shown in Figure 6.2 explain this drop. Changes in these 

characteristics of the injected beam have been shown previously to affect the 

overall capture efficiency of the linac.10 At fields larger than 120G, the injection 

current decreases causing a further decrease in the target current where at 600 G 

the linac experiences a maximum beam loss of 92% corresponding to a target 

current of 28±2 mA. These large beam losses must be addressed before the linac 

can be subjected to strong longitudinal fields. Since the total beam loss over 

nominal has been shown to be largely due to losses within the electron gun, 

magnetically shielding the electron gun, or redesigning the electron gun optics to 

incorporate strong longitudinal magnetic fields of a known strength could 

minimize or eliminate these large losses.  
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Figure 6.5: The 3D OPERA-3d/SCALA electron gun and trajectory solution in a 600 G 

longitudinal field is shown. The structure on the right is the anode, while the structures on 

the left are the focusing electrode and cathode (mostly hidden behind the electron beam). 

The electron beam color signifies its radius in mm. Much of the beam is incident on the 

anode at 600 G. 

 

Figure 6.6: Calculated cathode emission current and injection current with increasing 

magnetic field strength using Opera-3d/SCALA is given. A very sharp decrease in injection 

current is observed after 120 G. At 600 G, the injection current is a minimum after which it 

slowly increases with increasing magnetic field due to beam collimation within the anode 

beam tube. 
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Figure 6.7: Calculated target current with increasing magnetic field strength. The target 

current decreases, even for increasing injection current up to 120 G due to a more non-

laminar injected beam. 

 

6.4  CONCLUSIONS 

 The next generation linac-MR system at the Cross Cancer Institute 

consists of a 6 MV linac coupled to a 0.5 T superconducting open MR imager. 

This configuration will allow for the X-ray beam to be generated in the same 

direction as the main magnetic field of the MR imager leading to a reduction of 

hot and cold spots in the dosimetry at tissue-air interfaces. As an example, 

depending on the final linac position, the longitudinal magnetic fringe fields at the 

cathode are expected to range from 22 to 110 G according to isoline data provided 

for an MROpen™ imager. A continuous field solution was optimized using 

Monte Carlo to match the fringe field isoline data for use in our in-line 6 MV 

linac simulation. The optimized longitudinal magnetic field on the linac has been 

shown to affect the electron optics of the electron gun creating an increasingly 

non-laminar electron beam with a larger beam radius being injected into the linac 

waveguide. This in turn causes a drastic reduction in the intensity of the peak of 

the electron spatial distribution and an increase in beam loss which was calculated 

to be 1±1, 2±1, and 16±1% at 22, 46, and 110 G respectively. However, the 
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altered electron focal spot at the target had little effect on the dose distributions 

with 96% of all points meeting a 1%/1mm acceptance criterion when compared to 

a 0 G distribution and an agreement of better than 1% in the DD curves at all 

depths. Fields larger than 110 G, representing a range of fringe field magnitudes 

for other open MR systems, produced large beam losses within the electron gun. 

Specifically, a sharp decline in injection current for the designed electron gun was 

observed for field strengths between 120 and 600 G at which point the injection 

current was a minimum of 75±2 mA. After 600 G, the injection current increased 

slowly due to increased beam collimation in the anode beam tube. The linac target 

current calculated was observed to follow a similar trend to the injection current 

with its minimum value of 28±2 mA achieved at 600 G. These excessive beam 

losses at the target need to be addressed by a modification of the electron gun 

optics, or in the form of magnetic shielding before the linac can be operated 

efficiently in strong longitudinal magnetic fields.  
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CHAPTER 7: Waveguide detuning caused by transverse 

magnetic fields on a simulated in-line 6 MV linac 

A version of this chapter has been published. J. St. Aubin, S. 

Steciw, B.G. Fallone, “Waveguide detuning caused by transverse 

magnetic fields on a simulated in-line 6 MV linac,” Med. Phys.,  

37, 4751-4754, (2010). 
 

7.1  INTRODUCTION 

Passive or active shielding designed to minimize the magnetic field 

strength intersecting the linac may not be 100% effective, with some magnitude 

of magnetic field strength persisting within the region the linac occupies. 

According to work presented previously in chapter 5, even small transverse 

magnetic fields on the order of 6 G can cause significant beam losses of 45±1%.1 

The linac waveguide is precisely designed to achieve a specified effective shunt 

impedance and energy gain for the electrons and any perturbation to the designed 

waveguide cavity geometry results in changes in the resonant frequency of that 

cavity2, 3. It is known that heating caused by radio-frequency (RF) power 

dissipation in the copper waveguide changes the resonant frequency of the linac 

and requires cooling.4 Thus all medical linacs have cooling systems to eliminate 

thermal expansion of the waveguide due to heating. In transverse magnetic fields, 

electron deflections away from the beam axis cause the electrons to impact the 

copper waveguide creating another possible heating concern. If the temperature 

rises too much, the deformation in the copper structure could lead to a large 

enough change in the cavity’s resonant frequency to cause the input RF field to be 

off resonance with the entire waveguide. This in turn could increase the electron 

beam loss above the expected value caused by a transverse magnetic field due to 

higher mode mixing and further RF power losses. Thus an investigation of 

waveguide detuning caused by these beam losses is necessary to obtain a better 

estimate of linac performance in transverse magnetic fields. 
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7.2  METHODS AND MATERIALS 

 The calculation of waveguide heating began with the beam loss per cavity 

calculated using our 6 MV waveguide and electron gun simulation as given in 

chapters 32, 45 and 56. However, the particle-in-cell program PARMELA does not 

track electrons that are lost outside the beam tube, so the exact trajectories and 

locations where the lost electrons impact the waveguide are unknown. To estimate 

the increase in temperature and subsequent detuning of the copper waveguide, an 

assumption was made that all the lost electrons impact the waveguide nose cones 

which define the beam tube (Figure 7.1). Due to the high electric field 

concentration at the nose cones, they create a large fraction of the total 

capacitance of the cavity and small changes in their dimensions lead to large 

changes in the cavity resonant frequency as seen in chapter 3. The assumption that 

beam losses are concentrated on the nose cones thus represents a worst case 

scenario regarding cavity resonant frequency changes resulting from waveguide 

heating. Since trajectory information was unavailable, and as a simple 

approximation, the electrons are assumed to impact the nose cones perpendicular 

to their surface. 

 

Figure 7.1: An accelerating cavity with the locations of the beam tube and nose cones is 

highlighted. The trajectory of electron deflection caused by a magnetic field out of the page 

is shown impacting the top half of the nose cone. 



 
 
CHAPTER 7: WAVEGUIDE DETUNING DUE TO TRANSVERSE MAGNETIC FIELDS 160 

 

The energy deposited on the nose cones by the additional electron losses 

was investigated as follows. The number and mean energy of the electrons lost in 

each cavity was calculated using PARMELA. From the mean electron energy 

fluence incident on the nose cones, DOSRZnrc was used to calculate the total 

energy deposited in each cavity at each magnetic field strength investigated. In 

DOSRZnrc, a monoenergetic beam of electrons at the calculated mean energy was 

set to impact an annular ring of copper. The central region with a radius of 2.5 

mm was modeled as vacuum representing the beam tube, and the nose cone was 

approximated by two annular copper rings of widths 1 mm and 2.5 mm.  The 

geometry and the radial bin widths were kept identical for all cavities and all 

beam energies studied, but the voxel depths were adjusted depending on energy. 

The voxel depths varied from 0.001 mm for the lowest energy to 0.1 mm for the 

highest energy to obtain sufficient resolution of the energy deposition. The 

electron (ECUT) and photon (PCUT) transport cutoff energies were set to 0.521 

MeV and 0.001 MeV respectively with no range rejection being used. The value 

of ECUT was chosen to explicitly simulate electrons with kinetic energies down 

to 10 keV in order to obtain sufficient resolution in energy deposition results 

despite the small electron ranges in Copper (e.g. 0.14 mm at 0.3 MeV). 

 The copper deformations and resulting change in accelerating frequency 

caused by the increased energy deposited (as calculated in DOSRZnrc) was 

determined next. The DOSRZnrc simulations resulted in the dose per voxel 

normalized to the planar electron fluence. Thus the total dose was calculated from 

all voxels and scaled to the fluence calculated from PARMELA under the 

assumption that the deflected electrons will predominately impact the nose cone 

(or annular ring) as seen in Figure 7.1. As seen previously, the largest beam losses 

occur when the linac is subjected to a transverse magnetic field. In the transverse 

magnetic field configuration investigated here, the electrons are assumed to 

impact one half of the total area of the nose cone since the electrons are deflected 

globally in one direction. From the known mass of copper in which the dose was 

deposited, the total energy deposited was calculated leading to a determination of 
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the rise in temperature using the specific heat capacity of copper. The copper 

deformation was calculated using the thermal expansion coefficient and the 

resulting cavity geometry was modeled with the finite element method (FEM) 

program COMSOL. The FEM simulation was performed on an accelerating 

cavity (AC) designed previously (chapter 3) in 2D using axisymmetry with the 

nose cones deformed according to the previous calculations. The change in the 

frequency of the π/2 accelerating mode caused by changes in the resonant 

frequency of each accelerating cavity was investigated using first order 

perturbation theory of N+1 resonantly coupled cavities (Eq. 2.43)7. 

 

7.3  RESULTS AND DISCUSSION 

 The total beam loss caused by a homogeneous transverse magnetic field 

present in the linac, calculated as additional beam loss over nominal operation, is 

presented in Figure 7.2. The greater beam losses at larger field strengths are due 

to the larger electron beam deflections. The larger deflections cause the electrons 

to impact the copper waveguide inner structures, such as the nose cones, leaving 

less current at the target. At 14 G homogeneous field strength, no electrons are 

incident on the target and all are lost within the waveguide. 

 

Figure 7.2: The beam loss over nominal operation caused by a homogeneous transverse 

magnetic field is given. 
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The results of the waveguide heating calculations are given in Figure 7.3 

for 0, 6, 10 and 14 G field strengths while the electron fluence and mean energy 

calculated with PARMELA is given in Figure 7.4 and Figure 7.5 respectively for 

the same magnetic fields. The highest temperature increases were observed to be 

within the first or second accelerating cavity (AC). This is due to a combination 

of the electron fluence impacting the nose cones (Figure 7.4) as well as their mean 

energy (Figure 7.5). The error in the fluence and energy calculations performed 

with PARMELA was determined to be 0.1%. Thus data fluctuations are not 

expected to be caused by random or numerical noise. Significant beam losses are 

always seen in the first and second accelerating cavity, but at lower fields (up to 6 

G) large losses are also calculated near the end of the waveguide. At fields up to 6 

G, electrons near the central axis are deflected by a small amount causing them to 

be lost near the end of the waveguide. As the field strength increases up to 14 G, 

their deflection becomes greater and greater causing more and more beam loss at 

the beginning of the waveguide, and less and less near the end. 

 

Figure 7.3: The temperature increase on the nose cones in each accelerating cavity (AC) is 

given at 0, 6, 10 and 14 G. 
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Figure 7.4: The electron fluence incident on the nose cones in each AC calculated by 

PARMELA is given for 0, 6, 10 and 14 G field strengths. 

 

Figure 7.5: The mean energy of the electron beam impacting the nose cones in each AC as 

computed with PARMELA is given for 0, 6, 10 and 14 G field strengths. 
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Low energy electrons lose much of their energy in copper due to multiple 

elastic and inelastic collisions. The larger number of electron losses and greater 

collisional losses explain why the temperature increase is largest in the first and 

second accelerating cavity. The copper waveguide is maintained at a temperature 

of 40°C via water flowing through copper pipes attached to the exterior of the 

waveguide to dissipate RF heating and maintain a stable operating frequency. 

FEM simulations were conducted to investigate temporal heating effects in the 

waveguide; however the heat sink together with the high thermal conductivity of 

copper easily dissipates the instantaneous heating seen in Figure 7.3, resulting in 

no cumulative heating effects over time. 

The resonant frequency changes for each cavity were calculated with 

COMSOL and Eq. 2.43 was used to determine their effects on the π/2 accelerating 

frequency. Table 7.1 summarizes the results for the cavity which experienced the 

greatest amount of heating leading to the maximum resonance frequency change 

together with the results of the perturbation analysis at each magnetic field 

strength investigated. For each beam loss scenario, the change in waveguide 

frequency is below a typical manufacturing tolerance of 10 kHz on the design 

frequency8. Thus changes in accelerating frequency less than 10 kHz is expected 

to have no serious effects. The maximum accelerating frequency change of 4.2 

kHz was found to occur at 14 G corresponding to 100% electron beam loss. 

 

Table 7.1: The electron beam loss over nominal, maximum cavity resonant frequency change 

(δωon), and maximum change in the π/2 accelerating frequency (δωo) is summarized for each 

transverse magnetic field strength investigated. 

Field Strength (G) 2 4 6 8 10 12 14 

Beam loss (%) 6.1 19.4 45.4 75.0 90.0 97.3 100.0 

 Max. δωon (kHz) 2.33 

(AC1) 

2.49 

(AC1) 

2.29 

(AC2) 

2.46 

(AC2) 

2.66 

(AC2) 

2.93 

(AC2) 

3.60 

(AC2) 

δωo (kHz) 2.7 2.8 2.7 2.9 3.2 3.5 4.2 

 



 
 
CHAPTER 7: WAVEGUIDE DETUNING DUE TO TRANSVERSE MAGNETIC FIELDS 165 

 

Beam losses elsewhere in the linac are not expected to have a great effect 

on the accelerating frequency of RF field magnitude. The beam loss within the 

electron gun could cause additional wear on the cathode, but has no effect on the 

RF operating frequency. In addition, the RF accelerating frequency (2998.5 MHz) 

is below the cutoff frequency of the beam tube (46 GHz) and so does not 

propagate inside. Thus beam loss within the beam tube is expected to have little 

effect on the resonance frequency of the cavity. Even with the results given in 

Table 7.1 representing a worst case scenario, the additional beam loss caused by 

transverse magnetic fields has been shown to have no serious effect on the linac 

accelerating frequency. Thus the detuning of the waveguide is negligible for any 

magnetic field strength that is not eliminated due to magnetic shielding. From this 

investigation, it can also be said that no resonance frequency effect is expected 

from a longitudinal magnetic field since it causes less beam loss overall. The 

beam losses that do occur are predominately in the electron gun thus having no 

effect on the waveguide resonant frequency. 

 

7.4  CONCLUSIONS 

 Detuning of an in-line 6 MV linac waveguide in a transverse magnetic 

field caused by a larger number of electrons impacting the waveguide nose cones 

has been investigated. Beam losses were calculated in homogeneous magnetic 

fields of increasing strength up to 14 G where no electrons were incident on the 

target and all were lost in the waveguide. The resulting resonant frequency change 

in each cavity due to heating of the nose cones was determined to be below a 

manufacturing tolerance of 10 kHz and thus is expected to have no impact on 

accelerator efficiency. Thus any persistent magnetic field that is not eliminated 

due to passive or active shielding is not expected to affect the frequency of the 

waveguide operating mode. As an extension, no resonant frequency effects are 

expected with the linac subjected to a longitudinal magnetic field since there is 

less beam loss in the waveguide compared to the investigation given here. 
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CHAPTER 8: Brushed permanent magnet DC MLC motor 

operation in an external magnetic field 

A version of this chapter was published. J. Yun, J. St. Aubin, S. 

Rathee, B.G. Fallone, “Brushed permanent magnet DC MLC 

motor operation in an external magnetic field,” Med. Phys., 37, 

2131 – 2134 (2010). 

 

8.1  INTRODUCTION 

 Linac-MR systems have been proposed1, 2 as well as a cobalt-MR system3 

in order to achieve real-time image guided radiotherapy. Delivery of the 

radiotherapy treatment will be performed with the use of multileaf collimators 

(MLCs), not only allowing the execution of intensity modulated radiotherapy 

(IMRT), but also enabling real-time tumor tracking4. Various motors have been 

created for use in strong magnetic fields such as MR environments5, but current 

Varian MLC technology uses brushed permanent magnet DC (BPMDC) motors. 

The close proximity of the MLCs to the MR imager can create artifacts in the MR 

imaging volume caused by RF noise from the BPMDC motors, as well as motor 

malfunction due to the large MR fringe fields. Our laboratory has shown that the 

negative effects of RF motor noise in MR images are mitigated through the use of 

appropriate RF shielding around the motors.6 Magnetic interference would be 

entirely eliminated with use of MR compatible motors5, but the purpose of this 

work is to investigate the effect of external magnetic field on the functionality of 

BPMDC motors such as those used in Varian MLC systems. The fringe magnetic 

fields from a linac-MR system will intersect the motors at various angles 

depending on the installation geometry as well as on collimator rotation. 

Therefore a characterization of Varian MLC BPMDC motor operation at various 

orientations in external magnetic fields is presented here.  
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8.2  METHODS AND MATERIALS 

The motors were placed in the magnetic field of an EEV M4261 

electromagnet (Chelmsford, England) capable of generating magnetic fields up to 

2000 G and the field strengths were measured using a SENIS GmbH (Zurich, 

Switzerland) 3-axis magnetic field transducer. The BPMDC motors investigated 

were a MicroMO Electronics (Clearwater, FL) 20 V carriage motor, a MicroMO 

Electronics 24 V leaf motor used with Varian (Palo Alto, CA) 52 leaf MKII MLC 

systems, as well as Maxon Motor (Sachseln, Switzerland) 12 V half leaf and 12 V 

full leaf motors used with Varian 120 leaf Millennium MLC systems. The motors 

were assemblies consisting of a magnetic encoder for positional and speed 

information, the permanent magnet motor itself, and a gearbox. All the motors 

were tested in three orientations with the permanent magnet poles of the motors 

aligned 1) parallel to the electromagnet poles, 2) antiparallel to the electromagnet 

poles, and 3) perpendicular to the electromagnet poles. The one exception is for 

the carriage motor which was too large to place its permanent magnet poles 

perpendicular to the poles of the electromagnet, so no experiment was possible in 

this configuration. The three orientations mentioned above were investigated due 

to the MLC motor orientations with respect to the fringe magnetic fields of our bi-

planar MR magnet. At a 0° collimator rotation (Figure 8.1), the magnetic fringe 

field will be aligned either parallel or antiparallel to the poles of the motors, while 

at a 90° collimator rotation (Figure 8.2), the magnetic fringe field will be 

perpendicular to the poles of the motors. Since our MR imager and linac rotate in 

unison1, the change in motor orientation with respect to the fringe field is solely 

caused by collimator rotation. It is expected that even the alternate linac-MR or 

cobalt-MR designs proposed2, 3 which incorporate a collimator rotation will have 

its MLC motors exposed to magnetic fringe fields in the directions being 

investigated. Due to axisymmetry of the magnets used in the other proposed 

designs, the fringe fields at the MLC are not expected to change upon azimuthal 

rotation of the treatment gantry with respect to the magnet. 
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Figure 8.1: MLC and magnetic fringe field orientation for a 0° collimator rotation. The poles 

of the permanent magnet are aligned either parallel or antiparallel to the bi-planar magnet 

poles in this orientation. 

 

Figure 8.2: MLC and magnetic fringe field orientation for a 90° collimator rotation. The 

poles of the permanent magnet are aligned perpendicular to the bi-planar magnet poles in 

this orientation. 

 

The motors were operated continuously for a minute both in the forward 

and reverse directions for each external magnetic field strength. The motors were 
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driven in magnetic fields of increasing strength until any one component of the 

motor (encoder, permanent magnet motor, or gearbox) failed at which point the 

entire motor was considered to have failed. An encoder failure was established 

when its output motor speed differed from an independent optical tachometer. 

Permanent magnet motor failure would indicate that more than the maximum 

manufacturer specified current was drawn. Excessive mechanical noise and wear 

was considered as gearbox failure. The motor characterization consisted of 

measuring motor speed in revolutions per minute (RPM) and current (mA) as the 

magnetic field strength increased. The changes in motor speed and current from 

those with no applied external field were measured as a function of external 

magnetic field strength. Two fixed loading scenarios were used when testing the 

motors: motors’ self-load due to friction and gear box (i.e. no external load) and 

an equivalent external load to what the motors would experience in clinical use 

(i.e. clinical load). The clinical load was measured to cause an increase of 5 -10 

mA in current drawn by the motors when driving a MLC leaf. All motors were 

driven using a variable voltage DC power supply. The motor speed was read from 

the motor’s encoder using National Instruments (Austin, TX) MID-7654 4 axis 

servo motor driver integrated with their LabVIEW 8.5 software, and verified with 

a model 1726 Ametek digital optical tachometer (Largo, FL). Lastly, the current 

was read from a Uni-Trend Group Ltd. (Kwun Tong, Hong Kong) UT55 digital 

multimeter.  

 

8.3  RESULTS AND DISCUSSION 

 In all orientations, with one exception, the magnetic encoder failed before 

the motor or gearbox when exposed to an external magnetic field. The field at 

which the encoder failed for each motor depended on the components, sensitivity 

and orientation of the encoder in the external magnetic field. In every case, failure 

of the encoder arose when the external field strength was large enough to saturate 

the Hall sensor of the encoder used for measuring the change in magnetic field as 

the armature rotated. The motor and gearbox assembly showed no increase in 
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temperature above the manufacturer’s set limits (< 85 °C) as they were cool to the 

touch, nor did the current exceed the manufacturer’s set limits in fields of up to 

2000 G. The one exception where the permanent magnet motor itself failed before 

the encoder was the Maxon Motor 12 V full leaf MLC motor which was unable to 

maintain a consistent speed at 1500±10 G with its poles perpendicular to the 

electromagnet poles.  

Considering that in normal operation the collimator can rotate the MLCs 

±90° the minimum field strength at which the encoder fails between the 

parallel/antiparallel orientations and the perpendicular orientation sets the limit 

before motor failure. For example, in the case of the 24 V MicroMO electronics 

leaf motor, the encoder worked at a field of no greater than 450 G when its poles 

were perpendicular to the electromagnet poles. A ±90° rotation would place its 

poles in either a parallel or antiparallel orientation where the motor could sustain 

up to 800 G without encoder failure. However, the limit on this motor is 450 G set 

by the perpendicular pole orientation since the motor must operate clinically in 

either orientation. Table 8.1 illustrates the changes in current and motor speed for 

the maximum field strength after which the encoder failed. 

 

Table 8.1: The maximum magnetic field strength the motors could sustain before failure is 

given together with the change in current and motor speed (in RPM) for each orientation 

tested. 

 
0 G 

Parallel pole  
alignment 

Antiparallel pole 
alignment 

Perpendicular pole 
alignment 

 RPM Current 
(mA) 

Field 
strength 
(±10 G) ∆ RPM ∆ Current 

(mA) 
∆ RPM ∆ Current 

(mA) 
∆ RPM ∆ Current 

(mA) 
24 V leaf 
motor 

 
982 

 
4.7 

 
450 

 
29±2 

 
1.4±0.4 

 
-14±2 

 
0.7±0.4 

 
32±2 

 
1.6±0.4 

20 V 
carriage 
motor 

 
148 

 
0.8 

x102 

 
2000 

 
79±2 

 
1.0±0.1 

x102 

 
4±2 

 
0.3±0.1 

x102 

 
N/A 

 
N/A 

12 V half 
leaf 
motor 

 
672 

 
4.8 

 
700 

 
56±2 

 
0.6±0.4 

 
-15±2 

 
0±1 

 
63±2 

 
11.2±0.4 

12 V  
full leaf 
motor 

 
614 

 
18.0 

 
600 

 
45±2 

 
4±1 

 
-2±2 

 
0±2 

 
39±2 

 
35±1 

 

The results of the motor characterization in terms of changes in current 

and motor speed are presented in Figure 8.3 and Figure 8.4 for the MicroMo 
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electronics 24 V leaf and 20 V carriage motors respectively, while the results for 

the Maxon Motor 12 V half leaf and full leaf motors are given in Figure 8.5 and 

Figure 8.6 respectively. The results were identical within measurement error when 

the motors were run in forward or reverse directions, and the motors showed no 

sign of difficulty reversing direction in any magnetic field strength or orientation 

studied. The changes in motor speed and current were found to be identical in the 

clinical load or no-load experiments due to the relatively small loading of the 

MLC leaves. The trends seen in Figure 8.3 – Figure 8.6 are the result of a 

complicated interaction between the changes in backward electromotive force 

generated by the armature rotation and increases in mechanical and magnetic 

losses with increases in motor speed.  

 

Figure 8.3: The changes in current and motor speed are given for the MicroMo electronics 

24 V MLC leaf motor. 

 

Figure 8.4: The changes in current and motor speed are given for the MicroMo electronics 

20 V MLC carriage motor. The motor was larger than the bore of the electromagnet in the 

perpendicular orientation, so no data was obtained. 
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Figure 8.5: The changes in current and motor speed are given for the Maxon Motor 12 V 

half leaf MLC motor. 

 

Figure 8.6: The changes in current and motor speed are given for the Maxon Motor 12 V full 

leaf MLC motor. 

 

Any changes in motor speed would translate into an increasing or 

decreasing leaf speed. For example, from Table 8.1, the maximum increase of 

63±2 RPM was observed for the 12 V half leaf motor which would translate into a 

0.121±0.004 cm/s increase in leaf speed. In the antiparallel direction, a reduction 

of 15±2 RPM was observed translating into a 0.029±0.004 cm/s reduction in leaf 

speed. The Millennium MLC system, together with Varian Eclipse treatment 

planning software typically uses a maximum projected leaf speed of 2.5 cm/s at 

isocenter which translates into speed of around 1.3 cm/s at the carriage. It has also 

been shown that the motors are in fact able to drive the leaves with a projected 

speed of around 3.5 cm/s at isocenter7 which translated into a leaf speed of around 

1.8 cm/s at the carriage. Current MLC motor driver boards monitor each motor 
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position individually through the encoder, and modifies each leaf position 

individually over time maintaining a 1.3 cm/s motor speed as well as accounting 

for motor to motor variability due to manufacturing differences and wear. Thus 

changes in leaf speed quoted above caused by an external magnetic field would 

likely still be compensated by the MLC motor driver board. 

The fact that the carriage motors and MLC leaf motors work together, the 

allowable magnetic field in which the MLC system as a whole can operate is 

limited by the motor with the lowest tolerance. This means that for the 

Millennium MLC system, the full leaf motor’s field strength limit of 600 G 

restricts the entire system’s operating limit. Therefore when a linac-MR system is 

designed, if the fringe magnetic fields at the location of the Millennium MLC 

system is greater than 600 G, appropriate magnetic shielding would be required. 

The strength of the magnetic fringe field at the location of the MLCs for linac-MR 

systems depends on the strength of magnetic field generated, their geometry as 

well as the effectiveness of their magnetic shielding, but it is expected that the 

MLC BPMDC motors can still be shielded to less than 600 G. By incorporating 

the previously determined requirement for RF shielding6, and using appropriately 

designed magnetic shielding to ensure the BPMDC motors are not subjected to a 

magnetic field larger than the determined tolerances, current off-the-shelf Varian 

MLC systems can be used in a linac-MR system. 

 

8.4  CONCLUSIONS 

 Four different brushed permanent magnet DC (BPMDC) motors used in 

Varian MLC systems were tested in magnetic fields of increasing strength at 

various orientations to determine an operational limit for each motor. No increase 

in temperature or current over the manufacturer’s tolerances was observed for 

field strengths up to 2000 G. The magnetic encoder was observed to fail before 

the permanent magnet motor or gearbox which set the magnetic field tolerance of 

the whole motor assembly. Thus currently manufactured Varian MLC systems 

using the BPMDC motors tested could be used with linac-MR systems to provide 
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real-time tumor tracking, provided the necessary steps are taken to ensure the 

motor RF noise is shielded and the motors are below their field strength 

tolerances. 
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CHAPTER 9: : Magnetic decoupling of the linac in a low 

field bi-planar linac-MR system 

A version of this chapter has been published. J. St. Aubin, S. 

Steciw, B.G. Fallone, “Magnetic decoupling of the linac in a low 

field bi-planar linac-MR system,” Med. Phys., 37, 4755-4761, 

(2010). 

 

9.1  INTRODUCTION 

The introduction of external magnetic fields on the linac have been shown 

in chapters 5 and 6 to cause large beam losses within the electron gun and 

waveguide.1, 2 The linac-MR system in a transverse configuration showed the 

largest beam losses where at 14 G homogeneous field no electrons were incident 

on the target.1 In contrast for the parallel configuration, 100% beam loss was 

never achieved even a fields of 0.2 T.2 These investigations show that linac 

tolerance to transverse magnetic fields is substantially lower than for longitudinal 

magnetic fields. Thus it can be seen that magnetic shielding is an obvious 

requirement for the transverse case, but depending on the magnetic fringe field 

strength and tolerated beam loss, magnetic shielding may not be necessary for the 

parallel configuration. 

The transverse configuration linac-MR system proposed by our group 

consists of a low field 0.2 T bi-planar magnet coupled to a 6 MV linac. This 

configuration currently has the linac to the side of the bi-planar magnets with the 

X-ray beam penetrating the open MR bore. As shown in chapter 5, transverse 

magnetic fields cause large electron deflections within the electron gun and linac 

waveguide leading to large beam losses. In order to minimize this deflection and 

beam loss, and in order to regain a usable radiation beam, passive or active 

shielding needs to be designed.  

Passive shielding as a method to reduce the electron deflections within the 

electron gun and waveguide was initially presented by our group according to the 

constraint that the linac could only operate in a maximum 0.5 G field3. However, 

since that time investigations performed on linac operation within a transverse 
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magnetic field have shown the 0.5 G constraint to be overly restrictive1. The 

newly understood linac tolerances to an external transverse magnetic field allows 

for passive shielding designs to be re-optimized. The process of re-optimization 

allowed for a significant reduction in the shielding weight, a shorter target-to-

isocenter distance, and reduced inhomogeneity of the main magnetic field. The 

larger linac tolerances to an external transverse magnetic field also admit simple 

active shielding designs as a method to reduce the magnitude of the magnet fringe 

fields where designs based on a strict 0.5 G net field limit would be extremely 

complicated or impossible. A study of the effectiveness of a simple passive 

shielding design to reduce the fringe magnetic fields at the linac culminating in an 

optimized design is presented. In addition to the presentation of an optimized 

passive shielding design, a study to determine the feasibility and effectiveness of 

the use of a simple active shielding design is performed. The results of these two 

studies show the ease in which the linac can be magnetically decoupled from the 

MR imager in a low field bi-planar linac-MR system. 

 

9.2  METHODS AND MATERIALS 

9.2.1  Linac operational tolerance 

 If the magnetic fringe fields at the location of the electron gun and 

waveguide are large enough to cause sufficient deflections of the accelerating 

electrons to cause an unusable X-ray beam, magnetic shielding would be required 

to shield the electrons from the external magnetic fields. In order to optimize 

magnetic shielding, a constraint dictating the maximum acceptable electron beam 

loss within the linac was chosen. The optimization of the passive magnetic 

shielding minimized of the amount of shielding required while meeting the 

chosen beam loss constraint. Less magnetic shielding translates into less 

perturbation of the main magnetic field of the MR imager. An operational 

constraint of the maximum beam loss acceptable was set to an additional 20% 

beam loss over nominal in this investigation. Asymmetry in the electron focal 

spot for an approximately 20% beam loss was presented previously in chapter 5. 
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After proper linac commissioning (see chapter 4), the lateral shift in the dose 

profile was calculated to be 1 mm. This is easily compensated by using 

appropriate jaw or MLC shifts. In addition to the ability to easily recover 

symmetric, non-shifted dose distributions, much of the 20% beam loss can be 

compensated by the yield and dose rate servos of the 600C; although this means 

running the linac outside of the manufacturer specifications. The calculation of 

beam loss was performed using the particle-in-cell program PARMELA.  

 It should be noted that the 2.10 m width of the bi-planar MR imager 

makes the minimum possible target-isocenter distance approximately 1.72 m. 

Thus including the dose rate reduction caused by the larger target-isocenter 

distance, the nominal 250 MU/min dose rate of a Varian 600C linac would be 

reduced to around 68 MU/min if no linac compensation was used. With linac 

compensation, the dose rate is expected to be around 85 MU/min. The focus of 

this investigation however is the reduction of magnetic field effects on linac 

operation, and these low dose rates are mostly a result of the target-isocenter 

distances dictated by geometry. Despite not being investigated here, the dose rate 

could be increased further by restricting the field size and making the flattening 

filter thinner, or by removing the flattening filter altogether and performing 

Intensity Modulated Radiation Therapy (IMRT). An increase in dose rate could 

also be achieved by interchanging the Varian 600C linac with a Varian 600C/D or 

6EX whose nominal dose rates are up to 600 MU/min. However, since these other 

linacs have the same length and energy as the 600C, the same shielding 

requirements and designs presented here are expected to apply. No magnetic 

shielding was investigated in this work for the parallel configuration using the 

PARAmed MRopen™ MR imager since the largest beam loss expected at a 1 m 

target-isocenter distance was calculated to be within tolerance at 16±1%.  

 

9.2.2  Finite Element Analysis and passive shielding 

 The finite element method (FEM) program COMSOL Multiphysics was 

used to simulate the magnetic fields of a low field (0.2 T) bi-planar magnet4 used 
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in the transverse configuration linac-MR, and to optimize passive shielding 

designs. All FEM simulations were performed using Delaunay triangulation, 

quadratic basis functions and sufficient mesh elements in high gradient areas to 

ensure the maximum possible accuracy of the solution in the regions of interest. 

The low field 0.2 T MR imager modeled in Figure 9.1 was a permanent magnetic 

system, 1.98 m in height with a 2.10x2.10 m2 base. This permanent magnet MR 

imager had a 0.7 m bore through with the X-rays would pass and where the 

patient would be positioned during treatment.  

 Passive shielding was designed as a 40 cm long and 80 cm inner diameter 

steel cylinder surrounding the multileaf collimators (MLCs) together with a 60 cm 

long and 36 cm inner diameter steel cylinder surrounding the linac electron gun 

and waveguide (seen in Figure 9.1). The steel mounting flange modeled (Figure 

9.1) is axisymmetric with a radius of 29 cm and an equivalent thickness of 6 cm. 

It separates the waveguide and primary collimator from the rest of the linac 

components including the MLCs. The magnetic shielding is divided into two 

sections separated by the steel mounting flange. The first section closest to the 

magnet (MLC shield) is required to shield the MLC motors, but also encompasses 

the jaws and monitor chamber. The second section further back from the magnet 

(waveguide shield) is designed to shield the electron gun and waveguide, but also 

surrounds the primary collimator. The holes in the waveguide shield (Figure 9.1) 

are required to connect the wires from the electron gun to the modulator cabinet 

and feed the accelerating RF into the linac waveguide through a rectangular 

transmission waveguide. The hole in the MLC shield provides an opening for the 

X-ray beam to pass unattenuated. The addition of these holes is contrary to the 

optimal shielding design of a completely closed container drawing in the largest 

number of field lines and thus creating the maximum possible shielding effect. An 

investigation of the effectiveness of the cylindrical shielding design incorporating 

the required holes was performed by varying the cylinder thickness as well as its 

distance away from the magnet edge. The close proximity of the steel magnetic 

shielding and the MR imager causes increased inhomogeneity of the main 
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magnetic field over the imaging volume. By mirroring the shielding structure on 

the opposite side of the MR imager (as seen in Figure 9.1), the inhomogeneity can 

be reduced by creating a more symmetric distortion of the magnetic field. Large 

inhomogeneities would manifest as image distortions, reducing the accuracy in 

which the tumor or critical structure could be localized.  

 

Figure 9.1: The design and configuration of the bi-planar magnet and a cutaway section of 

the proposed passive shielding. The presence of the shielding on the opposite side the bi-

planar MR reduces the inhomogeneity of the main magnetic field. 

 

The optimal passive shielding design was required to meet three major 

constraints. First, the waveguide shield was required to reduce the magnetic field 

throughout such that a maximum beam loss of 20% was not exceeded during linac 

operation. Second, the MLC shield was required to reduce the field at the MLC 

motors to below 600 G5. The third constraint imposed a minimum thickness of 

shielding at the shortest target-isocenter distance that yielded a pre-shim 

inhomogeneity of the main magnetic field below 300 ppm over a 30 cm diameter 

spherical volume (DSV). The maximum pre-shim inhomogeneity of 300 ppm was 

chosen after discussions with the National Research Council of Canada 
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(Winnipeg, Canada). From experience they consider a 300 ppm distortion over 

the 30 cm DSV manageable with current shimming methods.6 

 

9.2.3  Active Shielding 

 Active shielding in the form of current driven independently through three 

or four coil pairs (Figure 9.2) was investigated as a possible alternative to passive 

shielding. The advantage of active shielding is the possible elimination of any 

electron beam loss within the linac. A disadvantage of active shielding however is 

the added complexity and cost. The design of the active shielding was constrained 

to three or four coil pairs. All coils in the ‘three coil pair’ configuration had 

diameters of 20 cm while the coils in the ‘four coil pair’ configuration had 

diameters of 10 cm. The vertical separation between two adjacent coils was set to 

5 cm (Figure 9.2) in order to eliminate any possible physical overlapping of coils. 

The smallest separation between coils in a coil pair was 17 cm, just larger than the 

diameter of the waveguide including the coupling cavities, and the adjacent coil 

pair had a separation of 27 cm.  

 

Figure 9.2: The active shielding designs surrounding a cutaway section of the linac electron 

gun and waveguide for (a) the three coil pair and (b) the four coil pair configurations. 

 

 The net active shielding magnetic field solution, normalized per unit 

current, was generated using superposition of the solution for a single current loop 

calculated from Eqs. 2.17b, 2.18 and 2.19. The cylindrically symmetric solutions 

given in these equations were transformed into Cartesian xyz coordinates using 

Eq. 2.20. Thus through a superposition of solutions from Eqs. 2.17b, 2.18 and 
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2.19 and the transformation of Eq. 2.20, the net active shielding field could be 

determined for the three or four coil pairs with varied lateral separations (z 

positions). The z location of each coil pair along the linac, together with the total 

current nI was optimized using the sequential quadratic programming routine in 

Matlab (Natick, MA) to create the best cancelation of the magnetic fringe fields. 

The total current nI represents the number of wire turns n and the driving current 

I. 

 

9.3  RESULTS AND DISCUSSION 

9.3.1  No shielding 

 The magnetic fringe fields from the bi-planar MR imager are shown in 

Figure 9.3 and Figure 9.4. As shown in the inset of Figure 9.4, the electron gun 

experiences 33 G at the cathode and 92 G at the target. These fields create 

substantial electron deflections within the electron gun and waveguide resulting in 

all electrons impacting the electron gun and waveguide walls and none reaching 

the target. The FEM bi-planar magnet with its rose ring design provided a 

calculated pre-shim distortion of the main magnetic field of 81 ppm over a 30 cm 

DSV. The field strength at the location of the MLC motors (around 1.1 m from 

isocenter) was calculated to be 1273 G, well over their tolerance limit5. 
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Figure 9.3: 2D magnetic field distribution for the bi-planar linac-MR system overlaid on the 

finite element mesh. 

 

Figure 9.4: Bi-planar MR field extending from isocenter to 3 m. The inset shows the field 

over the length of the linac.  
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9.3.2  Passive shielding 

The magnetic field strength in the waveguide calculated for different 

separations between the magnet edge and MLC shielding at various shielding 

thicknesses is given in Figure 9.5. The target-isocenter distance for a 0 m 

separation (Figure 9.5a) is 1.72 m. Figure 9.5 also clearly shows that the 

effectiveness of the passive shielding decreases as the field strength decreases. 

The field decrease observed by increasing the steel shielding thickness from 0.75 

to 2 mm is larger than the decrease from 5 to 10 mm. Thus the difficulty of trying 

to restrict the magnetic field within the linac to less than 0.5 G becomes readily 

apparent. Very large slabs of steel and even the introduction of extremely high 

permeability material such as Mu-metalTM are required. Under the assumption 

that the entire linac required shielding to 0.5 G, our group initially presented a 

passive shielding design3 resulting in a 2.1 m target-isocenter distance and a 

homogeneity of 321 ppm over a 30 cm DSV.  

 

Figure 9.5: The magnetic field within the linac calculated for 0.75, 2, 5 and 10 mm 

thicknesses of the MLC and waveguide shield (Figure 9.1) at separations between the 

magnet edge and MLC shield of (a) 0, (b) 0.05, (c) 0.1, (d) 0.15, and (e) 0.2 m. The target is 

located at 0 m and the electron gun cathode at 0.3 m. 

 

In contrast to the shielding design restricting the field to 0.5 G, a more 

optimal design can be determined with use of the known linac response to a 

transverse magnetic field1. According to the constraints listed in section 9.2.2, the 

optimal shielding configuration was determined to be a 0.9 mm thick waveguide 

shield together with a 0.75 mm thick MLC shield located 2.0 cm from the magnet 
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edge resulting in a target-isocenter distance of 1.74 m. Figure 9.6 gives the 

magnetic field distribution around the MR imager including the effects of the 

optimized shielding. Figure 9.7 shows the magnetic field at the linac within the 

optimized shielding. This shielding design resulted in a 447.2 G field at the MLC 

motors, an inhomogeneity of 298 ppm over a 30 cm DSV, and a 20±1% beam 

loss. This more optimal shielding design represents a three times reduction in 

shielding weight, and a 46% increase in dose rate cause by the closer target-to-

isocenter distance compared to the initial design. A 0.75 mm thin MLC cylinder 

was the thinnest geometry that could be meshed while maintaining the accuracy 

of the solution resulted in the slight over shielding of the MLC. 

 

Figure 9.6: A 2D field map of the linac-MR system including the MLC optimized shielding 

overlaid on the finite element mesh. 
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Figure 9.7: The magnetic field strength at the location of the linac resulting from the 

magnetic shielding. The target is located at 0 m and the electron gun cathode at 0.3 m. 

 

The MLC shield was the main contributor to the inhomogeneity of the 

main magnetic field. Under the assumption that all magnetic parts of the MLC 

were changed to non-magnetic ones (e.g. the steel backplate changed to stainless 

steel), and by replacing the typical brushed permanent magnet DC MLC motors 

with motors designed for use in MR environments7, there would be no need for 

MLC shielding. With no MLC shielding, the optimal waveguide shield thickness 

became 1.58 mm with no separation between the MLCs and the magnet edge 

yielding a 20±1% beam loss. This design represents a significantly reduced 

inhomogeneity which was calculated to be 85 ppm over a 30 cm DSV. It also 

provides an additional 10% reduction in weight, and with its target-isocenter 

distance of 1.72 m, it provides a further 2.3% increase in dose rate compared to 

the design with an MLC shield. Figure 9.8 gives the magnetic field distribution 

around the MR imager including the effects of the optimized shielding. Figure 9.9 

shows the magnetic field at the linac within the optimized shielding. 
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Figure 9.8: A 2D field map of the linac-MR system overlaid on the finite element mesh. 

 

Figure 9.9: The magnetic field strength at the location of the linac resulting from the 

magnetic shielding. The target is located at 0 m and the electron gun cathode at 0.3 m. 
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 Despite the presence of the steel shielding in very close proximity to the 

MR imager, eddy currents are not expected to be a large concern. Through initial 

calibration (gradient pre-emphasis) eddy currents generated in the steel structure 

of the MR imager (Figure 9.1) are already incorporated into the pulse sequences. 

However, the time varying magnetic fields of the gradients used to obtain spatial 

information in the MR image may extend to the steel shielding. Depending on the 

magnitude of eddy currents generated in the steel shielding, gradient pre-emphasis 

may be sufficient to minimize their effect. However, if gradient pre-emphasis is 

not enough, the steel shielding would need to be re-optimized to minimize eddy 

currents (by cutting the shielding up in sections separated by an insulator) while 

still ensuring the given magnetic shielding constraints are achieved. 

 

9.3.3  Active shielding 

 Under the assumption that no MLC shielding was required, and the steel 

mounting flange was removed, active shielding was optimized to reduce the 

fringe fields within linac. The results from the optimization for the three and four 

coil pair active shielding are given in Figure 9.10 and Figure 9.11. The optimized 

locations and total currents for both active shield configurations are summarized 

in Table 9.1. Using the net field as an input into our linac simulation8, 9, both the 

three and four coil pair configurations proved to provided sufficient cancellation 

of the fringe field such that no electron beam loss was observed. In addition, 

compared to our simulation in no magnetic field9, the beam centroid at the target 

shifted by 0.01 and 0.001 cm for the three and four coil pair configurations 

respectively. These small beam centroid shifts have no impact on the dose 

distributions as presented previously9 with Monte Carlo studies showing greater 

than 99% of all points meet a 1%/1 mm acceptance criterion at a 40x40 cm2 field 

size. The four coil pair configuration provided the best cancellation of the fringe 

field as seen from the smaller beam centroid shift at the target and the smaller net 

magnetic field at the linac (Figure 9.11). Both three and four coil optimized 

configurations can be manufactured and require nothing but adequate ventilation 
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during use. After calculating the field variation caused by the active shielding 

fringe fields over the 30 cm DSV, the inhomogeneity is expected to be 

approximately 91 ppm for the 3 coil configuration and 87 ppm for the 4 coil 

configuration.  

 

Figure 9.10: The fringe field of the bi-planar magnet, the individual coil magnetic fields and 

the sum of the coil fields are shown for the three coil pair configuration (Figure 9.2a). The 

net field within the linac is shown directly under the field plots. The target is located at 0 m 

and the electron gun cathode at 0.3 m. 

 

Figure 9.11: The fringe field of the bi-planar magnet, the individual coil magnetic fields and 

the sum of the coil fields are shown for the four coil pair configuration (Figure 9.2b). The net 

field within the linac is shown directly under the field plots. The target is located at 0 m and 

the electron gun cathode at 0.3 m. 
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Table 9.1: The optimized total current (nI) and location of each coil pair in both 

configurations shown in Figure 9.4 is given. The optimized locations are measured with 

respect to the target location at 0 m. 

 3 coil pair configuration 
Total current (nI) 1111.3 2380.8 583.8 
Coil center location (m) -0.0562 0.0938 0.2813 

 

 4 coil pair configuration 
Total current (nI) 2077.6 5909.2 728.7 3119.9 
Coil center location (m) -0.0260 0.0763 0.1851 0.2889 

 

9.4   CONCLUSIONS 

 Simple and effective means of magnetically decoupling a 6 MV side-

coupled linear accelerator for use in a bi-planar linac-MR system have been 

presented. Using current MLC systems which incorporate brushed permanent 

magnet DC motors, a 0.75 mm thick cylinder of steel was all that is required to 

allow the MLCs to operate in close proximity to a low field bi-planar linac-MR 

system. With this MLC shield in place, the steel mounting flange and a 0.9 mm 

thick cylinder around with waveguide and electron gun produced a 20±1% 

electron beam loss. With this MLC, flange, and waveguide shield combination, a 

pre-shim distortion of the main magnetic field of the MR imager was calculated to 

be 298 ppm over a 30 cm DSV. With the use of magnetically insensitive motors, 

no MLC shield would be required, and the thickness of the waveguide shield 

behind the steel flange grew to 1.58 mm maintaining a 20±1% electron beam loss. 

With only the steel flange and waveguide passive shield the distortion of the main 

magnetic field was calculated to be 85 ppm over a 30 cm DSV. As an alternative 

to passive shielding, with no MLC shield or steel flange, active shielding was 

optimized. The optimizations of coil current and location for the active shielding 

designs studied produced excellent results with no beam loss within the linac and 

a maximum distortion of the MR field of 91 ppm over a 30 cm DSV. 
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CHAPTER 10: Summary and conclusions 

 Real-time image guided radiation therapy has been proposed as a means to 

reduce the planning target volume (PTV). A reduction in the PTV is expected to 

minimize the severity of normal tissue complications and negative side effects 

inherent to external beam radiation therapy. The novel approach of coupling an 

in-line side-coupled 6 MV linear accelerator (linac) to a low field magnetic 

resonance (MR) imager has been proposed by our group with two separate 

designs. The first is a transverse configuration where the linac is to the side of the 

MR imager and is subjected to transverse magnetic fields. A small scale prototype 

linac-MR system in this configuration has been successfully built. The second 

design is a parallel configuration where the linac is placed on the symmetry axis 

of the MR imager and is subjected to longitudinal magnetic fields. The integration 

of the linac and MR imager poses many technical issues; one of which is the 

magnetic interference of the MR imager on the linac. The magnetic fringe fields 

of the MR imager intersect the linac and cause a change in the electron 

trajectories as they accelerate from the electron gun to the target at the end of the 

linac waveguide. The changes in electron trajectories and their effect on 

dosimetry in a water tank were investigated through the various simulations that 

were presented in this thesis. 

 The work began by modeling an in-line side-coupled 6 MV linac 

waveguide that emulated the commercial Varian 600C. The initial design was 

optimized to match various Varian 600C parameters and resonate at 2998.5±0.1 

MHz. The optimized in-line 6 MV waveguide was generated as a 3D finite 

element method (FEM) radio-frequency (RF) field solution using COMSOL 

Multiphysics and was able to calculate the effects of side and port coupling. The 

3D FEM solution was validated against a previously benchmarked program for a 

single accelerating cavity while the waveguide model was validated against a 

theoretical dispersion curve derived from lumped circuit theory. A reduction of 

the RF field magnitude in the first accelerating cavity was achieved by shifting 

the location of the first side-coupled cavity towards the electron gun. The side and 
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port coupling irises of the optimized waveguide were found to destroy 

axisymmetry causing asymmetric perturbations to the RF field. The asymmetric 

RF field created a shifted and skewed electron focal spot at the linac target 

resulting in a 1% asymmetry in the dose profiles. 

 Upon generation of a fully 3D waveguide simulation, an electron gun was 

designed using the 2D axisymmetric program EGN2w. The electron gun matched 

the measured electron gun current and cathode-anode potential of the gun used 

with a Varian 600C. The first side cavity shift was then set to match the Varian 

600C capture efficiency and target current. The electron phase space at the linac 

target, calculated using the particle-in-cell (PIC) program PARMELA, was then 

used as an input into the Monte Carlo programs BEAMnrc and DOSXYZnrc to 

calculate the resulting dose distributions in a water tank. The simulated dose 

distributions, profiles and depth dose (DD) curves were found to agree with 

measurement to great accuracy with 98% of all points meeting a 1%/1 mm 

acceptance criterion for the profiles, and an agreement of 1% or better deeper than 

1.5 cm for the DD curves. The validated linac simulation, from electron gun to 

target produced a non-Gaussian focal spot at the linac target and a non-Gaussian 

energy spectrum, contrary to current assumptions for Monte Carlo simulations. 

 Transverse magnetic fields were added to the validated linac simulation to 

investigate their effect on the electron beam, and the effect of the resulting 

electron phase space on the dosimetry in a water tank. EGN2w was replaced by 

the 3D FEM program OPERA-3d/SCALA to perform investigations of linac 

performance in non-axisymmetric transverse magnetic fields. The OPERA-

3d/SCALA electron gun produced a 20% larger beam current than EGN2w, most 

likely due to the primitive finite-difference (FD) calculation used by EGN2w. A 

7.8% reduction in the cathode radius of the OPERA-3d/SCALA model produced 

accurate results compared to measurements, and nearly identical to EGN2w. 

OPERA-3d/SCALA was used for all further investigations. The linac showed a 

low tolerance to transverse magnetic fields since the magnetic force caused a 

global deflection of the beam away from the beam axis. From 2 to 6 G an 
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increasingly asymmetric focal spot at the linac target was calculated with beam 

losses ranging from 5±1 to 45±1% respectively.  Fields larger than 6 G caused the 

main intensity peak of the electron spatial distribution to be lost resulting in a 

fairly homogeneous focal spot. Thus at 6 G, the focal spot at the linac target had 

the greatest asymmetry and thus produced the most asymmetric dose profiles. 

Upon ‘re-commissioning’ the linac by translating the focal spot laterally with 

respect to the flattening filter, symmetric dose profiles were regained, but they 

were shifted laterally. It was shown however that by using asymmetric jaw (or 

MLC) positions, the lateral profile shift could be almost fully corrected. At a 14 G 

transverse field, it was determined that no electrons were incident on the linac 

target, and all were lost within the electron gun and waveguide.  

 Longitudinal magnetic fields did not deflect the electron beam away from 

the beam axis, but did change the optics of the electron gun substantially. Using 

the isoline data of the MRopen™ imager from PARAmed as an example of an 

expected longitudinal magnetic fringe field, a 16±1% beam loss was calculated 

for a 110 G field measured at the electron gun cathode. Longitudinal magnetic 

fields on the linac caused the full width half maximum (FWHM) of the electron 

focal spot to increase from 0.012 cm at 0G to 0.254 cm at 110 G. The 110 G field 

value corresponded to an ideal 1.0 m target-isocenter distance. For longitudinal 

magnetic fields up to 110 G, the resulting dose distributions showed excellent 

agreement to a 0 G profile with greater than 96% of all points meeting a 1%/1 mm 

acceptance criterion, and all DD curved agreeing within 1%. An increasingly non-

laminar electron beam upon injection into the waveguide resulted from increasing 

longitudinal magnetic field strengths. Magnetic fields larger than 110 G caused 

the optics of the electron gun to change drastically enough that large beam losses 

within the electron gun were calculated. At 600 G, the maximum electron beam 

loss was calculated. Fields greater than 600 G caused a collimation of the electron 

beam within the anode beam tube resulting in a slight reduction in beam loss. 

Beam loss caused by a longitudinal magnetic field was determined to be solely 

the result of the changing electron gun optics. 
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 An investigation into how the additional electron beam loss within the 

linac waveguide caused by transverse magnetic fields affected the waveguide 

resonant frequency was also investigated. DOSRZnrc was used to calculate the 

energy deposition in copper from the beam losses calculated in PARMELA. The 

resulting rise in temperature and spatial distortion of copper was calculated under 

the assumption that the electrons impacted the waveguide nose cones. COMSOL 

was then used to calculate any change in cavity resonant frequency and first order 

perturbation theory from lumped circuit theory was used to determine the effect 

on the waveguide as a whole. Even at the worst case scenario of 100% beam loss 

(resulting from a 14 G transverse field), the maximum resonant frequency change 

was calculated to be 4.2 kHz, below the 10 kHz tolerance. 

 The feasibility of using current off the shelf Varian MLC systems with a 

linac-MR system was investigated. Varian MKII and millennium MLC systems 

use brushed permanent magnet DC (BPMDC) motors incorporating magnetic 

encoders in their MLC assemblies. By subjecting the motors to increasingly larger 

magnetic fields at various orientations, their tolerance and functionality was 

investigated. Each motor was determined to have a different magnetic field 

tolerance and functionality depending on orientation in the magnetic field. The 

120 leaf millennium MLC system was found to tolerate a maximum of 600 G. 

Since the fringe field of the low field MR imagers at the location of the MLCs is 

expected to be higher than 600 G, magnetic shielding is required for these motors. 

 Magnetic shielding of the electron gun, linac waveguide and MLCs was 

designed to magnetically decouple the sensitive linac components from the MR 

imager. A 20% beam loss tolerance was set for the Varian 600C since it is 

theoretically able to compensate a 15% loss through the dose rate servo and may 

compensate a bit more through the yield servo. At a 20% beam loss tolerance, no 

magnetic shielding is required for a linac-MR system subjected to longitudinal 

fringe fields similar in magnitude to the PARAmed MRopen™ imager. However, 

some form of magnetic shielding is required for the transverse configuration using 

a low field 0.2 T permanent magnet MR imager. If a Varian millennium MLC 
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assembly is used, MLC and waveguide shielding are both required in addition to 

the existing 600C steel mounting flange. In this case, a 0.75 mm thick cylinder 

surrounding the MLCs and jaws together with a 0.9 mm thick cylinder 

surrounding the waveguide and electron gun separated by a steel mounting flange 

provided sufficient shielding of the MLCs, maintained a 20±1% beam loss, and a 

shimmable homogeneity of the MR imager. If magnetically insensitive motors 

were used in the place of the BPMDC motors in the MLC assembly, no MLC 

shielding is necessary and the waveguide shielding grew to 1.58 mm behind the 

steel flange. Active shielding was also designed by optimizing the current and 

location of three or four current carrying coil pairs. By using the optimized active 

shielding with no MLC shield or steel flange, beam loss within the electron gun 

and waveguide caused by the transverse magnetic field was completely 

eliminated. Thus a thorough investigation of linac performance in an external 

magnetic field was performed culminating in a magnetic shielding design that 

magnetically decouples the linac from the MR imager in a low field linac-MR 

system. 

 Future work would include performing detailed measurements of linac 

performance in external magnetic fields. In the work presented here, a dedicated 

medical linac submersed in a nearly 0 G magnetic field environment was 

unavailable. However, in the future, when the next generation linac-MR system is 

built, there may be a possibility to take these measurements. The general 

methodology for these measurements may be as follows. First, a system to 

generate known magnetic fields that do not fluctuate over time would be 

calibrated. An example may be a Helmholtz coil. With the magnetic field 

generator calibrated, various orientations would be used to yield both transverse 

and longitudinal magnetic fields on the linac. The target current would then be 

measured as a validation of one of the simulation results. Further, dosimetric 

measurements could be made to quantify the changes in depth dose (DD) curves 

as well as the dose profiles resulting from the addition of a magnetic field. These 

measurements could be used to directly validate the results presented in chapters 5 
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and 6. Lastly, the optimized active and passive magnetic shielding designs could 

be manufactured and placed at the locations given in chapter 9 to test the 

efficiency of the shielding.  

 

 

 


