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’ k Abstract : Py
This study mvcsngated the role of spcllmg knowledge in morpheme rccognition (MR) or the ‘
perccpuon of morphological relationships between "derived” words and thexr putauvc roqxs.
Two overlappmg sets of 11 words each, lllustraung a variety of morphologlcal conslructions
(e.g., awful, fabulous, creafure, criminal, decxluon knowledge, cupboard) were sclected as
stimuli. One set was presemed to a group of 48 subjects in Grades 4- 5 the other to a second
group of 48 in Grades 6-7. To assess MR, a. new "enhanced” quesuonmg technique was |
developed, incorporating elemem%from the pnor work of Berko (1958) and Derwing (1976). g
Three alternative systems were also devised for scoring the MR data and 1he usefulness of
each sc()ring system was assessed, as well as suggestions made for ‘a best, abbreviated:
“all-purpose” test. For each of . the 19 stimuli, MR comparisons wero maoc bethéh.,loc
~._ subjects who had made speiling errors on the critical "root” components of the fstim_uli and
ose who had not, and it was found that, for a)numbe'r‘ of itcmo. u_u: diffcrencos were
> statistically significant. It was concluded that, depending on the n'atu‘re of th“é?’slimulus item,
knowledge of the spelling can be an important contnbutor to MR especially in cases whcrc
morphologncal relauonshlps are less than clear on the bas1s of phohologncal and semantxc
mformamon alone (as in the words cupboard, necklace, drawer and knowledge) The study
also provided evxdenc;: that some .word paxrs (such as fabulous  fable), commonh Lhought 10
be morphologxcally related by linguists, are not percewed as related by ordmary subJects
although, as noted above awareness of morphologxcal relationships can be greatly enhanccd
by such educationally derived knowlcdgc as knowledge of pamcular spcllmgs anracy--_and

eduealwrien'ce are thus potenuaﬂy important contributing factors in tHe dcvclopmcm o

of normal adult linguistic competence.
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1. INTRODUCTION

7/ : .
We of'lcr{ think that when we have completed our study on one, we
know all about 1wo, because 'two is one and one’. We forget that
we have still to make a study of ‘and’.

. Sir Arthur Eddington

1.1 PRELIMINARIES .

The past several decades have witnessed the development of a‘ field of study known
alternately as "experimental linguistics™ or "psycholinguistics™ (see Derwing 1973:301 - 307
regarding some misleading implications of the latter term). A central goal of this arca of
inquiry is to discover and characterize the knowledge which a speaker has about his language.
In contrast to the structural linguist who essentially attempted to describe the language
product, psycholinguists are primarily concerned with understanding the mental states and
processes which are involved in acquiring, comprehending and  producing language. The
knowledge which a speaker has when‘ he can be said to "know” a language is often refered to
as "tacit” or "unconscious” knowledge which is nonetheless "psychologically real.” This latter
term, although generally adopted, 1s rarely defined and Appcars 1o be bandied about rather
frecly within the ficld, most uses of the term would secm to fit mto the general definition
given above although, usually, the notions of "linguistic generalization” and "productivity”
are also invoked. Cena (1978). addressing several questions concerning the issue of
psvchological reality, suggests that a phonological generalization is psychologically real if it
"serves as a variable in mental processing” (p.2). Along with a performative interpretation of
psychalogical reality, Cena reaffirms the traditional notion (apparently ignored by a number

of researchers) that "psychological reality is a matter of degfee. In other words,

"psychological reality or productivity is a gradient phenomenon” since "certain generalizations

are more psychologically sa{icm than others” (p.29).‘Jacger (1979) uses a "purely func..onal”

definition of the term which 'dQes not implicate any particular linguistic or cognitive theory.”
I

In her conception, "a linguistic entity or phenomenon is psychologically real if it can be

shown to guide or influence speakers’ linguistic behaviour” (p.20). She also notes that "there



»

is no Apartlcular meaning of this term which is accepted by all linguists or all theories” and
* that "psychologicak realrty is not an all-or-nothing proposition,” In other words "it is Mkely
that things which speakers know about therr langr‘ge are arranged hrerarchrcally with sonie

phenomena being more important or salrent than others, and theref ore probably more. general

»

and productive” (p.20). |

* Whatever . the defrmtron employed {and whether it is explicit or implicit).
‘psycholinguists appear to agree on one thing: the identification of this pi;ychologically real
knowledge is rmperatrve if we are to understand or explain anything about the processes
involved in human language behavrour One of the prime pursurts of psycholinguists, then, is
to identify this knowledge smce as Jaeger (1978) notes, it is necessary ‘to know what is
psychologically real before reasonable hypotheses can be made about how or why it came to
- be psychologrcally real” for any speaker or group of speakers

ln the quest to uncover the "truth about what knowledge may be psychologrcally
valid, linguists have typically downplayed or ignored the role of written language. There are
historical reasons for this (which' will be explored briefly in Section 2.2), although the main

reason is a simple recognition and whole- hearted embracmg of the obvious fact that all

normal people leam to speak before they learn to write (and that speaking abrlrty is acqurred

almost wrthout exception while writing may never be mastered). This observation has led

$
‘many linguists to accept the vrew of wrrtten language as a mere "reflection” of the primary

spoken form. Along with this speech-based perspective of language learning, the traditlona(f

assumption has been (as Jaeger 1984, notes) that "speakers' unconscious knowledge abgut‘
their language is derived solely from hypotheses formed during pre-literate language

acquisition”™ (p. 34) As a consequence of these views and assumptrons, there seems to have
been consensus among many linguists that orthogra_phic”’ knowlledge has little formative
mfluence on spwch and hence, whatever 1nfluence it may have onfgpeakers “Judgements or

intuitions should be regarded rnarnly as a "nuisance” factor in lmgurstrc mvestrgatrons The

unstated implication of this posruon is that the sum ol" a speaker's psychologrcally real



linguistic knowledge is acquired before exposure to the written form of the language and that
speakers elther do not, or can not, acquxre psychologlcally real” }nowledge from written
language input.
In recent 'years, a number of linguists and cognitive psychologiste have taken ':1"
-~ different perspective (educators have always Seen things diffetently) and begun to investigate
the role of ort;.ographic knowledge iﬁ psycholinguistic experimentation. To date, most of the
research iQh' fhis area has focused on the influence af orthography on phonological judgements
(some of this researeh will be discussed in Section 2:.2.1). Much of .this experimemalion grew -
out of the debate on the psyc-lglogical status of the vowel shift rule as hypothesized in
Chomsky and Halle's \/ery influential ‘boorky '_Illie_ Sound Pattern of English (1968;‘ henceforth
SPE). Aside from. this "core” of research, however, there is a significant body of recent
.literature documenting studies which also attest 10 the possibly significant role that
‘orthographic knowledge may play in determining what a speaker knows about his language.
These studies suggest the same general conclusxon which Jaeger (1984) reached; namely. that
icertain entities can be psychologically real either because they have been brought lo the
speakers' conscious attention as part of their education or because they have been intuited

from the orthographxc system of their language (p. 34).

Jaeger's conclusion as stated above would not seem to be unreasonable. To discover

/
/

what is "psychologically real™ for native North American English speakers, it would seem L0

be importam to consider the speakers' sources of linguistic- knowledge. Obviously, goken
language input is the pnmary source and speakers’ expenences with the written source wxll be

subject to a great deal of variation. However the fact that we hve in a society wherc hteracy

e —

is highly valued and widespread cannot be totally unimportant; the average speaker can hardly

b

avoid exposure t0 the written form of the language. This experience with the written language
usually begins at an early age, since schooling is compulsory and children begin learning to
read and write while they are still undergoing cognitive (and presumably linguistic)

" development. While the hypotheses formed prior to exposure. io the written language may be

«
n~ 4‘» —



of a fhore general and productive (and, therefore, more "rule-yoverned ") nature, it does not ,,
follow, a priori, that thls is the only type of knowledge which is psychologrcally real” (and,
therefore, worth studying serrously in a psychohngurstrc sense). It is quite possible that the
linguistic .knowledge whrch is psychologtcally real to native ltterate speakers is the "and"
between hypotheses formed during preliterate language acquisition and the knowledge which is
educationally derived (such as knowledge of the English _o_r_t_hographic system), although the
former may be more inaportant than the latter. This idea ie not new and may even seem, tO
the “layman at least, to be a notion so obvious that it is hardly worth putting in writing. It is
surprising, therefore, to discover that linguists in the past half century or so have focused
* almost exclusively on speech — both in terms of descnbmg the "true” language product and
in terms of trying to discover the processes which go on in language users" mtrlds
There are notable obJectrons and exceptions to this vnewpomt hoWever Boling'er
writing in 1946, argues that vrsual morphemes exist at therr own level, mdepepdently of
vocal-auditory morphemes” and concludes that rt is probablv necessary to revrse the dtctum
that language must always be s‘dred without reference to wrmng Although he agrees that
.'the dictum may be applied "to all languages at some stage of their development and to large
illiterate speech communities today he urges the recognition of a shtft that has taken place '
in the commumcattve behavrour of some htghly hterate societies” (Bolrnger 1946 340) -b
Arguments such as those put forth by Bolmger however have not made much rmpact
n the field of linguistics. Until the last decade or so, very f ey lmgursts were concerned with
~ theoretical questrons concermng the nature of thc Engltsh‘ writing system, its’ relationship to
other subsystems of the language and the issues these ‘questions mrght raise about the nature
of the speaker s knowledge of hrs language. Most ltterature on the toprc in fact, is found in

the fields of education and psychology where consrderable frurtful research h

been :
produced. Templeton (1979), for example, investigated the way in wluch orthographrc‘and
phonological knowledge interact in the older student. His introduction serves to illustrate the

orienta)tion of some of this research.
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The interplay between the spelling system of English and the knowledge of English
sound structure that individuals possess has been an intriguing area of investigation
for both psychologists and educators (e.g., Steinberg, 1973; Read, 1975). The
question most often addressed in the research involves the degree to which knowledge
of orthographic structure influences the psychological reality of words and the
phonological processes that apply to them. The question is an important one, for it is
part of a broader concern involving the way in which individuals organize
information about the vocabulary of English. In effect, there probably are limits to
the amount of information about words that individuals can be expected to glean
from spoken language; the rest of the information may arise from an examination of
.orthographic structure. ’

s | (Templeton, 1979, p.255)

On the basis of his research, Templeton concluded that "a produclivéﬂknowledgc of
orthographic structure may often precede higher order\phonological knowledge" [like vowel
alternation] and that "orthography, being a more stable, visually-accessible system. may thus

become the basis for a logical anél))sis of yord-level phoncjibgy‘;}i‘nd semantics” (p.263).
i ; b i’ ..

3N s

Templeton's conckusionsi while only tentative, are reminis;:éenl of some stalcn{cms sct
forth by W. N. F}ancis a decade earlier. In cons'idering the rvolc.of writing systems and the
question of the nature of a ‘speaker's knowledge of his language, Francis suggests that a
speaker's - linguistic knowledge will be inf’lﬁenced or determined by his condition of either
literacy or illiteracy and the role which writing plays in his society. He notes that "the role of

Cwriting — sociall:y and hence linguistically — may cover Aa wide range, from the almost
completely periphefal position held by funic writing in early Germanic to the overwhelming
importance of print in a modern industrial society”. In the former case, "the integration of
writing into the polysystematic structure of \ language is incomplete and its position marginal”
and, hencé. by implication, not likely 10 influence the native speaker's linguistic intuitions. It
may be, hg;@ever. that "those languages that have writing systéms are different in important
ways from those that do not and, hence, that the linguistic knowledge of a literate speaker of
such a language is different inv kind from that of an illiterate _spcal;elj of the same language, as
well as’f rom that of a speaker of a languaée wi;hout a vwriling system” (F—rancis, 1970, ; .46) .

Francis’ intuifively vlausible cpnclusion. however, is unfortunately not one that is

easily investigated empiriéaliyl- Although-crbssb-linguistic studies or studies with illiterates and.
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Laré-l'iterates might add insights'. ‘such‘ studies are bound to be fraught with all manner' of
uncontrollable variables and practical difficuiﬁes. For example, even though recent statistics
claim that an estimated 4 million adult Canadians are f unciidhaily illiterate,! it would be .n(s‘.
eagy task to identif y and work with sdme "uniform" group. In any case, these are probably
not illiterates-who have no knowledge of the ::l;ngush wriﬁng system (or some writing system);
they are presumably immigrants or people who have "drq_pped out” or "slipped through the
cfacks" of the ve.xisting’ educational system. |

In spite of the ébjections to such research and the difficylties inherent in any serious
attempt to address ‘questions regarding the role of orthogr;;phic knowledge in influencing
linguistic judgements, the .issue should not be iggored. Most psycholinguistic research utilizes
subjects who are either literate or in the process of Bécoming literate. va the goal is to -
understand and explain the linguistic knowledge ‘and abilities of such native speakers, it may
be important, aé Jaeger (1979) suggests, for psycholinguists to "‘Try to sort out intuitively
acquired linguistic behaviour from education-derived behaviour, but not [to] be afraid to
congider both a€'gotentially psychologically real”. (p.19). This is, granted, a f omidable task.
Neverth-eless. it .is a topic worthy of research. If knowledge gained with exposure 10 (and
instruction in) a writing system makes no substantial contributions to, or does not affect, a
speaker's "psychologically real” linguistic knowledge, then this conclusion should be
substantiated with empirical evidence. A priori assumptions about tﬁe'realm from which
speakers can acquire "true" linguistic knowledge (inherited from linguistic traditions of .
notgbly different goals and. orientations) ;io not cbnstitute a solid foundation on ‘which to
build a science. It would seem important to identify and eXamine our assumptions before they
are éonf idently used as a foundation on which to co.nstruct»paradigms for future investigation.
The point being made here is that it is not enough to relegate any linguistic phenomena
associated with the "orthographic variablef‘ to mere "interference.” At the very least, it would

seem important to recognize that literacy may contribute something to a _speaker's linguistic

IS
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knowledge. Further than this, some a’uempt should 4be made. to determine" what this
somethmg .may be and to clarify the questions concerning the psychologrcal status of this
’ knowledge and the role rt may play if any, in the overall picture of human language
processing. | |
1.2 GOALS OF THE STUDY

This study attempts to gain some msrghts into thal aspect ol lmgursue knowledge
- which is gained through exposure t\) the written form of the language The basrc premrsc
adopted is as ollows If, as recent studres have shown (see Secuon 2. 2) educauonally derived |
knowledge (such as knowledge of Englrsh orthography) can be inf’ luenual in delermmmg or
affecting speakers' phonologrcal Judgemenls il is possible that thls knowledge may also- play a

role in shapmg other lrngursuc intuitions. It is plausible, for example that there may be some

Al

L elatronshrp between a knowledge of pamcular spellmgs and a recognmon of ccrtam

morphologrcal relauonshrps between words Conversely, a percepnon of derrvalronal relauons
may play a role in the learning of spellmg — or lead to mrsspellmgs To date, thls topic has
been the object of very little empirical research. One of the ,reasons f or this is the currem
state oflj psycholmgurstrc knowledge in the area of derrvauonal morphology "Morphology is
inherén,lly messy " (Hooper 1979:113) and according to Lrghlner (1968) and Derwing
(1976),, denvatronal morphology is one of the most difficult and least studied of all thc areas

of lrngurstrc descrrpuon. There are, of course, reasons which may be responsrble for this. The ’
first /problem is that there is no clear'and prrncrpled way to decide when words can be- said to.
shar/e a common morphemrc. uniy, — at least in the mmds of naive native speakers (lhlS )
problem and others are discussed more f ully in Derwmg 1976). Along with the unanswered
t’,heoretrcal questions are the methodologlcal problems of tapping the appropriate type of
. J;knowledg"e. How, for example, - dogs' one assess which morphological relationships are

"psychologically valid” for any given subject or set of subjects? To date, very little

experimental investigation has dealt with this questiom: —

’



The abovc problems and questions provide the rationale and motivation 'fdrvthis ‘
thesis. Essentially, this study has two goals. The prrmary goal is to investigate. the role of
spellmg knowledge in morpheme recoghition. While this is the primary mterest of the study,
the secondary goal is logically prror to its investigation. It is essential to have some research .
tools such as tried- and tested methodologrcal “techniques before an mvestrgatron can be

conducted. In the case of mvestrgatlng speakers knowledge ol" derwatronal relations, these

necessary. methodological tools are notably lackmg To date, no established techniques exist '

whrch can relrably be used to address the quesuon of whether pOtenually relatable words are,
,‘ in fact, psychologrcally related for narve native -speakers: This’ thesis presents and utrhzes a

methodology for probing native speakers mtumons about varrous word relatronshrps The o
technique mtroduced here * builds upon prevrous work done on morpheme recognmon “(see
_ Sectlon 2.4.2) and attempts to integrate and evaluate aspects of the varrous approaches. The
'results of the morpheme recognrtron task are compared 4] subjects Spellmg productro;s This -
_thes:s then is a prelrmmary mvesagatron mto the possrble role of spelling knowledge m‘
morpheme recogmtron It should be clear, however”that ‘while the concems of this thesis go

‘beyond methodology, the study IS necessarrly a methodologrcal rnvestrgatron of an exploratory -

nature.

1.3 OVERVIEW

Chapter Two consists of a review of lrterature related 10 the concerns outlmed above. -

A ftrst sectron outlines some of the psycholmgursuc research which has been concemed with

orthographrc variable.” Since the present experrment is concerned with both spelling
production .and morpheme recognition. literature on the top_ics of English orthography and,
denvauonal morphology rs also revrewedﬁ Chapter .Three describes the experimental procedures '.
and presents the results. In Chapter Four the main findings of the expenment are summarrzedv
and discussed. Limitations of the study and :mplications for future research - are also

considered.



2. REVIEW OF RELATED LITERATURE

2.1 INTRODUCTION

Thrs chapter is devoted 10 a revrew of hterature whtch is related to the‘goals of the
study as’ outlmed above. No clear division between expenmental and theoreucally oriented
hteraturc is observed in this. eview. Three mator toprcs ar ad%resslcg and empirical studies
. whrch arc relevant to these toprcs are consrdered whehever po&c o

The first major sectton is concemed wuh orthography m psycholtngursuc‘
mvestrgattons Since most of - the empmcal work has been done in the area of expenmental
. phonology a sub -section has been devoted to reviewing some of these studtes Two- other -
major sections are concerned wrth'-the toprcs of English orthography and Englrsh word'
f ormation respectrvely The f ormer section rs intended to give. some msrghts and ml’ o\rmatton“ ‘
- which may be rmportant to consrder when' dealing with - subjects spellmg productrons The
latter secuon 1denttf ies some of the problems ol” morphologrcal mvesugatrons and also outhnes
the proneer work’ whrch the morpheme recogmtron task presented in this study is based upon.

The toprcs addressed in the three sectrons ‘are mdependent on one level. but are all crtttcally'

related to the central concems of the thesis as outhned in Chapter Onc

2 ORTHOGRAPHY IN PSYCHOLINGUISTIC EXPERIMEN"I‘ATIOI\

The tradmonal domam of mqurry for the North Amrerican lmgutst has been chtel‘ly ’

spoken rather than: wrrtten language Whtle the ml’luence of orthography on languagc has _ »

[ 8

’ occasronally been recogmzed (usually m a hrstorrcal context wrth reSpect to language change )
: borrowmgs preservatton effEcts etc ), “most lmgursts have regarded the written form of the

language as secondary umnterestmg or even melevant o0 the true study of languagc There

‘seems 10 have’ been a consensus among many lmgutsts that orthography has lrttle forrnauve -

mfluence on speech and ‘as a consequence its. lnfluence on speakers Judgements or mtuttrons_i.

has often been downplayed or regarded mame as.a nursance factor whtch cOnfounds the .

NS P
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"proper " spccch based perspective -of languagc learning and actual pronunciation. According
to Ehri, "most lmgulst.s are not much mterested in writing” and, in fact, "many do not
consider it a topic of study in 1inguistics since it is not Janguage but only a reflection” (1984,

121) Thre partrcular orientation has a long and honorabie history in North Arnerican

" linguistics; its influence can be found (especrally) in the era of Bloomficld's "autonomous”
lrngmstrcs It may prove instructive to look back' to the roots of this linguistic perspect,rv,e.'
The notion that spoken language is the sole appropriatc domain for linguistic inquiry
dates back to the 19th century and appears to have ‘developed largely as a reaction against the
then current practrce of focusing almost exclusively on wrrtten language for linguistic analysis
| (cf . Haas, 1970, -pp 12- 1‘<) According to Coulmas (1986) "until the 19th century, it was "
common practrce to look at writing instead of speech as the data of linguistic analysis.... The
) ad'yent of Structuralrsm brought the shoeking drscovery that lrngursts had bcen wastmg rherr
time for the past two thousand years, because they had studred writing which was actually a
record of speech only Speech should, therefore be consrdered the sole object of linguistic
o mvestrgatron As a consequence modern linguistics smce de Saussure has ... paid lip-service
1o the primacy of the spoken word” (pp.1-2). In a srmriar vein, Venezky (1970) notes that

"the first twentieth century lmgursts were so adamant in pointing out the nrneteenth century
conf usion of sound and spellmg that they reduced the orthography toa secondary subservient
role from which it has inf requently emerged in the writings of contempory linguists” (p.25).

: Yacheir (1973) claims that “the latterqhalf of the nineteenth century, as well as the-
- i"'rrst three decades of the twentieth, showed’ very .litt.ie understanding‘ for written language
viewed as a system 'in its own right’ (at least, partially $0)..... The dominating idea of
linguistics in the said period is the absolute supremacy (one might say, 'linguistic legitimacy ")
of the spoken'language and of the acoustic make-up of spoken utterances. The era of
" _flourishing research in phonetics (mainly the .last‘ quarte‘r of the nineteenth and the first

" quarter of the twentieth centuries) could not but look down upon the 'unphonetic rendering’

‘of the sentences of a language by means of what was generally called the 'conventional
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spelling' to which onc opposed the 'scientifically exact phonetic transcription'” (pp. 9-10).
One o‘f the more outspoken proponents of a linguistics that focused exclusively on
speech was Lconarﬁ Bloomficld, who is commonly acknowledged as the "father of modern
American descriptive linguistics™. While Bloomfield did admit that orthography could
influence the f’spokcn language, he is usually credited with being one of the more influential
liﬁguists who expounded the belief that written language ié merely a passive recipient of

speech. In his words:
. [W]riting is not language, but merely a way of recording language by means of visible
marks... A language is thc same no matter what system of writing may be used 1o
record it... In order to study writing, we must know something about language, but
-the reverse is not truce. ’ : L

(Bloomficld, 1933:21)

»

Accordihg to Vachek (1973), Bloomficld's view of language "was to become, for a long tir’ﬁc

to come, part and parcel of American linguistic idecology ™ (p.11).

andinvesligatioh has gencrally prevailed during the history of lingwipti
and that some credit is Adue to Bloomfieid for ihis oricntation."'fs,{ "
psycholinguists to note, however (particularly those coming from linguistic ratl"\crwthan
psychological schools of thought), is that Bloomfield's goals and focus of interest were
expressly NOT psycholinguistic. Psycholinguists are fundamentally interested in language
. processing a»nd. hence, their investigations are crucially tied to the study of the psychology
and physiolog;' of the _lénguage user (cf. Derwing and Baker, 1976). Bloomfield set nblably
different goais and limitations té his study of language. He was primarily interested in
linguistic forms and explicitly stated that "in the division of scienfific labor, the linguist déals
only with the speech signal..., he is not competent to deal”with problems of physiology or
psychology " l(1933, p.32). Bloomfield's views on language, then, may have been qﬁite
appropriate for his S_tated dornain of study; it does not follow that Blbomfield's specch-base‘d

orientation can be safely adopted by the psycholinguist. The linguistic literature of the past
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half century, however, suggests that Bloomficld's speech-based perspective of language (&d
language learning) has been faithfully transmitied (without serious questioning) beyond the
era of Structuralism, through the *psychological " revolution ignited by Chomsky and into the
field of study presently known as "psy‘cholinguistics". ) \

Although the idea that writing does not just duplicate speech (or is not just a
"reflection” of langhagc) has become increasingly widcspfcad and gencrally accepted, there is
an even more fundamental distinction at stake here. According to Derwing and Baker (1976).
it has been the case that "...somehow, between Bloomficld's declaration to free linguiétics
from psychological entanglements and Chomsky's call to re-instate linguistics as a branch -
cognitive psychology, a serious and all-comsuming confusion lvas arisen between language as a
product and language as a process” (p.14). Psycholinguists in the past several decades have
clarified this distinction and emphasized that their Eoncern is with language processing. The
priority qucsuon then, is not the real issue at all. Obviously, speech is primary both in terms
of being the first language product speakers are exposed to and in terms of the processes they
will first employ in comprehending and producing the product themselves. Native literate
spe:kers. however, havc also had exposure to the written language product as well as cxphcn
instruction in the process of becoming literate. Traditionally, research into the processes
_involved in learning to read' and write has been the domain of educators and cognitive
psychologists and, while a great deal of fruitful research has been conducted, the orientation
of this literature is towards improving instruction and vnderstanding reading and writing

'dxsabllmc’ralhcr than addressing "linguistic” questions per se. For psycholmguxsts who are
mtercsted in understanding and explaining the linguistic knowlcdge and abilities of native
literate speakers, some fundamental questions remain unanswered (and even unaddressed ).
Some of these questions could be formulated as follows: How do the processes | involved in
achieving literacy interact with the processes employed in pre-literate language behaviour?

What is the consequence.of learning to read and write (two different skills which may involve

significantly different strategies and processes) on linguistic judgements in general? What



effect docs spelling knowledge have on lexical representations? What ef fccl does orthographic
knowledge have on phonological judgcrﬁcms? Does learning how to spell influence the ability
to tecognize morphemes? Can the boundaries of intuitively acquired and educationally derived
knowledge be delineated and, if so, what is the psychological status of the latter? Is it
appropriate to classify linguistic behaviour associated with “the orthograpt‘lic variable” as
“interference™? Why or why not? Empirical rescarch which addresses these questions is still in
the infant stages in the field of psycholinguistics. This research has been almost exclusively
concerned with the area of phonology. The nexl section outlines some of the rescarch which
has lead to insights into these concerns.

2.2.1 ORTHOGRAPHY IN EXPERIMENTAL PHONOLOGY

Experimental linguistics (psycholinguistics), as an interdisciplinary area of inquiry.
draws its practitioners from two major fields of study: linguistics and psychology. For the
linguistically trained psycholmgmsts the orthographic variable” emerged, it may be said, "hy
way of the back door.” A good deal of Televant research, for example, grew out of thc
experimentation designed 10 test the psychological reality of the Vowel Shift (VS) Rule
proposed by Chomsky and Halle (1968). This VS Rule (which was formulated wnh
consnderauons of maximum simplicity and economy) was intended 1o account for the
phonological relatedness exhibited by pairs of vowels in (formally speaking) morphologically
related constructions such as divine-divinlty [ay-1]. serene-serenlty liy-¢]. etc. The motivation
for this rule waé entirely phonotogical and it way described as being "without doubt the
pivotal process of Modern English phénology" (SPE, p.187).

While the phonological descriptions of SPE were an impressive exposition of soﬁnd
patterns which could be shown 16 occur in the language as well as a brilliant and economic
recapitulation of historical processes such as the Great Vowel Shift (cf. Vachek 1973, p.68;
Francis, 1970, p.48; Bauer, 1983, p.lﬁ), it was the claims for the psychological reality of this

rule which lead to fruitful controversy and experimental research in the linguistic community.
/



In essence, Chomsky and Halle formulated a system of rules and then asserted that there was
a corrcspon'dlcnceﬁ;' between the formal constructs and the actual intetnalized "grammar” of the
speaker - hearer, Interestingly, although this knowledge of phonological alternations was
presumably glcifnod from exposure to the spoken language. it was claimed that the very
abstr‘act“%ddcrlying"bhonological representations which were posited bore an intimately close
relationship dto English orthography. In their words, "there is, incidentally, nothing
particularly surprising about the FACT (emphasis added) that conventional orthography is ...
a ncaroptimal system for the lexical representation of English words” (p.49).

While one must be careful not to imbue these words with meanings which‘Chomsky
and Halle did not intend, it does seem highly unlikely that children (on the ‘basis ol exposure
to‘thc spoken forms alone) would acquire underlying representations that are so systematically
similar to conventional orthography. In the final énalysis, such a theory could only be an
appropriate description of the knowledge of an Tidealized speaker” who would necessarily
have to be litcra‘le (and no doubt fairly eduéaled) in order to have any real appreciation of
the many morphological relationships which display vowel shift (the data from which the
speaker would realize tha} there was an alternation). As Dcfwing and Baker note, "Chomsky's
, model incorpordtes at least one feature which is demonstrably counter to fact: it treats
language acquisition as though it were an instantaneous process which’takes p‘lace only at a
time 'when all the data are in'" (1976, p.33). Unfortunately, by ihe tiv "all the data are

, the rcal speaker-hearer is both literate and. educated and it is no longer safe to assume
that his knowledge of vowel shift (if it can be demonstrated that he does have such
knowledge) 1s a lmgunsuc generalization whnch can be captured by a phonologically motivated
rule, since it is by no means clear that his knowledge of the morphologxcal pairs exhibiting
vowel shift (from which he would then abstract the rule) was gained solely by exposure to the
spoien ldnguagc. H.owevcr,‘ the phenoména may be -"captured”, tht;. real question 'fo_r
psycholinguists was whether this rule did in fact have any psychological reality for native

speakers as this status was essentially attributed to the rule without any empirical evidence.

——



This concern, then, led to extensive investigation which -was mtended to  resolve the
‘psychomgical status of the "crucial™ VS rule.

In tt”( decade or so a number of experimental ap‘omachces have been used o {csl‘
the psychological validity of the VS rule. Basically, four different types of experiments have
been conducted: Production tests, Preference tests, Recall tests and Concept Formation tests.
These experimental studies and their results have been quite thoroughly summarized and
reviewed in Wang (1985), and only some of the relevant studies will be mentioned here.

One particularly interesting study which provided some cvidence for the influencc of
orthography in cxplaining the VS phenomena was that conducted by Jaeger (1979). The
motvation for this experiment came out of a series of experiments testing for the
psychological validity of some variation of the VS rule. In 1973 Moskowitz conducted a
concept formation experiment from which she concluded that the spclling system of Eng}ish
was the probable source of children's knowledge of vowel shift alternations. Jaeger picked up
on Moskowitz' conclusions and designed an experiment specifically "1o0 sec whether behaviour
based on vowel shift rules could be differentiated from behaviour based on spelling rules”
¢1979, p.1). Adult subjects were trained to distinguish positive from negative instances of
vowel shift alternations for pairs of words. Then they were given test cases to determince if
they were responding on the basis of vowel-shift rules or spelling rules. The results of the
experiment were interpreted to indicate that "the vowel alternationd which native speakers feel
belong together in a group are those which are designated by the spelling system of English”
(p.15). As wa}l, it appears that "speakers have abstracted out from orthography, or from the
'long-short' terminology, a set 'o'f-fi_ve vowel alternations which they intuitively feel somehow
go together, and this set of alternations can be tapped in the absence of any particular
orthography or con;cious consideration of the phenomenon” (p.15). The origin of this
ébstract "rule” then could quite possibly be the orthography of English.

With these and other studies as background, wang (1985) conducted a series of

additional experiments which were designed to investigate the nature of the productivity of the
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vowel alternauon Wthh theoretical linguists charactenze by the VS rule. While a review of .

" these studies is beyond;the scope of this thesis, the point of interest is that vmually conclusive

support was found for Jaeger's suggestion that the VS vowel alternation phenomenon has an

~ orthographic source. ang's results suggested that the VS phenomenon had its origin in the '

- speaker’s recognition that a vowel. "letter” can be pronounced in different ways and Wang and
Derwmg (1986) argue that an orthographic explanatron seems well suited to. explain various
aspects }lhe results. They conclude that "the orthographrc explanation... is empirically
: supenor'"lo the phonologrcal route ofl explagauon represented by the VS Rule" (p.28). These
studies, then, sugﬂst that the phonological:knowledge of native lrterate speakers may be

substantially influenced by orthographic kn'owledge.

In addition to the research concerned with the VS phenomena there is a signif ican('
c

body of” relatxvely recent -literature which also attests to the 1mportance of the orthographi
varinble m phonological research. Some of this literature is theoretical or anecdotal, althdugh
a large bedy of experimental reseaz’ch exists as well. In the former category, Skousen (1982)
developed a ease for the centrality df orthography in phonological theory. He outlines three
different ways t’hat spelling can affect phonemic representation: (1) spellin;nronunciation;
(2) resolvmg the ambrgumes due to phonemic overlap; a nd (3) influencing speakers’
mterpretauons of general phonetrc sequences. In the latter two categories he considers
numerous - examples (anecdotal or gleaned from specific studies) which clearly indicate that

there are differerzces between hterate aduu and preliterate child perceptrons about the

phonological structure of words. He argues that "orthography is responsrble for many of these

differences” and that "as speakers learn to read, their phonemrc representatrons are frequently ...

altered to agree with orthographic represemauons (p.28). As well, according to Skousen
orthographic considerations are, in fact, the sole basis of some phonemic analysis of speech
proposed by _linguists. For example the preconsonantal nasal in words bsuch as bump and bank
has been: regarded as a- separate phoneme rather than a nasalized vowel. Decisions regarding

the interpretation of an alveolar flap as either /t/ or /d/ have also been mfluenced by the
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orthography of the language. Skousen argues, then, that orthographic effects "have lmporrarrl
consequences for phonological ‘liheor')»;v.since marly linguistic arguments are based on adult
perceptions of phonemic representation. Soelllng pluys such an important role in restructuring

" the phonemic represemations of speakers that any discussion of the acqulsirion of phonology
should take into account the ef fects of spelling” (p.37). .

Although there are a number of other lmgursrs who have addrcsscd the'qucsuon of .
orthographic influence, the "most exireme vrew accordmg to Ehri, is "proposed by the
" maverick lmgurst Householder (1971) who argues f or the primacy of ‘wriling over speeeh
'(1984 p.121). Whlle this may be an "extreme" mlerpretauon of Householder S work he did

3

argue thal on the basis of native spraker mturuons and l"rom thc standporm of economy,
underlying forms _could be posited which were based solely on orthography. Houscholder's
(mainly theorerical) treatise, however, appears 1o be“S largely a satirc of typical
transformational argumentation which often resorts to the simplicity metric as a basis for
choosing the "best" grammatical account. Householder argues that, in terms of economy, it
would be more efficient to posit the orthographic shapes as lhe lexical representations and to
have a few spelling rules relate these underlying forms to their phonetic representations than
10 si)ecify the phonological component which would require numerous rules 10 relatc 1o the
written f orms. ‘.

Wl'lile his economy argument forms the largest part 'of thl? particular essay,
Householder also makes a nuruber of points which Taise "inreresling duestions regarding the
role of orthographic knowledge in linguistic accounts of the language. He notes that, in
addition to the many outspoken proponems of the prrmacy of spoken language, "many
lingufists (e.g. Zellig Harris) imply, by their total silence, that writing and written matenals
(other than linguist's Lranscriptlons, of course) are. of no concern to the linguist, that his
description of a language is complete if it correctly accounts -for every possible spoken

utterance” (p.250). Householder contrasts this position with the intuitions of literate native

speakers which, he claims, views writing as primary and speech as a way of performiné
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written materials. He claimsv that the naive mind holds the intuitive vieW thal"‘wé learn first
to speak, and then to read and wriie, gfter‘ which we must go back and correct all the errors
we made by learning to speak f irst" (p.248). Householder suggests.that a number of -questions
ne;d to bc‘a’ddre,ssed including "What is the relation of orthographic shape o phonological
shapé?" and "...does orthography influence pronunciation or does ‘phono,log).l‘ influence

spelling?" (p.251). The main contention of Householder's argumentation can be summarized -

in his opinion that "it is a queer division of responsibility that assigns everything recoverable.

~

from a text by reading it aloud to the grammarian's province, but excludes the form in which
it is written'f (p.251) ﬁnd his conclusion that "there is no excuse for leaving orthography out
of eur grammars” (p.264)‘._\\
Theoretical argumentétion such as that addﬁced by Householder, however, is rare in
the linguistic literature. As noted, orthography has been essentially a non-issue in linguistics
,since the “discovery” of "true” (spoken) language. The relatively recent emergence of
orthography as a viable \"Igriable‘ in psycholinguistic research was due more to linguistically
oriented psychologists than to linguists per se. In contrast (0 many linguists, psychologists and
reading specialists have devoted a great deal of research to the relationship between
___orthography and speech. Their focus has beén quite different from that of the 'lingﬁists,
however. The main interest here has been the process of how’ ghildren learn to read and their
—developing l;nowledge of structural units in speech. There are differing opinions about
whether print shapes what develops in speech or‘merelAy refiects it. In this field, as well, many
researchers have declared speech as primary — probably because children obviously acquire
spoken forms first. This viewpoint, however, has sometimes led to ove,rlook‘ing the importance
of orlhography in the perception and anlysis of speech. Ehri (1984) notes that dittle formative
power has been atmbuted to spellmgs and that "Assumpuons about the primacy of speech
~ have precluded recognition of the possible 1mpacl of print” (p.123). With regards to this issue
and chil_dren's developing ability to read and spell, Ehri proposes that printed language is

acquired as a representational system and that "spellings of words are retained in memory by

i
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f uncgioning as symbols for sounds”. A result of this that "spellings may influence the way
| readers conceptualizg.}he sound structure of words aoz pogsibly even the way they pronounce
words under certain circumstances” (1984, p.129). |

In order to determine whether knowledge of word spellings influenced Fhildrch's
‘conceptualjiutions of the sound structure of words, l:Zhri and Wilce (1980) conducted a series
of exberiments. the‘f irst of whichﬁfound that there was a correlation between the number of
letters used to spell a word and the number of sgeech soupds which children analyzed a word
into. It was also found that -c?lildren frequently discovered "extra" sounds in words whosc
spellings included 1etter§ for those sounds, as compared to words whose proﬁuncialiohs were
ﬁaraliel b ¢ spellings lackegi the extra letters. For example, many children detected four
sounds in pich and badge but only three sounds in the corresponding rich and page. The
results of this study suggested that "it is when childreﬁ acquire orthographic symbols that they
become aware of additional phonemes in the pron>ur-{cialions of words™ (1980, p.376). In
support of the results, children's comments indicated that their knowledge of spellings was
in'f luencing their segmentations. In spite of the fact that spellings were not visiﬁle during the
task and the experimenter never memionec%,:_}spellings, some‘cﬁildren remarked about their
un‘cenaimy as to whether you could really hear the 'b' in comb, the 't'in pitch, or the 'd" in
badée. However, spellings were not the only basis for segmentations. Almost no children
“counted the silent 'e’ (used to indicate the quality of a proceeding vowel) and consonant
~ digraphs (such as 'ch’ and 'sh') were generally understood to tepresent only single sounds.
These resuit's indicated that spelliﬁgs were interacting with pronunciations 10 determine how |
the sound structure of words was” conc’?:ptualized. The simple presence of letters in spellings
does not dictate the sound structure bul‘the critical factor was identified as being the’
"sound-symboliz.iné function” of the letters.

FEhri and Wile's second‘_experiment utilized nonsense words in order‘ 1o investigate
whether the way readers conceptualize sound struc;gge is dependent upon the sounds they see

1]

symbolized in the words' spellings. Five nonsense "g‘a:{rs which were identical in pronunciation
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were constructed. These were: banyu-banu, drowl-drol; simpty-simty; tadge-taj; zitch-zich.
Half of the subjects practised reading the pseudo-word spellings with extra letters, the other
‘half saw control spellings. ThlS was followed by a phonetic segmentation task and a spelling
task. The resulls showed that the SubJeCtS who learned the extra letter spellln;o were
invariably the ones who found the sounds symbolized by the extra letter. These findings
indicated that "the visual forms of words acquired from reading expenences serve to shape
learners' conceptualizations of the phoneme segments in those wolds" (1980, p.379).
A number of other researchers have also provided data which ihdicates that children's
experience with alphabetic orthography influences their conceptualization of the sound
structure of words. Studies of preschoolers' invented spellings reveal ways in which naive

spellers' phonetic perceptions change as they g."«lln experience with print. Beers and Henderson

(1977), Read (1971, 1973, 1975) and Barton, Miller and Macken (1980) conducted studies

Whlch showed that children may classify sounds quite differently from literate adults until -

they have some knowledge about standard letter-sound relations and spellmg conventions. For
example, the affrication at the beginnings of words such as train and chair may be treated as
the same single sound /&/. Children with some reading ability tend to analyze tr' as two
sounds rather than one — with the initial sound being more like that in teddy than in chair.
Very likely, it is familiarity with orthographic conventions \that shapes the later perceptions of
these words. |

Some of these interesting analyses of prereaders and beginning readers’' invented

4 .
spellmgs have been noted by Ehn (1984) She also compared the spellmgs of more or less

mature beginning readers These data rrovide interesting insights into the phoneuc perceptions

of naive spellers and indicate that their analyses change as a result of expenence with print.

One of the main findings is that novice spellings do not represent as many phonetic segments

as those produced by mature spellers. It appears tllat, although children have a knowledge of

letter -sound relations, Lhen' lack of experience with conventional print hinders them from

cdend

dividing the sound stream appropnately When the pronuncnauon is perceived to comam a.
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consonant !eltc‘r name, the letter may be written 1o represent a vowel as well as the consonant
(i.e., 'YL' for while). Once childrén leam to attend to phonetic units rather than blends or
syllabic units, these letter-name errors tend to dnsappear
Consonants, as well as vowels are sometimes ommed in the spellmgs of prereaders.
One which often does not appear is the preconsonamal nasal (i.e., lhc occurrencc of /m/ or
/n/ between a vowel and a consonant). For example, a child may spell thek for thmk"f%r-bope
for bumpy. Accordmg to Ehri, ‘this omission occurs because’ the nasal lacks its own pﬁcc of
articulation and so combines with the vowel to form a single phoneuc segment (a nasalized
vowel). This is regarded as "an instancc where conventional orthography actually misleads the
reader into believing that the vowel and consonani are {wo separate sounds, even though they
are one sound phonetically” (1984, p.113). In order to verify this hypothesis, Ehri carried out
a study which cgmpared the phonetic segmentations and spellings of first graders and fourth
graders en wgrds which contained preconsonantal nasals. The results confirmed that there was
a difference & the conceptu’alizations of the sound structure of such words. Novices ignored
the nasal while the more experienced spellers regarded it as a separate sound.

Another well documented case where expenenced spellers differ from novices is the
classification of alveolar f lap sounds. Ehri and.Wilce conducted two experiments to determine
" whether children's perception of flap sounds in yréal words }s}as ‘inﬂucnced by cxpericnces with
print. According to the expectations iof the experiments, spellings should influence the
perception of intervocalic alveolar flaps which lie ;etwoen two vowels in stressed syllables
(e.g., middle, litte). Although the ‘ﬂap phone is acoustically closc; to [d], it is sometimes
spelled 't snd other times 'd". Initially, children unfamiliar with spellings would be expected
tio analyze flaps as /d/ based on acoustic criteria. Once they have had some experience with
print, they would experience conventional "t as well as 'd’ spellings of words with flaps and
may shift to 't’ in their spellirigs. Finolly. as their memory of specific spellings grows, their

choice of what sound is really "there” could be determined by the spellings of the words.
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In the first study, first, second, and fourth graders listgned to 30 familiar words
comaihing flaps on tape. In some of these words, flaps -were present invthe root forms; in
others, they were created by adding inflections (i.e., writing and maddest). Words were
presented in ascontext which depicted their meanings (i.c., " wrote a letter to my Grandma®) -
and then alone Care was taken to ensurc that the pronunciation was a flap rather than a
clear 7d/ or /t/. Subjects listened, repeated and then made a Judgement by naming the letter
"' or 'd". It was expected that older subjects’ sound judgements would reflect more spellingsv
than the younger ones. Unfamiliar spellings were expected to be judged acoustically as /d/
with the result that the accuracy would be greater for 'd'-spelled flaps. These er(pectations
were confirmed in the results, as the data indicated that children's judgements of flap sounds
become rnore like the souhds represented in spellings as they got older. The interpretation of
these results was that familiarity with spellings shapes metalinguietic beliefs about sounds.

\ "(, A second experiment was conduct’ed' 10 correct sever:;ll weaknesees in the first and to
show more directly that subjects’ perception of .flap' sounds was influenced by learning
spellipgs. In this study, knowledge of spellings was manipulated as an independem variable in
order to_insure that subjects analyzed sounds rather' than letters when they made. their
Judgemems The experimental group saw and pronounced a set of words conmrnlng medial
flaps spelled with 'd' and 't' while subjects in the control group heard and pronounced the
words but never saw spellings. Then both groups were given a rhyme Judgement Lask 1o see
whether the subjects in the experimental group judged rhymes accordmg to spellings more'
often than the comrol group. In order to mmrmrze the influence of letters on the subjects’
sound judgements, the rhyme task was conducted with pictures. The procedure which was
~ used had the effect of forcing subjects to resolve the flap ds either a final voiceless /t/ or a
voiced 7/d/. The results of the srudy confirmed predictions that even though the task was
strictly oral and there was no mention of letters or spellings, t.he effect of the spellings on

pronunciations was evident. The results of this experirhent led Ehri and Wilce to conclude that -

learners' conceptualization of ambiguous sounds is influenced by their knowledge of the

N~
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spcllmgs of the words. \

From. the research already noted and from a number of bqually mtcrestmg studies
which will not be menttoned here, it becomes apparent that the orthographtcal mﬂucncc in
research srmply cannot be overlooked or lightly dxsmrssed Whrle there has been a fair amount
of fworkvdone concerning phoneme-grapheme correspondenees,vmost of this research was
conducted in the interests of reading or s‘pelling instruet’ion"" rathcr than for the purpose of .
resolvmg linguistic 'questions. The exrstmg literature on the subject is characterized by a
certam amount of dtsagreement and unce‘rtatnfty as 10 whether orthdgraph) is a dnstortmg
mﬂuence on phonologrcal intuitions or whether orthOgraphy should be vnewed as a reflection
\of phonology Whlle 1t may ‘not bc appropnate 10 take an exther/or stance on one of thesc
posmons— 1t 15 nevertheless 1mportant to determine the extent and the direction of the
mﬂuence of orthography particularly in lmgmgtte experimentation. " This question of
. orthographnc mﬂuence is pamcularly important for investigators of 'the sound sysiems of
language since, ‘if orthography is mﬂuencmg native. speaker’s intuitions, thc extent of this
_mfluenee should be determined and controls should be built into the experiments. As Derwing
and Nearey h;rve suggested: the use of pre-/non-literate subjects in replications of
phonological experiments would be a control for orthographic interference. However, as they
have also noted, it would be very difficult to find (and probably also to use) such edult
" ~ subjects and the nse of c'hitdren tends to confound the question even more. For these reasons,
'it‘is important that research be devoted to the "orthogrdphic variable™ as a specific object of
study.

With regard to orthographic interference on phonological judgements in experimental
research, two related questions have been raised. The first concerns the possibility that the -
~extent of orthographic interference may not—be a "problem” in some tasks, whereas others

may "tap" subjects' knowledge of orthography. The other question concerns the effect of

. presentauon mode (i.e., vrsual or oral) in expenmental tasks and the possibility that it can be

used as a control for orthographic interference. Dow's (1981) study was. designed to focus on
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these questions and to clarify some suggested answers which arose from Derwing énd
Nearey's research. |

In order to address the questions and to determine the extent of orthographic
imeffer'ence,iwo tasks were selected for Dow's study. The first (Experiment 1) was a thyme
task. Given task items, subjects were required to access their phohological knowledge in order
to supply rhyming words. The rhymes they provided were expected to provide information
about orthographic influences on that knowlcdge. The second task (Experiment 2) was a.
"segment count” task. That is, subjects were asked to identify the number of "speech sounds”
in a given set of words.‘ln both tasks, presentation mode was included as a variable. In each
case, the stimulus words were presented orally to ensure that the intended pronunciation was
perceived by all subjects. Half the subjects in each group were presented with the words
visually as well. This design then tested the effect of both type of task and presentation mode.

The fesulls of Dow's (1981) study yielded ;:lear evidence that, depending on the type
of iask, orthography can be a very important influence on phonological judgements. While
presentation mode did not make any significant dif ferénce in the speech sounds task, it had a
* significant eff ect‘ in the rhyme task. This suggests that "knowled‘ge of orthography is
differentially utilized, depeﬁdem on the type of task, and therefore cbuld potentiate or
interfere -with phonological judgements depending on how mucr: phonographemic divergence
there is” (p. 84). While this study did not address the qﬁesuon of individual differences, it is
possible that (as Ehri suggests) "individuals differ in their susceptibility to the effects of
print... [and] in how they process printed language”. This raises the possibility that "print has
a greaiér impact upon some readers than upon others, depending upon the. way they process
' print... [and l.that] good spellers may be most susceptible to the phonological effects of print”
(1984, pl.147). '

In addition to the mounting evidence which shows orthography to be a significant
ik perimental variable in phonoloéical research, there .is a body of Jiterature which raises

questions concerning the fundamental construct of most phonological analyses; namely, the
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psychological reality of the phonemc as a perceptual unit. The main question raised here is
whether the phoneme is a "natural”™ unit of speech segmentation for speakers or whether the
perception of the phoneme as a unit is largely an artifact of being exposed to an valphabclic
system of writing. In spite of the central role which phonemes have played in theoretical
descriptions nf language, there is considerable support for the latter position. Evidence for
this is largely gleaned from studies with preliterates and illiterates where the results point to
phonemic segmentation as a learned skill. One such study is that conducted by Morais, Cary,
Alegria, and Bertelson (1979). These _rescarchcrs administered two tasks _which required
subjects to manipulate phones to Portuguese literate and illiterate adults who were controlied
for socio-economic background, childhood history, and employment. Subjects were all of
peasant origin and were working in the textile-industry at the time. The literate subjects had
all learned to read and write at age 15 or older by attending government sponsored literacy
classes. The tasks required that the subjects either delete the first phone from an utterance
provided by the experimenter or to introduce an additional phone at the beginning of the
utterance. There were clear differences in the ‘wa.ty in which the groups performed. Whercas
the literates performed the (asks easil:;'. the illiterate adults could neither add nor' delete a
phone at the beginning of a stimulus item. These results were taken to indicate that
"awareness of speech as a sequence of phones is... not attained spontancously in the coursc of
general cognitive growth, but demands some specific training, which, for most persons. 1s
probably provided by learmng to read in the alphabenc system" (p.323).

The conclusions of the Morais et al. (1979) study are supported by a good deal of
additional literature reporting studies which attest to the importance of orthographlc
. knowledge in inﬂuencing or shaping phonological knowledgc. Dow. (Ph.D. dissertation in
progress) is concerned with the perceptual reality of a variety of proposed phonological units.
Her work reviews a good deal of literature (not mentioned here) Wthh is concerned with the
interrelationship of phonolbgy and orthography. While furtherv review of tncse studies is

beyond the scope of this thesis, the- conclusion implied by the available literature is

1



inescapable: the 'ps‘ychologically real” phonological knowledge of native literate speakers may
be significantly affected by their orthographic knowicdge. Outside the area of phonology,
however, there is very little literature concerning the influence of the "orthographic variable”
on l.inguistic judgements. The existing literature which relates to the area of morphology will

be discussed in the section concerned with derivational morphology (Section 2.4.2).
2.3 ENGLISH ORTHOGRAPHY

2.3.1 INTRODUCTORY REMARKS

This seétion is devoted to identifying and reviewing some of the literature concerned
with the nature of the English orthographic system and the types of knowledge and processes
language learners may gain or employ when dealing with thi§ system of writing. This is
obviously a very vast topic 10 which volumes have been devoted and no more than a glimpse
into this field of study can be afforded here. It is, however, important to review some of this
litcraﬁne. sipcc this thesis is conccrneq with spelling productions as well as the methédology
for probing native speakers awareness of morphological relationships. A few crucial questions,
then, must be addressed. These include the colte-ing: (1) Is there any reason 1o suspect that
there may be some relationship between a native speaker's spelling productions and his ability
to identify morphemes in "derived words™? (2) Is there anything about the Foglish
orthographic system which may be used to enhance this awareness and, if so, do speakers
make use of this "information"? (3) What "degree” of a relationship could reasonably be
expected and on what basis? Thgs; ‘{]uestions cannot begin to be addressed without some
familiarity with the literature on English orthography and the insights which can be gleaned
from existing research.

Generally épeaking. two large bodies of literature which-arc relevant 1o the topic of
English orthography can be identified. The first is largely theoretical and can be associated

with linguists who have been concerned with the nature of the English orthographic system.



The second is essentially research orientated and is more closely associated with educators and
cognitive psychologists who are interested in the process of reading (and, more recently, the
processes involved in lcarning 1o spell). Although there is presently a move towards
" integration of insights and methods in empirical work, the distinction between the linguistic
viewpoints and those of psychologists and educators is readily apparent in the literature. The
(relatively new) field of psycholinéuislics, however, is well on the way to integrating the
linguistic and psychological approaches. This is apparent in the work of Henderson (1982),
who obscrv &hc distinction between the two realms and notes that "although il is true that
no amount o(dconlcmplauon of the nature of the correspondences between script and sound
or script and meaning can provide the answer to psychological qucstions about what strategies
we actually follow when we rcad or spell, such psychological issues cannot be clcarl)"
formulated in a linguistic vacuum” (p.64). He. emphasizes that "it is important to be clear
about precisely what it is ihal we are asserting when we Claim that the subject is capitalizing
upon some form of regularity " (p.64) and notes that "the demonstration of the cxistence of a
form of regularity in no way entails thét it is used, or even can be used, by the reader or
speller” (p.65). When investigating how a speaker will deal with English orthography
(learning to read and spell), Henderson suggests that it is important to examine in some detail
"what the language allows and encourages” before taking up a psychological position. In his
words, "The linguistic evidence does not provide the psychological answers,‘but it goes a long
way toward clarifying the questions” (p.65).

With respect to the psycholinguistic perspective as verbalized by Henderson, this
review of literature on English orthography is organized as follows: the first two sections are
essentially concerned with linguistic viewpoints. The major consideration here is the nature of

“the English orthographic system and various lingui_stic positions are reviewed. While English
orthégraphy can be viewed as a system with some vague sense of design, it would seem naive
to expect. an understanding of the "system” without at least a minimal appreciation of the

historical processes which have shaped the written language. A first section, therefore, makes



reference to some of these historical points. The final two scgtions deal §orncwhat more
directly with the concerns of this thesis. English spelling is considered with respect o its
correspondences to sound ¢nd rcpresentation of morphemic units. Some cmpirical studics are
reviewed which giAVC insights into the psychological appropriatencss of various linguistic
descriptions and some strategies which language learners may adopt whenAaced with the

complexities of the English orthographic system.

2.3.2 NOTES ON THE HISTORY OF ENGLISH SPELLING

In a vast conspiracy, history has mined the child's road to literacy
with hundreds of exceptions and minor rules. ,
(J. Feldman, 1978)

In his presentation of the; histor;\' and evolution of writing, Gelb (1952) identifies
three mai; techniques for coding language in writing: (1) logographs, with written symbols
representing linguistic units of meaning, (2) syllabic writing, with symbols representing whole
syllables of speech sound. (3) alphabetic writing, with symbols representing  individual
pnonemic umnits of speech sound. With respect 10 alphabetic systems, Gelb (1974) notes that
the relationship between speech and writing "is generally stronécr in the earlicr stages of a
certain system of writing and weaker ir; its later stage. This is due to the fact that a writing
system when first introduced generally reproduces rather faithfully the underlying phonemic
structure. In the course of time, writing, more conservative than language, generally does not
keep up with the continuous changes of language and, as tinme progresses, divergés more and
more from its linguistic coumerpért" (pp. 297-298).

English orthography is obviously of the alphabetic type. The correspondences between
the phonemes of the language and the symbols (graphemes, which may involve one'or more
letters) used to represent the phonemes, however, are not always straightforward or
"obvious". As well, Engli;z,h orthography preserves morphemic and syntactic information
which freciucmly does not follo.w the "phonemic” code. This observation has led some

linguists to the view that the basic unit of the code of the English writing system is not, as is

-



commonly supposed, the phoneme (sce Section 2.3.3). However, as Downing and l.cong
(1982) note, "the unit which seems to have been recognized throughout the history of English
orthography (tﬂbugh not so named unuil womparatively recently) is the phoneme” (p. 59).
Assuming that English orthography was originally intended 10 be a graphic code for
phonemes (or a visual code for representing dfstinctivc speech sounds), it may prove )
instructive to make an excursion into history inlordcr to understand some of the complexities

’
9{ the prcscm system. This, is important in order to get a pcrspcuwc on the vanous attempts

to characterize the nature of the present orthographic system (Section 2.3. 3). Although l“hL
prcscn;-day language lcarner can not be expected to have any understanding of the historical
motivations that shaped the currrcm writing conventions, the nature of the system he s
confronted with may influence the types of strategies he employs and the softs of
gcncraliz.atiéns he can be expected to glean in the process of pastcring the written language.
As Henderson (1982) notes, "Historical analysis often allows us to distinguish between those
irregularities of the spelling-sound correspondence that are arbitrary, usually owing to faulty
analogy or mistaken etymology, and those that are motivated by some linguistic principle”
(p.66). Presumably, those so "motivated” will be much more amenable to the learning
processes of rule extraction and gcncra}imlion. Those aspects of the writing system which arc-ﬂ'
(or which appear to be) arbitrary and unmotivaled may require significantlv different
strategies in order to be mastered by the average rcader and speller.

English orthography has been subjected to and shaped by a wide vaﬁcty of historical
influences. While a number of sources on the history of English Spelling are availabi¢, the -
comprehensive and scholarly investigation prc:vided bv Scragg (1974) is widely qqucd and
appears to have become the classic of our day. The few historical points which are noted here
are gleaned either from Scragg's work or from authors who relied heavily on this excellent
monograph. No attempt is made here to summarize this very detailed work; the only point of

the remainder of this section is to note a few influences which have contributed to the

present-day nature of the writing system of English. More comprehensive distillations of
. 1
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Scragg's work can be ‘found in Henderson (1982) and Downing and Leong (1982) Venezky
(1976) also‘fﬁers to Scragg's work in discussing the influences which have shaped Modern
Enghsn spelling. '

The English writing system utilizes the Roman alphabet which descended from theﬂ
original Greek system. The Roman alphabet was introduced mlo England arour\d 600 A.D.
when Roman and Irish missionaries converted the Anglo-Saxons to Christianity :‘Prior 1o this
" time, it is probable that the Anglo-Saxons used the runvic alphabet which the)r brought with
- them from Germany when they invaded England. The ‘most important Runic influence ;vas
the adoption of the symbol called thom which was used to represent the initiai consonants in
the words thigh and thy (sounds which corresponded to a single phoneme in Old English).
Eventually, thé Runic thorn succumbed to the Roman transliteration ;TH' and two letters
became a single f unctlonal segment (sometimes referred to as a grapheme" or a "digraph").

According to Scragg, the best records of Old Enghsh can be atmbuted to the West
Saxon scribal tradition. Of this periog, of stanﬂoardization. Scragg states that, "As a whole, Oid
English spelling as developed in the West Saxon tradition was much nearer a one-to-one
relationship with sounds than is its Moderr_r English descendent” (p.ll).y'However, as
Henderson (1982) summarizes, “The price of “1he stability of spelling in Old Englishp was an
inevitable lack of responsiveness to ohanginé pronunciation” (p.67 ). The orthog"raphy:did not
keep pace with the changes in speech and phonological drift (particularly towards the end of
the Old English penod) considerably weakenod the orthographic correspondences. As a result

of the conservatlsm of this penod "the orthography came to consist of coexisting layers of
fossils from each wave of innovation. These innovations had diverse sources, of which
perhaps the most notable was the Norman conquest (Henderson, 1982, p. 67).

. As a consequence of the Norman invasion, the scrrbal tradition. in English declined
and a pervasive standard was lost. The ,earlly period .of Middle English spelling was
characterized by_instability and Ang}o-Norman borrowings. From this period of time to

Modem English.» a wide range of influences have left their mark on the English spelling



without regard for chronological accuracy.

k)

g;ix&m. Powning and Leong (1982) attempt to convert Scragg's chronological survey into an
N ' \

anai’ysis of the motives and forces which have caused the English writing system to be what it

is today. They organize their review of these "forces” into two categories — "motivation for

e

kh-Sgability".aﬂd “‘v"méi::i};yation for change”. A few points from their discussion are reviewed here

'

‘Throughout the history of the English writing system there have been delfberate

attempts to stabilize the orthography. As noted, the early period of the West Saxon

v

standardization was relatively stable. Following the long petiod of neglect caused by the -

introduction of French by the Normans, renewed motivation for standardization came with
the revival of English in the chancery. Beginning around 1430, the dialect of the London arca
was used to establish a "standard™ for the language. Contrary to popular supposition,

[

however, Caxton's first English printing press (1476) was not a great stabalizing force.

‘According to Scragg, the first printers lacked the discipline and professionalism of the scribes:

before them and, in*fact, encouraged a lack of conformity in spelling. Moreover, many of the
type setters were foreigners, since the main qualification for the job was previous experience
with the printing press. The printers’ inconsistem spellings were not even based on a standard

dialect, let alone a systematic alphabenc prmcxple Wthh would determine regular speliings.

Words were lengthened at will to fill up aline or consonants doubled for decorame ef fect

The schoolmasters of the Middle English period initiated a driving force for'

“standardizing English orthography. The most important of these was pr:)bably Richard

Mulcaster's treatise of 1582, in which he purposed o increase siandardization by drastigally
reducing the number of acceptable alternatives. Mulcaster's principles of selecti_gn, however,
were not necessafily phonemically based. He was influenced by analogy with other written
words and also supparted cases of etymologically based spelling.

Mulcaster's work led to twolother ‘major channels of stabilization. One of these was
the schoolmaster Edmond Coote, who turr.  -sulcaster's-theory into classroom practice. His

workbook for the teaching of reading and writing was published in 1596 and attained great

a
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popularity. The second channel for Mulcaster’s work was through <he printers. Scragg
recognizes the power of the prcs§ and concludes that the spelling book and the primitive
dictionary, with their growing authority during the sevententh century, induced the printers 10
adopt a common orthography.

In spite of the stabilizing f orces noted here, the motivation for change in the spelling
system has sometimes been stronger than the desire for stability. Some of these motivations
for change were indirect results of historical events. One result of the Norman conquest, for
example, was that a "large proportion of present-day English vocabulary is derived from
French. A dictionary count might put it as high as forty per cent, though the number of
French borrowings in the average English sentence is much smaller because most of the basic
and commonest words arc..... inherited from Old Englién"(Scragg. p.40). According to
Scragg,

... by the end of the twelfth century, cultured Englishmen were not only bilingual
but also biliterate; many words of the vast influx from French into English were
already familiar to Englishmen not only in French as a spoken language but in
French writings too. What was required of such words in English writings was not an
anglicised spelling (which might serve to remind readers of the pronunciation) but
the spelling by which they were traditionally represénted in French, however ill that
accorded with English conventions (p.42).

In addition to this effect on the vocabulary, many errors crept into the writing system
during this period due to the effect of scribes who were often French speaking and had little
training in English conventional spelling. As well, Latin provided another "set of spelling

conventions to cause additional confusion to a situation already very fluid” (p.43). Scragg

cites numerous examples of "the results of scribes' confusion between English, French and

"Latin spelling” (p.44), including the changing of 'u’ to ‘o' in many English words such as -
come, some, monk, son, longue,‘ wonder, honey, worry, doﬁe’, love.
Another very influential motixation for change was the Renaissance, during which a

vast number of English words were "¢ ymologized". The great admiration for classical culture

-

and language motivated the coining of new words derived,from Greek and Latin as well és‘the,

restructuring of many existing orthogra%‘forms. Many of these etymological changes were
E Z L
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erroneously motivated since, as Scragg notes, "The zeal of those intent on rcforhing spelling
along etymological lines often led them astray in cases in which their knowledge of Latin
exceeded that of the history of the words the; were emending” (p.57). A great deal of these
"etymological " orthographic changes remain in the modern spelling system.

According to Henderson (1982) (who was summarizing Scragg's work),

C

The impact of the etymologizing movement was 10 shift the -correspondence of
spelling toward 'meaning’ as represented by morphology, at the expense of sound....
But this principle nevertheless admits many realizations which are entirely arbitrary.
A -major source of error in application of the principle involved mistaken
etymology... Another source of arbitrariness in the orthography, acting as a sort of
extension of mistakeh etymologizing, was the mistaken analogy. Thus OE coude
became could, with a silent ‘L', by analogy with would (OE wolde) (p.68).

In addition to these major influences on the English orthographic system, a number
of less extensive, ptagmatically motivated influences can be identified. Thesc include spellings
adopted to avoid homograph/homophone coincidence. considerations of visual aesthetics,
forms motivated by their convenience for spacing on the printing press and economic factors,
including the tendency to elongate spellings when clerks were paid for writing by the inch.

As a Tesult of these, and many factors not discussed here, the English orthographic
system became something quite removed from its original ancestor. Scragg portrays English
orthography as a system "considerably influenced by the conventions of foreign systems”,
although "the native tradition was never entirely lost”. As a consequence, "our spelling is thus
the result of the overlaying, for nearly a thousand years, of one tradition upon another”, the
product of a ."sequence of events which has caused us to erect w curious and at times

eccentric building on so simple and sound a ggqund-plan" (f).14).

%,
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2.3.3 THE NATURE OF THE MODERN ENGLISH ORTHOGRAPHIC SYSTEM

[E]veryone... has to admit that of all languages of culture English
has the most antiquated, inconsistent, and illogical spelling.
- (R. E. Zachrisson, 1930: 10, quoted in Venezky, 1970)

There is... nothing particularly surprising about the .fact that
' . conventional orthography is... a near optimal system for the lexical
representation of English words. '
' (Chomsky and Halle, 1968)

[AJs a piece of apology for present-day English spelling, the
argumentation adduced by Chomsky and Halle is hardly convincing.
’ (Vachek, 1973)

English ortr:ggraphy is often considered to be a highly inefficient system (for mapping
graphic symbols to phonemes) whi;h is marked by.an inordinate degree of inconsistent and
arbitrary conventions. It is, howé\"er, a "system” of some sort and, in the past several
decades, a numberv of linguists have attempted to characterize the nature of this syslem’.‘ Some :
of this literature suggests that there is a considerable degree of regularity and stfuctural
consistency which emé\rges on a level somewhét more abstract than the strict sound -symbol
cor}espondences. This éection identifies some of the varying linguistic views on the naiﬁre of
the modern English orthographic system and ou'tlines a few major charaéteristics of each
description. A more complete review of these ling(uistic anaiyses of the writing system can bf:
found in Downing and Leong (1982), from which many )of the points here are taken. .

The cla'llssical vliew of the English writing system is that the Basic' orthographic units
(graphemes) are symbols for phbnemes and that much of the origina:l regularity has been{ lost
due to changes’ in pronunciation. More recently, however, a number of linguists have bég'un‘_ to
questioﬁ whether the orthography (either as a whole or in part) is a code for phonemes or -
whethér there may be systematic regularities which are observable at different levels of
representation. chording to Downing ahd Leong (19§j§), an examihation of the linguiétic
literature reveals three broad schools of thought on thisvissue: classical phonemic descriptions,

structural descriptions, and multi-code descriptions. -
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2.3.3.1 CLASSICAL PHONEMIC DESCRIPTIONS

Leonard Bloomfield (1942) held the “traditional taxonomic. view of I:nghsh :
orthography as a system of phoneme grapheme correspondences. He was mlerested in the'
child's task in learmng to read and suggested that the primary skill needed here was the
ability to associate speech sounds with the letters of the alphabet. He emphasized that the
phonemes wh:ch related to letters do not occur in isolation in natural ~speech but was
. ncv'e‘rtheless quite certain that "alphabetic wrmng directs the rcader to produce certain
speech- sounds (p.129).

Charles Fries (1963) was: another lmgunsl who descnbed alphabeuc writing as
being basically phonemxc. He expre%ed the view that :an alphabet is a set of graphic
shapes that can repres'ent the separate vowel nnd consonanl. phonemes of the language”
(1963, p.156). The essential unif coded in an alphabetic system. then, is the :classi_ca}

3
linguistic concepl of the phoneme

Ty
Neither Bloomfleld or Fries, however, claxmed that English orthography could be
_completely explained in these terms ‘They accepted ‘that the system was not a perfect
_onme- to one code of grapheme phoneme correspondences but saw the divergences from
the phonemlc prmcxple as being a result of the vxcxssnudes of hxstory
| Fries dxd not hes:tate 10 claxm psychologncal reality for his analysis. In-his view, it.
~not only explained why-people spelled the way they do (he had subJecLs spell nonsense
:syllables) but was also the key to the teaching of . readmg ‘Like Bloomfield before him,
he made specific pedagoglcal proposals whxch mcxdentall) have not found a high degree
of popularity in -the schools. Both Fries and Bloomf 1eld then, described English
orthography as a writing system wnh a basxc prmcxple 01 regular relationships between

' graphemes and phonemes, but with 1mperfecnons in the V’ regulamy of the

correspondences.
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2.3.3.2 STRUCTURAL DESCRIPTIONS

The basic principle of the structural descriptions of contemporary English
orthography is that the writing system actually exhibits a great deal more regularity than
is commonly asdumed, albeit on a more abstract level than that of phoneme-grapheme
correspondences These descrnpnons are fairly complex, even technical, and justice cannot
be af forded them here. What foflows is a taste of the original, particularly as reflected in
various reactions to these works. -

/%’;'

In their monumental book, The Sound ﬁé,ttern of English _(1968). Chomsky and

Halle made the celebrated claim that there was "nothing particularly surprising about the
fact that conventional orthography is... a near o{?trmal‘ system for the lexical
‘rcpres‘emation of English words" (p.49). This evidently came as quite a "surprise” 1o a
nu"mber_of linguists, psychologists and educators alike since the hterature in each of these
fields is.replete with reactions against this notion. -

Chomsky and. Halle endowed their abstract lexical representarions with
psychological reality and, as‘”well, clairrled that "It is a widely confirmed empirical fact
that underlying ‘represemalions are fairly resistant to historical change” (p:49). On th._e\ '
sratus of the phoneme in orthography Chomsky (1970, p. 15) states that there is little
. reason to expect that phoneme grapheme correspondence will be of much interest because
it appears that phonemes are artificial -units havmg no lrngurstrc status . Furthermore, |
"the rules of sound- letter correspondence need hardly be Laught ., nor is "there any
particular reason why the teacher should be aware of these processes or their detarled |
properties These rules, it appears, are part of the unconscious linguistic equrpment of the
nonliterate speaker” (Chomsky, 1970, pp 15-16). This vrew on readmg appears 1o be a

ref ormulauon of .the often quoted SPE statemems
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Orthography is a system designed for readers who know the language, who

understand sentences and therefore know the surface structure of sentences. Such

readers can produce the correct phonetic forms, given the orthographic

representation and the surface structure, by means of the rules that they employ

in producing and interpreting speech. ‘ : :
‘ : (Chomsky and Halle, 1968, p.49)

A major contention of Chomsky and Halle's Qork seems to be that thc.
orthography of English is related to psychologically real abstract lcxicai representations
rather than to traditional phonemes. In deécribing the process of reading‘albudr’_' Chomsky
and Halle claim that "reading w‘ill‘ be facilitatéd_ to the extent '.lhat the brthography...
corresponds to the underlying representatjons providgd'by the grammar... To the extent
that these cor\res;l)ond-,‘ the reader can rely on the familiar phon.ological processes to relate
.the‘ visual input... t0 an 'acoustic signél. Thus, one ‘w'ould expect that conventional
orthdgraphy should, by and large, be superior to. phoﬁemi; tl;anscriplior\\, which is in
general' quite remote frqfn underlying lexical " or 'phonological-represemalion and not
related to it by any ii‘nguis_tically significant set of ruleé" (pp_._49-50).. ‘ |

‘These assertions haye nbi gone unéhallenged aqd, particu'larly,‘the statement on
" thé "near.-optim‘al‘" nature of English orthography (for repregen;ing untestable lexical
'represgntalior{s) s‘eer‘ns‘td-beigenerally r‘egérded with. skepticism_. F_rancis. ('1970). for -
example, anal&zes Elhomsky's claim into three pafts: "(1) that the brcf)hpnelic level -of
surface Structuré. lhe level of lexical ;ep{esentaiion is ling'uistically mcanin'gf ul; (2) that'.
.this level and ’the,le:xical r_eprcsentaliphs that it includes are psychplbgica}ly real, though
below ihe level of conscious knowledge; and (3) that the smndard\orthography is, with
mindr exceptions, isofnorphic with that level” (p.48); Francis then takes .u'p each of these
claims separately and poses a few "commonsense obj.ections" to each onei:Forvexambple,
one of Francis' oﬁjecti_ons to the psychological realiiy of such lexical representations is
‘ that "the assumption that all speakers store the same quical items in the same way seems
to run countet to the great individual diversity that obtains in other forms of memory.

The way in which particular parts of .other systems are stored may be highly

' idiosyncfatic, probably as a result of the way in which they were learned” (pp. 49-%).
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Francis also suggests that, if the lexical representations did have psycholo‘gic‘al reality,
there should be sorﬂc way of getting at them \”bf some other rdutc than the highly
ingeﬁious analysis that Chomsky and Héllc have used and that has taken them a good
~ many years to work 6ut" (p.50). At the very least, onc should sense some iﬁtuitive
recognition when confronied witﬁ them Trather than the common reaction of "extreme
skepticism". With respect to Chomsky's third claim (that the orthography is virtuaily
iso’morphic with the level of lexiéal representation), Francis states that "in the light of
t.he facts about thé history of English... it would be indeed remarkable if his claims were

true” (p.51). Downing and Leong (1982) capitalize #n this objection when they state:

In view of the vicissitudes on the course of the long history of English
orthography... it is difficult to accept Chomsky 's claim for the “near-optimal”
quality of the written form of “English. Psychoanalysis might even extend the
unconscious element in Chomsky's theory to evoke motivational meghanisms
which guided careless scribes and . ignorant printers’ apprentices 10 make
_"near-optimal” errors rather in the manner of Freud's (1920) unconscious:
motivation for slips of the pen in The Psychopathology of Everyday Life (p.71). .

Another superf icia}l)' naive but revealing question has occasionally been posed in
response to the SPE assertions on the nature 6f English orthography, namely the
following: If the orthography is so optimal, and if the abstrécl lexical level is so
acce;sible, why would'peoplé ha;/e so much trouble with En‘g’ﬂ‘sh spelling?  (cf.
Henderson, 1982, p.97; Downing and Leong, 1982). Henderson (1982) even claims that

his "spelling has jmprogd_ since gaining access to‘the description of [his] abstract lexical

~entries in the pages of The Sound Pauern of Englishi“ (p.97).

Along wjth the theoretical and "commonsense” objections 1o the SPEclaims,
there have been considerable experimental attempts to test the cléims of the theory. The
results have gengrg!ly proved negative and there is virtually no empi{ic;l supp;c;rt for the
psycholqgical reality df ' the‘SPE analysis. A review of relévani 'experiﬁ_lemal literature is .
beyond the scope of this thesis but references to relevant research can be f oundiin the

reviews by quning and Leong (1982, pp.70-76) and Taylor and -Taylor (1983,

pp.103-107). The latter pair of researchers conclude along with Trammell (1978), that

-
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"although the orthography may be 'near-optimal’ for a formal system of rules, the
speaker -reader's internalized rules are not necarly 50 well defined or'b consistently applicd as
those of SPE" (p.107).

A sccond "structural™ description of the naturc of English orthography which

Downing and Leong identify is the work of Richard Venezky (1970). In his book, The

Structure of English Orthography, Venczky states that "English spelling is more complex
and con'taihs a higher degrce of patterning than was cver assumed before” (p.10). The
stated fuhction of his work is "to show the patterning which exists in the present
orthography — not just in terms of rc—gular spelling-to-sound rules, but in terms of the
more general phonemic and morphemic é'lcments which characterize the system” (p.11).
According to his view, "Whatever may have been the relationship between writing' and
sound, when the first Old English writings were inscr.i‘bcd..., and whatever may have been ‘
the reasons for the subsequent development of this system..., the simple fact is that the
present orthography is not merely a letter-to-sound system riddled with imperfections,
but instead, a more complex and more regular relationship wherein phoneme and
morphemé' share leading roles” (p.11).

Venoik)"s work is generally considered onc of the most detailed examinations of
English orthography from the viewpoint of grapheme lo-phoneme translation. It must bc‘
noted here, however that Venezky s analysis is ore-way with correspondence rules stated
in the direction of spellmg to so;nd (how graphemes are pronounced rather than how
speech sounds are wmten) This is 1mportam to note since, as Haas (1970) has clearly -
‘ demonstrated there is \asymmetry between the grapheme to-phoneme and
‘phoneme-to-grapheme rela%xonshxps (wnh the grapheme-to-phoneme correspondences.
being considerably less amblguous) That is, as Henderson (1982) notes, "what is
predictable in the reading dlrecuon need not be so in the spelling direction, and . the

converse is also true”  (p. 72) Thxs, thesis is more concerned with the

phonemeito-grapheme relationships; nevertheless, it is worth taking at least a cursory



look at Venerky's view of the nature of the English orthographic systenr and some
reactions to it.

Venezky appears to attack the notion of the phoneme per sc as the basic unit
coded in the orthography. In relating the written language to the spoken language. he
posited an internal structure. In his view, the written symbols code units of language
which are "morphophonemic” and the actual phonemes arc derived from these units. In
an extensive analysis of the orthography, Venezky computer -tabulated and analyzed the
spelling -to-sound correspondences in the 20,000 commonest English words with the intent
to "discover and describe the underlying paucrhs of the current orthography™ (p.126).
While the details of this rather ambitious analysis cannot be considered here, the

following quotation captures the general idea of the overail working of Venczky's system:

In the spelling-to-sound model employed here, graphemic words are divided into
their graphemic allomorphs, and then thesc allomorphs are related 10
intermediate (morphophonemic) units by an ordered set of rules. Other rules
then relate the morphophonemic units to phonemic forms. All rules which are
based upon nongraphemic features are applied in an ordered sequence on the
morphophonemic level, yielding various sublevels of intermediate froms for each
word. The final morphophonemic form is then mapped automatically onto the
phonemic level (p.46).

This analysis of the present-day fofm of English orthography has received mixed
reactions. Downing and Leong call Venezky's description "ingenious " and "probably the
‘most thorough scholarly description at present available". However, they object to hints
that the analysis might be related to the psyﬁhological reality of the processes of learning
to read and also suggest that his claims for the predictability of the underlying patterns
are “exaggerated”, as-they are sometimes based on rules employed for arbitrary purposes.
Downing and Leong note that Venezky has (in another publication, 1970) "argued very
effectively that regularity is in thé eye of the beholder”. They suggest that his argument
should be applied to his own aﬁlysis sim;c "he cannot escape from his own conclusion by

relabelling regular and irregular as predictable and unpredictable, as he claims (Venezky,

1970, p.42). People make predictions on the basis of perceived regularities. In other



words, Venezky's analysis is merely one pqssiblc way of describing present-day English
orthography. It does not ne« essarily have psychological reality in the way in which readers
past or present have perceived English writing and reacted to it" (p.79).

Henderson (1982, pp.72-74) also refers 1o Venczky's work and™ has similar
objections to his analysis of current English orthography. Among other criticisms, he
stales that Venezky's taxomomy derives from an "arbitrary mixture of linguistic and
pedagogic criteria” (p.74). In an attempt 1o clarify the issue, Henderson considers the
linguistic criteria bearing upon predictability and states that "there are three types of
source for predictive rules: morphﬁology, phonemic context, and graphemic context”. He
gives examples of these and argues that the concept of a “rule” is not clearly defined,
since these fairly powerful rules "shadc off gradually into predictabilities of other sorts "
Most spelling-sound mappings have an explanation of some sort and therc arc a whole
range of historical explanations. "Such explanations come in varying shades of
- rule-likeness, At one extreme there arc explanations that appeal 10 historical accidents...
At a slightly greater level of generality, there are foreign borrowings... There are,
thcrcfore_ _various sorts of linguistic justifications for particular spelling -sound
correspondences. It is quite another matter to decide which-of these justifications can
usefull"y be employed in teaching the child to read. We cannot determine-a ‘priori what
rationale will be memcrable to the child, and many of the more powerful linguistic rules

depend upon subtle and complex variables that may be inaccessible to the child” (p.74).

2.3.3.3 MULTI-CODE DESCRIPTIONS

Downing and Leong (1982) identify three linguists whom they consider to have
supplied ';m\,llti-code" descriptions of English ort'nography: Lefevre (1964), Albrow
(1972) and Vachek (1973). The basic proposal of these descriptions is that "English
orthography primarily represents phonemes, but that it has (’nher overlapping codes in
addition” (p.79). Presumably (as the historical evidence suggests), the initial system was

a code for phonemes; later developments, however, created additional codes for other



aspects of language. Only a few points from Vachek 's theory will be considered here.
" Much of this is summarized from what Downing and lcong have identified as the main
points of this work.

According to Vachek's "functionalist” theory of written language, the spoken and
written norms of the language have an independent existence, despite their obvious
connections. This is because cach system has its own "functional” motivation. Vachek
agrecs that the basis of the relationship bclwccxl‘ the norms (in alphabetic systems) is
some degrec of grapheme-phoneme correspondence. However, “alongside this basic type
of correspondence onc caﬁ also ascertain in these nosms at least some specimens of
correspondences on some higher language level...” (pp.21-22).

These higher levels, according to Vachek, are the word and the morphemc.
Examples are cited of homophonous but not homographic words (right-wright-write) lc;
illustrate correspondences at the level of the word. On the morphemic level, illustrations
are found among grammatical morphemes and stem morphemes. The most well-known
grammatical instances are the "Modern English s-endings of the plurals of nouns and of
the 3rd person singular present indicative : in both grammatical categories the graphemic
shape of the morpheme -(¢)s is retained despite the existence ot”.thc phonemically
different allomorphs /-s/, /~2/, /-iz/, alternating according to well-known morphemic
rules of Modern English” (Vachek, p.25). Ilustrations are also given of correspondences
on the level of the stem morphemes. Here Vachek refers to the work of Bolinger (1946),
who argued that there are correspo-ndences of the spoken and written norm dn the level
of morphemes. In Bolinger's words, "visual morphemes” (by which he meant mainly
stem morphemes) "exist at their own level, independently of vocal-auditory morphemes”
(1946, p.333).

In light of these principles which conflict with the basic phonemic level (examples
were also provided from alphabetic languages other than English), Vachek concludes that

*there do not seem to exist written norms based on an exclusive correspondence on one



and the sanc language level. It seems certain, in other words, that all written norms

constitutg/ various kinds of compromises between the correspondences established on

variousd levels. Admittedly, in all such types of compromise the correspondence on the

basic level (that of phonemes and graphemes) plays some part, and very frequently a
major part” (p.25).
Vachek hypothesizes that these nonphonemic conventions in the orthography were

4 result of a shift in the function of writing which occurred as literacy spread. Agan, his

»

words are best quoted here:

[A)s soon as some scribal tradition develops in a given language community, a
tendency emerges aimed at cstablishing a direct link between the wrillen
utterance and the extralingual reality to which it refers. Such a direct link implies
that the originally existing detour via the corresponding spoken utterances 1s
becoming gradually abandoned and that, at least to a degree, the written o1
printed symbols are gradually acquiring the status of sigas of the first order...
That this is really so is cvidenced by the fact of "silent reading”. in which an
experienced reader can perusc a written page at a much higher speed than il he
were actually to read the same text aloud (p.37). ’

With respect to his observations on the shifting function of writing over the

centuries, Vachek further states that

the structural correspondence linking the spoken and the written norm in onc
and the same language community need not remain stable in the course of
language development but may undergo important changes. In English, c.g.. a
shift appears to have taken place from the correspondence built up almost
exclusively on the basic level ( onemes-graphemes), with some interference of
the morphological level, to t esent state of things in which the logographic
principle has come to play har

o

In addition to noting th,

notes that the ~tasks of the -»-\ and the writer differ. Phoneme-grapheme

R . A
correspondences will be useful to the writer: the reader, however, does not need to

transpose written utterances into spoken ones (reading aloud), but is rather faced with a

<

situation which requires "quick silent understanding of the content”. The quality of
"quick and easy surveyability ™ enables the utterance "to speak quickly and distinetly to
the eyes”. For this reason "written norms often deviate from the correspondences on the

basic level of language in the direction of logographic and/or morphological
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correspondences” (p.53). Vachek goes on to suggest ihat these shifts in’the“ ‘written
language may occur With the samd lack of awareness as do shifts in pronunciation, and he
further suggésts that spelling may even éignal emotion as in the word initial digraph 'gh-’
(ghastly, ghasl,. ghetto, ghoul) which seems 10 underline the "strongly negative emotional
colouring™ of the words. This may explain why these particular initial ‘'gh' spellings were '
retained while most Sthers were dropped. |
From this review of soxﬁe alternative theoretical views of the English writing
system, the discussioh now returns to the concerns outlined in Section 2.3.1. Before the
questions posed there could- be addréssed, however, il was necessary o consider ;h@
nature of English orthography . What, then, can'be concluded from this review? That 1s
what type of a "system" is the English written language? On the basis of their research,

Downing and Leong propose the following:

‘The weight of the evidence suggests that English orthography was originally a
phonemic notation and that the phonemic principle has been maintainc?! and
persists to the present day. The current spelling in English is ozly party
phonemic because of changes in pronunciation, accidental spelling ecrors, and
deliberate orthographic innovations which have developed ~other coding
principles. Hence, the present-day orthography of English is mainly phonemic...
But some other coding principles exist side by side with the phonemic p: nciple
(p.82). :

Assuming this to be a reasonaﬂble chéracterization of the _"system".‘, the question
now arises as 0 what implications tbis has for the task of mastéf'ing Engliéh orthography
(or. what the child will learn in the proceSs of mastering n)— It seems probable (assuming
the learner has a concept of "phoneme") that_ aWarenegs of phq‘neme-grapherﬁe
correspondences will play a major role, ballhough, obviously, this "code” is fairly complex
(by no means a simple o‘ne-to-o\ne relatiénship)_ and no doubt appears highlyxilrrggular 10
a child. Most linguistic views aéfee that English o'ftﬁography is more thar; just a
phonemic code, \bu’t what exactly n codés;,ﬂ'uand how consistently, is'debatable. 'Venezky, in

‘—'ggtticular. seems particularly aware of the part played by 'morphemic considerations in

the English >writing system. It seems questionable, however, whether the great degree of
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predictability which he f inds inherent m the system will actually be detected and used by
the budding literate. It is plausrble however that the learner develops wawareness of |
different levels or types of coding in the system and, therefore, there is some reason to
suspect that there may be an interaction between spelling (or reading) . abrhty and
"morpheme recognition”. The degree Lo which readers and spellers are (or need to be)
aware of rules and regularities in the sysiem is largely a mystery, bn\t the issnc will be

explored briefly in the next sections.

2.3.4 SOUND-SPELLING CORRESPOI\?DENCES

How on earth do you ’spell pearl - and don't ask me ‘io look it up
in the dncuonar), because 1've already looked under ' pir', 'pur’, and

'per’ out finding it.
: e - a child?

In the past several decades there have been a number of attempts to decribe the
relationship between (English) spoken and “written language in terms of the correspondences
between phonemes and grziphemes or vice versa. Before any specific examples can be

consrdered a few pomts must be clarified. A first poinl of clarification is that there is a

demonstrable divergence in the direction of correspondence which is inherent in the naturc of

! \

‘the Englrsh orthographxc system. Bas:cally this means that there is asymmetry in the

\

‘ correspondences between graphemes and phonemes, and that v?ﬁa\ ypredrctabk*m the
u;‘.;,rlj speilmg to- sound drrecuon is not necessanly reversible. While' the’ relanonshnp in either

s dlrectron 1s fan‘ly complex, the correspondences as stated in phoneme 10- graphemc direction

v

‘ lend to- be consrderably less predictable (more ambrguous) The least ambiguity of the whole

'7.

system,__xs?,fo_und for consonants ir lhe graphcme -to-phoneme direction, whereas vowels arc
highly = ambiguous in: both drrecwons Other asymmetrical characteristics of the

correspondences can also be identif 1ed As. Henderson and Chard (1980) note:

’ Not only . are the total number of opuons unequal for the two directions of -
mappmg but for an mdlvrdual grapheme phoneme pair the ambiguity of either item

“3Quoted in Taylor and Taylor (1983, p.93).

!/



taken alone is unrelated to that of the other member of the pair. Moreover, there is

asymmetry not only in the number of options but in the relative frequency of a given
pathway... It follows that a simple translation device that operates in terms of an
ordered stack of correspondence frequencies would encounter different difficulties
according to the direction of its translation. ‘Furthermore, in the case of whole
words, some are irregular (in the relative frequency sense) in one direction but not in
the other (p.112). , '

—These—characteristics of English orthography ére ‘frequently noted in the relevant
litérature and will not be further explored here. Clear illustrations of the asymmetrical
relationéhips between phonemes and grapherﬂes can be found in Henderson and Chard (1980)
" affd,yparentarty, Haas (1970), who was concerned with the relation of writing and speech in
terms of trarﬁlatability. This thesis is concerned primalzily with spelling productions rather
than reading ability and hence, this section will focus on sound-to-spelling correspondences
rather than grdphéme%o-phoneme relationships. While, obviously, the two are not‘ totally ‘
unrelated, the relevant literature indicates that there is little correlation belwe¢n the ease of -
spelling and of reading a given word, and the asymmetry of the cor;cspondencés noted here
may be one reason for this.

At this point, a seéo‘pd clarification is required. That is, a distinction must be made
between the tasks of spelling and reading and the processes involved in each. 1t must be noted
that what is said here with respect to phoneme -grapheme correspopdences does not necessarily
say anything about. the ‘task of reading. Research indicates that there are clear differences
between the nature of the tasks and the processes involved and that spelling clearly cannovt be
regarded m?rely as the "reverse” of the reading process. It is clear, for example, that in
addition to the lesser ambiguity of grapheme-phoneme correspondences, a reader may
recc;gnize a word on tﬁeAbasis of partial orthographic 'mférniation. while the speller muét
accurately reproduce all the necessary letters. Goodman (1976)%‘3in f act, describes reading as
"a psycholingufstic guessiq;ﬁ;game" in which the reader gains a good deal of inf oﬂna‘fion"ffom
the context and lililizes sbyytrl_tacvtic“ and 'se;nantic informaiion, simultaneously with the graphic
: input. In this'viéw réadirié does not in'ylolve an mexact, detailed, sequential perception a.nd‘

identification of letters, words, speiiing patterns and large language units™ (p.259), but rather
’ _,,“f&?".’ . N - .‘7"‘7‘ . T

' ~
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%
requires "skill in selecting the fewest most productive cues necessary to produce guesses which

are right the first time" (p.260) and an anticipation of the content to follow. Clearly, a

mastery of the vagaries of conventional English spelling cannot invglve' such a degree of

.

guess - work. Y
In addition to the fundamental dif ferences in the nature of the tasks of reading andw
spelling, there is considerable evidence that the strategies involved in both tasks may change
considerably with experience, cognitive development, and familiarity with the system. For
example, a speller may initially operate on a limited awareness of sound-letter
.correspondences. With experience, other strategies may be utilized includ'ing analogy with
known splglklings‘, deliberate memorization of Ase.cmingly idiosyncratic or unmotivated
characieristics.‘and ;m exploitatioh of knowledge of morphological relationships. Ehri (1980)
lélso suggests that many suceessful sp@_ﬁgrs learn 1o store printed words as orthographic images
which include silent as well’ "ﬁ?’gﬂ(ﬁ;g\i@fijeners Clca‘rly. the tasks and processes involved in
reading and speHing are complex (and, :1‘6 doubt. imerdépendem) and it is bcyond. the scope
and purpose of this thesis to survey and summarize th; wealth of literature related to these
_topics.” This section, then, only briefl)" examines the research into sound-sf)elling‘

correspondences * and considers the role of this knowledge in the overall process of becoming

a proficient speller of English. ' 1 A
) , . ‘. bl
Without much doubt, the most ambitious and well-known examination of English,%

phoneme-grapheme' correspondences is the work of Hanna, Hanna, Hodges, and Rudorf

(1966). This study was a "statistical analysis of the degree and the characteristics of the

T

SOf the two tasks, there is muc\h‘\less literature devoted to spelling. This is because
the serious study of spelling ability\ is a rather recent development, whereas cognitive
psychologists and educators have long been fascinated by the study of reading. Onc
of the most substantial contributions; o the study of spelling is the collection of

research edited by Frith (1980). ) - : }
‘The well-known substamﬁﬁ\wgdr/ksxdf Venezky (1970) and Wijk (1966) are /
concerned with spelling-to-soun correspondences and will, therefore, not be ///

considered here. Haas (1970) is a monograph which is concerned with the i
of writing and speech and the process of "switching” which takes p between the
two language norms. While it is of interest to anyone concerned with written
language, it also will not be reviewed here. e

/
/

= | [
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correspondences thai éxisl between the spoken language (using the phoneme as the unit of
sound) ana the written language (using the grapheme as the unit of encoding) " (p.iii). Hanna
et al. conducted a computer search of a 17,000 word corpus which was drawn largely from the
Thorndike-Lorge (194‘4) word lists. They listed the graphehic representations corresponding
to each of 52 phonemes taking syllable poemon (initial, medial, final) and stress into
consxdcrauon With the use of these constramts ‘Hanna et al. claimed that correspondences
could be-predxcted with 84% accuracy. When f requency of graphemic options was used in the
absence of siress and position information, predictability fell to>73% (p.109).

In addition to these tabulations, Hanna et al. developed an algorithm which could be

used to translate phonemes into their spellmgs Information about phonemic content

'\(‘surrounding phonemes) was added to the predictive factors of syllable position and stress.

Morphological constraints were not considered. The resulting system consisted of about 200
"rules” and the power of the algorithm to deal with 17,000 words was then tested. The results
(see Table 22, p.119) indicated that 50% could be spelled correctly. A ‘further 36% comamed
only a single error. A cursory -examination of the error lists suggested that many %f the
misspellings could ‘be accounted for when morphological/etymological factors were considered.
For example, care was spelled correctly :while caretaker was spelled cartaker. Hanna et al.
concluded that English orthography is substantially more systematic than is commonly
regarded, but they also made a number of recommendations on the basis of the limitations of
their study. Among these, they'suggested that the error list produced by the algorithm should
be analyzed in ofder to 1denufy all of* the morphological factors that bear upon these
misspellings and to classify all of the misspelled words on»me basis of these f actors”. As well
Hanna et al. suggested that "a study of the relationship between the errors produvécd by the
algorithm and the actual errors produced by children in their spelling efforts would prove
interesting” (p. 124)

Simon and Simon (1973) conducted a study to compare the performance of the

deorf (1965) algorithm (cf. the Hanna et al. study) with the actual performance of 50 .
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pupils beginning a fourth-grade spelling course. The st-ugenl scores and spellings were taken
from a pretest given to the students before they had studied the words (exce’pt‘ for a few
review words). In a test corpus of 48 words, 30 were new to the chiidren. 4 were review words
anq 14 were labeled 'supplementary’. The results showed that "In all three classes of words,
the algorithm madc far more errors than the average child. Thus, these fourth grade students
spell the words better than the algorithm even before they have studied them cxplicitly”
(p.124). | |

Although the children could out-perform a ;"ompuier which was programmed to speli
phonemically using the Hanna et al. (1966) rule§. Simon and Simon (1973) note that the
words which the algorithm misspelled also tended to be difficult for the children. Most of the
errors of both .the children and the élgorithm were made on words that"are spelied in a
phonetically ambiguous or irregular way. On a sample of 51 "typical" misspellings, Simon and

Simon describe a "picture of the nature of typical human errors” as follows:

In nearly all cases, the typical misspelling implicates a single phoneme. Eighteen
misspellings - more than one third - involve a schwa (at least in some pronunciations
of the word); eight involve other vowels; nine involve the choice between single and
double consonants; three are consonantal errors of other kinds; nine involve
homonyms or incorrect inferences from morphemes; and four involve miscellaneous
difficulties. Hence, mistaken phonetic spellings’ predominate, and most of  the

remaining errors can be described as due 1o incorrect use of morphemic or semantic
information. (p.126) ‘

Simon and ‘Simon claim that this picture of human performance is consistent with
evidence from other sources (which they ‘list) and conclude that the ability to use the
algorithm would not help fourth grade children spell many of the words that ‘they do not
alréady know how to spell since most of their errors cannot be corrected by phonemic
information. They discuss a number of alternative spelling processés which might be used and

"

which could help to explain the superior perf ormancé of the children.
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1.3.5 SPELLING-MORPHOLOGY CORRESPONDENCES
' ‘ !
You think about words very differently after you know how to
write them than before you know how to write them. Being literate
has extensive effects upon one's cognitve proceses that should be

investigated.
(Miller, 1972, p.127)

Although the traditional view of the English writing system held that script was a
"visible record of ‘speech sounds”, this view was gradually undermined, by the observation that
thc orthography tended to preserve a good deal of rr;orphemic information in violation of the
strict phonemic principle. In due time, this observation lead to the develg;;ment of a number
of linguistic descriptions of English orthography in which morphemic or lexical information
played a major part’ (as noted in Section 2.3.3). With respect to these descriptions, Baker
\'(1980) writes:

Linguists state that the representational principle of English -spelling 1s
morphophonemic (Venezky, 1970), systematic phonemic (Chomsky and Halle, 1968),
or 'polysystematic’ (Albrow, 1972). This latter notion of ‘polysystem’, Or system of
systems, in this case the co-existence of and interaction between phonological,
grammatical and lexical systems of orthographic representation, derives fiom w2
work of J. R. Firth, who stated forty years ago that ‘the mair .cgument against'
phonetic spelling... [is that] it removes phonetic ambiguity and creates other
functional ambiguities' (Firth, 1935, p.61f ). Similar statements can be found in 4
Albrow (1972, p.8f) and Venezky (1970, p.122f). These writers see English__
orthography as a naturally evolved device for transcribing, albeit in a somewhat
eclectic fashion, linguistic generalizations which may be of value to the reader.
However, all but the most fortunate of English spellers_have first-hand g
familiarity with the existence and persistence of spelling difficulti& irrespective of -
our level of reading attainment; and one is inclined to ask whether the second-order,
high-level regularities of English spelling, which may be patent (in both senses,
perhaps) to linguists, represent anything other than an obstacle course for the
average speller. (p.54)

]

It does seem apparent (from the literature already rteviewed) that there is some
’ relationship between the orthography and morphological structure. What'is not neatly so clear
is how this "information” may be perc?ived or utilized by the language learner. At least two
questions seem in order here: (1) Just how principled is the "prindple" of the preservation of
morphemic identity in Ehe orthography? (2) To what degree are 1ahguage 1eaﬁers aware of
this "principle"? There are no obvious answers to these questions and, while the first one may

appeal to some formal descriptions for answers, the second is essentially unanswerable at the
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present time. With respect to these questions, however, a few relevant points may be made.
From the pages of SPE, one would be led to supposc that English orthography is a
highly principled ("near optimal") system of lexical representations. According to’ Chomsky
and Halle (1968), the "fundamental principle” of our orthography ié that ‘"ph‘onctic variation
is not indicated where it is predictable by general rule;r’/(p.49) .and is thus not reflected in the
spelling~ This is an optimal system since the orthogr’;phy (and the mental lexicon) would then
have only one representation for each lexical entry (stem morpheme). As evidence of this
fun;iamehlal principle Chomsky and Halle made a case for systematic vowcl shifts between
related words where the change in sound was not reflected in the spelling (c.g.
pro fane-pro fanity, divine-divinity, serene-serenity, etc.). These examples presumably illustrated
the systematic ond felicitous nature of the English orthographic system.
This idea of English spelling as a lexical'sysiem was adoptled (from SPE) and further '

expoonded by Carol. Chomsky (1970). C. Chomsky contends that English is' essentially a
| lexical system of spelling rather . a phonetic sysfem and gives many examples of
morphologically related words whcrc_sound changes are.not reflected in the spellings. Both
vowel (e.g. nation-national) and consonant (e.g. medicate-medicine, grade-gradual,
ques!-question) alternations are used to illustrate the principle of lexical representation in the
English orthographic systero.
| | While ,ghsh orthography clearly does comam many cases where morphemi¢ identity
is preserved in the spelling, there is reason to suspect that this ,lendency is somcwhal less
principled than the Chomskys suggest. Moskowitz (1973), for example, notes thal the type of .
word pairs that show altcmatmg “vowels' in SPI: consmute a small percentage of the total

- )

vocabulary. In addition, many of these words occur only rarely in speech, as they are among
/

the most "literary " type of words in the language. A few other co lncatmg factors can also
A

be identified for the all-important vowel shift phenomenon. Some semantically rela ed word

pairs, fo‘r/,/example, do not exhibit VS, as in the case of obese-obesity. It is possible, however,

to find other word pairs which are not related (semantically/historically) which could
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to follow the phonological pattern of VS: comply-complicity, suppose-suppository, rape-rapture
(cf. Taylor and Taylor, 1983, p.105).

One problem for the view that English is a principled system of lexical representation
is the very characteristic of !‘thc systein that the Chomskys usc to arguc for their position.
That is, as Taylor and Taylor (1983) note, "‘English scems pronc-to-sound changes: A slight
variation in word form such as adding a suffix, causes shifts in vowels, consonants, and
stress” (p.105). Sometimes morphemic identity is preserved in the spelling when the
pronunciation changes. At other times, however, the change in sound is reflected in the
spelling even when it would (in theory) be possible to write a rule that would predict the
sound change. For example, English contains many word pairs like the following:
delude-delusion, decide-decision, extend-extension, describe-description,. pronounce: pronunciation
explain-explanation, €1c. In. addition, there are a good many English word pairs where the
spelling seemé to be an arbitrary mixture -bet‘ween the princiblcs of morphemic identity and
phonemic representation, as in the examples of message-messenger, number-numerous,
sheep—&hepherd, etc. In general, it would appear that English orthography is not a "principled”
system either in” the sense of being ﬁrimarily a lexical or a phenemic system. Rather, it
appears t0 be a curious combination between the two which sometimes does not reflect
information at either level. This is not entirely surprising considering - the historicabl
develobmem of the written language. |

At this point, the psycholinguistic question raised earlier in this section should be
briefly considered, namely: how (or to what degree) is the morphological in‘formalipn
contained in the orthography perceived or utilized by the language learner? There are at least
two _(seemingly) converse questions implicit in this larger question: (1) What role does
knowledge of derivational relations play in the learning of spelling? (2) What role does the
knowledge of English spellings play in the perc;ption of derivational relations? While the
answers to both of these questions will have important implications for the -f'ield of

psycholinguistics, this thesis is primarily concerned with the latter question. A few points,
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however, may be made here with respect to the firét question.

On the assumplion that English orthography is esscnlially a system which preserves
lexical epcllmgs in rclatcd words C. Chomsky (1970) suggested that a spelling program should
be built around f&mxhes df related words. Thus, if a student learned that several words had
the same lexical bz;sc this would help him resolve ambiguities. For example, the schwa in
president would not be misspelled if the istudent knew that preside was a related word. In
Chomsky's words, "we do not have to memorize the spellings of declaration, inspiration, and
adoration, but merely be able to make the connection in cach case to the related verb. Once
the connection is clear, the correct spelling is automatic” (p.74).

While this method of mastering English spellings clearly appears to have some
usefulness, it does have its limitations, since, as already noted, English spelling does not scem
to be as'"principled‘" as Chomsky suggests. Simon and Simon (1973) (cf Section 2.3.4) point
out at least two difficulties with the proposal. First. it can be applied to relatively few words
in the whole system. Secohdly, it can lead the speller astray, as such analogics will often lead
to misspellings (e.g. remembgr-‘remembgrance; proceed-* proceedure ; abstain-* abstainence).
Frith (1980) also suggests that there are pitfalls where relationships could give misleading
cues. For exz;fffﬁle "p;onunciation, which might bclgpelled pronounciation as it relates 10
pronounce; spatlal which might be spelled spacial as it relates 1o space; deceit, which might
be spelled deceipt as n relates to deception” (p. 504) In addition, Frith notes that this type of
knowledge can often come only by "hmdsnght . For example, “one should theoretically know
how to spell nation (rathér than nashen) because of the morphological relationship 10 native;
on the 6Lher hand, one probably only knows.-aboul the relationship because one can spell
nation" (p.504). This leads to a consideration of the second‘ psycholinguistic question whi;h is
“more directly ré_lated to the goals of this thesis; namely, "What role does the knowlcdgc’of
English spellings piay in the perception gf derivational relations?” L

Given the nature of the English orthographic system and the fact that the

relationships between historically related words may be disguised in the phonetic forms but



apparent in the orthographic renditions, therc is the possibility that speakers may gain
knowledge about morphological relationships as they master particular spellings. Of course,
knowlcdge of a transparent orthographic form will not necessarily lead to perception of a
morpheme within a derived word; if thé semantic relationship is not apparent, the speller. may
simply be mastering what may have seemed 1o be yet another arbitrary convention. The letters
in many words correspond to "phonemic” transcriptions for the most part, $o it may only be
a case of learning one or two letlers in a ;pclling that do nol. seem Lo be motivated by a
knowledge of phoneme-grapheme co;rcSpondences. A speller, far example, may be perfectly
capable of producing the cofrcct orthographic forms for both of the historitally related words
heal and health and yet have no conception of a morphological relationship between the two.
Ina SPE account, the ideal speaker-learner's mental representation for health would probably
comtain the same lexical entry as that for heal (since the argument goes that the orthographic
form of a word corresponds approximately 1o the way the word is represented in the mental
lexicon). There is, however, no empiyical cvidehce that VS forms like heal-health arc
morphologically related‘ for the average speaker-hearer. Il the relationship was suggested to
the literate speaker, though, it may appear obvious in retrospect, sincc the orthographic
evidence is clea‘r and the semantic relationship is not obscure.

| The literature reviewed in Segtion 2.2.1 suggested that phonologicél judgements ma-y
be shaped or influenced by 'orthographic knowledge. The question can also be raised, then, as
to whether knowledge of pafticular spellings influences the perception of derivational
relations. Miller (1972, p.127) suggests that a writing system that refers to a morphologiéal
level affects our perception of the language system (see quote at the beginning of this
section). While this hypothesis has a number of interesting implications, it is, unfortunately,
not directly amenable to investigation, since the attainment of literacy is generally
accompanied by many other intractable variables. It may be possible, however, to probe the
differences in perceptions (of derivational@ationships) bétween spellers and non-spellers of

particular items (while controlling for Yactors such as age and similar educational

s



backgrounds). This topic has been the object of very little rescarch and this is no doubt due
to the problems which are inherent in the empirical investigation of English derivational
morphology. Some of these problems and cxisting relevant studies are considered in the next

section.

2 4 ENGLISH WORD FORMATION; DERIVATIONAL MORPHOLOGY

[T)he intricate topic of word formation... is onc of the
Jeast understood chapters in linguistics.
" (Halle and Keyser, 1971)°

3 4.1 DEFINING THE PSYCHOLINGUISTIC PROBLEMS

Word formation has been called the "decpest, most secret part of language” (Wilhelm
von Humboldt) and, according to Bauer (1983), this is still an apt Lharaucmauon smcc‘
major qucsnons are still unanswered and "...it is obvious just how much research there suill is
to be done in word-formation..." (p.296). There is, at present, no single coherent "theory of
word-formation” and, as Bauer notes, there is not even "agreement on the kind of data that
is relevant for the construction of such a theory.... [Vlirtually any theoretical statement about
word - formation is controversial” (p.l).

One problem which has plagued the formalization of a theory is that of lexical
identity (this includes the definition of the "morpheme” and the Jif7iculty of determining
morpheme relatedness between words). Linguists have frequen :aled to historical
considerations in their discussions of derivational morphology or simply assumed the relevance
of thlis information in constructing their gramr;lars (as in the case of SPE).

There are, of course, some rather obvious problems with invoking diachronic
knowledge in a synchronic analysis. For example, if words were analyzed etymOIOgically, the
word disease would be said to have two components. However, the contemporary meaning of

disease bears little relationship to the historical combinaiton of dis- and ease (example from

Quoted in Strauss, S. L. (1980, p.93).



Bolinger. 1948). The problem becomes even more unmanageable il one wishes to account for
historically related morphophonemic alternations  between words by positing a  single
&pdcrlying morpheme from which the surface phonetic strings can be derived. This is
essentially what the gencrative phonologists atiempted to do by devising a set of rules which
would produce the correct surface forms from abstract uhdcrlying representations (there do
not appear to be any formal restrictions on the upper limits of abstractness in the classical
theory) which an ideal speaker - listener presumably possessed. One rcason why a phonology of
this type can be made to "work " is that the decisions about which words are derived from the
 same underlying morpheme scem to be quite arbitrary (specifically sclected because they are
historically related and exhibit a select sct of phonological alternations). This criterion,
however, seriously undermines the foundations of the theory since, a§ Bauer (1983) notes,
"there does not appear to be any principled way to decide under what conditions two surface
phonclig strings should be derived from the same underlying morpheme, that is, when the
rules of phonology should predict a given 4lternation, and when they should not, and
consequently, when words should be considered as being linked by a process of

word -formation” (p.130). Consider the following pairs of historically related words (taken

from Bauer, 1983, p.130):

orange orange juice

love lover

medicine medicinal

malign malignant

doubt dubious -0
young youth

holy holiday

acre agriculture

moon B menstrual

duke seduce

dear dearth

rule regular .
gonads germ >
doff hacienda .




From this small sample of words, it is clearly illustrated that etymology, in and of

itself . would not seem to be a very reliable guide to word relatedness since these relationships

.
can be anywhere on a gradient from transparent 10 completely opague. Not cven the most
fanatic folk etymologist, for example, would be likely to construc a relationship between doff
and hactenda, though both are ultimately derived from a common source, namely, Latin
facere 'to do'. If the intuitions of native (educated) speakers were to be taken as the
guideline to relatedness, the cut-off point is likely to be somewhere around  holy-holiday
Unfortunately, as Bauer notes, “the cut-off point is likely to be different places for
different people™ and "native speakers’ intuitions are also capable of linking forms which are
(2

clymologically unrelated, such as limb and limber " (p.132).

There are no simple solutions to this problem of texical wentity and, e additon, the
study of derivational morphology is confounded with the related problem of productivity. As
Aronoff (1976) notes ... productivity is onc of the central mysteries of derivational
morphology. It is the root of the stTange and persistent fact that, though many things are
possible in morphology, some are more possible than others” (p.35). In light of these and
other problems, it is not surprising that the study of English word formation has always been
very much a descriptive science, intent on extracting and taxonomically describing patterns
and frequencies of occurrences. ‘ o —only relatively recently that psycholinguistic
considerations have been brought to bear upon the study of English derivational morphology.

The problem of lexical identity witﬁ respect to psycholinguistic issues is discussed in
some detail in Derwing (1973, pp.122-6). A main point of this discussion concerns the
legitimacy of using historical informat'\on in synchronic linguistic analyses. This practice

presupposes "that the facts of morpheme relatedness (or identity) are known in advance 10

the analyst and/or the child” (p.122) and, that there is a symchronic relationship between
, . A B

P
2

AN ¢
" forms which may, in fact, be obscure to the average speaker-hearer. Unlike the linguist (who
has access to historical information), the child " _.must rely solely omrsuch things as the facts

of language use and the degree o f phonetic similarity between forms to guide him on the issue
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of relatedness " ( (p.122) and hence, the assumpuon that both child and lmgulst should come

.

to the same cnnclusxons about morpholog:cal relanonshlps is nnwarranted -While there are

_clearly some reasons. for believing  that cmldren must learn someJmorphologxcal

=

generahzauom it is not at all clear which ones they learn and it is quite possible that any

v

part:cular form could be leamed as a separate and distinct lexical 1ten}?’

In addition to stating the problem in psycholinguistic terms, Derwing notes that the
problem of determining morphologiéal rélationships has both qualitative and quantitative
aspects. In qualitative terms, the ,pro'blem is t;) ~dctermine how similar (semamiqally and
phoneucally) two forms have to be before they should be considered to be "related"’. The
quanmanve problem is to address the question of "How many forms.. . of the requisite degree
of semantic-bhonetic correspondepce are rcquired in order to establ;§h a pattern (for )the
child) or justify (for the linguist) the restructuring of the lexicon in favor 6f a new rule?"

(p:125). Theser questions are unanswered and require empirical investigation. It cannot be -

Py

assumed, even when the pufative relationships are transparent to the linguist, that the child

has an awareness of the relatedness of these forms. This is all me more true in cases where' -

the scmannc and/or phonetic SImllarmes between the putatwe vanants is. not obvxous and

even adult mtumons can vary, radically. It may be that, synchromcally speakmg. many
morphologlcal relationships' are obscure to begm with and the existence of folk etymologies
attests to this. It would appear that “Fallure to recognize true (dlachromc) morphologlcal :

relationships. is thus part and parcel of (synchromc) languagg_ acquxsmon and contnbutes to.

the process of language change itself " (p;1'26).
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2.4 MEMPIRICAL APPROACHES TO "MQRPHEME RECOGNITION"
; . :
It is clear, from a psycholinguistic viewpoint, that the probjem of "morpheme
,recognition" Tequires empirical investigation if we are to understand anything about the

_ordinary speaker's acquisition of morphology. As Derwing and Baker (1986) state:

_ Perffaps the most ignored topic in the study of tnorphologrcal development is, in the
last analysis, the most fundamental one: the. assessmem of the child's ability to
recognise  morphemes or o make Judgemems about morphological
relationships.(p.327) .

. “"T-h‘e\ remainder of this section briefly reviews the exisy Yical approaches to the

"mo\rgheme recognition” problem.

Perhaps the first (certainly the most well-known) Jdocumented attempl 1O assess
children's knowledge of English morphology is that of Berko (1958). Berko's sludy' was
concerned prirnarily with lnflecrional morphology but she also introduced a technique for
probing knowledge of derivational relationships. In order‘to determine whether a child (four
to seven years of age) was aware of separate nrorphenres in compound words (e.g., afternoon, -
,'_:.‘air:piane, birthday, break fast, blackboard, handkerchief, Thanksgiving),'Berko proposed asking
him why he thought a particular word had the name it did_ (1958, p.157). In response L0 this
type of quesuon Berko found that the chrldrens explanalions fell roughly into four
categories: (1) an identity response (e.g. 'a blackboard is called a blackboard because it is a

_blackboard'), (2) a funcuonal response (e.g. 'a blackboard is éalled a blackboard because you

write'on it'), (3) a salient feature TeSponse (e.g. 'a blackboard is called a blackboard because

/e
e

it is black'), and (%) a’n"etyznological response (e.g. 'Thanksgiying is called Thanksgiving -
beceus'e the pilgrims gave thanks,’ etc.). Only the last category of the ‘etymological’ response
gave positive evidence that the child was aware of the derived n;ture of a word although Lhc
third category z{nswers often approximated the etymological explanations.’ Berko also f ound
that many children had what amounted to pnvate meanings for many compound words and

that "these meanings may be unrelated to Lhe’ word's history" (p.169). Other than these

“ observations,;howe\rer. Berko did rﬁ further investigate the-area of derivational morphology.



since these considerations were tangential t

‘grasp of English morphological (inflectional) rul
It was almost two decades after the pubhshrng of the orrgmal Berko study that the
empirical investigation of "morpheme recognition” in "derived" words was taken up again.
Derwing (1976)' replicated Berko's study and a 59‘ devised some additional techniques for
probing knowledge of morphologrcal relationships. “The detarls of this research are described in
that paper and further expansions and sumrr?arres of the .original work can be found in
Derwing and Baker (1977, 1979, and 1986) and Derwing and Nearey (1986). |
As an initial approach to assessing the psychological validity of morphological
analysis, Derwing (1976) investigated the role of semantic and phonetic similarity in the
ability of native English speakers to identify common 'rnorphemes' among pairs of words.
Since the psychological recognition of morphological relatedness is generally assumed to be
critically dependem upon the degree of semantic and phonetic similarity of the Qord-pairs
involved, the first step was 10 establish some empirical measure of these two mdependem
variables. In order to do this, a list of 115 potenually related word-pairs was constructed. A
broad’. range of estimated semantic and phonetic srmrlarrty was represented among the
+ wiid-pairs which were largely restricted to five derivational calegories. Each of the,word pairs
was then rated by 129 adult dubjects as to the extent of their similarity ir. meaning. The scale
ranged from 0 (no connection in meaning whatsoever between the two words) to 4 (a clear
and unmrstakable connection in meaning). Judgements as (0 the extent of srmrlamy in sound

(on a scale of 0-6) were obtamed from 127 adult subjects.

- In addition to.the mf ormauon gained from native speaker judgements, two theoreucal

-

indices of phonetrc simrlamy between word-pairs_were devrsed (based on the ‘indices frrst
P

proposed by Vier and Wrnkler 1973). ‘These mdrces compared the number of shared

phonemes between the words in each pair in an attempt to predict ratings of judged

'similarity of sound'. As well, a grapheme index was devised (basedwon the number of shared

letters in the standard spellings) which was intended as a means of obtaining an estimate of

/
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the extent to which orthographic considerations might be affecting judgements. Both of the
phonemlc models were found to be highly predictive of performance on the phonetic similarity
test. The same was true of the grapheme model, but to a lesscr extent. Various correlations
indicaied that prominence was attached more 10 phonetic than to orthographic; similarity .

On the basis of the results"\' obtained frofn the phonetic-semantic similaril'y’
judgements, 50 items were selected to be tested in a replication of the Berko study. The 50
items (which represented the full range of semantic and phonetic similarity involved) were
randomized and presemed 1o 95 subjects (40 children.-28 adolescents and 27 adults) using the
test frame originally proposed by Berko.

An examination of the resulting data revealed four f requeﬁl types of responses: (1ya
correct etymological response, in which the "subjec‘:l revealed the hisloriclally correct 'base
morphéfhe‘; (2) a historically false or 'folk’ etymological response; (3) an identity responsc.
(4) a definitional or functional responsc. Type one responses were laken to express
psychologically valid morphological relationships and the percentage of these responses for
each item were tabulated. The result of these tabulations proved to be inconsistent with the
results of the semantic and phonetic similarity Judgemems The overall correlation of the ratcu

“of relevant response to degree of semantic smxlamy was only .57, and for phonetic similarity
a non-significant correlation of .17 was fmind

.Since-the results of the two lests were SO mconsmem the- experimental techniques

~were re-examined. ll was found that the semantic similarity test took no account of the
-possibility of amblgumes (e. g a word like tumbler or buggy could have more than ong
interpretation). Thls did not appear, however, 10 have been a parucularly senqus f actor as far
as the study was concerned. 1t was also noted that the phonetic similarity indices were
contammated to some extent by the vanable of orthographic similarity and it was suggesled
that the phonetic similarity test be rephcated usmg aural rather than visual sumulx The mam‘
problem, however, was found to be mbercnt in the Berko test for morpheme ;ecogmuon

While an appropriate etymolog1cal response was, taken to be a valid indicator of morphemc '

§ -
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recognition, it was noted that a subject's failure to provide such a responsc was not
necessarily indicative of his lack of cognizance of morphological relationships. It was

concluded that "The main difficulty with Berko's technique... is that it allows fo.r, far too

a,much variety in the types of responses which it can quite sensibly elicit and thus does not

necessarily require subjects to look for morphologrcal relationships at all. To the extent that
this is tryherefore Berko"s'technique fails to tap the morpherﬁle recognition' issue, and is
hence invalid as a technique for doing so” (p. 50).

In an attempt 1o correct this defect in methodology, Derwing (1976) devised a new
technique to assess the naive subject's ability to identify morphological relationships. This
experimental - technique was comprised of two tasks. These two tasks were (1) to jtxdge
whether one word of each pair (generally the morphologically more complex word) ‘came

from' the other (using a five pomt scale ranging from 'No doubt’ to 'No way') and (b) to

‘state whether the possibrlrty of the relationship between the words had ever been consrderetfj

previously ('Yes', "Not sure', or 'No').

The results of this study showed that this measurement of 'morpheme recognition’

. was veryzh‘ghly related to semantic similarity, but less so 10 phonetic similarity and,

(W

therefore the semantrc dimension was the more important of the two. Other correlations

, ‘mdrcated that subjects who saw clear morphologrcal relationships between word pairs tended

to believe that they had thought of the relatronship previously, although there was a bias in
the direction of accepting proposed morphological relationships even, il they had -never
considered the possibility before. On the basis of the overall results, Derwmg was able o

[
develop a criterion which allowed him to graph the 'morpheme recognition' of any partrcular

&
",

word pair in terms of their measures of semantic and phonetic similarity. ‘ . ‘ 9
Since Derwmg s ongmal tests of 'morpheme recogmtron were conducted, a number
of follow-up studies have clarified the results and added some new msrghts The publications

noted above further expound and summarize these findings. Only a few points which are

-particularly relevant to the interests of this thesis will be noted here.
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In a publication concerned with the acquisition of English morphology, Derwing and
Baker (1979) dise;ss some indications of the developmental sequence involved in the area of
~morpheme recognition. They conducted a follow-up study with the expectation that "those
morphrological relationships which were the most obvious to most adults o.ught also to be the
ones most easily recognized by children and, hence, the earlier they ought to be identified”
(p.218). The study employed 50 word-pairs and a subject sample consisting of 120 children
(in controlled groups from elementary grades through high school) and 65 adulls funiversity
students). Using the Derwing (1976) measurements for morpheme recognition, the results
reflected a "generally increased capacity for morpheme recognition in the ‘more mature
subjects who tend to give higher ratings to more and more items” (p.221). Some of the
differences in ratings, it is noted, could be the result of spegific etymological knowledge

“acquired in school. There were, however, some notablc exceptions to the. general

developmental trend since there was a tendency for young children to identify potential

morphological relationships on the basis of a single dimension (provided that the relationship

could be rated fairly high on that dimension). In light of these and other observations,

Derwing and Baker ‘conclude that ...'morpheme recognition’, at least as rrreasured in this
study may well be a skill whrch is acquired as much through formal education (as by learning
10 read) as through the ordinary process of learmng to speak and to understand one's
language" .(1979:223). B

| In two recent publications (Derwing and Baker, 1986; Derwing and Nearey, 1986), it
is noted that the main findings indicated so far in this section are preserved over a variety of
drfferent methodological approaches. In particular, all the reporled studres reinforce the
impression that there is a cnncalr‘regron for morpheme recognition, ‘as determmed b\y/thc
variables of semantic and phonetic similarity. The semantic relationship, however, is easily tlre
mote critical of the two and considerable 'slippage" i‘s allowed on the phonetic dimension so

lon‘g" as a clear semantic connection can be made. In addition to this established finding,

evidence was found for other influential variables which are of considerable interest to this

-
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thesis. It is noted that these variables must play a role in these morpheme recognition tasks
but that the extent of their various influences has yet to be explored. The following list of
these variables is extracted from these two publications (pp.329 and 196, respectively): (] *
The type of construction mvolved for example, noun compounds such as birdhouse, whicﬁ
are influenced by sound ‘and meaning sxmllamy in a different way from deverbative
constructions such as teacher; (2) the f requency either of the members of the word-pair or of
the type of construction; (3). ambiguity, for example, the possibility of either a nominal or
adjectival imerprelation for the word buggy, (4) variations in the construction types
themselve -{S!uch that the judged analyzability of a word appears to be influenced not merely
by the lransparency of the supposed root but also by such factors as the productivity of the
supposed af fix added to it); (5) orthographlc similarity (yielding abnormally high recognition
rates for such pairs as break fast-break and handkerchie f-hand); (6) educationél experience,
intelligence and other such subject-specific factors (including knowledge of s-pecific vword
etymologies, as with month-moon and Halloween-holy).

From a review of the relevant literature on assessing the awéreness of morphological
relationships, several points become appareni. First, the semantic similarity of the word-pairs
is the most critical factor in "morpheme recognition”. Secondly, the perceived sen;amic
similar{ty for the literaté educated adult may differ considerably from that of a child still in
the earlier stages of becoming literate and educated. In effect, literate adults may be using
different criteria than pre-literates for their semantic judgements and these dif ferences may be
reflected in or influenced by, any or all of the six variables listed uabove. Consider the
following dialogue between ‘a linguistically sophisticated adult and a seventh-grade girl who
was described as beingm "a child of average intelligence but a poor speller”:

How do you spell "sign"? . : /
S-i-g-ﬁ-n 3 |
What do you call it when you sigrn‘your name?

Your signature
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How do you spell "signature"?

Ok. So how do you spell "sign"?

S-i-g-h-n

But you just told me that "signature” begins with S-I-G-N..1!
So what's onc got to do with the other?

- (Carol Choms\‘mvcrsing with a child, 1972, p.77)

It is obvious here that the adult's perception of semantic similarity differs
considerably from the child's. No doubt, however, this child, too, would be able to identify a
"sign" in "signature” at the termination of this conversation (assuming the correct spelling
was learned and the relationship was poimed out). One relevant question that can be raised,
then, . 1s the following: What role does educationally derived knowledge (particularly
knowledge of particular spellings) ;)lay in the awareness of morphologicgl relationships? Of
course; one would not expect tha‘t knowledge of spelling in itself would lead to the.perception
of a relationship if there were no clear basis for a semantic conneclion.‘ For example, one
would not expect literate adults to think that there was a morpheme "table” in vegetable or
a "ham" in " hammer" or even a "heal” in "health" (a historically related pair) ‘since the
words were no doubt acquired separately and the status of the affix "-th" is problematic (see
varlable (4) abovc‘) It is possible, however, that an awareness of some morphological
relatior;ships does arise (or is made possible) only with an awareness of - the orthographic
structure of a partxcular word. This would most likely happen with words where the
orthographic relationship is clq but the semantic relationship is somewhat less than

transparent (though not totally obscure). To date, there is virtually no empirical research

which has attempted to address this issue and this thesis is intended to help fill that gap.



3. EXPERIMENTAL PROCEDURES AND RESULTS

3.1 INTRODUCTORY REMARKS

The objective of this study is twofold. The first objective is to develop an enhanced
method for probing and assessing m~orphcme recognition, or the perception of morphological
relationships between vérious "roots” and "derived” words. This technique is methodologically
interesting in its own right since ver; little research exists which has attempted to address the
question of whether potentially relatable words are, in fact, psychologically related for naive
native speakers and, to date, no established techniques ‘eXiSl for probing this knowledge.
Developing some methodology to address this issue, then, would appear to be an important
preliminary step if one is to. serioué]y address the question which Derwing (1976, p.39)
suggests is one of the main problems in derivational morph610gy; that is, "... to what extent
is the linguist's penchant for detailed morphemic analysis realized psychologically by the
ordinary .languageﬂ learner?”

The second objective of this study is to gain insight into the nature of the relationship
between a child’s knowledge of spelling and his awareness of various word relationships. More
specifically, the goal is to examine the extent to which the ability to recognize morphemes in
"derived” words is correlated with the ability to spell these words. It is hypothesized that, for
certain words, a knowledge of the spelling may play an important role in the ability to
recégnize potential "roots”. This is most likely to become a factor with words which are
semantically/phonologically distanced from an etymological root which is orthographically
pregcrved as in the exa.mples of the break i® break fast, the cup in cupboard or the hand in
har;dkerchief (cf. Derwing & Nearey, 1986). The folldwing experiment was designed to
investigate whether the ability to spell certain words makes any difference for morpheme
recognition and, if so, for which "type” of words ofthographic knowledge is most crucial.
Since both spelling production and morpheme recognition (MR) were being investigate ﬁg&the

5 @

experiment consisted of the two main tasks described below.
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3.2 TASK 1: SPELLING PRODUCTION

3.2.1 SUBJECTS

The subjects were students in grades 4-7 in Evansde;ie Elementary échool in
Edmonton or Corinthia Park School in Leduc, Alberta. Subjects at these levels were chosen
since it was crucial to obtain a nﬁmbcr of misspellings as well as correct spellings for the

_stimulus words (described below). The spelling task was administered to a total ol nine classes

of students (two each of grades 4, 5, 6 and 7 and a single 5-6 split class). All students present
were required to participate in the task, regardless of language ability or background. Teachers
of the classes wé;re consulted individually to identify students who had ESL. backgrounds, who
were perceived és having obvious language deficits, who were performing particularily above
or below their érade level, or who had failed or skipped a grade.® Data from students who
were so ’idcntif\ied were considered not suitable for the present experiment and were
accordingly qliminated from the investigation. The resulting subject pool consisted of a total
of 207 sdbjects diistributed in the following way: 57 from grade 4, 52 from grade 5, 59 from
gr?de 6and 39 f r(;m grade 7.
3.2.1 MATERIALS “

Sixty pairs of English words were chosen from a larger list of potentially relevant
words. One member of the pair was the putative "root” of the second member, which was a
putative "de.rived" word (see Appendix A). Although the selection of these words could be

said to be ultimately controlled by arbitrary and subjective motivations, the following
O 4

considerations were used as guidelines: (1) All word pairs involved spelling similarities that
might help transcend less obvious phonological and/or semantic- relationships; (2) all words

selected were common enough that (according to the best available advice) a student in grades

¢ Teachers were not always able to identify these students and, consequently, several
students who were unsuitable for one or more of these reasons had to be screened
out when subjects were selected for the second task.



4 1o 7 might reasonably be expected to know them: and (3) the New lowa Spclling,Scalc and
4

the Strothers-Minkler Canadian Word List were consulted to determine spelling dif? iculty; all

words chosen were ranked from grades 3 to 8, a range that was selected in order to make it

likely that there would be both misspellings and correct spellings in the data base.

The final word-list represented varying degrees of orthographic, phonological, and
semantic similarity, but was limited to a small number of high frequency derivational affixes,
with multiple examples of the nominalizing suffixes -ity and -(Dion and of the adjcctivc
suffixes -(e)ous, -al, and -ful. Twenty five of the 60 words had been used in Derwing's
original morpheme recognition study (1976), a featurc that allowed some comparison of
results. Also represented in the list were pairs that exhibited various vowel shift alternations
(see Wang, 1985), derived words which were etymological compounds but are now oftenb
viewed as a single morpheme (e.g., break fast, cupboard, handkerchief), and a few word pairs

having a dubious or synchronically false morphological relationship (e.g., draw-drawer,

price-precious, ear-eerle, fry-Friday, sting-stingy. table-vegetable) . |

3.2.3 PROCEDURE

The stimulus words wére randomized and presented to each class of subjects in two
testing sessions. Thirty words were dictated to the subjects in each session, as some of the
teachers felt that the full sixty word list would tax the attention span of the subjects
(particularily the grade 4s). The word lisi for presentation 1 and presentation 2 was the same
for each class.

In each class, the experime:ner introduced herself and explained to the students that
she was imerésted in finding out something about how students at their partigilar age and
grade level spelled certain words and whether or not they knew the meanings of these words.
Students were assurec_i that this was not a test and that they were not going to be graded
(Students weré} given this assurance because some teachers had expressed concern for the

self-esteem of students if they were required to spell words which were 100 difficult for



them). They were told that 30 words would be dictated to them and that the experimenter

woqld say the word three times altogether. The word would not be "sounded out™ or put into
a sentence (as is the normal procedure on many spelling tests). Students werc also told that .
they would find some of the words easy and some quite difficult, but were advised not to get
overly concerned if they had particular difficulty with a word or even if they didn't kpow its
meaning, since they were not expected to know the spellings/meanings of all the words. Their
task was simply to spell each word as well as they could, Students werc asked to print so that
their spellings could be read casier and all spellings were writicn on a response sheet provided
(see Appendix B).

After the students had made an attempt 10 spell al‘l of the words, their attention was
directed to the remaining twe .columns on the answer sheets, which were arranged so that for
each word there was a specific place to indicate YES and another place to indicate NO.
Students were told that this was where they werce 10 show whether they knew the meanings of
the words. It did not matter whether they thought they had “spelled the word correctly or
incorrectly; the only important thing at this point was whether thev knew the meaning of the
word or no&. If they knew the meaning of the word and thought they could tell someonc else
what it meant, they were to check YES. If they didn't know what the word meant, they were
to check NO. Students were also told that, if they weren't sure and didn't think that they
could tell someone else what the word meaht, they should check NO. They were assured again‘
that this was not a test and that they were not necessarily expected to know all the words. It
was, however, important that they were honest about whether they really knew the meaning
of the word or not.

_ At this point, the experimenter went through several examples on the board. She then
told the students that she would read through the list of words again and that they should
check either YES or NO for each one. Students were asked to put a check for each word as
they heard, it and not to go ahead of the examiner. The entire testing session took

approximately 30 minutes for each class.
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31.2.4 SCORING AN
' \

Subjects’ spellings were first scored dichotomously, that is, as cinlcr;: correct m
4 N

incorrect. Although a full clépsxf:calxon of types of spelling errors. would no doubt prove,’

interesting, the development of such a system was considered beyond the scope of t this % ,
investigation (but see 3.4.1.1 below). A small number of items in the data wdrc scored wim :; |
question mark (7). These were cases where the subject's writing could not be clearly madc out
or the subject had written a different word than the one that had been dictated (e.g. preacher
instc';ad of creature or covered instead of cupboard).

Subﬁ:cts' knowledge of word meanings were also intended to be dichotomously scored
(YES or NO). There were, however, a few cases in the data where the subject did not put a
check or else put it on the line between the two. These cases were given a question mark

P
status (?). Each subject, then, was scored as giving 120 pieces of information — that is,

information about his/her knowledge of the spelling and meaning of each of 60 words.

Aft;r scoring, the information on spellings and knowledge of word meanings was
entered into a computer file and re-scored so that each of the 60 items for each subject was
given one of three labels — A, B, or C. "A" in this system refers 10 a respdnse where the
subject indicated that he knew the meaning of the word and spelled the word correctly. A "B”
score was used to represent an incorrect spelling where the subject claimed to know the
meaning of the word. A response was coded "C" if the subject indicated that he did not know
the meaning of the word or if a question mark was encountered in the original coding of an

item. Since knowing the meanings of the selected stimulus items was a prerequisite for
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intended, "C" tesponses were considered unusable for purposes of this study. For cach item,

then. only "A" or "B" responses were used in conjunction with the data gained from the
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3.3 TASK Il : MORPHEME RECOGNITION . -

&

3.3.1 SELECI'ION OF SUBJECTS AND STIMULI

Y
Subjects and*stimulus items selected for the second task were subsets of the subJect

‘groups and strmulus sets described above Any of the 207 subjeqts or the 60 words were
Q
considered potentral candrdates for the morpheme recogmtron (MR) task. Since the MR task

" was ‘quite claborate and time consummg practtcal consrderattons demanded that the number

. or subyects be kept o a mrmmum How many subjects were requued however depended

’ upon ‘the types of responses whrch occurred for ‘the stlmulus 1tems The original goal was 10,

~find a set of some 15t 30 words for whrch there was approxrmately an. equal number of A
responses and B responses at each grade This contro] for grade was seen as essenual o
prevent a very ltkely and undesirable confounding factor m the data; that rs most’ of the
misspellings of. any martrcular 1tem were lrkely to come rom ‘the younger subjects in the lower
grades whrle the older subjects in the htgher grades were more lrkely 1 p:oduce the correct
-, Spellmgs Cross tabulatrons whrch show - the frequency and percen{td of the A, B and C’
‘responses in each grade for each word -were computed and these &vere exammed 10 tdenttfy
‘those ‘words- whrch had approxrmately an equal number of A and B reSponses at each grade
| Examlnatron of the tables revealed that some words were spelled tieo consrstentlym
~poorly. by the younger student" 'to be able to provide any near “equal sets of A and B
respong whtlé other words were spelled 100 consrstently well by the older students (i.e.,
the 6-7 grade level most of the responses were of the A type) lt was therefore decided to

work wnh two sets of words — one for the subJects m grades 5 6 (Set 1) and one for the '

subgects in 6 7 (Set 2) To be ehgrble for either set a word had to. Jtave a mrmmum of eight

e

A responses and exght B responses at each -of the relevant grade levels Theorettcally then if ‘

a word had a frequenoy of at. least 8 in each cell, it’ was posslble to 1dennfy 8 spellers and 8 :

v/l'

mrsspellers f or each 1tem at each’ grade level — although any gwen subject who- was found to '

' ,l;e a speller on ofie. 1tem mrght bea nusspekl&er on:.any ° -other rtem dependmg on hts/her :
¢ - .- : P o

.~ . . , . . -



TeSpOonses.

“Given the criterion of a mmrmum f Tequency of 8 in each cell, thc CIoss- tabulanons

- “were Te-examined and each of the 60 stimulus words was placed in one of the f ollowing four

categories: (.\_)‘

1. Stimuli that met criterion for all grades : 8 words
© 2. Stimuli that met criterion for grades 4-5 : 19 words
3. Strmuh that met crrterron for grades 6-7 : 13 words
- o 4. Rejected stimuli (not meeting criterion f or either 4-5 group or,6-7 group)

20 words

The snmulus words that met criterion. f or all grades subsequently became part of both Set 1

and Set 2 At this point, then, Set 1 (grades 4 5) consisted of 19+8=27 words in totai, while

set 2 (grades 6-7) copsisted of 13+8=21 words in total

.
The next lask was to choose the opnmal ‘group of subJects for 15; “o’r' SO- K ds T rogn

. each set. To control for grade, a minimum of 16 subjects were to be chosen f ronﬁgﬁh grade A

© s(eight A responses and eight B respr‘)'nSes to each selected stimulus item). A mrmmal group of
3 subjects to parncr pate inf Task Il would therefore have been a zotal of 64 subjects. However

n was ‘not possrble {or even necessanly desrrable) to select SUb}CC[ groups who all respOnded

A or who all responded B to the same 15 items. It was decided, therefore, to look for 8 parrs

’ of mismatched responses (ie., where one subject responded A, another responded B) for any

15 words at eacl; grade level A perfect set, of mrsmatches for any 15 items would then look

' somethihg like thﬁ“oﬁawmg ,,? W‘a%j{?” . P é;,’“ . ) N i

fords: T lp ¥ 3 \4-"" S, 6- 7 8 9 10 11 12 13 M IS
Subjectl:'-' A B A B B B B B A A A B B B A
Subject 2:© B.. AB A A A A A B.B B A A A B

As can be seen from this 1llustranon the wrthm subject responses were of no concern

\

here A grven subject could have any number of A or.B responses to any of the items. The’

goal was rather to rdenuf ya second sub‘Ject who responded in the opposn.e way, for the same

. Q’ i . : - -
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15 items. If (at each grade level)teight pairs of mrsmatched responses (A vs. B) could be
found for any 15 words, the mmlmal group of subJects would stm total 64 (16 at each-grade

level). . "
b In order to identify subj'ects who were likely to have the greatest number.of
mismatches. a fortran program for distance computation was utilized (.;ee Appendix C). This
program calculated the distance between every possible combination of ‘subjects in each grade.
For example, in the 4th grade ‘L'nere were 57 subjects and, thus, n(n-l)/2=1596 possible
comparisons o make. Distapces were computed for all these comparisons and the ornput was
arranged hrerarchrcally from the farthest apart (greatest number of mismatches) to the most -
sxmrlar m response (least number of mrsmatches) In addition to computmg and ranking these
drsrances the program also generated a statement (for each comparison) which indicated the
specific items any ‘two subjects were mismatched on.

- With this information on distances and mismatches at hand, a chart was set up for~

each grade showing the eight pairs of subjects whieh had the greatest number of mismatches

(see App;:gdix_ D r an example). For each of the items in the word set (listed along the top)

a check (V) ¥as made to indicate where the subjects had mismatched -responses. At no grade
riossible to find 15 complete sets of mismatches by considering only 8 pairs of
4-;3\
subjects, SO another four pairs of subJects were added to each grade's chart. This made a
]

total of 12 pairs or 24 SUbJCCtS per grade With the mrsmatches provrded by these subjects it

level was f

(«

was then possrble to find 16 items that "met crltenon at the grade 4 level. In. other .words,
there were 16 items for whrch at least 8 mismatches could be found. Similarily, for 12 pairs of -
a subJects 19 sumulus items met cmenon at the grade 5 levél 12 at the grade 6 level and ;16 at’
the grade 7 level. These 12 pairs of subJects at each grade level ‘thus became the subjects
selected to parchrpate in the second task of the study (morphemo recognition). At 24 subjects
per gtade, t'here were a total of 96 selected subjects for Task II. No attempt was made 1o

control for the sex, age or socro econormc status of these subjects
' ‘ -

2
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After the optimal group of subjects had®been identified, the final selection ('\)f ;‘ the
stimulus items for Task II was determined. Actually, no independent "selection” was involved‘my ‘
here, as the outcome wﬁas de;ermined by the availability of a prescr’ibed number of A and B
responses to each item. Since Grade 4 and Grade 5 had shared the same set of 27 items,.the
selected items from these grades were compared. When the ,lg items. that had met criterion for
grade 4 were compared \f/ith the 19 from grade 5 it waé found lba} there were only lz};ems in
common. Similarily, Grades 6 and 7 shared a common set -of 21 words. When the 12 items
that had met criterion f 6r grade 6 were compared lo\the 16 from grade 7, 11 items were f dund
to. be in common. T.heﬁleast inieresting item, wallet , was then Aelimina:ied from the grade 4-5
set in order to make both sets of s}imuli equal in number, a step taken primarily { or the sake
of convenience in setting up programs f(;r further computation and analysis. Both sets.of
stimuli'were‘thus composed of 11 items, and sihce there were three items which were commona
to both sets, a total of 19 stimulus items were utilized between the two sels. The respective

sets for the grade 4-5 and the grade 6-7 groups were as follows (whcre * denotes the threc

common items):

‘SET 1 _ awful ‘ . cupboard * necklace
cavity f";a | drawer * ‘ pfesidem .
creaturd g eledtricity signal
7 . criminal messenger * |
SETII: cupboa drawer * pollution
} ' & —decisfon fabulous precious
/\/ daécription knotvledge , vegetable
S ‘ discussion , messenger . o b,

»

&

3.3.2 PROCEDURE

The morpheme recogmuon task utilized in thxs study bullds upon 'the pioneer work
deécribed in'Section 2.4. 2 Elements from the Berko (1958) study and the Derwmg (1976)
resea:ch are combined with a previously untried questioning technique. These elemems are

imegrated in a hxerarchxcal manner, producing an "enhanced " mclhod of probmg/tcstmg for
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MR which allows for the evalpation of the various types of approaches.

The morpheme recognitiori task was edministered approximately seven weeks after the
spelling production task. Once identified, the 96 subjects\ were divided into groups according
to the school and class they were i and the testing of subjects in the same class was done in-
as concentrated a period of time as possible, so as to reduce the opportunity for discussion of
the task among the subjecte. N

Selected students were‘- individually i»me’rviewed by the examiner in a quiet room in the
" gchool. Subjects were provided with an answer sheet prepared for their spellings and the .
examiner had a labeled response sheet for each subject that was used to record the subject’s
answers to each question asked (see Appendix E). Each subject was given essentially the same
directions, as follows: s

1 am trying to get some information about how people about your age and

grade level think about some words. 1 am going to ask you some questions

~ about the meanings of these words. Thigig not a test — I am not t‘rying to

- tell h\ow smart you are. I am mterested in what you really _tlmlg about the:
¢ wglrds Some of the questions I ask you will seem easy 1o answer; some will
‘seem hardet idme may seem liké a strange quesuon I can't give you any
feedback hints, orfgpggesnons There 15 not always a "right” answ@#——l ‘
am only mterested in what you gx_lglg Lﬁé,you "don't know or have never
thought about the question | ask that is perfectly 0. K Just say "1 don' t
know " or "I never thought about it.” After 1 w3k you ib&ut the wggds, 1 ».
will ask you to write them (no matter what your answer to the questions
may be). The paper you have is_ to write these words on. I:et's try some‘z';'“
examples | ' o |

‘The examples used were as follows, wnh full details supplied to indicate the order of

questions and options used for the stimplus items:
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" EXAMPLE I: (This example was
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the word pair TEACH-TEACHER which was taken

as a clear, uncontroversial case of morphological relatedness.)

QL. (Definition question) What does

the word TEACHER mean to you?

Q2. (Berko-type question) Why is a TEACHER called a TEACHER?

Q3. (CF1) Does the word TEACHER "come from" any other word that you know of?

A. If answer to Q3 is YES:
Q4. Which word?
What does this word me

Q5. Why do you think so?

,

i

an? #

(If subjects seemed uncertain or were unable to give a reason here, Lheyf'l

were asked 10 cﬁnf irm/

disconfirm with CF2: Do you think that TEACHER

comes f rom }he word TEACH?)

-
L]

Q6. Did you ever think-of this before or did you j;n‘l,‘t_higkk; f it now

* that 1 asked‘yo‘u about t

Bpell TEACH----------

W Spell TEACHERgagi:=2un - -

L

hese words?

J}. If 3p§wir:9 Q3is N ‘A URE; T
‘ Q4. Do you kno 4 éacr'z’
" YES - o
) What does it ;n‘eﬁn? ‘ Ques'lioning terminated, *

Spell TEACH.-------- :

* Spell TEACHER.--------

5.(CF2) Do you think that TEACHER "comes from"™ the word TEACH?

7 There. were several putative roots which were potentially ambiguous (ie. LACE -

and DRAW). In. these cases, subj

s were required to indicate that they knew both

meanings. For example, when asked to define DRAW, subjects (almost) invariably

gave ‘the meaning used in the phrase

*to draw .a picture”. They were then asked _if

t}xeys%eyg_ any other meaning of the word. If they could not think of one, they
were “asked if they had ever heard of the phrases "to draw ,a name out of a hat”,

"to draw water out of a well", or
they knew the meaning, they were as

to draw the drapes”. If they indicated that
ked to explain what this word DRAW meant.
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YES: | ' NO
Why do,you think so? © Qdestioniné terminated. )
Q6. (Recall quesuon) Did you cv)er think of thrs before or did you just -
thmk so now that 1 asked you about these words? -
Spell TEACH.----------~
Spell TEACHER.----- e
EXAMPLE 2: (This example was the word pair HAM - HAMMER which was 1aken ;;

as a clear case of non- relaledness though the two words are smﬂar phonologlcally and

-’&thogrqphrcally, they are not related, either historically or synchromcally ) The quesuons

followed the same general progression as with the first example. Surprisingly. however, a few
subjects suggested the word HAM in response to the first "comes from” question (Q3). These
subjects were then asked me follovgrg questions: \

1. What does the word HAM mean?

2. Why do you think the word HAMMER comes from the word HAM" (None were able 10

think of a plausible reason). .

3. Do you think HAM i related to HAMMEI%:%TEACH is related to TEACHER?

4. Do you think that the word HAMMER "cahes from" the word HAMjor do you think

that HAM is a different word that sounds the sam??" B

5. Drd you ever thmk before- that HAMMER came from the word HAM — or arg you just

tmng (grﬁhmk of a word now? ,
’ Al the end of this questmnmg aJl had conclud‘ed lhaﬁM was not relaled to
HAMME& but was rather a dif ferenl word that mcrely unded the same. This was the only
chmg or gurdance which suijClS reccwod Is was consrdered essential in the training
examples, however, in order to emsure that Sllbjects were aware of mmrure of the task and
did not simply think Lhat they were always expected to find onf word v:thm the other word:

After the examiner was &d%?ed that the subject understood the tasvk. the testing

proceeded with the 11 items in the aﬁbrﬁpﬁatc stimulus set. The fom}at'of the testing was
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esscmially the samé Ss described in the examples above, although each "derived” word
reql;:red a shghtly dnf ferent Q2 frame. Note also that the questioning procedure varied slightly
depending on. the subject's response to Q3 and that other contingencies might lead to a
termmauon of questioning without all six questions having been asked. For example, it did
not scem relevant to ask subjects whether they thought one word "came from" another or

whether they had ever thought of the réﬁtnonsh:p before if thgy had already indicated that

they did not know the potential "root” and had no idea what it meant. At the conclusion of

Pa
-

each s@sion, each subject was thanked for their participation and asked not to discuss the

task or words with other students. Each testing session_lasted approximately 20 minutes.
. Y] ‘

~ il

3.3.3 SCORING SYSTEMS :

Three systems were d¢visec3 to score the morpheme recognition data.
SYSTEM I: Subjects responses were scored dichotomously on the basis of their

‘ “rle_sponses "‘t‘o Q3 (CFI) ‘and Q6 (Recall) to each item; if ,.bo'th responses were positive, the

. - Ao
o AR «__.,‘@Q,
IR A

% 9 -

ééma Was Yll?S — otherwise the score was NO In-other words, if the subjecls spontaneously

'suggusled the potential "root” anq also mdlcated that they- had thought of the relationship

prior to the -expenmem they were. cons:dered to have gerce:vcd a motcphologxcal -relationship
e .
between the patr If exther respons was negative (or if..the SubJeCl gave contradxctor)

information between Q3 and Q6), no morphologncal relationship was assumed 10 havc been

. 3
perceived.

*EM 11: Each subject 'was awarded a set of points on the basis of his/her

AN

1eSpONses. In this system, the maximum number of points to be awarded for any word pair

was Fl\'/i. Points were distributed as “olicos:
"~ ONE point for using the "root " i response to QI (Definition). |
* ONE point for using the "root” in responsc 1o Q2 (Bcrkodypé“qucstjon). L
TWO points if the subject suggested that the dcnvcd word came from the

L)

potential “root” and gave a reason why (YES to Q3 plus Q4 &Q53).



§

ONE point if the experimenter suggested the "root” and the subject indicated '
that he thought the "derived” word camg from it (NO to Q3 plus Q4 & Q5).
ONE point if the subject indicated that he ﬁéd thought of the
relationship before (Q6).

This scoring system allows for the poss;bility of various degrees of morphological
awareness, as reflected in a total score that can in principlc vary from 0-5. (Note, however,
that a subject can accumulate up to four points in a number of possible ways in this system.)

SYSTEM III: This system was devised in order to differentiate between the various
combinations of responses which could result in the same score according to System Ik and to

determine if there were any predominate patterns which occurred for the spellers or the
misspellers of each item.' A subject's responses to each item were coded in terms of a
six-point "profile”. These six points werc based on the subject's responses o the six questions
out#ﬁeq'%rc’viously (summarized here for convenience). ’

~Qls Defiﬂition of derived word. (Does the subject use the "root"7)

A

Qz Berko-type questibn (Is the "root” used?) . »
L *‘)g{ﬁy,) i«?}} »
W g Q3. (C‘ﬁl,) the derived word "come from™ any other word? °

w .ﬁ‘ (Is the "root” mdlcated")

J GE Does the subjecl know the "rooy word? (Conhrmed by havmg the SubjCCl
o ‘ ¢
- ;.3‘ define the word. )

PO

«.y 9 N ’
»“’5 Q5. Subjects were given at least one of the followipg questions: (CF2) Do you think

“:; AU that the derived-word comes from the suggested word” (asked if’ root was not
s;, : . . . ey
" identified in Q3) . 3
: ,; ¢ ,‘ut’*- * : . S i

‘) % P ,& + Why do you think the 'deri/mr/ord comes from the word you suggested” (asked
SN xI l’ool _ggtdcnuﬁed m‘({ﬁi) |

nype

()6 Dwd Lhc “subject ever think of this rclauonshxp before?

.~ 'Thanks to. Dr. W. J. Baker for_suggesting this sconmf system.
r - o
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A subject was assigned a score of 1 for every "positive” answer and a scorc of 0 for
every "negative” responsc. The scores were arranged in a linear fashion with respect to the
ordering of the questions. For each stimulus item, then, a subject’s responses were coded in

-

terms off a profile which made it possible to sep\the manner in which the subject accumulated
points for morpheme recognition. w
Given that a response to any of the six questions can be treated dichotomously, there
are 2¢=64 different profiles which could potentially occur. Appendix F diagrams the logical
paths which the questioning could take. Note that, while there are 64 mathematical
possibilities, this amount includes a number of logical "dead ends". If a certain type of
response never occurs in the data, for example, it eliminates the possibility of several different
types of profiles ever occurring. Thus, about half of the possible profiles never occur simply
" becguse there is never an mstance where a subject who uses the root in response to any of thc
first three questions later professes not to know the meaning 01;“ the root word (negative
response to Q4). As well, profiles do not occur because a negative responsc al a particular
juncture leads to 2 termination of questioning and negative responses o any further questions
are then assumed. Thi§ would eliminate the possibility of profiles resuiting frqm positive
‘branching from negative terminal nodes. The profile system of scoring the morpheme -
‘, "rccognition data, then, accounts for all the logically possible combinations of positive or
hegative responses to lhc six questions used. All the types of patterns which occur for any
fv."uem can be identified and enumerated. As well, this system makes it possiblc to determine if
certain pattcms predommalc for subjects giving A or B :ype responses Lo each item.
Although System I and System I were dcvnscd prior to the conccpuon of 1hc promcs
it should be noted that both of thesc systems can be mapped directly 'mlo, System "1il. While
there are orﬂ,swa b0551b|c five points allotted in System 11, the questions correspond exacjly o
, _ , . 0
those represented in the six columns of the profiles (System Il1). The difference between the

[

allotied poinis 10 the two systems 1s accounted for in the fourth column of the profiles. A
" _ RN

score of "17 n ths column indicates that the subject knew the rooL. A positive response to



Q4 is implicit in System II, since any subject who did not know the root would automatically
have a score of zero. In the profile system, this implicit score is made explicit. The advantage
of this is that it allows the distinction of responses like 000000 and 000100, where the first
profile shows that the subject does not know the root and hence cannot score any points for
morpheme recognition. The latter profile identifies a case where the subject knew the
potential roct but did not sce it as having any relationship to the given "derived” word. In the

point system, both of these responses would receive a score of zero.
3.4 ANALYSES AND RESULTS N

Data gained from the 96 subjects' responses to the two tasks were analyzed with
respect to the two objectives of the study previously outlined. The major part of the analysis
was devoted to addressing the question of whether the khowledge of particular spellings
influences the ability to recognize potential morphemes in "derived” words. The first séction
outlined below, then, deals with examining the relationship between spelling and morpheme
recognition. All anaiyses here are neccssarily item by item and no inferences can be*lade or
insights ~g‘aincZi with respect to individual subjects or groups of subjects. A "spelier” of one

o -

LA o . " : . . .
+ stimulus item may ha?@ been a "misspeller” of another stimuluy item and vice versa. The

focus here was on whet\her there were any significant diff?ences between the spellers and

misspellers for each given item. The seconc ection of the data analysis is concerned with

‘evaluating the systems of scoring the morphgme reg ta and of probing the
e .
relalnonshlps betwecn posmvc and ncgauve responses 10 $0 he questions utilized in the
. \‘,' B P @

morphcme rccogmuon Lask Again, Lherc is no information here regarding within-subject

responses, as groups are defined only in terms of responses given 10 particular stimulug’items: *

\
3.4.1 SPELLING AND MORPHEME RECOGNITION: ITEM ANALYSES

2



1.4.1.1 SPELLING GROUPS REDEFINED

Groups of spellers and misspellers for cath stimulus item had previously been
determined by mecans of a dichotomous scoring systcm where A represented a correct
spelling and B an incorrect spelling. Preliminary analyses (such as t-lests and vanous. .
crossiabulauons) were carried ov: using this grouping dlsuncuon During the courm or_"
these analyses, however, the question was raised as to whether this was in fact the best '
way to differentiate the spellers vs. the misspeilers. Two ochrvmons lcad ‘lo a
reconsideration of the notion of "Qpclling érror” in terms Qf the interests of this study.
Firstly, it was noted that, in the derived words, a number of misspellings occurred on the

]
suffixes while the putative root was represented in the correct orthographic form. These

misspellings would not seem relevant for MR. A second observation was made when the - a

original spellings of the 96 subjects were compared with their spellings obtained on the’
second task. Here it was notchIhat a subject’s misspelling of a root in isolation would
sometimes correspond with his ‘misspelling of the root within the derived word. Such
consistent misspellings might indicate, or lead to, perception of a common morpheme in
the two words. In keeping with the hypothesis of the experiment, then, it was decided to
" redefine the groups in terms of “critical" spejling errors.

Spelling data from the 96 selected subjects who had participated in the morpheme
recognition task were rescored by considering both the spelling of the "root"” and the
spelling of the "derived” words. Where the critical 'spelling of the root and the derived
word corresponded, the sdbjéct was given a score of "S” iﬁdicating that the critical
spellings were the same. A scc;re of "D" was used 10 represent Cases vghere the critical
spellings differed. A regponse whnch was coded "C" in the original écoring system
remained a "C" since these we;e ‘cases where a subject mdlcaled that he d1d not know the
meaning of the word or there was some problem in interpreting the subject’ s mtcr{tions.

" The notion of "critical” spelling error *was strictly %aefmed for purposcs of this

exprriment. In order to be coded "S". the subject's spélling of the root had to be



maximally contained within their spelling of the derived word. Beyond the root,
misspelling was consider plcvan} to morpheme recognition. This meant, for example,
that-spellings which occ:;&"uch asl CUP/CUPBERD, KNOW/KNOWI.GE and LACE/ .
NEKLACE were coded "S". A ro;)t or derived word did not have to be spelled correctly,
howevcr, so long as the misspellings corresponded for the two words. For example, an
"S" coding would mclude cases like SIGHN/SIGHNAL, CRFAT/CRFATUR!' :
NO/NOLADGE, PULUT/ PULUTION, and DISCUSE/DISCUSEN.. This coding systcm
was quitg straightforward in cases where it could be seen that the speiling of the root
cither was or was not contained in the derived word‘, although a few spellings still raised
some interesting questions. For example, the spelling KNOW/KNOLEG%, was coded "I&

due to the absence of the "W" in the second word, yet the presence of the silent

both words suggests that an "S" coding might well be more appropriate.

Although the S/D coding system was judged to be theoretically more appﬂ
than the A/B approach for testing the hypotheses of the experiment, it did, ad‘ 0 a
number of difficulties. The first problem was associated with changes in thcd&lmg of
‘theJ ’«’/roo " when it occurred within a derived word. While "compound” words (like
-CUPBOARD and NECI\LACE) or words where the "root” is orthographxcally comamed
in the derived word (such as KNOWLEDGI: SIGNAL and DRAW[-R) did not prescnl a
pfoblem, other cases were less clear. Where the orthographic presence of the root was not
clu:r cut, a number of casés arose where the scoring system seemed less appropriate,
}{;ywever. in order.to maintain consistency, tAhc strictest standard was adopted and applied
16 all cases. A few of these ambiguous cases¢an be illustrated here.

Thc most problematic case for the: S/D scoring system was possibly the pair
MESSAGE/MESSENGER whose, correct spellings share the scqucncc MESS.. G"% which
iru:ludcs the double consonant and the "silent” final "E." A strict standard of scoring

dcmamded that the spcllmg of the root ard the derived word be maximally equivalent.

When this was applied, cases like MESx(_;g,_/MESanEr &ScGE/MASanGEr and

)



MESSIG E/MESSinGEr - were coded  "S"  while cases  like MESaG/MESSaGEr,
Mﬂéig}/Mj_ﬂS§;1ng_ﬁr and MESSaG/MESSenGLr were coded "D". 1t is not obvious here
that the first set of misspclﬁngg holds any real advantages over the second as far as
morpheme recognition is co:xccr”ncd.

Other words ‘which presented problems were those that hqd similar nrlhs)graphic
characteristics to those of MESSENGER: hat is, they contained double consonants of
~the letters of the rgot wef® not completely contained in the derived-word. In the former
case, ’Lhc strict standard ruquired shaf;- spellings likc l')lS(,‘USS/I)lS(;‘,U:SK)N or
POLLUTE/POLUTION be suh)rcd as "D, although this woukl nol scem to present the
same sort of problcms for morpheme rcwﬁumn as mxsspclhngs like DRAW/DROOR or
LRPAT/CRFCHPR Thc question of the continuity of spelling sequences can also be
raised. 1~or eéxample, the common spelling of DECIDE /DI*(,ISION is DECI. Having thesc
letters in common, however, did not neccssanly lead to an "S" coding if the letters were
interrupted in any way..Thus, the spellings DECIDE/DESCION were coded "D", while.
the spellings DESIDE/DESISION  were coded S “since they shared a common
unimcrruptéd sequence. ‘

In addition to the problematic scoring cases discussed here, The adqplion of the
S/ scoring sysiem at the analysis stage rtesulted in a situation of an unequal number of
subjects in the groups of ¢ who made critical spelling errors and those who did n@
Subjects and stimulus items for the sccond task had been selected concurrently on th}
basis of the A/B dis'linclion. Under the revised scoring system, equal numbers of S and D
subjects did not result. Interestingly. the subject numbers in the groups for most items
which contz;incd 1 transparent orthographic root did not change greatly. Other items,
however, were virtually climinated from us&;ful grouping analyses. This was the fate of
CRIME/CRIMINAL and CAVE/CAVITY at the grade 4-5 ‘level and of
TABLE/VEGETABLE and FABLE/FABULOUS at the grade 6-7 level. In all of these

cases, the critical letters are more Or less the plausible choices based on a knowledge of .
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eliminated, therefore, most subjects fell into the "S" category. All other stimulus-items
. y . “ i

retained a reasonable number of subjects in each of the S and ‘D groups so th-él

meamngful analyses could be «arrted out, provnded that appropnate statistical measures

were taken to adjust f or unequal subject groups.

.
e

3 4.1.2 PRELIMINARY ANALYSIS

—

IS

. ! Lo . ~. . L -
phoneme-grapheme correspondences; when spelling errors on non-critical letters were .

q—

The first analysis which ‘was carried out was intended as a preliminary probe 1o {“ :

see if any significant differences could be identified between the groups of spellers and
‘missp.elle\r; of ‘:Jeach‘ item” The groups were f\irst defined as A/B and, secondly, as S/D.
T-tests. were used to comear.e the means of the ;ieints awarded for morpheme recognition
(System I0). A t- test was calculated for each stimulus item in the grade 45 set as well as
each 1tem in the grade 6-7 set. Recall that both sets of stimuli consisted of 11 items and

that the three items CUPBOARD. DRAWER, and MESSENGER were common to both

sets. The sxgmﬁcant results obtamed for the A/B groups and the S/D groups were very

- similar. The same items were 1dentmed with the only difference being that, with one

_ exception, the S/D groupings yielded Migher levels of significance. The significant results

of the twosets of stimulus items are as follows:

GRADE 4-5: Levels of Significance (After Yatbs Correction )

ITEM
Cupboard
Drawer
Necktace
GRADE 6-7:
Cupboard
Drawer
Discussion

. Knowledge.

A/B Grouping

0.001
0.052
0.028

0.000 -

0.000
0.000
0.002

S/D Groaping
0.000 ‘
0.001

0.001

0.000

0.000
0.025
0.001
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Although srgnlf icant results were obtained for only a ?ew nems in each set,.the
. levels of significance are very high suggesung that, for these items, real drfferences exrst’ !
between the spellers and mrsspellers (defmed as either A/B or E/D) Also of 1mportance
is the fact that the two items CUPBOARD and DRAWER whrch were common to both
sets have high levels of significance at al] grade levels The signifi icance of the dlfference
between the group& in fact increases for the item DRAWER from the grade 4 5 level to
the grade 6-7 leve®

These results suggest that a knowledge of a word's spellmg may be an important
factor in morpheme recognition (MR) for the particular types of words identified here.
Note that for all the words for which significan} résults were obtained, the "root” is
completely present or;_hographically in tﬂe "derived" word while, at least in most cases,

L3

ihe semantic/phonological relationships are somewhat less: clear. -
) While it is tempting to meke the obvious conclusion Lsuggesled here, certain
dar?fﬁcultrcs associated with thns analvsrs must be confronted. The main difficulty is
assocrated thh the assumptions 1mphcrt in the scoring system. If a subJect s overall score

S

reflects e "degree of morphologrcal yawareness, the t-tests are appropriate and valid.
However, there is the possibility\ that important drsrrnctrons are obscured by this
_ treatment. As noted pre\}iously, a subject could have aecumulaled up to four (out of a
possible five) pomts in a number of ways in lhlS system. There is, therefore no
distinction here between various combinations of pomts which may represent significantly
dlfferent types of responses or, p0551bly dlfferent strategies. Informatron on how the
. points were agcumulated was contained in the profiles and this mf ormation was ut;lrzed

* 1o further probe the question of the importance of spellmg knowledge for morpheme

recognmon.
,‘/J o
3.4.1,3 GROUPED ANALYSES

This '\section outlines the grouped analyses which were carried out and the

significant result\s.which were obtained for each. All manipulations of the data and the

N
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various corﬁputatidns for the analyses were obtained by using th;: statistical p'ackage
SPSSx. In all cases, only the S/D distinction was used to define the ,grqups &;f spellers and
misspellers. “For ail Chi-square tests, the sigpificance levgls reported are those obtﬁined )
after Yates correction which adjusts for small expected f requeﬁéies in some of the cells,

The first quéstion addressed after the initial t-test probe was whether any of the

“items exhibited differences between the groups. when morpheme recognition was strictly

"\ ' N\ !\ ’ -

defined as positive responses to what were considered to be crucial questiohs. For each
.ilerr;. a th-square test was preformed. on the groups S and D f dr thé responses YES (a
morphobgical relationship was perceived) and NO (no percéption of morphological
. -
relationship was i{ldicated)._ "YES" here was definéd as a profile indicating poSitive.
rési)onses to the last four of the six MR duestions (i.e. a profile of ‘the for’m{i_ll_l_l .
where an "x" indicates that;a Tesponse is freelto,vary). This profile identifies a subject
who knew the meaning of xhe root, s;uggested the root in réspons‘e to the first ';COmes '
From" question, confirmed that he thought that the given derived word came from the
toot, and indicated that he had thought of the relationship prior to the experiment.
Responses to the "Def inition" and ihe ':Berko" questions were free to vary1 as ;hesc were
not considered necessarily indicauive. of morpheme recognjtion“. "NO" responses were
defined as all other profiles. | ‘_ |
Although "YES" in this analysis was defined in t;arn;s of the prof‘iles, it shoyld be .
noted that this coding is exactly equivalent to the coding system as described in 1h§'f irst
scoring system (YES=positive responses 10 Q3 and 06’).‘ This can be veriﬁed with an
_examination of Table 1 (pg.---) where it can be observed that all profiles of Lhe form
.. xxlxxl correspond to the pattern ;_x_l_l_l_l In other words, any subject who responded
positively to Q3‘bz-and Q6, knew the root (Q4) and also responded positively to-Q5. There

" This decision was made on the basis of Derwing's 1976 MR test results where it
was suggested that Berko's technique allowed far too much variety in the types of
responses which it could sensibly eligit, and thus did not necessarily require subjects
to look for morphological relationships at all. This finding 'is verified in section
3.4.2.3 below where| it is shown that Ql and Q2 do not correlate well with Q3
and- Q6. - * .

i
| . e

|
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l,«s therefore no drserepancy between the YES/NO of System I and the definitions of ‘
YES/NO as descnbed for this analysis. The analysis yielded few significant results,
however. At all grade levels, the only item to show a. significant relatronshrp between the
spelling groups for morpheme recognition was the word CUPBOARD which increased in
significance from p=0.0455 at the grade 4-5 level to p=0.000 at the grade 6-7 level.

The next question to be addressed concerned the relétionship between the spelling
groups and the scores which were awarded for morpheme recognition according tovSyster‘n
II. A subject's score for each item» was computer re-scored as HIGH (H) if it was any of
3-5 points inclusive. LOW (L) scores were those ranging from 0-2 points. A Chi:square
test was then performed on’each item for the S/D groups and the response scores H/L.
This$ analysrs utrhzed the same MR scoring system as was involved for the t-tests and
therefore was also beset with the proBlem assocxated with the pomt system. That is,
although a subject must receive a score of at least 3 (out of a maximum of 5,l,p01nts)~to 1
receive a eoding of YES for MR, a score of three or four does not necessarily identify a
case of qualified morpheme recognition. The main reason for this analysis, however, was
to compare the results obtaineql to those 'of the previous analy;{; (the YES/NO ,
Chi-Squares) w‘here morpheme }ecogm'tion had been strictly defined as positive responses
to particular questions. If the results of both analyses corresponded, it could be-said that
most *of the HIGH "scores_are YES responses. Howgver, in light of the re;ults of the
t-tests, it was expected that the results ‘of this analysis would overlap, but not correspond
to, the results of .the p‘re\.riousianalysis. ‘

When theChiosqmrc tests were calculated }or the S/D grotrps and the H/L

Jscores, the results confirmed "expectatione; ‘that is, the results -of the previous analysis
were a subset of these results. At the grade 4-5 level, only the Chi-square for the item

¢ CUPBOARD indicated~a significant relationship (p=0.0174) between spelling group and
a HIGH score for bmorpheme recognition. At the grade 67 level, three items yielded

significant rtesults: KNOWLEDGE (p=0.0076), CUPBOARD ‘(p=0.0003) and
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'DRAWER (p=0.0352). The items NECKLACE and DRAWER at the grade 4-5 level |
and DISCUSSION at the 6-7 level had previously been identified in the (tests which used
the same information (point system of scofing MR data). In this analysis, ‘these items
were significant only before Yates correc%ion. Although they (failed to reach signifl icance
after the correction for low expected cell frequencies, }heir crosstabulations give
important in'f'ormation. Each of these three wbrds'had reasonably equivalent numbers of
S and D subjects. In the case of NECKLACE and DRAWER, it is clear that only
subjects in the S group rccexved high scores; no D subjects received a high score.
However, the overwhelmmg majomy of the subjects had low scores f ot MR thtoughout.
High scores, therefore, are predlctably identif’ 1ed with S suchcts for these items but no
parallel predlcuons car\x be made concerning low scores. The crosstabs table for the item '
DISCUSSION showed that the, majority of Sub_)CClS received a h1gh score for MR
regardl;:ss of group. 4More than three times as many D subjects received low scores
compared to those of the-S group, but thé differences were not significant .
In light of the results of the previous three analyses a‘ndvin order to overcome the N
problem assocnated with the point system of scoring the MR data it was dec1ded to
fugther utilize the information available in the profiles. The goal was to identify various
types or qombxnatxons of responses which were closely associated with eithgr the.S or D
groups for at least some of the items. The first step taken toward this end was to
generate a crosstabs table which i‘displayed the profiles which occurred and their
frequencies in each.group (S/D) forheach of the items in the stimulus sets. While this
~was of some use, it W.as apparent that a moré focused approach had to be taken. The
next step was to determme how many of the possnble 64 profile patterns actually occurred
at each ‘level and how frequent these patterns were. This information is summarized in
Table 1. From this information it can be seen that, of the possible 64 profiles, 25 actually
occur .in the data base and of these 25 profiles, only about- 12 occur with sufficient

frequency to be of Teal interest. These 12 account for 982 or 93% of the total cases and

v,
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TABLE 1. PROFILES WHICH OCCUR IN THE DATA BASE

PROFILE

FREQUENCY OF OCCURENCE
{
45 - 6.7 ‘ “TOTAL

111111 21 64 : 85
111110 2 S 13 15
111100 ] 1
110111 1 1
110110 2 2 4

© 110100 3 3
101111 9 ‘ 41 50
101110 3 18 : - 21
100111 2. 5
100110 4 4 8
100100 2 7 1 3
011111 19 51 70
011110 10 14 24
010111 5 5
010110 ‘ 8 13
010100 6 \ 5 11

- 001111 50 ' 46 ' 96—

- 001110 27 v 26 53
001100 11 6 , 17
001010 - o 1
001000 2 - 2
000111 15 7 2
000110 76 35 S S
000100 160 | 163 323
000000 98 ' 4 112
TOTALS

528 528 - 1056
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include all valid profiles with a total frequency of 15 or above.

Once tht occurring profiles were identified aad their frequencies were

enumerated, further analysis was possible. As a follow-up on the last statistical tests, the

25 profiles were divided into two groups according to whether the profile would be

associated’ with a HIGH score or a LOW score as defined previotisly. Recall that the

" fourth column of the profiles is an explicit characterization of a response which is

implicit in the point system. A HIGH score profile, then, would be one containing 4-6

\ positive responses. Any profile with three or less positive responses would be associated

with. a LOW score. The objective here was to determine if there was any reasonable way
to characterize the profiles which were associated with HIGH or LOW scores. The HIGH
and LOW score profiles are listed in Table 2 where * denotes an isolated case (or
maximum of 2 cases).

TABLE 2. HIGH AND LOW SCORE PROFILES

HIGH (4-6) LOW (0-3)
111111 110100
111110 100110 .
. 111100 * 100100
nout 010110 N b
110110 . 010100
101111 001110
o0 001100
100111 001010 *
011111 ' 001000 *
011110 000111
010111 000110
001111 000100
...... N 000000 —

An examination of Table 2 reveals that there are 12 profiles which would be
? .
associated with a HIGH score and 13 which would fall into the classification of a LOW

1o Except 001100 (Whlch mvolves a contradxcuon between the responses to the "CF"
questions), - where n=17.
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score. With the exception of one isolated case, all the HIGH score profiles share an
important characteristic; that is, the fourth and fifth ‘:olumns indicate oositive responses.
These types of prof iles indicate that the subject knew the root (Q4) and indicated that he
thought the derived word "came from" the root (Q5) whether or not he suggested the
root hlmself (Q3) or had thought of the relationship before (Q95). However the list of
LOW score profiles also contains five profiles with this charactensuc The next step,
ihen, was to examine the groups S and D in terms of subject responses o Q4 and Q5.
D'ata were crosstabulated in terms of the groups S/D and the responses COMES
~ FROM (CF) and DOESN'T COME FROM (NCF). A" "CF" response herg u/as defined
as a positive response 10 QS. That is, the subject thought the denveﬁ vﬁﬁ:ﬂ” came from”
the potential root regardless of who had suggested the "root” (the subject or the
experimenter) or ‘whether or not the relationship had been considered prior to the
experiment. A "NCF" response was defined as a negative response to Q5. In either case,
the fourth column must have contained a positive response. In other words, the subject
had to have indicated that he knew the 'potential root in order to be considered part of
the analysis. A "CF" profile, then, would be of the type xxx11x and a "NCF" profile
\you}p be characterized as xxx10x where the "x" indicates that responses are free to vary.
A Chi-square test was calculated for each item in order to determine if there was
a signif icant relationship between spelling groups and morpheme recognition defined as a

positive tesponse to the second "Comes From" question (QS5). Significant results were

. obtained for the following items at the grade 4-5 level: CREATURE (p=.0412)'.

CUPBOARD (p= 0033) and NECKLACE (p=.0098). The item SIGNAL narrowly
mlssed significance at (p=.0530). At the érade 6-7 level, the following two items were
identified: CUPBOARD (p=,0001) and DRAWER (p=.0006). |

» The next analysis in the study again utilized the information ‘in the» profiles but

redefined the responses of interest. In this analysis, a "CF" response was defined as

positive responses to both Q3 and Q5. A profile with these }esponses indicated that the
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subject had sufigested the root in response to the first "Comes From" question (Q3) and
had also coﬂf irmed his response (QS5), although he may or may not have thought of the
relationship before (Q6). A "NCF" response was defined as a negative response to either
or both questions. Again, only cases where the fourth column of the profile contained a
positive response were selected for the analysis. In short, then, "CF "was any prof ile of |
the form xx111x while "NCF" was any of the profiles _)55(_)1_1_& xx110x, xx010x.

The results of this analysis identified the same items that previous analyses had
identified as having significant relationships bet\yeen spelling groups and MR responses.
Of the grade 4-5 words, enly the item CUPBO/ARD reached significance (p=.0250). The
Chi-square tests for the grade 6-7 stimuli set identified the followiné il;:mS:

.
DISCUSSION (p= .0098;"; KNOWLEDGE (p=-0076), CUPBOARD (p=.0024) and
DRAWER (p=.0155). ) !

An overall look at all th_c statistical analyses reveals that certain stimulus items
are repeatedly ideniifie'd as having significant relationships between the spelling groups
and some definition of morpheme recognition. Many other items never show significant
relationships, but‘ various tabulations of the data indicate that both groups respond to the
item in consistent ways (these cases will be discussed shortly). The significant resulFs of
the various analyses are summarized in Table 3. As noted, all levels of significance
reported here are those attained after Yates correction. Note that, for the items which are

common to both sets, the levels of significance increase from the grade 4-5 level 10 the



grade 6-7 level.
»

Table 3. RESULTS OF IZE;M ANALYSES

95

. { .
&

ITEMS t-test Y/N H/L CF=Q5 CF=Q3.Q5

GRADE 4-5
Cupboard \ 0.000 0.046 0.017 0.003 0.025
Drawer 0.001
Necklace 0.001 0.0l
Signal (0.053)
Creature 0.0412

GRADE 6-7
Cupboard 0.000 0.000 0.000 0.000 0.002
Drawer » 0.000 0.035 0.001 0.016
Discussion 0.025 0.010
Knowledge 0.001 0.008 0.008 -

3.4.1.4 SUMMARY OF RESULTS (ITEM ANALYSES)

A
In addition to the information derived from statistical analyses, various

manipulations of the data revealed information which was pertinent to the topic of

morpheme recognition. One of the goals of the study was to develop some methodology--

which could be used to address the question of whether potentially relatable words are, in

fact, related psychologicaily by ordinary language learners. The remainder of this section

gives some insights into how the stimulus items fared in this respect. A brief "picture” of

each stimulus item is presented which is based upon a comprehensive view of all the

statistical -analyses, as well as observations from other compilatioffs and manipulations of

the data which will be indicated where relevant.

The experiment utilized a total of 19 stimulus items. Of this total, a few were

essentially eliminated from grouping analysis when the spelling groups were re-defined as

S and D. Crosstabs of the word CRIMINAL, for example, show that 43 of the 48

*
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subjects fell into the S group, indicating that most subjects did not make critical spelling
errors. Most subjects (regardless of group) scored one or several points for morpheme
recognition on this word, although the overwhelming majority fell into the category
"NO" when MR was given the strictest definition (positive responses o the last four MR
questions). Although 14 profiles appeared for this word, the most common oﬁcs were

000110 and 001110, which indicate that the subjects responded positively to cither or both

of the "Comes From" questions but that the relationship with the word CRIME only
occurred to them“ once it was brought to their attention in the context of the experiment.

The thre‘c items CAVITY. FABULOUS and VEGETABLE shared a common
fate. Virtually all of the subjects fell into the S group of spellers and the overwhelming
majority of subjects saw no relationship between these words and their potential roots.
The highest "degree” of morpheme recognition resulted for the word CAVITY, where
approximately 1)3 of the subjects had profil"cs which indicated that they thought CAVITY
"came from" the word CAVE, but they hadn’t thought ab0ui the possible relationship
prior to being asked about it.

The word PRECIOUS was also treated somewhat similarily to FABULOUS, the
other -ous item in the set. Although the S and D groups for this item were fairly close in
number, there was little difference in the way the subjects responded to the MR
questions. More than 2/3 of the subjects said that there was no relationship between the
words. Although 13 of the 48 ventured a "mayt;e' or a "yes” in responsc to the second
"Comes From - question (compared to only 2 for FABULOUS), nonc of the subjects had
ever thought of the possibility of the relationship before.

There were two items for which morpheme recognition could not be "measured,”
since their potential rgets were not known to the subjects. All profiles for the item
PRESIDENT were of the fon 000000 indicating that no subjects knew the mcaning of
the word PRESIDE. Any morpheme recogmuon which resulted for the item AWFUL

and its "root” AWE was a clear case of educationally mstllled knowledge, as all five
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subjects who were aware of a relationship between the words (001111) noted trhal thc);
had learned about the word in their spelling book some weeks prior to the testing session.
Of the 48 subjects, 42 claimed to never have heard of the word AWE and had no idca
what it meant. A few subjects ventured to guess that perhaps AWFUL "came from" the
expression "AW" (as in "Aw, | don't want to do-thal."), but prior to the cxperiment
none of them had ever thought of the word as having a root sub-component.

The stimulus set for grades 6-7 contained four words with the suffix -(t)ion.
" These ilems yielded results that were parallel in many respects. Although the S/ groups
for DISCUSSION and DECISION were very close (o equal, POLLUTION and
DESCRIPTION had almost twice as many subjects in the S group as in the D group.
However,* in all cases, both S and D were large cnough for meaningful analysis.in terms
of groups. Between 10 and 12 profiles were associaled with cach of thesc items. All
subjects in both groups received at least one, and generally several, points for morpheme
recognition. In terms of the strictest definition of morpheme recognition, approximately
twice as many subjects were scored YES as compared to NO and, in all cascs, two-thirds
or more of the subjects claimed to have been aware of the- relationship between the
derived word and its root prior to the experiment. Interestingly, the only item to show
any statistically significant difference between the groups is the one where the root is
completely contained orthographically within the derived word ( DISCUSSION). Subjects
in the S group tallied up a significantly lar'ger number of points for morpheme
recognition on this item and were also significantly more inclined to suggest the root
DISCUSS in response to the first "Comes From™ question.

The S and D groups responded in a similar manner to the item ELECTRICITY.
Almost all lhelsubjects received some points for morpheme recognition (System 11),
although subjects were very nearly equally divided in terms of the YES/NO definitions of
MR. Practically all of the subjects (45 of the 48) thought that ELECT RICITY "came

from" the word ELECTRIC (Q5), but only about 60% of the subjects claimed that they
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had thought of the relationship previously.

The stimulus item CRE AF(JRI yielded few MR pomts and the cross-tabulations
show that only those in the S group received them. Ihc results, howcvcr are not
significant in terms of the strict. YES/NO dcﬁnilibn oft MR, since only two S subjects
suggested the root CREATE and claimed to have thouglit of the relationship before; the
overwhelming majority of the subjects did noi sec the words as being related. After the
potential root was 'bmughl up' by the cxamincr,‘ however, S subjects were significantly
(p=.0412) more inclined to think that CREATURE "came from” the word CREATE.

After the recoding of the spelling groups, the S group for the item
KNOWLEDGE was comprised of 38 subjects compared 10 T the 1) group. Most
subjects, then, did not make critcal misspellings of this item, While there was no
significant difference between the groups in terms of 'strictly defined morpheme
recognition (YES/NO), the S group tallied up significantly more points for MR and were
also significantly (p:.OO'I(?) more inclined to suggest thg root in response to Q3. Of the

15 profiles which occurred for this item, 12 have a frequency ec or less. The two

profiles 111111 and 101111 accounted for more than half of the profiles in the S group.

been aware of the

-

These subjects both suggested the root (Q3) and claimed toA
relationship prior to the experiment (Q6). Only' one subject in the D group had a profile
which indicated both of \{wse responses. This suggests that, had the groups been n.ie
equal in number, there maywh‘avc been a significant difference between the grou-ps n
terms of the YES/NO distinction. However, the main reason this distinction was not
signi?icam appears 10 be the fact that evé_n the S group was fairly evenly divided in terms
of the strictest definit;on df MR. Of the 38 S-group subjects, 21 were coded ~YES
'compared to 17 who were coded NO. Sixteen of thcsc seventeen "NO" subjects lacked a
positive response to Q6; that is, these subjects mc’hcate,d that they had only thought about

the relationship during the course of the cxperimem. While the S group seemed to be

more inclined to be able to make the cannection between the root and the derived word,
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the small number of ‘subjects in the D-group made it difficult to establish "this
statrstrcally

~ The data for the stimulus item NECKLACE show that the majority of the
subjects (regardless of group) did not perceive a morpheme LACE in ‘the word. The four

subjects that received a YES for MR were members of the S group. The overwhelmmg

majority of the D subjects are accounted for in the profile 000100, which shows that

. & . . .
these subjects knew the potential root but saw no eonnectton between it and the

compound word. Thts profile accounts for about 1/3 of the S group Most of the other

hY

- profiles which occur belong exclusively to the S group. In the majority of these cases the

fifth column mdncates a positive response. The statlstrcs of . the fourth analysis confirm

'&

that members of the S group are srgmf icantly more inclined to think that NECKLACE -

"comes from" the word LACE — al least once it is suggested to them by the

experimenter.

'I‘he results for the item SIGNAL border on showing significant drfferences

between the spelling groups. There were_35§sub3ects in the S group as compared to 13 in,

e

the D group. Various cross-tabulations of the data rel/eal )c}e(rtain tendencies but these
either narrowly miss significance or are significant only before Yates correction. The S
“group is almost equally divided between ‘the YES and NO definitions of MR. Only 2 of

i
v . )

the D group score a YES but the differences betWeen the groups are not significant, since

the S group is soequally divided. The prgfiles show that only 2 of the D group subjects »
. . %

have thought of the relationship between SIGN and SIGNAL before, whereassabout half-

of the § group clarm prior knowledge The fourth analysis which compares the responses
‘ of the two groups to Q5 approaches srgmf rcance (p=.0530). This suggests that those who
do not make critical spelling efrors are more hkely to thmk: (or to accept tlre notion when
it is suggested) that SIGNAL " comes from the word SIGN

There were three words which were used at all grade‘levels MESSENGER

DRAWER and CUPBOARD The tesults for Jthese items are consrstent across the data
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base with some increase in significance from the 4-5 to the 6-7 grade level for the latter

?l
two.items. In the case of the item MESSENGER, there were no significant differences

be een(the spelling groups. At the 4-5 level, of the 48 subjects scored a YES for

morpheme recognition. At the grade 6-7 level this increases to 35-out: of the 48.
The item DRAWER produced results similar to those of NECKLACI~ at LhC 4-5

level. Those few _subjects who did score ‘a Y%S for MR were from thc S group Thc S
group also received more points for MR and account for twice as many of the profiles as
the D group. Except for the t-test, however, the results of the analyses are not
signif ican‘t, since the majority of the sobjects in both éroups saw no relationship between
‘the word DRAWER and its potential root DRAW. At the grade 6-7 level, however, these
tendencies increase to levels of high significance. The resui?s of the various analyses show

that S subjects have significantly more high scores, a greater tencency to suggest the

potential root:and are significantly more inclined to believe that DRAWER "comes from”

the word DRAW. It must be ncted, however, that the majority of subjects were coded,

v/

NO in terms of the strictest def inition of morpheme recognition.

The item CUPBOARD yielded hlghly significant results for all analyses wuh the
vlevels of 51gmf1cance mcreasmg from the 4-5 to the 6-7 grade levels. This mdxcates that
there are real dxfferences in morpheme recognition between the groups. Any/ mdxcauons
of MR were accoumed for almost;xcluswely by the S group. At both levels the maJomy

of the D subjects were assigned the profile 000100, which shows that thése subjects knew

the word CUP but did not see it as having any relationship to CUPBOARD. The $

—

subJects were much more mclmed 16 believe that the two words were related. In terms of

the strictest definition of MR, however, all D sub)ects and the majority of S subjects did

not .perceive 4he rr‘xorpheme QUP in the word CUPBOARD.
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3.4.2 UNGROUPED AN‘ALYSES

The previous section has been concerned with"analyzing the data in an item-by-item
manner wirh respect to the reponses of tue two spelling groups. This section addresses several
general queetions without regard’to the grouping distinction. As in prior analyses, all the
ungrouped analyses are necessarily ‘item-by-item and there is no information here regarding
within-subject responses. The basic concern in this section is with evaluating. the systems of

scoring the MR data and with probing relationships between positive and negative responses to

some of the questions which were utilized in the MR task.

3.4.2.1 THE MR SCORING SYSTEMS -

“The first vanalysis outlined here was intended to clarify the' relatiorrship betweenr
the YES/NO scoring system for MR and the HIGH/LOW system For each item m both
5 stimulus sets a crosstabs table was computed Chi- sguare tests on the crosstabs tables
showed that the relauonshrp between NO/LOW and YES/HIGH Was hxghly srgmf rcam "
for all cases where-statistics were computed A clear pattern emerged in all tables a
LOW score cannot result in a YES resporrse. Low scores, then, arepredlctably coded NO.
The m'ajority of HIGH scores are YES responses but NO/HIGH $coree also occur,
accounting overall for almost one quarter of the HIGH scores. These results mdrcate that
the two systems overlap but are not equivalent. Smce a NO/HIGH score occurs

approxrmatcly one quarter of the time (although this differs considerably, of course,
from item to item), the profile system should be uulrzed as it reduces the ambrguxty‘i@‘ :
interpretation. While the YES/NO scormg system is probably the most valid in terms of
defining "morpheme recognition”, it does not allow rhe insights that can be revealed with
manip})lations of the information‘ in the profiles. The profile system can be used to look
at MR both in terms of the strictest definirion (YES/NO) and in terms of various

combinations of responses. The édvamage of this system, then, is that it reveals

*

UStatistics were not computed for the items PRESIDENT, PRECIOUS, VEGETABLE
and FABULOUS since all responses were of the NO/LOW type.
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significant information that would 've obscured in a simple YES/NO system and allows
the interpretation of the information which occurs in the point system of scoring MR

data. .
3

3.4.2.2 THE "COMES FROM" QUESTIONS

Two analyses were conducted which utilized lhe information in the prohlcs in
order to address questions pertinent to morpheme recognition and the "comes from”
quesuomng technique. Each analysis was done on- Li{ff data pertammg to the individual
items in both stimulus set‘s These analyses are representatwc of addmonal ways that the
information in the proflles can be uuhied.

The first question which was (iiddressed concerned the correspondence of the Q5
responsese and the Q6 responses. Thls quesuon could be formulated as follows: In
general, were subjects who thought that the derived word "came from" the suggestcd
"root" (positive response to QSE) more likely to have thought of the relation.ship bef ore
(positive response to Q6)? To address this. question, a four-celled crosstabs table was
used 10 enumerate all positive and negative responses 1o Q5 and Q6 for each item in the
two sets. The SPSSx p—régram which was used selected only those cases where the subject h
indicated that he knew the potential oot (i.e., there was a "1" in the fourth column of
the profile). When this condition was met, a number of stimuli lost observations as
follows: AWFUL (42 cases), CREATURE (1), PRESIDENT (48), NECKLACE (3),

"DRAWER (9), aﬁd FABULOUS (12). When the Chi-squares for each stimulus item
weré~computed, results fell into three categories: (1) There was a significant relationship
between the second "comes from" question (Q5) and the recall question (Q6), (2) there
was no significant relationship and the majority of subjects fell into one row or one
cblumn, or (3) statistics could not be computed. -

In the first category, the following grade 4-5 itéms showed a significant

AN
relationship between Q5 and Q6: SIGNAL (p=.0006). CUPBOARD (.0069),

NECKLACE (.0006) and DRAWER (.0282). In the grade 6-7 set, significant results
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were obtained for ihe bitems KNOWLEDGE (.0141), CUPBOARD (.0002), and
DRAWER (.0282). For these items, then, subjects who thought the derived word came
from a rodt tended to have thought of the relationship prior to the experiment. That is,
those »w;ho responded positively to Q5 significantly tended to regpond positively to Q6;
those giving negatii/é Aresponsés to QS always gave negative responses o Q6. This latter
observation, incidentaﬂy; is true for all items, éincc no table' shows a response which
;o_mained a negative Q5 and a positive Q6.

The results of categories (2) and (3) can be described together since the ‘same
patterns emerged. In these cases, all, or the majority of responses, fell into a single row
or column in the crosstabs table. Two patterns appeared here. In the case of the items
DISGUSSION,  POLLUTION,  ELECTRICITY, | MESSENGER,  CRIMINAL,
DESCRIPTION and DECISION, subjects tended to agree that the derived .word had the
proffered root (positive response 10 Q5). These subjects, however, are divided as to
whether they thought of the relauonshlp prevnously (Q6) A second pattern appears for
the items CREATURE, CAVITY, PRECIOUS, and FABULOUS. In these cases, subjects
are divided on QS5 (whether the derived word had a separate root). All, or the majority
of the subjects, however, had not thought of the relationship prior to the experiment.
Several items did not fall i}ntO' any of these categories. Only one subject thought that
VEGETABLE might "come from" the word TABLE (né one had even considered the
possibility before) and AWFUL and PRESIDENT were eliminated from the analysis as
virtually no subjects knew the potential roots.

« A second analysis utilizing virtually the same SPSSx program was performed to
‘address a question concerning responses (o Q3 and Q6. The question addressed here was
as follows: Are subjects who suggest the "root” in response to the first "Comes From"
question (Q3) more likely to have thought of the relationship before (Q6)? Again, the
only cases selected for analysis were those where the subject indicé;e_q,, knowledge of the
root (positive response in the fourth column of the profile). Crosstabs and éhi-squares

AN
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were vperf‘ormed on each individual stimulus item and; as before, all levels qf significance
reported are those obtained after Yates correction. i

In this analysis, high levels of significance were [ ound. for more than half of the
_ stimulus ifems. In the grade 4-5 set, the following items were significant at the'v .05 level:.
CRIMINAL (.0401), SIGNAL (.0000), CREATURE (.0258), CUPBOARD (.0{66),
‘ E‘LECTRICITY (.0076), MESSENGER (.0001), CAVITY (.0000); and NECKLACF
(.0014). At the grade 6-7 level, significant results. were obtained Tor the items
DISCUSSION (.0429), KNOWLEDGE (.'0027)' .CUPBOARD (.0001), MESSENGER
(.0141), DE‘SCRIPTIOIG (.OOi2).(and DRAWER (.0035). The items which did not yield
significant resuits exhibited similar patterné to ths)se discussed for the previous analysis.
In sum, then, these results show a strong relationshi'p between the subject's suggesting the
rodt and his previous perception of the derived word. Note that this stricter definition of
MR which required that subjects come up with a root (if they tl{ought there was one)
identified more items than the previous analysis did. As well, in most cases the levels of |
significance ai're higher. In other words, positive résponses 20 Q3 better correlated with
positive resp}onses to .Q6 than did- positive responses to Q5. This suggests that the first
"Comes Fr m"‘question (Q3) is more reliable in tapping subjects' MR knowledge than
. the second pne (QS), which has a stronger tendency to Ll_ead to.tesponses w‘hich"reﬂect L\hc

learning effect of the task. In an abbreviated test that did not use Q6, therefore, Q3~

would be/a better "CF" question to use than QS.

{

3423 l,/éERKO 'S MR QUESTION
/,/“f Several analyses were conducted which were intended to explore the validity and
eff ic;éncy of Berko's MR questioning technique with respect to the responses elicited with
the//i)ther questions utilized in this MR task.
| A first analysis probed the relationship between responses to Ql (definition

question) and Q2 (Berko's question). The definition question was originally included in

r s
the task as a check to ensure that subjects had some Tfeasoniable concept of the "derived”
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word s meaning before they were prescntcd with the MR questions for that item. While 1t
was clearly recognized that this type of quesuon did not require the identification of
morphological relationships, subjects were given a score of "1" if they used the putative
"root" in the course of defining the derived word. The purpose of this analysis was te
determine if there were items where positive an&r/ negat}ve responses to the Berko question
were significantly relaiﬂcd to positive and negative responses to the definition question.
The question addressed here, then’, could be formulated as follows: for which items did
the Definition question significantly tend to elicit the same types of responses (;‘>ositive or -
negative) as the Berko question. To address this issue, a crosstabs table for each item"“_&/as
generated and Chi-square tests were performed on ’tpe tables. At the gréde 4-5 level, the :
items SIGNAL (p=.0097) and MESSENGER (p=.0029) were identified. At the grade -
6-7 level, there was a signif icant relationship between positive and negative responses for
the itgms CUPBOARD (.0229) and MESSENGER (.0081). This suégests ‘that. for these
items, the two questions were equally "successful"‘. or ":ﬁnsuccessful" in eliciting what
might be identified as "morpheme recognition” or an "awarenéss of a relationship between
the "root” and "derived " word. For the other items; there wés' no significant relationship
between a subject's respor'ls'e to the two questions, although there were a nﬁmber of
‘w‘ords where statistics’ ;avere not computedﬁ. since all responses fell into a single row on the
table. For all of these items (PRECIQUS, VEGETABLE, FABULOUS, DRAWER,
CAVITY and NECKLACE) the péttern wés the same: no subject scored a positive |
: resp‘onse to Q1 and the majority of responses to Q2 were also negative. In these cases,
then, Berko's question was slightly more "successiul” than the Definition question, which
did not elicit any responses containing the putative "roots."”

Two more analyses were conductea to investigate the relationships of the
Definition question and the Berko question, respectively, to the strictest definition of MR
(positive responses to the last four questions). The question for investigation here is ;s

follows: Do subjects who score a YES for MR tend to respond positively to either thé
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Definition question or the Berko question for any particular items? The two analyses

utilized the same SPSSx program but with the focus on onl»‘th‘f iré d second columns
t wa

of the profilés changing. Only cases where the potential roo

the analysis. Cross-tabulations were computed to enumerate positive and negative

known were selected for

respbnses to the Definition and Berko questions vs. YES and NO definitions of MR for
each item in both sets. Chi-square tests were then conducted on these tables.

'f’hese" analyses yielded few significant results. When the focus was on the
Definition question, only the items MESSENGER (p=.0009) and KNOWLEDGE
(p=.0048) showed a sign'if icant relationship. When positive and negative responses to the
Berko question were tabulated with YES/NQ responses, the ilcn\m MESSENGER
(p=.0006) and CAVITY (.0205) were identified -at the 4-5 level: The latter statistic is
based on only two cases of MR :iefined as a profile of the form xx1111. At the 6-7 level,
only the iteﬁ] CUPBOARD (p=.0279) was identified.

Theée results show that there is a very poor correlation between the "positive”
responses elicited by Berko's MR question and the YES resnonses for all items except
MESSENGER. At thé grade 4-5 level, all items (except MESSENGER) had more NO
responses than YES responsés. At the grade 6-7 level, however, there were a number of
items where the YES responses substantially outnumbered the NO responses. These items
were DISCUSSION, POLLUTION, MESSENGER, DECISION, and DESCRIPTION
- (KNOWLEDGE was fairly equally divided between YES and NO). There was no
significant relationship between subjects’ responses to the Berko question and their
responses to the last four MR questions for theée items. This résu!t could be parll; due to
the properties of the stimulus items. Thatis, the nouns ending with the _(_LM suffix do
- not seem to "fit" as-well into the Berko frame as some other nouns might and subjects
may have been more inclined to perceive these questions as being somewhat "strange”
(e.g., "Why is a DESCRIPTION called a DESCRIPTION?"). Note that Berko herself

used this frame only for (historical) compound words where an etymological response
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would clearly be appropriate. In general, the Berko question did seem t;) elicit a variety of
‘types of responses inéluding a greater number of "I don't know " types of responses than
any other question‘. These results concur with the earlier finding of Derwing (1976) that
the Berko technique is not a generally valid one for prbbing subjects' knowledge of

derivational relationships.



4. CONCLUSIONS

4.1 SUMMARY OF RESULTS AND DISCUSSION

This study had a dual objective and, hence, conclusions can be drawn with respect to
the various analyses pertaining to cach objective. One purpose of this thesis was o, present
and explore an "enhanced " method for probmg and assessmg morpheme recogfgmon. or Lhe'

|

perception of morphologlcal relationships between various "roots” and dcnved""words Thc

results of the analyses pertaining to [hlS objective lead to scveral clear conclusxd’ 91

\\ ‘v\
not a valid technique for assessing knowlcdge of derlvauonal relat nshlpsdﬁonﬁgmmg

Derwing's (1976) conclusion that it "allows for far 100 much vanﬂ;\/

which it can quite sensibly elicit” and that a subject’s failure to orov1dc an opo“roorxalc
etymological rosponse is not necessarily "indicative of -his lack of cognizance o(" morphological
relationships” (p.50). In addition to these shortcomings, it was also found that the Berko
technique was of limited usefulness since it did not accomod_ate a wide variety of derivational
constructions. Etymological compounds fit most naturally into the Berko frame whiio other
derived words produce questions which subjects may find more or less "natural” or
"unnatural”. The ;/ord MESSENGER, for example, seemeo to fit well into the Berko frame
and the resulting question elicited many "positive” responses. Other items, such as’ those
containing the -(t)ion suffix, however, produced much less "natural” questions. Analyses
showed that there was no relationship between subjects’ responseé to the Berko question and
their responsés to the other MR questions, even thouéh the YES responses substantially
outnumbered the NO responses for these items. It seems clear, then, that the Berko technique
is both limited in its applicability and untrustworthy even when clearly applicable.

Several analyses were devoted to asses/sjng the other techniques for "measuring”

morpheme recognition which were presented/utilized in this study and the various systems for

scoring the kind of data elicited by these techniques. Of the three systems which were deviscd.

- - - 4
/
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to score the MR data, thcﬂ profile system was found to be by far the most useful and versatile.
While the MR information i$ontained in the point system of scoring, it was found that this
information was essentially uninterpretable except in the vague sense of "degree” of
morpheme recognit;on. The main problem with this system was that HIGH scores were not
necessarily identified with cases of qualified mo;phemc recognitipn. Although a LOW score
predictably indicated that no morphological relationship had been perceived, a HIGH score did
not necessarily lead to the opposite conclusién, since. NO/HIGH scores accounted for
| approximately one quarter of all HIGH scores. The simple YES/NO scaring system (System
1) was found to be equivalent to the profile definition qf YES asﬁa positive response to the
last four MR questions vs. all other profiles. It was concluded that this "strict™ definition of

morpheme recognition was probably the most valid in terms of identifying clear cases of MR,

.
>

but that significant infbrmation was obscured in this simple clear-cut system. In particular,
significantly different types of re!ponses: between the spelling groups were revealed only with
manipulations of the profile system. | | |

Two "Comes From" questions were utilized in this MR task. In addition to Derwing's
(1976) originqﬁCF qliestion, another CF question was implemented which required subjects to
identify the potential root if they thought the derived word "came from" a root. This CF
question proved to be the more valid of the two, since positive responses to Q3 better
correlated with positive responses to Q6 than did positive responses to Q5. In other words,
subjects who suggésted the root themselves (for\any particular item) wer‘g more likely to have
considered :the relationship prior to the experiment, whereas the second CF question was more
prone to lead to responses which reflected the learning effect of the task (positive responses
to Q5 and negative responses to Q6). This result was foreshadowed in Derwing's (1976) MR
study where it was found that "subjects showed a bias in the direction of accepting a specific,
proposed morphological relationship, even though they might never have considered the

possibility on their own in any of their prior linguistic experience” (p.53). An additional

interesting finding of this experiment was that these types of responses were associated (for

[
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many items) solely or primarily with subjects whose critical spellings of the root and derived
word corrés{)éndcd. In other words, when the possibility of the rclalionsﬁip was suggested to
the subjects, knowledge of the spelling was utilized in order to decide if the two words were
related. While this was obviously not the sole or primary basis of all MR judgements, there
were some definite differences in the way the spelling groups responded to some stimulus
items. This leads to a consideration of the findings associated with the sccond objective of this
study.

This objective was to examine the extent to which the ability Lo recogntze morphemes
in "derived” words is correlated or associated with the ability to spell these words. The results
of this study support the conclusion that, depending on the naturc of the stimulus item,
knowledge of the spelling can be an important contributor to "morpheme recognition.” While
knowledge of spelling alone is clearly not a reliable indicétor of MR, this knowledge may
make the awareness of some derivational relationships possible. In effeft, literacy and
educational experience may lead to an increased capacity for morphological awareness. The
results of this study give several clear indicators that this may be the case and, on the basis of
this research, several conclusions can be put forth.

Derwing (1976) suggests that one of the main unanswered questions in derivational
morphology concerns the comparison of the linguists' analytic proclivities with those of the
ordinary language learner? The results noted here, especially as seen in the light of previous
studies, suggest that there is considerable discrepancy between the type of analysis done by the
"ordinary language learner” and the linguisi. although the gap may be bridged somewhat by
the attaiﬁmem of literacy and educational experience. As Derwing argued, the evidence to
date suggests that language learners do learn some morphological generalizations. The types of
generalizations )vhich they learn, however, are likely to be bdsed on cases where both the
semantic and phonetic similarities between the forms are obvious and the affixes are regular
and highly productive (as in the cases of té‘gﬁ-teacher, quiet-quietly, dirt-dirty, eic.). As well,

noun compounds (such as birdhouse) may be especially amenable to morphological analysis
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(sec Derwing and Baker,1979). Beyond these fairly "obvious™ cases however, there is little
empirical evidence that the morphological awareness of the avcrage spcaker anywhere

"

approximates the "linguist's penchant for detailed morphemic analysis.” This study has
provided evidence that many formally related words are, in fact, thought to be unrclated by
the average speaker-hearer and that awareness of morphological rclalionsh:i)s is cnhanced
(sometimes determined) by educationally derived knowledge such as knowledge of particular
spellings.

Of course, as already noted, knowledge of spellings is obviously not the most
important factor in morpheme recognition. As is commonly supposed (and as supported by
prior investigations), the psychological recognition of morphological relatedness is critically
dependent upon the degree of semantic and phonetic similarity of the word pairs involved,
and of these two independent variables, semantic similarity is .easilv the more important. The
" average speaker-hcarer does not perceive morphological relationships 'Bctwccn pairs like
ham-hammer where there is clear phonological and orthographic Qimilarity‘ut no semantic
connection. For example, in this study no subject believed that VEGETABLE came from the
root TABLE and even the historically related pair AWE-AWFUL had no apparent
morphological connection for the subjects. Only those few who had been receptive to specific
educational instruction were able to make the connection between these words; in fact, most
of the subjects had no idea what the word AWE meant and certainly had not analyzed
AWFUL into a root plus an affix -ful .

Although the semantic relationship is the most important variable in morpheme
recognition, this study has provided evidence that the semantic connection can be critica'lly
tied to orthographic similarity. if a phonological discrepancy disguises the semantic
connection, or if the synchronic meaning of the words bears little relationship to the historical
cqnnection. orthographic similarity may be necessary to establish a semantic link. Of course,
.Speakers are not likely to depend solely on this knowledge since the English orthographic

system appears to be largely a phoneme-grapheme code which does not reliably preserve
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lexical identity. Nevetheless, knowledge of particular spellings apears 10 be one source of
morphological knowledge. If the orthogtraphic evidence is clear and the synchronic semantic
relationship 1s not obscure, literate speakers are likely o accept the possibility of a
morphological relationship when it 15 suggested to them, even if they did not discover it
themsclves in their prior linguistic experience. This was clearly the case wnh'thc historically
related pairs DRAW-DRAWER and LACE-NECKLACE in this study. For these word pairs,
statistically significant dilferences were obtained between the spelling groups for vanous
definitions of morpheme recognition. While the majority of subjects were coded NO in terms
of the strictest definition of morpheme recognition, those few subjects who did score a YES
were invariably from the S group. When the potential root was suggested by the examiner,
S-group subjects were significantly more inclined to believe that the derived word “came
from” the suggested rool. These tendencies can be found in the cross -labulations for a
number of other items (i.c.. CREATURE, SIGNAL, KNOWLEDGE). ‘Whilc the statistical
results for these items were not always significant, it does seem suspic’iou's that the tendency is
always in the same direction. That is, any positive indications of MR are associated with the 5
group while the members of the 1> group never find any reason to associate the formally
related words.

In addition to making awareness of morphological relationships possible, learning the
spelling of words may actively contribute to the phenomena of "morpheme recognition.” This
seemed to be the case with the historical compound CUPBOARD. The fact that both
historical roots are clearly represented in the spelling may make this relationship more
"transparent” t(;‘the speller than is the case with other constructions, where the status of an
affix may be questionable. Of course, perception of synchronic semantic similarity was the
strongest factor in the MR judgements and even the majority of the spellers did not perceive
the morpheme CUP in the word CUPBOARD in terms of the strictest definition of MR For
all’statistical analyses, however, there were highly significant diffcrcnccs_ in the MR

perceptions of the two groups and invariably it was the spellers who made the connection
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1

“ bcm(een_ the two wordsyéviany of the comments of ihese subjects alse indicated that their

knowledge of the morﬁhqlogical relationship was a consequence of knowing how the derived
- word wes\vepe.ll‘ed. A number of subjects s_ﬁggested that this was a compound word and that it
probably aﬁgﬁated because "cups” were put or;a "Soatd," but then people "got lazy" and
did 'ndt pro:euncc it like cup+board. Other éébjects .pointed out that the word 'was> spelled
cup+'l;oard and, therefore, pfobably "came f ro_m" these words because a cupboard was v"made
of boards" and "you put cups in it." One subject explicitly stated that he wondered why it

was spelled with "p" so yhe‘ looked it up in the dictionary and found it "came from" the words

‘ éup and board. For these subjects, then, morphological awareness was clearly a consequence,

of leammg the spellmg of the word. SubJects who could not spell CUPBOARD did not make

)

these kinds of comments and, at both levels the majority of the D subjects were assigned the

~ profile 000100, which indicates that these subjects knew the word CUP but did not sec it as

“having any relationship to CUPBOARD. In general, the D _subjects for the “item

CUPBOARD, like the D subjects for the items listed above, appeared genuinely baffled as to

A why the ‘experi;n‘enter would suggest such an unlikely relationship between two words, while
the S subjecté who had not already made the connection themselves were more inclined to
exhibit whae might be qalled "the eureka phenomeﬁon." In quantitative terms, this means that
the spellers tended 10 accept the possible relationship (QS‘) even if it never occurred to them

g

quesCion.
N

\Another observauon which points to differ=nces in MR between the two groups is

that, for a number of items, the S group accounted for many more types of profiles than did

the D group (see Section 3.4.1. 4) While these prof iles did not -necessarily correspond, to what

/"‘4‘

/was measured as* "morpheme recogniton,” they did suggest that the spellers had different
cognitive associations fgr these items than‘.ghe non-spellers did (or at least that the possibility

for different associations was there). Consider the following conversation between the

experimenter and a seventh ‘grade speller of the stimulus item'CUPBOARD (110100).

TN
et b
N

before (Q6), while the D group subjects found no reason -t0 respond positively to either -
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- E: Wit does the word cupboard mean to you?
S: It's a little “rooxﬁ" that contains cups and dishes.
E: Why do you think a cupboard s called a.gupboard
S: ( smile) 'cause it's a place where cups boird
E: Does the word Fupboa‘rd "come from" any word that you know of?
s: No. o s @
E: Do you know the word cup?
" S Well... yeah [as if to say "of course”}. . 2

E: Do you think that the word cupboard comes from the word cub?

S: uh... Nah.
This subject has clearly capitalized on the orthograph. .nformation but is not convinced that
this information is a sufficient basis for estabhshmg a morphological relallonshlp between the
words, since the synchronic semantic relationship is somewhat strained.

Thére were a number of stimulus items for which there were no apparent diff crcnces
in MR between the two groups (i.¢. both responded to these items in sxmxhar ways). Two
basic types of responses can be identified for these items: (1) The subJects (regardless of
group) saw no relationship between the "derivéd" word and its putative "root” (CAVITY,
' FABULOUS. PRECIOUS, VEGETABI:E;  PRESIDENT ‘and AWFUL were cssentially
eliminated from the analysis since t.heir potential roots were generally not known 10 the
subjecté); {2) The subjects (regardless'of group) tended to agree that the derived word had a
"root,"” although they ma) or ~may not  have thought of the relationship prior to the
experiment (CRIMINAL SIGNAL MESSENGER, ELECT RICITY, DISCUSSION
DECISION, POLI UTION, and DESCRIPTION). With respect to these ilems and the types
of responses which the‘y'elicited, a few pertinent observations can be made.

In the first c’ategory,)the item VEGETABLE was a control item. The results indicate
that spéll-ing alone (in absence of a possible semantic conn&tion) was ﬁol used as basis for a

morphological connection between word pairs. An obscure semantic connection is more likely

—
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" 10 be accessible, however, if the orthographic evidence is clear. Note that the responses for

the items NECKLACE and DRAWER (and, to some degree, ‘CREATURE) showed some
differences between the groups, wath the spcllers being more successful at making a semantic
connection. In the items CAVITY, FABULOUS, and PRECIOUS, however, the orthographxc
evidence is tenuous and the\semantic connection appears totally obscure to both groups. There
is no doubt that for the ma]oruy (if not all) of the subjects these "derived” words are not
seen to be related to the roots in }}uesuon This evidence speaks strongly against the generative
phonologists’ assumption that there is some synchronic relationship between such historically
related words, and hence the formal account of a single common lexical representation is
highly questionable in thefe cases. It is clear, for example, tflat these subjects saw no
relationship between the hiéiorically related pair FABLE and FABULOUS and, hence, could
not possiEly ha\)e abstracted a rule from such "data" as Chomsky and Halle suggest
(1968:196) (cf. Derwing 1973:122). | |
For a second group of items, subjects (regardless of group) were inclined to agree
that the derived word "came from" the putative "root,” aithough they had not necessarily
considered the possibility of the relationship prior to the experiment. This result, however,
cannot be taken to indicate that the knowledge of thesé morpho,logica.l relationships was
gained solely with exposure to the spoken language and that educationally derived knowledge
(such as knowledge of the sp;uing) played no role whatsoever here. There are several reasons
" for suspecting that these factors are of some importance here, as well. All the. itemsv which
were treated in this manner (CRIMINAL, SIGNAL, MESSENGER, ELECTRICITY,
DISCUSSION, DECISION, POLLUTION, and DESCRIPTION) have a reasonably strong
(synchronic) semantic relafionship to their vputative- roots‘-, ‘although the degrees of
phondYogical and orthographic similarity vary sbmewhat. It is interesting to note that for two
words where the orihographic evidencé is clear (SIGNAL and DISCUSSION), several
statistical analyses bordered on sigr;ificant‘ differences between the groups (see Section

3.4.14). For the most part, however, the strong semantic* relationship secems to be the

.
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J determining factor — ailthough even this is not enough to make the connecli'c)n between the
words; The profiles for the item CRIMINAL, for example, show that most of the subjects
responded positively to either or both of the "cbmes f ‘rom" ques‘lionsv. but that they had never
considered the relationship prior'vto the ‘experiment. This .is quite possibly due to the
phonological discrepancy between the root and derived word and the possibility that the suffix
-al is not very stive for these subjects. These subjects no doubt have a number of words
in their vbcabumu which end in -al and have no apparent separable root (c.g., royal, ?oyal,
oral, capital) and this may inﬂuencé the perception of these "derived" -al words.

The word MESSENGER was the oniy one of these items to be presented at all grade
levels. The results show that, although there is no difference between the groups at any level,
the degree of "morpheme recognition” for this item increases f rom the 4-5 10 the 6-7 grade
level. ;rhis may be indigative of educational éxpez,}ig)nce as a significant factor in the ability to
recognize morphological relationships between words.

The words containing the -(U)ion suffix were all used at the grad’eb6-7 level onl)". '
There were no significant differences between the groups (except in the case of the item

-DISCUSSION) and, in all cases, tWo-thirds or more of the subjects claimed to have been
aware of the relationship between the derived word and its root prior to the cxperimem‘. 'An
examination of the misspellings of t‘hese words shows that, whatever may hav.e‘vbcen the cause
of the error, all attempts to spell fhese words end in either -tion or -ion rather than the
phonetically plausible -shen or -shun. This may suggest that subjects have some awareness of
-(t)ion as an affix ‘and, hence, the potential f or "morpheme recognition” is increased. Note
that, in spite of the strong semantic relationship and the fact that all spellings and
misspellings ended in -(t)ion, there were still almost a thq& & of the subjecls ‘who indicated that
their awareness of a relationship between the derived word and its root a;ose during the
course of the experiment. It seems clear then, that many words formally related by linguists
are not psychologically- related for the average speaker-hearer an_d that awareness of

derivational relationships is greatly enhanced with educationally derived knowledge,
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particularily knowiedge of the orthogfaphic structure of words.

Although this thesis was not concerned with the role of derivational knowledge in
spelling productions, there is some evideﬁce that there is some relationship here as well. A
cursory examination of the misspellings collected in Task I of this study yielded the‘fl)llowing
interesting spelling attempts: numberous, clearity, wisedom, describtion, sheepered, messager,
and pronounciation. As predicted by éimon and Simon -(see Section 2.3.4), however, theée
"morphological " spellings accounted for very few of the misspellings, although the latter two
were not uncommon. While this study does not provide empirical support for the speculation,
it is possible that these misspellings are a consequence bf morphological awareness. Subjects
may be aware that the English orthographic system is not simply a phoneme-grapheme code,

but also codes some important lexical information, and these errors may illustrate this
\\

-

awareness. The resolution of this question, however, is tangential to the central concerns of

this thesis and was not further explored.

4.2 LIMITATIONS OF THE STUDY AND IMPLICATIONS FOR FUTURE RESEARCH
There are a number of inherent limitations in this research d-ue to the exploratory
nature of the stﬁdy. A first and most obvious difficulty is the very small number of stimulus
item§ which were utilized in the MR task. In addition, these items were essentially selected on
the basis bf the availability iof correct and incorrect spelling responses so -that, beyond being
selected as potential candidates_ ;6 ‘beglin withv{, there was no,co'mrol over which items subjectg
were presented with. Out of a total of 19 stimulus items eventually used, only three werel
presented at all grade levels. Within the twe sets of stimulus items, morever, a number of
words were essentially eliminated from the grouped analyses when the spelling groups were
fedefined. In effect, the multi-dimensional problem of ‘selecting subjects and stimuli for the
MR task impdsed some severe restrictidns on the number of items which could be utilized;
This problem was further complicated by redefining the speﬂ@ng groups at the analysis siage,

which resulted in a situation of unequal numbers of subjects in the groups for the various
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items. As a consequence, this study attempts to investigate an extremely complex phenomeg 6n
using a very small set of stimulus items and small subject sémples (This was necess;ry
because the MR task was rather elaborate "and time-consuming). In light of these iimitations. )
it must be recognized that these results are perhaps more suggestive than conclusive. However,,
the very high levels .of sﬁgnifiéance which were obtained for some items in various of the
analyses indicates that knowledge of a word's spelling may nonetheless be an imporfam factor
in "morpheme recdgnition" in general.

A second po, '.ly "limiting" aspéct of this study is the fact that subjects }wcrc asked
to produce spelliffgs during the MR task. Although subjects were asked all MR questions for
each item before they were asked to spell the words, this aspect of' the task may a.L some point
have influenced’ subjects to focus on orthographic knowledge in making their morpheme
judgements. In future inve;tigations, all reference to spellings should possibly be removed
from the MR t:;sk, although this would require that the spéllings of the "root" words be
elicited some time prior to the MR questioning. The problem with this, of course, is that
subjects were also asked to spell the‘ "derived" wprd$ prior to the MR'. task, and care Qould
have to bé taken to ensure that the presentation of the "roots” and "derived” words did not
lead to a "learning” situation f or the Subjects.

Ag a consequence of the deéign of the experiment, there is no infofmation in this
study concerning within-subject.:esﬁoase\s.» This raises the ‘question of individual differences
and the possibility that different subjects mjay utilize different "strategies” w.hen confronted
with the stimulus items. Although th?s question cannot be addressed within the design of this
experiment, it should be noted that this would be a very complex problem to address. lr; the
first place, it must be recognized that the stimulus items cannot be regarded as u;kens of the
same type. The way in which any particular subjeci responds to .a stimulus item is likely to be
influenced by a number of factors including the nature of the stimﬁlus item itself, as well as
subject specific variables such as prior exposure, intelligence, reading/speliing ability, etc.. It

is far from clear, then, how an experiment of this nature would address the question of
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individual strategies, since the overall picture is likely to be extremely complicated. It is
perfectly possible that any particular subject is utilizing a number of different "strategies"
depending. on the nature of the stimulﬁs item and it would be no easy task to sort out the
various contributions to any particular set of responses. This, then, is a topic which is far'

beyon% }he scope of this "preliminary probe” into a complex area of linguistic knowledge.

4.3 CONCLUSION

| _Ihe results of the experimental study discussed in Chapter Three suggest that
'educal\iondlly derived knowledge (such as knowledge of a word's spelling) can be an important
factor in the ability to analyze words morphologically,v vThis knowledge appearé to be more
" critical for some items than for others. While an awareneés of the relationship between some
words may be pre-literate knowledge, there is evidence that orthographic information is
utilized as the . phonological and semantic relationships become lessvclear. For example, the
relationship between pairs like sing-singer is likely to be realizéd in pre-literate languaée
acquisitior» since there is a clear semantic relationship, little phonological change and a highly
productive affix. At the other end of the spectrum are words like cupboard and handkerchief,
where awareness of the component morphemes is likely to arise (if it arises at all) only when
the spelling is learned. In between these two extremes there appears to be a vast .middle_
ground comprised of pairs like sign-signal, Where the phonological and semantic relationships
are less than transparent. In addition, the relationship between pairs like thesé may be
obscured because the affix is unproductive or‘ because there are competing forms where there
is no morphological analysis called for at all (such as with a word like capital).

In any event, this study has provided evidence that subjects do make use of
othograph\xE' information in analyzing words morphologically, although imowledge of the
spelling will not necessarily lead to the perception of a relationship if there is not a reasonably -
accessible (synchronic) semantic relationship. In effect, knowing the spelling of the word may

make morphological analysis possible for some items, but it is likely that many words thought
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to be morphologically related by linguists are not so related or analyzed by the average
speaker. Further empirical investigation and mo;e refin“ed methodological tools will be
required in order to sort out the various SouTces of speakers' morﬁhblog'iéal knowledge and to
determine the e;(tent to which speakers acCtually engage in morphological analysis. Without this -
empirical basis, the iﬁmpressive formal models which relate words by means of various rules

will remain nothing but a convenient (jf brilliant) fiction which bears little relationship to the

linguistic knowledge of the average speaker-hearer.
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APPENDIX A: LIST OF 60 STIMULUS ITEMS

)

\ : ‘//

astound astonish know knowledge
author - authority lace necklace
awe awlul » law lawyer
bash * bashful louse lousy
- hreak ’ breakfast . message messenger
cave . . cavity moon month
clear  clarity” muscle muscular
courage courageous nation nationality
create creature : ‘ nature natural
_crime crimirfal , | number numerous
crumb crumble origin + original
cup cupboard person personality
decide decision . . - | please “pleasure
describe description .pollute - ! pollution
destroy destruction preside <" president
discuss discussion price precious
draw drawer . produce _ production
ear eerie’ profess professor
electric electricity . pronounce pronunciation
equate equation public publicity ' il
fable fabutous reduce reduction
fry - Friday right ~ righteous
gorge ~ gorgeous sign signal
hand ~ handkerchief sting stingy
hand ~  handle table vegetable
heal health wall wallet
heave "~ heavy A wild wilderness
herd shepherd wise wisdom
hide hideous wonder wonderful
hunger hungry young -~ youth

o
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APPENDIX B: SPELLING RESPONSE SHEET - TASK 1

NAME: DATE:

AGE: _ GRADE:

8CHOOL:

8pellings Meanings Spellings Meanings
YES NO YES NO

1. 16.

2. 17.

3. 18..

4. 19.

5. <0. "

/

6. 21.

7. 22.

8. 23.

9. M) 24.
10. ) 25.
1 1 . 26 s

) ,,
& E &
12. % : _
, : Ew
13. 28.
14, 29.
\ 4

15.. 30.
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APPENDIX- C: FORTRAN PROGRAM FQR DISTANCE COMPUTATION

AOR) — —o ot b vt s —a a o -
L~ OWONOUNLBLWRN~OOWDNDNUVHWRA —

WRIRIRI NI NI RO R R
CQUWDNOINDBWN

Univeraly of Alberts
L

L LW W W W W
NV bWRN

38
39
40
End of file

30

15

37

40

45

P A RN

DIMENSION DIST(1770), IDNI(60)
CHARACTER=1 IN(60), MAT(BO.GO). TITLE(BO}, WVEC(60)
N1=21

NC=0

READ(5,4)71 E

WRITE(9,4)1 _

NC=NC*|

READ(8,1,END=35) IDN(NC), (MAT(NC,J)}.J=1,N]) N

GO 10 30

NP=0Q

NC=NC1 _

DO 45 1:=2,NC

L=1-1

DO 45 J=1,L

NW=0

NMM=0

NP=NP+1

DO 37 K=1,Nl

WVEC(K}2' X'

DO 40 K=1,NI

IF(MAT(],K) .EQ. 'C" .OR. MATI(J.K} .EQ. C') THEN
GO 1O 40

ELSE

NW=NW+1 N
WVEC(K)="V'
TF(MAT(I, K} .NE. MAT(J,K)] NMM=NMM+1

. IF(MAT(I ,K) .NE. MAT(J.K}} WVEC(K)='M

ENDIF

CONT INUE

XM=NMM

XW=NW

DIST(NP)=SQRT ( XM/ XW)

WRITE(9,2) 1, J, IDN{1), IDN{J), DISTI(NP}, N
WR]TE(6.3) NC, NP :
STOP ¢
FORMAT (4X,14,2X,60A2) E

FORMAT(214 2X 215 2X, F7 3, 3X 14,3X%,2142)
FORMAT (' 0" . "NO. CASES = 13 CgNO. DIST. =' 15}
FDRMAT(BOAI) B

END ¢

ECIK), K=z1,N])
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APPENDIX E: MR RESPONSE SHEET

Buhject L.D. # Name (Last, First) - Bex - Age - Bchool - Grade '
CRIMINAL (CRIME) AWFUL (AWE)

Ql. Def Q1.

Q2. Berka Q2.

Q3. CFl Q3.

Q4. Root Q4. -
Q5. CF2 ’ Q5.

Q6. Recall Q6.

SIGNAL (SIGN) , CREATURE (CREATE)

Ql. i Ql.

Q2. Q2.

Q3. Q3.

Q4. 0 Q.

Q5. Q5.

Q8. Q6.

PRESIDENT (PRESIDE) ~ CUPBOARD (CUP)

Ql : Ql. _

Q2 4 Q2.

Q3 1 e

04 Q4.

Q5 Q5.

Q6 Q8.

ELECTRICITY' (ELECTRIC) MESSENGER (MESSAGE)

Q1 i Q1.

Q2 Q2.

Q3 Q3.

Q4 Q4.

Q5 Q5.

Q6 Q6.

CAVITY (CAVE) NECKLACE (LACE) DRAWER (DRAW)

QL. Q1. Q1

Q2 Q2. Q2
Q3 Q3. Q3

4 Q4. .Y
Q5 Q5. Q5
Q6 Q6. Q6
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