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Abstract

As more wind energy is integrated to the power network, it becomes critical
to study the influence of wind generation on existing power system. Real-
time simulation and control of a grid-connected wind farm was investigated
using a combination of off-line software and real-time hardware simulators. A
reference doubly-fed induction generator (DFIG) based wind turbine generator
system (WTGS) was model and validated using several off-line simulation tools.
Then, the reference model was utilized for constructing the detailed wind energy
systems. By performing various interaction studies using these systems, a set of
benchmark results were obtained for the validation of the aggregated models.
Finally, three models with different levels of aggregation were developed to
improve the efficiency of the real-time electromagnetic transient study of the wind
farm, and all of these models were implemented on the Real-Time eXperimental

LABoratory (RTX-LAB) digital simulator.
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Introduction

1.1 Motivation

Research and development of renewable energy has gained tremendous
momentum in the past decade as the cost of conventional electrical power
generation continuously escalate due to the limited fuel resources, and the general
public becomes increasingly concerned of the environmental impacts caused by
the thermal and nuclear generation. Among many technologies promising green
power, the utilization of wind energy via wind turbine generation system (WTGS)
is one of the most mature and well developed. Across the world, the total capacity
of wind generation has already exceeded giga-watt (GW) rating and larger wind
farms are constantly being planned and commissioned [1-6].

Referring to the report in [4], potentially available wind power is being under
utilized. Common explanations for the conservative exploration is associated with
the intermittent nature of the wind. Because of the stochastic behavior, bringing
wind energy to the market becomes a difficult task. To justify the investment in
wind generation, the captured energy need to be effectively distributed under

the current market structure involving day-ahead forecasting, day-ahead market,
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Sec. 1.1 Motivation 2

unit commitment, real-time operation, and market settlement [4]. There are
research studies [1,7] targeting the development of correlation model that will
allow estimating the wind power of an area from the measurements taken from
a distant site. Once the model is completed, wind farm operator may be able to
more accurately predict the available wind power and its pattern ahead of time.
However, to understand the impact of captured wind energy on the network and
be able to make spontaneous decisions an authentic wind facility model is needed.

To deliver the wind power safely is another challenge faced by the facility owner
and operator alike. Since many of the best wind resources are remotely located
from the main grid, the reliability issues associated with the relatively weak
transmission system often have a negative effect on the wind energy integration.
In order to sustain system stability and power quality, sophisticated controller
and protective devices must be installed to direct the wind facilities through the
hazardous fault conditions. For the development and testing of these high-speed
equipment, modern simulation technology provides an accurate, timely, and cost
efficient platform [1,2].

As wind generation achieves commercial viability in North America, many
organizations, such as American Wind Energy Association (AWEA) and Western
Electricity Coordinating Council (WECC), are pushing for codifying requirements
and performance standards for large wind generation facilities. Although the
technical details of the wind facility operation recommendations are yet to be
finalized, the major areas of concern, such as low voltage ride-through (LVRT)
and reactive power capability, are generally accepted. Formal development,
update, and improvement of the engineering models and turbine specifications
used for studying the wind plant interconnections are also listed in the advisory
requirements.

Fully digital electromagnetic transients program (EMTP) has greatly simplified
the study of power system and its interactions with various equipments.
Using modern graphical interfacing EMTP-type software simulators, such as
PSCAD™/EMTDC™, SPS/SIMULINK®, and EMTP-RV, the wind facility and
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the power system it is connected to can be efficiently represented with the built-
in mathematical models. Accuracy of the models are ensured by following
the standard EMTP modeling practice that has been refined and confirmed by
previous researchers with many years of experience in experimental comparison
studies.

Aided by the advancements in computing technology and the development
of EMTP-type software packages, researchers can now conduct massive power
system study and equipment testings on the powerful real-time simulators. These
simulators geared with latest innovations can handle the computation of complex
mathematical models with microsecond resolution, and allow high frequency
interaction with real equipments. These features not only open up a whole new
gateway for research study, but also tie the research results closer to real-world

demand.

1.2 Fixed Speed and Variable Speed WTGS

In general, there are two types of WTGSs: fixed-speed and variable-speed. With
relatively simple design, Fig. 1.1 (c), the fixed-speed WTGS provided a cost
efficient opportunity for entrepreneurs to explore the viability of pollution-free
generation in the early days. However, the poor mechanical isolation and narrow
operating speed range inherited from the direct connection of a turbine driven
squirrel-cage induction machine has limited the generation yield [8-10]. Another
problem impairing the fixed-speed WTGS was the frequent shut-off caused by
high wind speed, disturbance in the grid, or excess reactive power consumption
[3]. Although many remedies, such as stall/ pitch control and supporting capacitor
bank, were proposed, the fixed-speed design is being phased out of the market
particularly in the area requiring high capacity WTGSs [3].

Introduction of the variable-speed WTGS has bred new life into the wind
generation sector. Addition of the power electronic driven variable-speed drive
have drastically improved the performance of a WTGS in virtually every aspect

[3, 11-14]. Between the two major variants, Fig. 1.1 (a) and (b), the doubly-
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Figure 1.1: Various WTGS configurations: (a) doubly-fed induction generator based
variable speed WTGS; (b) direct drive synchronous generator based variable speed WTGS;
(c) asynchronous induction generator based fixed speed WTGS

fed configuration (Type A) has gained the most popularity owing mainly to its
economical design. Instead of having high-cost full scale converter at the mains,
the power electronic drive connected between the stator and rotor of the wound
rotor induction machine (WRIM) is required to handle only fraction of the total
generation capacity. In spite of the more expensive WRIM, savings from the lower
rating power electronics has placed the doubly-fed induction generator (DFIG)
based WTGS in a very competitive position [15]. In the current market, generation
capacity of the Type A WTGSs has already reached MW range.

When the capacity and number of the DFIG-based WTGS continuously increase
in the network, it is no longer appropriate to model them as simple negative
loads [6]. To help reflect their actual impact on the existing system under various

operating conditions, the WTGSs need to be modeled with sufficient details.
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1.3 Stand Alone Wind Generator and Wind Farm

Researchers have been focusing their studies on the stand alone WTGS. Few
WTGSs were erected in an autonomous grid for ‘fuel displacement’ purposes as
well as for earning some ‘capacity credit’ [16]. Since the WTGSs were usually
coupled with a diesel generator or other means of backup systems [10, 16], the
control system was designed to mainly allow maximum extraction of wind energy.
When irregularities were encountered, the controller would simply trip the WTGS
from the line.

In contrast, modern WTGSs with much higher generation capacity are
collectively connected to the power network in the form of wind farms. As wind is
moving into the main steam of generation sources, a deeper understanding of its
potential impacts on the interactions with the bulk electric power system is needed,
and this need has shaped the trend of modeling and simulation of grid-connected
wind farms [2,17-25].

A large wind farm under contain tens or even hundreds of WTGSs. Since
the aggregated performance is more important [1,26], modeling each WTGS in
detail will not only form a huge computational burden for simulation studies,
but also create redundant information hampering the overall productivity of
the research study. In order to produce an aggregated wind farm model, a
general two-step approach has been proposed [24, 26, 27]. First, the model
representing each WTGSs shall be simplified to retain only the characterizing
details. Then based on the response to the wind speed and interaction to the grid,
a group of WTGSs can be collectively represented with a model having equivalent
capacity. However, substantial amount of study is required to realize these
generalized guidelines. Developing a wind farm consisted of detailed WTGSs is
the preliminary requirement. When it comes to determining the coherence among
the individual WTGSs, the stochastic behavior of the wind source, geographical

properties, and electrical connections shall be carefully accounted for.
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1.4 Off-Line and Real-Time Digital Simulation

Most digital simulations running on personal computers (PCs) are off-line in
nature. Using the latest simulation software packages, these simulations are easy
to setup. Because there are no specific requirements on the amount of time used to
perform the off-line arithmetic computations, efficiency of the software model and
hardware components are usually not strictly optimized during the research study.
Nevertheless, to keep up with the pace of current technology developments related
to wind energy, conducting only off-line simulation studies becomes insufficient.

To overcome the limitations in off-line simulation studies, adoption of real-
time simulation is a necessity. There are many commercially available real-time
simulators basing on various technologies: HYPERSIM from Hydro-Québec, Real-
Time Digital Simulator (RTDS™) from Manitoba Hydro, RT-Lab™ from Opal-RT,
etc. Besides simulating a complex model at blazing speed, these simulators are
capable of instantaneous communication with external hardware through their
high resolution analog-to-digital (A/D) and digital-to-analog (D/A) interfacing
devices. This is one of the most important features accrediting the real-time
simulators for developing, prototyping, testing and troubleshooting the ever
speedier digitized controllers and power electronics.

For time critical studies, such as generation forecasting, real-time simulation is
indispensable. When the window for decision making is limited to less than a day,
no time can be wasted in waiting for the simulation results. As the forecasted wind
pattern is continuously feeding in, an off-line simulation study might not be able
to keep up with the computation demand and result in the waste of valuable data
leading to misjudgement.

Real-time electromagnetic simulation of a wind farm is important for the design
and coordination of the protection system within as well as outside the wind farm.
Through the high resolution I/O ports, relay, circuit breakers, and their controllers
can be connected to a real-time simulator for hardware-in-the-loop (HIL) testings.

Executing in the simulator, the detailed wind facility and transmission system
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model would interact with the externally connected protective devices in real-
time. Developer can impose any kind of fault conditions onto the real-time
model for equipment performance evaluations. This HIL configuration not only
provide enough resolution to satisfy the electromagnetic studies, but also avoid
the hazardous field testing and time consuming site trial data recording [28].

Many operators are not familiar with the procedures when it comes to managing
a wind farm. Thus, realistic training is required for building up the expertise. By
interfacing the real-time simulator with the control panel and monitoring devices,
a virtual control room can be setup. With the computation capacity of the modern
processors, the real-time simulator can simultaneously handle the user responses
and simulation of the wind facility under various operating conditions.

Many researchers have even developed their own hybrid simulator [29-32] or
emulator [33] specifically for real-time wind energy research. However, most
of these studies were performed using either non-scalable components requiring
constant maintenance [32] or based on customized platform. Verification of the
reported simulation results can be difficult and costly. Although the hybrid
configuration can provide accurate results for the analysis of a single WTGS, the
detailed modeling and real-time simulation of a wind farm can only be conducted
through the fully digital setup. For the given reasons, this research is dedicated for
developing an aggregated wind farm model suitable for real-time study under a

widely utilized platform and affordable commercial hardware components.

1.5 Objectives of Thesis

The main focus of this research study is to develop and verify the aggregation
techniques that are suitable for real-time wind farm electromagnetic simulation
studies. By following the step-by-step approach, a detailed single DFIG-
based WTGS model will first be created using EMTP-type software. Once the
detailed model is verified through comparison studies, it will undergo a series
of optimizations, and the end result should be a simple yet representative model

suitable for real-time electromagnetic transient studies.
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With the stand-alone WTGS model as the fundamental building block, focus will
be extended to the modeling and simulation of a wind farm. Then the systematic
aggregation techniques will be applied and accredited through in-depth analysis.
To enable result reproduction and further research studies on the related subject,
detailed recording of the development theories, problems encountered and their

solutions, and verification procedures will be clearly presented.

1.6 Scope and Outlines of Thesis

The presentation of analysis and results obtained for this research study is divided
into four chapters. In Chapter 2, detailed mechanical and electrical model were
developed for the DFIG-based WTGS. The development of these models are in
large guided by the specifications for GE 1.5M W WTGS, which is the most popular
design in North America [2,15]. When modeling details are missing from the
manufacture’s document [34], widely accepted conventional practices are applied
in order to complete the model.

Modeling and design of the WTGS mechanical and electrical controller are
given in Chapter 3. To clarify the complex control concept, pitch control, variable
speed control fundamental, PI controller application, and pulse-width-modulation
(PWM) principles are discussed along with the root-locus design procedure.

Chapter 4 concentrates on the validation and real-time simulation of the
DFIG configuration. Since this configuration comprised of the most complicated
electrical components and control logics, it was validated by comparing the off-
line simulation results from PSCAD™ /EMTDC™, MATLAB® /SIMULINK®, and
EMTP-RV. This validated model was then simplified and optimized for real-time
simulations using the Real-Time eXperimental LABoratory (RTX-LAB) simulator.

In Chapter 5, the dynamics of the complete WTGS were examined. From
studying the interactions of a single WTGS with variable wind speed and grid
faults, insights for the dynamic wind farm responses were provided. Then,
a detailed wind farm model was constructed for real-time simulation and

aggregation technique developments.
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A summary of the contributions of this research study is given in Chapter 6.
Lastly, recommendations and future perspectives in the field of wind energy are

given.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Modeling of DFIG-based WTGS

2.1 Introduction

A detailed DFIG-based WTGS is developed for the forthcoming studies of model
simplification and wind farm aggregation. The amount of detail contained in this
model will be sufficient for characterizing the critical dynamics of a WTGS. In
order to obtain the most feasible detailed model, many publications [12, 13, 16,
32,35-47] were consulted along with the manufacturer’s documentation [34]. By
following common practice and the collected data, the detailed model based on the
popular GE 1.5MW WTGS was chosen as the basis for present studies and it was
divided into three sub-models: Aerodynamic, Mechanical, and Electrical. Even
with a specific manufacturing system as its underlining design, the developed
WTGS model does not lose its generality. It can be employed for modeling the
DFIG-based WTGSs from other manufacturers as well.

2.2 Background

The WTGS model is a collective representation of the sub-models. Various

electrical (i.e. currents and voltages) and mechanical (i.e. torque and speed) signals
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are processed and exchanged among the aerodynamic, mechanical, and electrical

models, shown in Fig. 2.1.
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Figure 2.1: Single WTGS model

The aerodynamic model estimates the mechanical torque (Trec) from the wind
speed signal (v,), the turbine blade pitch angel (6,.:) and the generator rotor
speed (w,) produced by the wind speed, the mechanical controller, and the
mechanical model, respectively. With the present states of Tyner, and T (electrical
torque), the mechanical model renews w, and wr along with the generator shaft
torque (7). In the electrical model, the updated T, w,, Sigpw ar (electrical control
signals), Sigp (electrical protection signal), and Vg (transmission line voltage) are
used for determining the electrical operating conditions. These conditions include
the various current and voltage values required by the electrical controller, and the
generated active (P...) and reactive power (Qe.) feeding to the external power
system model. The following sections describe the three sub-models of the WTGS

in more detail.

2.3 Aerodynamic Model

Under the given wind speed and turbine operating conditions, the aerodynamic
model calculates the amount of kinetic energy that has been captured by the
turbine. This calculation can get very involved via elemental analysis on the

surface of each turbine blade [13]. In order to avoid the cumbersome elemental
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analysis, the relatively simple (2.1) has been generally accepted for estimating the

captured kinetic energy in the form of mechanical power (Pp.cs) [12,13,16,32, 34—

47],
Prceh = Cp()\y epitch)gerr"rVS) (21)
A=R, (ﬂ) 2.2)

Vy

Table 2.1: Coefficients for Mechanical Power Computation

£R2x | 0.00159

T

R, 56.6

The computation of P, depends on the power coefficient (C,), air-density (p),
turbine radius (R,), and wind velocity (v,). C, is a function of the turbine blade
tip-speed ratio (\) and the blade pitch angle (,,,.»). This function describes the
percentage of power extracted from the wind crossing the turbine blades, and
it is unique for each turbine [13]. X is calculated with (2.2), which requires the
instantaneous wr and vy,. Gpitch is given from the mechanical controller depending
on the electrical power generation.

The function Cp (A, Opier) is usually expressed with a set of parabolic curves. The
characterizing C,(A, Opitcn) curves of the GE 1.5MW WTGS, Fig. 2.2 (a), can be
extrapolated using the curve-fitting formula (2.3) with the given «; ; (Appendix A,
Table A.1). Other fixed coefficients could be collected from Table 2.1.

4 4
CP()‘v epitch) = Z Z ai,jei’\j (23)

i=0 j=0

To visualize the validity of (2.3), the C, (), Opicn) curves were reproduced using
the MATLAB® programming language, Appendix B. As shown in Fig. 2.2 (b), the
curve-fitting approximation has provided good estimates in the range of 2 < X <

13. Value of A beyond the lower and higher boundaries represented very high and
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Figure 2.2: C,(A, 6pitcn) curves: (a) specific curves of the GE 1.5MW WTGS; (b) reproduction of
the GE 1.5MW WTGS Cp, (), 6i1cr) relation using curve fitting equation (2.3)

low wind speeds, respectively, that were outside the continuous operating region
of the WTGS [34].

2.4 Mechanical Model

The mechanical model replicates the storage and transfer of mechanical energy
within the WTGS. As seen from the complete mechanical drive-train model, Fig.
2.3, the mechanical energy stored in the rotating turbine is transmitted to the
generator rotor through two shafts and a gearbox [12,25,34,36,40-42,46,47].

To reduce mechanical stress and wear, the turbine with the much larger inertia
(H) must be operated at a lower speed. However, the generator cannot produce
electrical power if the rotor is rotating at the same speed as the turbine. Therefore,
a gearbox must be incorporated to transmit the mechanical power from the low-
speed-high-torque end to the high-speed-low-torque end. With gear ratio f, the
rotational speed of the rotor with the inertia H, is proportionally increased to
wr = wr f. Nevertheless, the shafts connecting between the masses and the gearbox
have finite stiffness, and the conventional spring and damper model is employed
to recreate the losses. The damping ratios and the spring constants are generally

symbolized with D and K, respectively.
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The detail mechanical model can be readily represented by the three-masses-
two-springs model, Fig. 2.4 (a). Consequently, the direct representation will create

excessive demand on computational resources during the simulation of WTGS. In
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the effort of balancing between simulation accuracy and speed, many researchers
[10,24,25,33] have adopted the two-masses-spring model, Fig. 2.4 (b). The three-
masses model can be simplified to the two-masses model by converting the inertia
of the turbine, the spring constant, and the damping ratio of the low-speed shaft
to the high-speed side using (2.4)-(2.6) [25].

Hiow—spee

Hpigh-speeq = —225pccd fz” d (2.4)
Kiow—spee

Khigh—speed = low-speed f2 peed (25)
Diow-

th’gh—speed = —w}%w_d (26)

Nevertheless, it was claimed in [26] that the mechanical and electrical isolation
established by the DFIG configuration would promise further reduction of the
mechanical representation to a single lumped-mass model, Fig. 2.4 (c). The reason
was that the fluctuations related to the shaft stiffness could be buffered by the
operations of the electrical components when observing from the grid. Because the
three-masses-two-springs model parameters for the GE 1.5MW WTGS were not
publicly available, only the two-masses-spring and the lumped-mass mechanical

model were implemented using the parameters given in Table. 2.2.

Table 2.2: Parameters for the GE 1.5MW two-masses-spring and lumped-mass model

H, 4.32
H, 0.62
Ky 80.27 pu
Dy 1.5 pu
Wy, | 1.745 24

| oo 464 |
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The two-mass model can be solved by:

dw,

"Te ec = 2H,— Trs

: rTa

Tmeecn = 2H duy - T (2.7)
mec Tt TS
s = (06— QT)th + (wr — WT)Dtg

where 0, and 0, were the angular position of the turbine and the generator
found from the integration of w,. and w,, respectively. Hr, K,,, and D, denoted
the combined inertia, spring constant, and damping ratio, respectively; and T,
represent the torque exserted on the combined shaft. Graphical illustration of the

actual implementation was shown in Fig. 2.5.
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-

v
%

- r

: r
e—m»C)—* 5;7 - — Dpase 5 =

—

8

Figure 2.5: Two-masses-spring model implementation

The lumped-mass model could be solved using (2.8):

dwlump

Telec - Tmech = 2I{lump dt

(2.8)

However, the lumped inertia (H,m,;) was found smaller than the direct sum
of Hr and H, given in Table 2.2. Possible explanation could be that the
specification of Hj,,, has already taken the damping losses into account. The
model implementation presented in Fig. 2.6 was much simpler, and no feed-back

signal was involved.
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2H, lump s ]

Figure 2.6: Lumped-mass model implementation

2.5 Electrical Model

The electrical model containing wide range of electrical components has received
the most attention from researchers in the renewable energy field. This model
could be generalized into two main parts: the wound rotor induction machine

(WRIM) and the back-to-back converters (BBC), Fig. 2.7.

ek Wi

Back-to

Figure 2.7: Doubly-fed induction generator connected to the grid

After receiving T,; and w, from the mechanical model, the WRIM model
determines its generated active (F;) and reactive (Q;) power at the stator terminal
depending on the fixed grid voltage (V) and the controlled rotor terminal voltage
(V7). Through the secondary winding, the flow and magnitude of the WRIM rotor-
side active (F,) and reactive ((),) power are determined by controlling the BBC.
The sum of the stator and rotor powers at the point of common coupling (PCC)
yields the total electrical active (Pe..) and reactive (Qeec) power transmitting to

the external power system.
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2.5.1 Wound-Rotor Induction Machine Model

The three-phase 1.67TMV A 575V,_irms WRIM model shown in Fig. 2.7 was assumed
to be symmetrical. By convention, the machine was modeled in the arbitrary
qd frame [35, 44,48]. Fig. 2.8 can be consulted for the relationship between the
stationary three-phase stator axis abc,, the rotating three-phase rotor axis abc,, and
the arbitrary axis gd. Since the three sets of axes are spanning the same two-
dimensional space, the reversible transformation matrix (2.9) can be applied to
project the parameters given in one axis system to another.

ERCR G AE DRATR

!

BT

-
EEREG AL LR TR A

R TR SO o T e il e G

Figure 2.8: Reference frame for WRIM modeling

2T

cosf cos(f — 2%) cos(f + —3—)
q as
2
d| _2 | sind sin(f— %E) sin(6 + %) bs (2.9)
0 - 3 Cs
1 1 1
L 2 2 2 J

When the gd frame rotates at w, its angular position () defined from the

stationary a, axis to the ¢ axis is tracked by:

t
g = / W +0(t=0)
0

(2.10)

Because the abc, axis is rotating at the same speed with the rotor, all the rotor-

side parameters are expressed using this axis system. In order to transform the
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rotor-side electrical properties to the qd frame, the transformation matrix would
have to be modified to (2.12) to take into account of the relative angular position

(6 — 6,) between the abc, and the ¢qd axis, where 6, is defined by:

t
0, = / wy + 9r(t=0) (2.11)
0
cos(f —6,) cos(f — 6, — -2-31) cos(f — 6, + 3371)
q a
d| 2 |sin(0-6) sn(@-6-2) sn@-6.+7y | |6 | @12
0| 3 3 3
3 ¢
1 1 1
! 2 2 2 i

Following the transformation procedures in [48, 49], the equivalent circuit
representation of a WRIM in the qd frame would be identical to the one presented
in Fig. 2.9; the stator and rotor voltage equations would be similar to that given in

(2.13).

B B R R i R A LA
’
Is L Ir (m—a’,) W’d, R’r

&
e
iy
B
5
i
3
o
5

sepmenseen. T ey
oY, L, L, (e-o0)y', R,

Figure 2.9: Induction machine model represented in the qd axis

d
Vgq = Rsisq + a—djsq + wibsq
Ved = Ralsq+ d_wsd - wwsq
(2.13)
vy = Ry, + d—i/);q + (W — we )y

Upg = Rpipg+ ai/’;d — (W~ wr)ir,
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with ' '
"/}sq = Lszsq'*}'LmZ/rq

Ysa = Lsteg+ Lmi/rd
to = LU+ Lyging
ra = Liig+ Lmisa

Ly = L+ Ly,

L;" = Er + Lm

The primed parameters symbolized the rotor electrical properties referred to
the stator side. R, and R, represent the stator and rotor winding resistances,
respectively. The leakage inductance of the stator and rotor are expressed by L,
and Ly, respectively. L,, is the magnetizing inductance bonding the stator and
rotor winding. Magnetic flux in the different windings and axes are indicated with
the corresponding ¢ terms. Finally, the four derivative terms in (2.13) are included
to estimate the transient properties.

Specific resistance and inductance values were not available in the
manufacturer’s document. Therefore, the hypothetical nameplate values given in

Table. 2.3 were used to derive the necessary parameters for the WRIM {50}.

Table 2.3: Hypothetical Nameplate Values and Final WRIM Parameters

[ Hypothetical Nameplate Values | (per-unit) |

Full Load Efficency 0.95
Full Load Powerfactor 0.9
Full Load Slip 1.0
Starting Current 5
]LFinal WRIM Parameters | (per-unit)
R, 0.0256294
R, 0.0100649
Lys 0.0998644
I 0.0998644
L, 3.4785700

Since 6 and w are arbitrarily defined, the gd frame could be affixed to any
references. Conventionally, there are three most convenient reference frames:
stator, rotor and synchronous. When the ¢d axis is fixed to the stationary stator

frame, w becomes zero, and the terms w4 and wy,, are eliminated from the stator-
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side voltage equations in (2.13). If the g axis coincides with the a, axis, w equals w,,
and the terms (w — w, )Y, and (w — wy)Y;, are trimmed off the rotor-side voltage
equations in (2.13). For power system studies, the analysis of the WRIM operation
in steady-state can be conveniently conducted in the synchronous reference frame

rotating at electrical speed w, = 2760(rad/s) [48].

2,5.2 Back-to-Back Converter Model

The electrical control exerted upon the WRIM is realized by the BBC. This device
is constructed from two conventional six-pulse converters, which are connected
back-to-back at their dc terminals with the shared buffering capacitor, Fig. 2.7.
Switchings of the twelve insulated gate bipolar transistors (IGBTs) with their anti-
parallel diodes on the six independent legs determine the functionalities of the
BBC. All the switches and diodes are having the same on- and off-state resistance,
Ry, = 0.001Q and R,fy = 1e6(, respectively. Since the study was focused
on switching pattern, the switch-on forward voltage (V,,) and the switch-off

extinction time (tr) were set to zero to simplify the individual switch model.

RN

Ideal

switch ’
rd

Figure 2.10: Switch model: (a) IGBT with anti-parallel diode; (b) custom switch model with ideal
switch, diode, and resistors; (c) custom switch model with ideal switch, capacitor, and resistor

Usually, the IGBT and diode model are built-in to the modern EMTP software
packages, i.e. PSCAD™/EMTDC™ and MATLAB®/SIMULINK®. In the case

when the switch model is not already given, the two custom designed alternatives
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shown in Fig. 2.10 can be considered. The first alternative, Fig. 2.10 (b),
incorporates an ideal switch, a diode, and two resistors. When the ideal switch
is on, the tiny R, is in parallel with the huge R,;;, and the effective resistance R
appears across the ideal diode is given by (2.14). As soon as the ideal switch is

turned off, the resistance across the diode becomes R,;.

1
Rejf = —— ~ R (2.14)

Ron Roff

In the second alternative, Fig. 2.10 (c), the switch is modeled with an ideal
switch anti-paralleled with a RC branch. The polarized capacitor reproduce the
effect of a diode by only allowing current flow into the positive terminal. When
the ideal switch is closed, the downward current must flow against the capacitor
voltage (v.s), Fig. 2.10 (b). This resistive effect (Ron—.ss) can be defined by (2.15).

Re-opening the switch, the capacitor would be charged with the time constant of

—1_
RSS CSS

are determined to be 5§ and 3u.F' through trial and error. Verifications of the two

. For the specific switch model use in the research, the value of R, and Cj,

models were given in Chapter 4.

VCS

Ron—ecff = (2.15)

Uswitch—on

For the purpose of representing the collective behavior of a six-pulse converter, a
switching function model can be utilized [51-57]. For this kind of behavior model,
individual switches are not modeled. Instead, the model imitates the converter’s
interactions at AC and DC terminals using the controlled voltage and current
sources, respectively. Detailed discussion and demonstration of the switching
function model will be given in Chapter 4.

Since the BBC operation involves discrete switchings of the power electronics,
current shaping filters are connected at both terminals to limit current distortions.
Simple inductor (Ly,) filter connected between the rotor and the BBC ac terminal
has the inductance of 0.005H. The RL filter compensating the current flowing from

the BBC to grid was consisted of the series connecting 0.01m$) R, and 0.001H Ly,.
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2.6 Summary

By following the convention and the information collected for the popular GE
1.SMW WTGS, the model for a DFIG-based WTGS was divided into three sub-
models: Aerodynamic, Mechanical, and Electrical. First, the interchanging signals
among the individual sub-models were clearly defined. Then, the underlying
mathematical formulations of each model and the simplification practice
associated with these formulations were discussed. All the necessary parameters

and the acquisition methods were provided along with the discussions.
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DFIG-based WTGS Controller Design

3.1 Introduction

Control system determines the response of a WTGS under different operating
conditions. A properly designed controller should force the WTGS to yield
maximum power while ensuring the safety of the mechanical and electrical
components involved. Therefore, the WTGS controller is sub-divided into

mechanical and electrical controls, Fig. 3.1, to properly distribute the workload.

: Mechanical : Electrical
21 Controller Model ¢| Controller Model [

Electrical
Model

Aerodynamic

Model Model

Mechanical J ““““

Figure 3.1: Controller model for single WTGS
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According to the generator rotor speed (w,) and mechanical power (Pechn),
the mechanical controller adjusts the turbine blade pitch angle (,:..,) to achieve
optimal energy capture. The active electrical power (Fe..) estimation received
from the electrical controller is used to define new speed reference for the turbine,
and the speed is adjusted either by tuning 6., or resetting the active power
generation command FP,.;. When measurements indicate hazardous operations,
the Sig,., is sent out to detach the WTGS from the grid sequentially.

The electrical controller is responsible for monitoring the current electrical
power generation, and enacting the new power generation command. From the
various current and voltage measurements, the active and reactive power power
generated by the WRIM is continuously evaluated. These generation states are
compared with the F,,; from the mechanical controller and the internal reference
for the reactive power. Any difference found from the comparisons shall be
mitigated by sending new command signals (Sigpw ) to the electrical system. In
the case of emergency or out of limit operation, the electrical system will be shut

down by Sigirip.

3.2 Background

For each manufacturing model of wind generator, there is a distinctive Ppecn
versus w, control curve, Fig. 3.2 [6, 12,3840, 42, 43,47, 60, 61]. By referring to
this curve, the controller commands the WRIM to produce maximum power at
the appropriate w,. The cut-in and shut-down speed limits are mainly due to
converter ratings [6,12,34,38], and this optimal speed range is defined to be +0.3pu
of synchronous speed (wyyn.) for the GE 1.5MW WTGS. To overcome losses, the
minimum power generation is set to 0.1pu. For low-medium v,,, the speed control
will maintain the P, vs. w, relation on the curve between point X and Y. 0y, will
be kept at zero for maximum power tracking. When w, reaches the optimal speed,
the controllers enter speed-limiting mode until the generated power reaching the
rated limit. Beyond point Z, blade pitch regulation dominates the control and

limits the extracted P, For very high v, the pitch control will operate before
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the turbine shut-down speed is surpassed.

bptlmal Speed

Figure 3.2: Power vs. generator rotor rotational speed control curve for GE1.5

The control curve (X-Y) is usually derived from the aerodynamics of the
turbine. As discussed in the previous chapter, the available P, for energy
conversion is calculated using (2.1), in which C,(pich, A) is a critical parameter.
Provided that 0, is held at zero before arriving point Z, the dependance of A
on the mechanical rotational speed allows the construction of a set of curves to
describe the relationship between the speeds and the amount of mechanical energy
available for conversion.

Gt ek A N

wd

Yz

14

(2] 1 12
2P s

Figure 3.3: Synthesis of the power vs. rotor generator rotational speed control curve for
GE1.5

As illustrated in Fig. 3.3, the available P, increases with the rising wind
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speed. At different wind speed, there will always be a matching rotor speed
allowing maximum power extraction. By connecting all the maximum point

together, the optimal power versus rotor speed control curve is defined.

3.3 Mechanical Control

The representative mechanical control model was found from the documentation
released by General Electric in 2003 [34]. All the control parameters presented in
Fig. 3.4 were listed in Appendix C, Table C.1.
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Figure 3.4: Mechanical control

The left hand side of Fig. 3.4 is the model of the turbine pitch control. The
practical implication of this control is to regulate P, under the variable wind
condition. When the available wind power is higher than the equipment rating,
the turbine blades are pitched to reduce power extraction; as the wind power falls
below the equipment’s generation limit, the pitch angel will be kept at minimum to
maximize power capturing. In either case, the controller senses the turbine speed

and tries to return it to tracking the optimal generation curve in Fig. 3.2. The
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dynamics of the pitch control are moderately fast, and can have significant impact
on dynamic simulation results [25].

P.rq sent to the electrical control requests the converters to deliver certain
amount of power to the grid. The electrical control may or may not be successful in
implementing the power order. However, the electrical power actually delivered
(Peiec) is returned to the mechanical control model for calculating the rotor speed
setpoint. Because of the rapidly reacting power electronics, the dynamics of the
electrical control is extremely fast.

Rotor speed is optimally controlled at 1.2pu but is reduced for power levels
below 75% according to (3.1). When the system is not able to sustain the rotor
speed within the optimal control range, the tripping signal (S;i;) is sent out to

detach the generation unit from the grid.

Wyey = —0.67P% + 1.42P + 0.51 (3.1)

3.4 Electrical Control and Design

The main function of electrical control is to manage the power generation from
the WRIM. Because the WRIM allows access to the rotor winding through slip
ring, controlled three-phase voltages can be injected into the rotor to fulfill various
control schemes. Due to the flexibility and controllability of power electronics, the

PWM controlled BBC was chosen to accomplish the voltage injector role.

3.41 The WRIM Control Fundamentals

A typical induction machine power-speed characteristic curve was shown in Fig.
3.5. The machine is generating when the rotor speed goes beyond its synchronous
speed wyyn.. To accomplish linear response, the machine is operated along the
shaded region [62].

The effect of the injected (v,) could be better understood by referring to Fig. 3.6,
in which the generation curves were flipped up-right [6, 13]. By referencing to

the internal voltage E, Fig. 3.7, the injection of a positive voltage (v,,) enables

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Sec. 3.4 Electrical Control and Design 29

AT TR A AT RO 0T R R R A A A R U ISR e L e
I )
Power i
&
i (pu) 1 1
4 4
¢ %
i H
} Power Motoring i
§ Consumption region Super-Synchronous 3
& speed ;
i o,
. rpm)
i wlync ( P ) i
L l
¥ T Sub-Synchronous | :
Iy speed | :
s Il Generating
ga t region

% Power

Y Generation 1
ﬁ;u S RGeS “ SR £S R

Figure 3.5: Induction machine power vs. generator rotor speed characteristic
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Figure 3.6: Effects of the injected voltages: v,1=positve, v.o=zero, and v,3=negative

the WRIM to generate in the sub-synchronous speed region; as soon as the
injected voltage turns negative (v,2), the WRIM is producing power in the super-
synchronous region. Therefore, the nominal generating points can be matched

onto the power-speed control curve through properly tuning the rotor voltage.
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Figure 3.7: Per-phase v, injection schematic in steady-state

3.4.2 Control and Operation of the Back-to-back PWM Converter

The BBC acts as the controlled voltage source injecting three-phase voltage (V;)
with variable frequency and amplitude to the rotor, Fig. 3.8. To interact with
the three-phase electrical system on both sides, a total of twelve IGBT switches
are required. Each leg, constructed from two inversely operating switches, is

responsible of regulating the injected voltage to the phase that it is connected to.

Inverting Converting
Stage (Con1) Stage (Con2) 3
DC llink I' {S }. {S I..
IO 4
T

OB RN U T BT DR T VI B N A T YG &".’l&?:j *

Figure 3.8: Electrical signals within the WTGS

Connected to the grid, the converting stage rectifies the sinusoidal three-phase
Vs to the predefined dc voltage level across the 25000uF capacitor. The charged up
capacitor will then act as the source for the inverting stage to produce the variable
V. Control and operation of the two stages are considered highly independent.

Decoupled vector control is the underlying theory that brings the BBC into

action. To apply the control theory, the measured three-phase abc current and
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voltage values are transformed to a decoupled dg-axis system for the estimation
of the parameters and the enaction of the control. The final control signals are
transformed back to the abc form for the generation of individual switching signals

for the twelve IGBT switches using the conventional PWM method.

3.4.2.1 Vector Control Theory

Vector control allows independent regulations on the system variables. Therefore,
the control must be performed in the independent axis system. For the application
of vector control theory, basic understanding in reference frame and frame

transformation would be beneficial.

L L LN AR L RS

Figure 3.9: Reference frames for vector control: (a) Relationships among different frames;
(b) stationary abc frame; (c) stationary a3 frame; (d) rotating dq frame

For the three-phase electrical system, a set of instantaneous abc variables, either
voltage or current, that sum to zero can be uniquely represented by a single point
in a plane [63], Fig. 3.9 (b). By definition, the vector drawn from the origin to
this point has a vertical projection onto each of the three symmetrically disposed
phase axes, which corresponds to the instantaneous value of the associated phase

variable. If the values of the phase variables change with frequency f., the
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associated vector moves around the plane at the speed of w, = 2nf.(rad/s).
However, the heavy couplings between the phases of the abc coordinate system
has created many obstacles for controller design. Fortunately, the fundamental
theory of space vector has proven that a two-dimensional plane could be simply
spanned by a set of orthogonal axes, such as o and dg.

The af ideology generally refers to the coordinate system that has one axis
affixed to the stationary phase a of an electrical system, and the quadrature axis
is leading by 90°, Fig. 3.9 (c). Projection of the abc variable is accomplished with
the Park’s transformation matrix (3.2). The ‘0’ term was discarded since it would

always be zero for the balanced system.

- 1 1-
L5 3
(6] a
{ﬁ}_ o V3 V3 {bjl (3.2)
0| 2 2 c
111
L2 2 2

As illustrated in Fig. 3.9 (b) and (c), the vector components of | appeared as
sinusoidal waveforms when observed from the stationary coordinates.

A dg axes rotating at w. is used to catch up with I, which is rotating at the same
frequency. As illustrated by Fig. 3.9 (d), the zero relative speed between the current
vector and the coordinate axes made the decoupled currents i4 and i, appeared to
be dc signals. By knowing the positional phase angle ¢ (3.3) shown in Fig. 3.9
(a), the dq frame current values were calculated using the Clark’s transformation

matrix (3.4).

dE? —w, (3.3)
2] - [ S 1 [5] o

By changing the coordinate system, controller design is tremendously
simplified. It is more intuitive to control the dc signals in the dq frame, and simple

gain controllers can be used to realize the commands on the decoupled signals.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Sec. 3.4 Electrical Control and Design 33

3.4.2.2 PI Controller

Popularity of the PI controllers are characterized by their robustness and user-
friendliness [64]. Equation (3.5) illustrated the transfer function of this controller
in the continuous time s-domain. The application of this controller required
the specifications of the proportional (K,) and the integral (K;) gains. Error (¢)
signal would be proportionally magnified by K, and linearly increased by Kj,
Fig. 3.10. The final control signal resulting from the sum of the two amplification
branches would drive the system to the desired operating point and ¢ to zero.
By incorperating the feedback tracking feature, PI controller is made suitable for

closed-loop control applications.

G(s) = K, + K (3.5)

Figure 3.10: PI controller schematics

With bilinear transform (3.6), the discrete-time z-domain PI controller transfer

function was found to be (3.7), where T' was the sampling period.

2
ST Tt (3.6)
i Z — Qg
Gls) = Kp+—t = G(x) = K== 3.7)
with r
T K, - KT
Kr - KP+K1—2‘ y G Kp’*‘KzZQ:
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3.4.2.3 PWM Gating Pulse Generation

For the conventional way of generating PWM pulses [65, 66], a train of high
frequency triangular carrier signal (S¢) and the sinusoidally varying control
reference signal are required, Fig. 3.11 (a). Sc is usually formed in a high resolution
function generator with the frequency fixed in kHz range and the amplitude

limited between =£1.

Figure 3.11: PWM signal generation: (a) comparison of the carrier and the discretized
reference signal; (b) switching pulse stream for individual IGBT switches

After the PI controllers, the controlled dg-axis signals would be transformed
back to the abc form using the inverse of (3.4) and (3.2) sequentially. By
proportionally reducing the magnitude of the three-phase signals, they become
the references that designate the on/off of the IGBT switches. When the reference
signal is larger or equal to Sc, the upper switch of the corresponding leg, Fig.
3.8, would be turned on with the level high, Fig. 3.11 (b). Because of the inverse
operation, the bottom switch on the same leg would be held off until the next
comparison point.

In order to lighten the computational burden, the digital electrical controller is

operated at a lower rate. As a result, the reference signal would have a lower
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resolution, Fig. 3.10 (a). However, the carrier signal should retain its high
resolution triangular shape to preserve operational accuracy. The multi-resolution
requirement can be resolved using the “Sampling Technique” approach presented
in [65,67].

3.4.3 Electrical Controller Design

Detailed electrical control schematics were not found from [34], and the given
controller can only be used for a drastically simplified electrical system model.
Therefore, a popular vector-control based controller design [35,38,39,44,63,68] was
exploited for the study. For fine-tuning the controller parameters, conventional

discrete-time root-locus method was applied.

3.4.3.1 Rotor-Side Converter Control

The stator-flux oriented indirect voltage control method has been adopted for
maneuvering the rotor-side converter. In the synchronously rotating stator-flux
(zy) frame, the stator side active (F;) and reactive (Q,) power could be analytically
expressed in terms of the orthogonal rotor-side currents i, and i,;, respectively
[35,44]:

3= L, .

3= .
PSZE'VSI’LS}/:_E’VS!_— (3-8)

—)
s = 5 sitsx = 3 s——-[ms—rxz’"vs— — lrx .
Q= 317 e = HIV A2l i) = 3| ( ) (9)

The orientations of the control frames were illustrated in Fig. 3.12. Having the
stationary a0 frame as reference, the rotating rotor and stator-flux frames could
be located by finding ¢, and p;, respectively; 8, was obtained from the decoder
attached to the rotor shaft, and p, were defined using (3.10)-(3.12):

lmsa = tra + ELi’isa (310)
Ly .
imsg = ’irﬁ + —L——ng (311)
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Figure 3.12: Relationships among the rotor-side converter control frames

ps = arctan Ef—”—ﬁ (3.12)

zmsa

Since the range of arctan was limited between (-3,7), the actual implementation

of (3.12) was modified as (3.13) to span the full 27 spectrum.

ps = arccos Imsa ) o Imsd (3.13)
[ Ims] |imssl
where
b d | D
lIms| = z?nsa + stﬂ (314)

Because the z-axis was overlapping with the apparently constant stator-flux

current I,,,, (3.14), the rotor-side voltage relation in (2.13) were re-written as [35]:

. Lad. -
Urg = R+ 1L gfire (Wms — wp) Lyiy,
(3.15)
/ . * d : ! * rand * o/
Uy = Ry +1L 'y + (Wms = wr)[(Ly = L) Ims| + L7457
with
L2
Ly = LI --"2
T r L,

where w, and w,,s are calculated from the derivatives of 8, and p;, respectively.
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Extracting the decoupling terms, the independent zy-axis control functions were

ready for the controller parameter design:

d
. = , ‘rm L — ‘r:c
Uy R,t.s + 7
(3.16)
* /. * d .
Upy = Ry + L Ezry

Eventually, the coupling terms, v,, and vg,, would be added correspondingly to

improve the accuracy and independence of the control signals v,;—ref and vyy—res:

Urg—ref = U:Z - (wms - wr>L:i'Iry = U:z + Vdrz
(3.17)
* I ST * o/ x
Ury—ref = Upyt (wms = we)[(Ly = L) Ims| + Lyizg] = Upy + Vdry
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Figure 3.13: Rotor-side converter controller schematic

As shown in Fig. 3.13, after performing the reference frame transformation on
the measured voltage (V;) and currents (I, and I,), the instantaneous P, and Q;
were calculated and compared with the references P;_,.;r and Q,_,.s, respectively.
The comparison errors would be fed into two independent PI controllers. Since

the rotor current was indirectly regulated through the injection of controlled rotor
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voltage, the current control values %,,_,.y and ¢,,_,.; were compared with the
measured 4., and i,,, respectively; through the comparison, second set of error
signals for voltage control were generated. After the last pair of PI controllers, vy,
and v4-, were added to the voltage control values to the improved independence
between the z and y axis control values. Prior to the gating pulse generation,
the sinusoidal reference signals v,,, v, and v,. were obtained by backward

transforming the zy control values into the abc, frame.

3.4.3.2 Rotor-Side Inverter PI Controller Design

The behavior of the rotor-side converter (Conl) was characterized by the two
sets of PI controllers. With the properly identified system transfer functions, the
controller gains were specified using the conventional root-locus method under
MATLAB®, Appendix D. Since there were two sets of PI controllers, two different
system models were required.
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Figure 3.14: Block diagrams for PI controller design: (a) inner rotor current current control
loop; (b) outer stator active and reactive power control loop

For the inner current control loop design, Fig. 3.13, the 25000uF DC-link
capacitor was ignored since its time constant was much larger than the controller’s
50us sample-time (7). The fast switching converter was modeled by a delay of two

sample periods [38,39]. When looking into the rotor terminal of the WRIM, the s-
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domain transfer function (3.18) was obtained by performing Laplace transform on
(3.16):
lre iy 1

. * '
UTI UTy SLT+RT

F(s) = (3.18)

The z-domain equivalent (3.19) was derived using bilinear-transform. Because
the system was assumed to be symmetrical, the transfer function were identical

for both d and q axis, and the first set of PI controllers were assigned identical gain

values.
Gp
F(z —_— 3.19
&) = oo (319)
with
A R
Gp = 1R’D and Ap=e %TS

With the simplified system models in place, the closed-loop model for inner
current control, Fig. 3.14 (a), was then ready to undergo the root-locus design. By
inspecting the transfer functions, total of four poles were found; a double-pole was
created at zero, and the other two were scattered at 1 and Ap. However, there
was only one zero created by a,. After finding that Ap was also equal to 1, it
was decided that the value of a, must be very close to, but smaller than, 1 for the
compensation of the double-pole located on the edge of the unit-circle in z-domain,

Fig. 3.15. For the given reason, a, was chosen to be 0.97.

Root Locus are

W e
0.993 0995 0.997 0.999

0 0.8 1 1.6 2
Real Axis

Figure 3.15: Root-locus for the inner rotor current control loop in z-domain

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Sec. 3.4 Electrical Control and Design 40

Once a, was decided, the root-locus of the closed-loop model were plotted,
Appendix D, in MATLAB®, Fig. 3.15. The boundary points indicated that K, must
be kept below 60.5 to retain the controller within the stable region. By selecting K.,
equal to 2.02, the inner-loop system overshoot was suppressed to 0% with 100%
damping. Combined with the 0.075s settling time, the system would response to

the step changes in rotor current set-point smoothly, Fig. 3.16 (a).
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Figure 3.16: Designed step responses for the rotor-side converter: (a) inner-loop current
response; (b) outer-loop active and reactive power response
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Figure 3.17: Root-locus for the outer active and reactive power control loop in z-domain

For the design of the second set of PI controllers, the system model need to be
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modified to include the first set of PI controllers, Fig. 3.14(b). Since the additional
PI controller introduced another pole at 1, a, must be placed very close to a, for the
zero-pole compensation; 0.99 was chosen as a reasonable value. With the chosen
ap, root-locus was again applied for finding the proper K,. The root paths in Fig.
3.17 showed that K, must state above 0.164 to avoid stepping out of the unit-circle.
Finally, K, was assigned to be 0.88 to preserve the step response properties of
the inner-loop system, Fig. 3.16 (b). This practice would prevent spiky power

generation at the stator terminal.

3.4.3.3 Grid-Side Converter Control

The grid-side converter (Con2) vector control was very similar to that applied
for Conl. However, the control objective was changed to regulating the DC-
link voltage and the reactive power injected to the grid. The underlining control
method was still the indirect voltage control, but the reference frame was changed
to align with the grid-side voltage vector Vg, Fig. 3.18. To locate the rotating Vg, the
stationary v,, and v, were needed for specifying the angular position 6., (3.20).
The rotating dg frame would always be synchronized with the 60H =z Vi rotating at
we = 2m60(rad/s).

3 ﬂ a-p: Stationary Stator Frame o
d—q : Rotating Electrical Frame Rotating at o, ;.

Fs RN SR T AR TR T R B GRS LR U e SR SR N Y Il s B

Figure 3.18: Relationships between the grid-side converter control frames
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Usa Us
8. = arccos <|_Vs_|) X Erzl (3.20)
As shown in Fig. 3.18, the d-axis was overlapped with Vs. This made the active
(P,) and reactive (Q),) power through the converter directly proportional to the d
and g component of the current I¢9, Fig. 3.19. When the losses caused by the filter
and the converter switchings were ignored, the dc-side power can be related to
the ac-side active power using (3.21) [38,39,44]. Here, it became obvious that the

DC-link voltage can be proportionally controlled through i¢c,.

‘/dc'idci = 3UsdiC2d - 3|V9|ic2d (321)
! v . v Lot lmT DC-link
: de dt-ref atrel Uy rof R _.._..'6._...
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Figure 3.19: Grid-side converter controller schematic

By referring to the electrical circuit in Fig. 3.19, the dq frame voltage and current

relation could be expressed as follow:

. dicad .
Vg = Rygicaq + Lyg dt2 — WeLygicag + Vo2a
(3.22)
: dico .
Usqg = Rpgleg + Lfg_# + wWeLfgicad + Vg2 = 0
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where veg and veo, were the direct and quadrature axis voltage at the ac terminal.

After rearranging (3.22), the ac-side transfer function (3.23) was determined
with the application of Laplace-transform. By inspection, the discretized z-domain
function was very similar to (3.19) except that R, and L} were replaced with Ry,

and Ly,, respectively.

o2 icod 1
F(s) = =2 =—== 3.23
Uog  Viaa  SLgg+ Ry (3.23)

where
VUcoq—ref = Ué2q - weLfgiCQd
Vood—ref — Uégd + weLfgiCZq + Vsd

3.4.3.4 Grid-Side Converter PI Controller Design

For the indirect voltage control, two layers of PI controllers were required. The fast
acting inner layer controlled the current following in the ac supply line. However,
the outer dc voltage control-loop would act much slower because of the large time

constant associated with the huge DC-link capacitance.
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Figure 3.20: Block diagrams for PI controller design: (a) inner grid-side current control
loop; (b) outer dc voltage control loop

Having the ac system model in place, the root-locus method was deployed for

the inner layer current managing PI controller design. The design procedures were
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identical as that was described in the previous sections. With the proper closed-
loop system, Fig. 3.20 (a), MATLAB® was used to trace the paths of the roots,
Fig. 3.21, Appendix E. One of the two poles located at the edge of the unit circle
have been compensated by the zero created from the PI controller with a; equal
to 0.996591. However, the other pole would push one of the roots out of the unit-
circle if the gain (K;) exceeded the limit of 13.1. With the boundary in mind, K;
was selected to be 0.8799 for the most desirable step response, Fig. 3.22 (a). The
over-damped characteristic and 0.012s settling time would ensure unruffled yet

rapid current step-responses.

Root Locus 4

“ 5
0.993 0.9985 0.897 0.989

Imaginary Axis

Real Axis
Figure 3.21: Root-locus for the inner grid-side current control loop in z-domain

Design of the dc voltage governing PI controller was much simpler as the system
model only included the transfer function of the capacitance and a gain factor.
The ac-side models were excluded due to their relatively small time constants.
Because the large capacitance would result in very long closed-loop response, the
dc voltage controller was designed in the continuous s-domain [38], Fig. 3.20
(b) ; and, the PI controller transfer function was rearranged to suit the design
procedures, where K4 = K, and a4 = K;/K,. mqa was defined as the ac/dc
conversion ratio, and a typical value of 0.75 was assigned [38].

In Fig. 3.23, the root-locus plot indicated that the right-hand-plane zero created
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Figure 3.22: Designed step responses for the grid-side converter: (a) inner-loop current
response; (b) outer-loop dc voltage response
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Figure 3.23: Root-locus for the outer DC voltage control loop in s-domain

by a4 has successfully directed the double-pole from the origin toward the stable
region of the s-domain. After many trials, the final values assigned to Ky
and aq4. were settled at 1.25 and 200, respectively. With this given PI controller
specification, the DC-link capacitor would be charged up with an oscillatory
overshoot, Fig. 3.22 (b). The reason for this design was to allow excess power
flowing through the DC-link during the uninitialized generator startup. If the
controller did not permit brief over-voltage across the capacitor, the in-rush

starting demand from the WRIM rotor might collapse the dc voltage.
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3.5 Summary

Control of the WTGS was accomplished through the cooperative operations of the
mechanical and electrical controllers. The control objectives and limitations were
clearly stated in this chapter. Since the complete mechanical control was found
from the collected documentations, only the design of the electrical controller was
presented. To help clarify the electrical controller design, the principles of vector
control theory, the operations of the PI controller, the functionality of the PWM
were briefly reviewed. Conventional root-locus method was employed for fine-

tuning the electrical responses.
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Off-Line and Real-Time DFIG Model

Simulation, Comparison, and
Validation

4.1 Introduction

For studying the impacts of integrating WTGSs to the existing power system,
software simulations would be the logical first step. Aside from the cost and time
benefit resulting from the faster model development cycle, fully digital simulations
release researchers from the various limitations associated with the physical size of
the components, the power rating requirement, and the availability of the devices.

Since the 60’s when Dr. H. W. Dommel proposed the concept of electro-magnetic
transient program (EMTP) for electrical system studies, computer simulation
algorithm and tool development have been in the spotlight of power engineering
research and study. Many organizations have packaged and commercialized their
knowledge and techniques from decades of research and development in the form
of simulation software. The current leading EMTP-type simulation software, such
as PSCAD™/EMTDC™, MATLAB®/SIMULINK®, and EMTP-RV, provide users
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with many built-in control modules, basic electrical elements, and mathematical
tools to lessen the initial system modeling burden. With the given mathematical
engine and computer language compiler, users can even develop their own model
within the software environment.

Even if the basic principles are very similar, the implementation of the
algorithms in different software packages can be different. These differences
may be attributed to the dissemblance of the target audience and the technical
background. Therefore, validation of the software model has became an important
topic. Whether it is built-in or custom, the equivalent model should be simulated
in different software packages, and the results must be compared. The comparison
should show a high degree of agreement among the simulation results for the
model to be validated. This is an very efficient method without the requirement of
addition hardware implementation.

As the computing technology advance, more complicated calculation can
be completed within an reducing amount of time. This advancement has
encouraged researchers to explore into the realm of real-time (RT) simulation
[67,69-71]. During RT simulation, memory access, communications, and dynamics
computation of the entire model must be finished within the predefined time-step.
In another words, RT simulation has a very strict requirement on the amount of
time required for producing the response of the complete model. If the processing
time exceeds the limit, the simulation will be defined as off-line. In order to meet
the time restriction while still retaining enough accuracy to reflect the true behavior
of the system under study, the RT model shall be simplified from the validated off-
line model. Then the corresponding simulation results should be compared to

ensure the optimized model is producing proper results in RT.

4.2 Background

Before illustrating the execution of the DFIG model for off-line and real-time
simulations, in this section the readers would be prepared with the basics of the

hardware and the software packages employed in the study. For the hardware,
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general information regarding the configuration, installed software, and main
functionalities were discussed. The general review for the software packages
would indicate the release version used for the study, the available solvers, the

solution method, and the expansion features of each software packages.

4.2.1 Hardware

The research study is conducted in the Real-Time eXperimental LABoratory
(RTX-LAB) of University of Alberta. The backbone of the lab is the state-of-
the-art sixteen CPU real-time simulator shown in Fig. 4.1. This simulator is
manufactured by OPAL-RT using commercial-off-the-shelf (COTS) components.
The sixteen 3.0 GHz Hyper-Threading (HT) enabled Intel® Xeon™ CPUs built-
up eight computational nodes. Each node has its own RT Linux® based operating
system (OS) controlling 30 Giga-bits-per-second (Gbps) inter-node communication,
800MHz memory shared between the CPUs, external hardware interaction
through the custom analog-to-digital and digital-to-analog I/Os, model loading,
and real-time simulation execution. For more detail regarding this simulator, [71]

can be consulted.
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Closed-Loop
Controller Testing

Hardware-in-the-Loop

Target Cluster Machine Testing

Figure 4.1: RTX-LAB real-time simulator hardware configuration
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Four personal computers (PCs) equipped with 3.06GHz HT enabled Pentium®
VI and 1G of memory are employed for off-line model development and
validatioin. On these PCs the three aforementioned off-line simulation software
packages were installed under Windows® XP. Besides model development, the
PCs are also operated as the hosts for the RT simulator. When acting as a host, the
PC would sent the pre-compiled executable to the simulator through the Gigabit

Ethernet, and command the execution in RT.

4.2.2 Software Packages

Capitalizing on many years of research and technical know-how, Manitoba-
HVDC Research Center, a subsidy of Manitoba Hydro, developed the
PSCAD™/EMTDC™  software specifically for the power system related
simulation studies. After four generations of refinement, version 4.01 of the
software provides an intuitive graphical interface and a huge selection of built-
in electrical and control models. Users were allowed to port their custom model
through the Fortran code. The complete electrical model would be solved base
on nodal-analysis with the fixed user-defined time-step. Active components and
integrations modules are solved using Trapezoidal method. The simulation results
from the PSCAD™/EMTDC™ are considered the benchmark [72, 73] in the
research field since many of the built-in electrical models have been validated
against the real world counterparts.

The relatively new EMTP-RV, version 1.1, is deployed by the power system
research and development authority IREQ of Hydro Québec. The software sports
its own unique graphical user interface (GUI), and the vast built-in components
have made model development very time efficient. Custom models could be
integrated through the cross-platform Java Script. When it comes to solving the
integrals, the software allows its user to choose among three different discrete
integration methods: the Backward Euler, Trapezoidal, and Backward Euler &
Trapezoidal.

Developed by the MathWorks, Inc, MATLAB® /SIMULINK® V7.0.1 is a
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powerful package used in different fields of research and industry. MATLAB®
is the background mathematical engine that specializes in matrix operations and
state-space model solutions. Through the SIMULINK® graphical interface, users
could access the huge selection of built-in toolboxes to develop the electrical,
mechanical and control system visually. If the provided toolboxes could not fulfill
the specific need, user could always develop their own model through the S-
function structure using either C, C++, Fortran, ADA or the MATLAB® language.
The models developed in SIMULINK® could be solved with either variable or
fixed time-step. Because of the model validation process, only the fixed-step solver

’!

was utilized with the ‘discrete (no continuous state)’ option selected;
this combination ensured that the Trapezoidal integration method was applied for
solving the discretized linear electrical models.

The real-time simulation software package provided by OPAL-RT came in
the form of three MATLAB®/SIMULINK® based toolboxes: ARTEMIS™, RT-
EVENTS™, and RT-LAB™; and, the package required two OSs: Window XP
and RT Linux®. ARTEMIS™ 4.0 provides additional discretization methods,
improved solving algorithms, and a pre-computation mechanism to boost the
overall performance of the SimPowerSystem (SPS) blockset that was built into
MATLAB®/SIMULINK®. RT-EVENTS™ 2.4 targets specifically the power
electronics modeling, operation, compensation, and optimization. RT-LAB™ 7.2.3
contains the modules that are required for the pre-compilation of the source code,
RT hardware and software interface, and simulation result acquisition. Power
system models could be developed off-line in the sophisticated SIMULINK®
graphical environment under the popular Windows® XP. When the model
optimizations are completed and verified with off-line simulations, the RT-
LAB™ utility is used to transfer the pre-compiled source code into the RT Linux®
operating system, which resides on the nodes of the simulator. The execution of the
loaded model could be directly controlled through the Windows® based utility
without dealing with the Linux® OS.
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4.3 Off-line DFIG Simulation Result Comparison and
Model Validation

For the DFIG-based WTGS, the WRIM and the power electronics switches are
the two major electrical components that must be modeled and set up properly.
Since all three off-line simulation software have their own built-in electrical models
and each model provides different options, a comparable setup must be achieved
before any further result comparison and validation process. In this section, two
simple test models, namely the machine starting and capacitor charging, would be
developed in the three off-line simulation packages for searching the proper use of

the built-in induction machine and power electronic switch models, respectively.

4.3.1 Induction Machine Modeling

The simple induction machine (IM) starting case as depicted in Fig. 4.2 was
incorporated for finding the proper WRIM parameter setups, as given in Appendix
F. Since only the ratings of the WRIM were given in [34], the machine equivalent
parameters were calculated from the hypothetical name plate values. These values
were reasonably chosen to approximate a generator with very similar ratings. For
the preliminary test, only the lumped-mass model was assigned to simplify the

analysis.

T m

Ps Qg WRIM
Monitor
——

——

LA T AR R AN LY L B TR il

Figure 4.2: Un-controlled WRIM starting with shorted rotor terminals

Because this was a uncontrolled starting test, the rotor terminals were shorted

together, and the rated voltage, 575V;_;.ms, was directly fed to the stator terminals.
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Constant mechanical torque of —0.7pu was applied at the rotor shaft to increase the
rotor speed from standstill and to generate active power at the stator terminals in
steady-state. The model was simulated for 3s for capturing the starting transient
and steady-state results of the stator-side active and reactive power.

In the first comparison, the simulation time-step was set to 50u.s. The stationary
reference frame was selected for the IM models in SIMULINK® and EMTP-RV.
Even the PSCAD™/EMTDC™ IM model had the reference frame fixed to the
rotor, the simulation results were included as benchmarks.

The comparison shown in Fig. 4.3 revealed that the built-in SIMULINK® IM
model was producing undesirable results at ¢ > 1s. Unusually large transient
oscillations were observed for the active power, and the steady-state of the
reactive power was opposite of that produced from the other two software. These
discrepancies triggered a sequence of comparisons with the variations in the model

reference frame, numerical integration method, and the simulation time-step.

(a) (b)
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PSCAD/EMTDC| PSCAD/EMTDC
——- EMTPRV -~ EMTPRV 8
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Figure 4.3: Simulation results for WRIM modeled in stationary reference frame: (a) stator-
side active power; (b) stator-side reactive power

With simulation time-step kept constant at 50us and the IM model reference
frame switched to the rotor frame, the SIMULINK® IM model was able to
produce results that were very closely agreeing with that generated from the
other two software, Fig. 4.4. However, when changed to the synchronous

reference frame, the transient phase delay was detected in the SIMULINK® results,
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Figure 4.4: Simulation results for WRIM modeled in rotor reference frame: (a) stator-side
active power; (b) stator-side reactive power

Fig. 4.5. The IM model from EMTP-RV was very robust; affirming with the
PSCAD™/EMTDC™ results, the simulation result across all three reference

frames were identical.

(a) (b)

—— Simulink ~—-— Simulink
PSCAD/EMTDC PSCAD/EMTDC
MTP-RV MTP-RV

Ps(MW)

Q,(MVAR)

0 05 1 1.5 2 25 3 0 0.5 1 15 2 25 3
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Figure 4.5: Simulation results for WRIM modeled in synchronous reference frame: (a)
stator-side active power; (b) stator-side reactive power

Next, the impact of varying simulation time-step on the results was investigated.
In the stationary and synchronous frames, the simulation time-step would have to
be reduced to 5us and 10us, respectively, for the SIMULINK® IM model to produce
proper results. However, the smaller time-steps would create huge computational
burdens on the hardware, and result in unreasonably long simulation time for a

simple system involving IM model.
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Figure 4.6: Linear electrical system model with nonlinear machine modeled as current
feedback

The comparisons associated with the varying reference frame and simulation
time-step lead to the conclusion that the integration method applied for the
SIMULINK® IM model was the main cause of the discrepancies. It must be made
clear that the IM model in SIMULINK® is not part of the linear state-space (SS)
electrical model [71]. Because of its non-linear characteristic, the IM model was
solved separately as a current feedback module constructed using the discrete
components from the built-in SIMULINK® toolboxes, Fig 4.6.

To model the machine as a current source, (2.13) was rearranged into (4.1) for

the computation of the stator and rotor currents from the corresponding fluxes.

i _ (d}qs - 1pmq)

®o Lls

i . (wds - ’(r/)md)

ds — Lls

N (A1)
qu = T

4 _ (w:ir B wmd)

=L
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where

qu = /[qu — Wigs — 7:qus]Wbdt
wds = /[vds + wqu - idsRs]wbdt

A R AN
Vi = [+ 0 )l = i R
Ymg = Lad(wds + wrfr)

LlS w}r
17[)mq = Laq(ﬂ‘z_*' </IT)

Lls Ir,

Laq :Lad=1+1+1
Lm Lls L;r

By default, the fluxes in (4.1) were solved using the Forward Euler integration
method. As shown in Fig. 4.7 (a), Forward Euler is the least accurate elementary
integration method that produces largest error, shaded area, when f(z, t) is rapidly
changing to a higher magnitude within the fixed sample time h. This explained
why the selection of reference frames and simulation time-steps would affect the
simulation results. As discussed in Chapter 3, the stator and rotor electrical values,
due to the relative motion, are seemingly oscillating at higher frequencies when
observed from the stationary frame. If the magnitude of the oscillations increased

- suddenly, the integration using Forward Euler method will result in enormous

error.
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Figure 4.7: Elementary integration methods: (a) Forward Euler; (b) Trapezoidal
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Figure 4.8: Observations of quadrature rotor flux integration using forward euler method:
(a) in stationary reference frame; (b) in rotor reference frame; (c) in synchronous reference
frame, where the black and grey lines indicate the results obtained with 5us and 50us,
respectively

Fig. 4.8 clearly demonstrated the combined effects of reference frame and time-
step selection. The quadrature rotor flux (y;,) was measured in all three reference
frames with the thin black lines and thick grey lines representing the results of
Forward Euler integration obtained with the simulation time-step of 5115 and 50us,
respectively. As a prove of the early statement, Fig. 4.8 (a) showed that the
Forward Euler method had created substantial distortions to the integration of
the high frequency high magnitude rotor flux in the stationary reference frame.
In contrast, the integration error were much smaller when the same rotor flux was
integrated in the rotor and the synchronously rotating reference frame, Fig. 4.8
(b) and 4.8 (c). In the rotor frame, the low amplitude high frequency component
att < ls was properly evaluated with 50us time-step; when the flux amplitude
increased moderately, the integration error was still relatively low. The transient
phase error observed in the synchronous frame was caused by the cumulative error

arising from the integration of the high amplitude high frequency flux component.
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There are two solutions for the problems associated with the SIMULINK®
IM model. The most obvious solution is to reduce the simulation time-step.
However, smaller time-step will proportionally increase the total simulation time.
By applying the second solution, all the integrations within the WRIM model
would have to be solved using the more robust Trapezoidal method, Fig. 4.7 (b).
Due to the acquisition of present state (f(z,41, tn+1)), integrating with Trapezoidal
method demands much longer time than with Forward Euler method. However,
this shortcoming could be offset by the allowable increase in simulation time-
step. When simulating in the rotor and synchronous frame, the application of
Trapezoidal method would allow the step-size to be increased beyond 1ms for
this particular test case. Therefore, the best IM model setup in SIMULINK®
is the combination of Trapezoidal method with either the selection of rotor or

synchronous reference frame.

4,3,2 Multi-Mass Model

Using the machine starting setup, the proper implementation of the two-masses-
spring model is investigated in this section. Out of the three software packages,
only SIMULINK® does not provide the multi-mass (MMs) model interface.
Fortunately, the MMs could be easily implemented with the elementary built-in
blocks. The schematic shown in Fig. 2.5 was directly implemented in SIMULINK®,
and the simulation results, Fig. 4.9 (a), were used as the benchmark for validating
the MMs model in the other two software packages.

The IM model in PSCAD™/EMTDC™  required an external block for
the activation of the MMs mechanical dynamic. However, the IM model
that came with the software could not interface with the external block
correctly. After replacing the original IM model with the revised one from
PSCAD™/EMTDC™  technical support, the simulation results for electrical
torque (T....) and rotor speed (w,) were found to be very close to that obtained
from SIMULINK®, Fig. 4.9 (b).
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Figure 4.9: Electrical torque and rotor speed of the multi-mass system simulated in: (a)
MATLAB® /SIMULINK®; (b) PSCAD™ /EMTDC™; (c) EMTP-RV

KS.I. = Kpu(ﬁ)QPrated (42)
Wh

DS.I. = Dpu(ﬂ)zprated
Wh

EMTP-RV had the MMs feature integrated into its IM model. However, the

(4.3)

spring constant (K) and damping (D) must be entered in S.I. unit. To convert the
data from the per-unit system used in PSCAD™/EMTDC™ to S.1. unit, (4.2) and
(4.3) are used, where p represents number of pole pairs and w;, equals to 2760.
With correct data, the two mass IM model in EMTP-RV successfully produced
the mechanical dynamics that had been generated from both SIMULINK® and
PSCAD™/EMTDC™, Fig. 4.9 (c).

4.3.3 Power Electronics Modeling

A capacitor charging simulation was setup to validate the power electronic switch
models provided by PSCAD™ /EMTDC™, MATLAB® /SIMULINK®, and EMTP-
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RV, and to verify the grid-side converter controller design presented in the
previous chapter. The schematic was identical to the grid-side converter setup
shown in Fig. 3.19. Three-phase supply voltage from an ideal source would
be rectified to charge up the dc capacitor. However, the dc voltage (V) should
only be controlled by the direct axis current (i) from the source. By decoupled
vector control, the quadrature current (i,) should be manipulated without creating
noticeable interference on the controlled V..

Setting up the electrical model in PSCAD™ /EMTDC™ and SIMULINK® was
simplified with the built-in discrete IGBT and Universal Bridge models as shown
in Appendix G Fig. G.1 and Fig.G.2, respectively. In EMTP-RYV, the setup was
more challenging since only the ideal switch model was provided. As illustrated
in Fig. 2.10 (b), the combination of an ideal switch, a discrete diode, and two
resistors could sufficiently model the properties of the power electronic switch in
its different operating states, given in Appendix G Fig. G.3. However, a unique
‘Simultaneous Switching’ block must be included to compensate for the switchings
occurring between the simulation time-steps. In PSCAD™/EMTDC™ and
SIMULINK®, switching compensation features were activated in the background.

The reason for incorporating switching compensation techniques for the
simulation studies involving fast switching power electronics was due to the finite
simulation time-step [67,74]. When a switching event is detected between the
fixed sampling time instants, the simulation will be halted, and interpolation
mechanism would recalculate the network equations without advancing the time-
point.

The vast built-in control, mathematics, and logic libraries provided by the three
software packages had made the controller model realization straightforward.
Although the built-in libraries had different interfaces, the available options and
features were intuitively similar, Appendix G Fig. G.4 - Fig. G.6.

The simulation time-step was fixed to 50us, which provided reasonably high
resolution for the 1080 H z carrier signal associated with the PWM pulse generation.

As shown in Fig. 4.10, the simulation results from the three software packages
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Figure 4.10: Control of grid-side converter voltage and current simulated in: (a)
PSCAD™/EMTDC™; (b) MATLAB® /SIMULINK®; (c) EMTP-RV

were very similar, and the responses were closely resembling the designed
characteristics. Especially for Vg, the overshoot and the oscillatory settling pattern
closely agreed with the designed step-response shown in Fig. 3.22 (b). Initially the
DC-link voltage was charged up to 1.25kV. After reaching the steady-state, step
commands given at ¢t = 0.4s and 1.4s had successfully altered V. to 1.55kV and
1kV, respectively.

Following a step-up command, under-damped spikes were found in the results
of i, collected from PSCAD™ /EMTDC™ and MATLAB® /SIMULINK®, Fig. 4.10
(a) and 4.10 (b). This slight difference from the designed response, Fig. 3.22 (a), was
only an indication renouncing that the model applied for the controller design was

simplified. From EMTP-RYV, the over-damped i, response could be benefited from
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the discrete resistor used for switch modeling, Fig. 4.10 (c). The initially zero ¢,
was first stepped down to —0.3kA at ¢t = 0.6s. Obeying the step-up command at
t = 1.6s, the current was rapidly pushed up to positive 0.2k A.

The results of i, were included to demonstrate how would the changes in V.
and i, affect the current waveform observed in the abc frame. Since the simulation
results were nearly identical, and no divergency nor uncontrollable situations
were detected from the simulation results generated by any of the three software
packages, the power electronic switch model and the converter controller design

were validated.

4.3.4 Complete DFIG Configuration

The systematic step-by-step approach has prompted the final development and
validation of the complete DFIG configuration in all three software packages.
Benefited from the previous experiences and results, the complete model was
finished with the addition of the rotor-side converter and its controller model.
However, there was some minor difficulties stemming from the limitations of
the software tools. In this section, the solutions for overcoming these limitations
would be discussed along with the simulation results for the complete DFIG
model. Since there were power electronics involved, the simulations were run with
a 50us simulation time-step in all three softwares. Close attention has been made
to ensure correct data entry and to preserve the exactness in simulation parameter
setup.

Similar to redrawing the schematics using the built-in graphical models, the
proposed DFIG model and electrical controllers were directly implemented in
PSCAD™/EMTDC™, Appendix H Fig. H.1 and Fig. H.2, respectively. Clearly
shown in Fig. 4.11 (b), the stator side active (F;) and reactive (Q);) power, and
DC-link voltage (V;.) were closely following the step commands. A step change
in any one of the three parameters occurred only when the other two parameters
were in their steady-states, e.g. the step-change in P, only happened when @, and

Vi were settled to their steady-states. In this way, the merit of decoupled vector
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Figure 4.11: DFIG stator-side active and reactive power, and DC-link voltage simulated
in: (a) MATLAB® /SIMULINK®; (b) PSCAD™ /EMTDC™,; (c) EMTP-RV

control could be better appreciated.

After the un-initialized generator starting transient, P, and @, were steadily
maintained at zero until their first step-command occurred. At ¢ = 1.5s, the DFIG
was ordered to generate 0.3M W of active power from the stator. 0.2s later, s was
adjusted to —0.3MV AR. Shortly after @, reached its steady-state, P; was furthered
to —0.8MW att = 2.0s. The final adjustment of P, within the 4s simulation
occurred at ¢ = 2.5s, and the final state was at —0.5MW. For @), the last two
step commands came at ¢t = 2.7s and ¢ = 3.7s with the final values of —0.2MV AR
and —0.5MV AR, respectively.

By observation, a small pulse was resulted in the P; waveform whenever a step-

change of operating point was performing on @Q,; similarly, the step-changes in
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P, have correspondingly caused pulses in the waveform of );. This phenomena
was caused by the coupling voltages vq, and vg, shown in Fig. 3.13. However,
the extremely short pulses did not cause any problem in controlling the power
quantities.

The disturbances in V. were not cause by the coupling in the control algorithm
since the controller were totally independent. Rather, the coupling was in the
electrical system at where the two converters shared the same DC-link. The
sharp changes in P, and @, created abrupt vibrations in rotor current (I,). These
vibrations in I, was then directly reflected across the dc capacitor voltage. Despite
the disturbances, the V;. has been accurately controlled to the desired levels
through the simulation. At the instances of ¢t = 1.0s, 2.0s, and 3.0s, Vg, has obeyed
the step-command changed from its initial steady-state of 1.25kV to the designated
levels of 1kV/, 1.55kV, and 1.25kV, respectively.

The implementation of the IM model as a current source in SIMULINK® has
triggered the fatal error when the current filtering inductors (L) were connected
to the rotor terminals, Fig. 3.13. In SIMULINK®, current source models were
not allowed to be connected in series with any inductive models. Without Ly,
the initial line currents between the rotor-terminal and the BBC would become
unbounded. In order to save time from developing of a custom IM model, Ly, was
integrated into the machine model, Appendix H Fig. H.3 and Fig. H.4. The filter
inductance was summed to the rotor equivalent inductance (L,) in per-unit. This
solution was justified because the electrical dynamics were mainly determined
by the controller, and the mechanical dynamics were dominated by the larger
turbine mass [42,43]. By comparing the SIMULINK® simulation results to that
obtained from PSCAD™ /EMTDC™, Fig. 4.11 (a) and 4.11 (b), it was clear that the
integration of L;,. had minimal effect on the overall simulation results.

The available version of EMTP-RV was found unsuitable for the study of power
system involving complicated power electronics devices, and the technical support
from EMTP-RV had confirmed that the ‘Simultaneous Switching’ block was still

in the development stage for compensating complex multiple switchings. In the
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attempt to rectify this shortfall, the ‘Simultaneous Switching’ block along with the
proven switch model presented in Fig. 2.10 (b) were discarded, and the power
electronic switches were re-modeled with the second alternative model given in

Fig. 2.10 (c), Appendix H Fig. H.5.
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Figure 4.12: Control of grid-side converter voltage and current simulated using; (a) the
ideal switch, diode and resistor model; (b) the ideal switch, capacitor and resistor model

After re-modeling the switches with the different concept, the new converter
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model were validated using the capacitor voltage regulating setup from the
previous section. Although the nearly identical simulation results shown in Fig.
4.12 proved the competency of the new replacement model, the complete DFIG
configuration using this switch model was not producing the correct simulation
results. Fig. 4.11 (c) indicated that the uninitialized starting transient of the
machine at ¢ < 1s were not generated by EMTP-RV. Even the P, and @,
were properly controlled, the collapsing V;. would still lead the simulation to
instability. The controllers were repeatedly verified, and found identical to
the implementations in the other two software, Appendix H Fig. H.6. Since
the modeling difficulty was associated with the software itself, EMTP-RV was
eliminated from any further model comparison and verification.

From the multi-stage ratification, the complete DFIG model were finalized. Out
of the three off-line software simulation packages, PSCAD™/EMTDC™ and
SIMULINK® proved to be the better equipped and more stable utilities for the
modeling and simulation of the DFIG model created from built-in models. After
finding the proper IM reference frame, selecting the robust integration method,
and resolving the modeling issue bounded to the filtering inductor, the DFIG
model in SIMULINK® was validated against the similar model implemented
under the industrial standard PSCAD™/EMTDC™,

4.4 Real-Time DFIG Model Preparation and Model
Validation

Having the detailed off-line DFIG-based WTGS model as reference, the
counterpart suitable for RT simulation was ready to be developed. Due to
its compatibility with RT-LAB™ models, MATLAB®/SIMULINK® V.7.0.1 was
designated to be the RT model development platform. Intuitively, the two most
complex electrical models required optimizations were the BBC and the WRIM. In
this study, the focus was on finding the applicable optimization techniques, and

discovering their feasibility.
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44.1 Off-Line DFIG Model Complexity

Before exploring the RT model optimization techniques, the complexity of the
off-line DFIG model is identified. The quantitative measures include the total
simulation time of the off-line model and the dimension of the state-space (SS)
solution matrix under MATLAB® /SIMULINK®.

The complete DFIG configuration presented in the previous section was
repeatedly simulated for ten times. With the simulation time-step of 50us, the
average time required for the 4s simulation was found to be 231.7422s . This
lengthy computation is the product of high order solution matrix manipulation
combined with looping integration method. Using the built-in power_analyze
function in MATLAB®, the linear system SS matrix dimensions were found and
listed in Table. 4.1.

Table 4.1: Off-line DFIG Model SS Matrix Dimensions

Matrix | Dimension
A 3 x 3
B 3 x19
C 29 x 3
D 29 x 19

The dimension of A implied that the state vector x € R? and the three
states were associated with the DC-link capacitor and the filtering L, on the
balanced three-phase network. Since Ly, was integrated into the WRIM rotor
under SIMULINK®, it did not appear as a state in the linear network SS matrix.
The R?® output vector (y) along with the R'? input vector (u) has created the 29 x 19
D matrix overloading the gigahertz CPU during the simulation.

When the non-linear WRIM and controller models were also put into
consideration, the total number of states jumped to 65. Although the SS matrix
associated with these added states might have been relatively small, the additional
computation would further slow down the already heavily loaded computational

hardware.
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Beside the huge number of states and high order matrixes, the Trapezoidal
integration method, discussed in the previous sections, has also contributed to the
demand on computational time. The four discrete Trapezoidal integration blocks
in the WRIM model has created an algebraic-loop containing 48 individual model
elements. The involvement at this scale would hamper the computational speed
at every time-step since all the elements were held-up waiting for the integration
blocks to retrieve the states from the previous time-step. Therefore, the model

optimization should come in three-folds:
o reduce the size of the matrix associated with the linear electrical network;
e minimize the total number of states for the complete DFIG configuration;

e break out the algebraic-loop.

4.4.2 BBC Optimization

BBC is the most complex linear electrical component containing total of twelve
power electronic switches, and each switch demands state defining input at every
time-step. When the operations of the switches are collectively represented by
a functional model, the individual switches can be excluded from the linear
circuit. With less components, the SS matrixes will have smaller dimensions,
and the complete DFIG model can be simulated more efficiently. However, the
accuracy and the efficient of this switching function model shall be justified with
the comparisons of simulation results.

From the efforts of many researchers [67, 75, 76], it has been proven that the
modeling of the power electronics and its control units will significantly influence
the accuracy of the simulation. The most sensitive subject is the timing. As the
PWM based control required the determination of the switching events, the exact
moment of when the switchings happened should be definitely recorded and sent
to the corresponding switches. However, the discrete nature of digital simulator
only allows the execution of the switchings at the beginning of each time-step; the

corrupted timing information will cost the integrity of the simulation results.
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In order to reduce the damage of the corrupted timing, many compensation
techniques have been proposed [74, 75]. The main theme is to preserve the
timing information and re-calculate the system solution in the next time-step only
when the change of switch status has been detected. Then, the re-calculation
would provide the corrected starting states for the system simulation in the
current time-step. However, these advanced compensation techniques were not
built-in to the current version of MATLAB®/SIMULINK®. Fortunately, the
custom SIMULINK® toolboxes provided by OPAL-RT have included a set of time-
stamped (TS) power electronic models to justify the situation.

As the name of the custom model suggested, the TS model are used to
account for the switching event timings. To capture the timing information, the
comparative RT-EVENTS™ blocks must be applied in the controller models, as
shown in Appendix I Fig. I.1. In Chapter 3, Fig. 3.11, generation of the switching
pulse was demonstrated; a comparison mechanism was utilized to determine the
states of the switches. On top of the state information, the RT-EVENTS™ blocks
also record when the state alteration has occurred relative to the 10ns resolution.
With the state and timing information, the TS models can precisely apply the
compensation for the switching events.

Nevertheless, the TS models have their own limitations. The 2-level 6-pulses
time-stamped bridge (TSB) used to replace the SPS universal bridge is a so-called
switching function model [51-57], Appendix I Fig. 1.2. No individual switches are
modeled; so, representation of the rectifying effect during the shut-off of all the
converter switches is not possible. Instead, this technique imitates the converter
ac-side with voltage sources and the dc-side with current sources, as shown in Fig.
4.13. The ac-side voltages are built from the dc voltage and gating pulses while
keeping the instantaneous power equal on both sides. This technique is fast as it
avoids reformulating SS equations when the converter switch status is changed.

With a 50us time-step, the simulation results shown in Fig. 4.14 proved that
the TSB is suitable for replacing the universal bridge model. During ¢t < 1Is,

the uninitialized starting transients in P, and s were properly produced. When
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Figure 4.13: Switching function based converter model

closely inspected, the waveforms of P; and @, given in Fig. 4.14 (b) appeared to be
very similar to that given in Fig. 4.14 (a), which were generated using the validated
DFIG model in SIMULINK®.

Table 4.2: SS Matrix Dimensions of the Optimized DFIG Configuration

Matrix | Dimension
A 2 x 2
B 2 x13
C 19x 2
D 19 x 13

Following the quantitative complexity measurement, the average simulation
time was found reduced to 213.9203s. As expected, the dimensions of the linear
electrical system SS matrixes have also been reduced, as shown in Table 4.2.
Reduction of the A matrix was caused by the application of the custom capacitor
model at the DC-link. Since the dc-side of the TSB was modeled by controlled
current sources, the built-in capacitor model from MATLAB® /SIMULINK® SPS
could not be used. The custom capacitor model was treated as a computational
block, and it was not included in the A matrix. The shortened B matrix was
obviously affected by the new TSB model. Without the actual power electronic
switches, a total of 12 inputs should be eliminated. However, the six controlled

voltage sources substituted at the ac-sides of the two TSB models had the number
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Figure 4.14: Stator-side active and reactive power, and DC-link voltage simulated with:
(a) the validated detailed off-line DFIG model in SIMULINK®; (b) the DFIG model
implemented with 5" order IM model integrated with Trapezoidal method and TSB model

of required inputs finalized to 13. As the linear electrical model was simplified,
the request on system solution was lightened. Therefore, the output vector was
reduced to 19. At this point, it is clear that the TSB is acting as a stand alone

computational module interacting with the linear circuit as well as the non-linear
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machine model, as shown in Fig. 4.15. Finally, the total number of states of the

optimized DFIG configuration was decreased to 54.

Linear Circuit
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§"/3 Order
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Figure 4.15: Interactions of the DFIG electrical model in SIMULINK®

4.4.3 WRIM Model Reduction

The algebraic-loop associated with the WRIM Model was obviously the most
laborious process slowing down the entire simulation since the implementation
of TSB has only gained marginal improvement in simulation time. As
discussed before, the algebraic-loop was inherited from the application of discrete
Trapezoidal integration block inside the WRIM model. Trapezoidal method’s
demand on the present state value would halt the computation of all the blocks
within the loop. To break out the algebraic-loop, the standard way would be
inserting a memory block to provide the previous state to the integration block.
However, memory block will not only break the loop, but also affect the stability
of the machine model. Because a memory is essentially a delay buffer, the arbitrary
inclusion of a time delay will alter the system dynamic.

To compensate for the addition of a memory delay, a prediction mechanism
could be employed. In discrete-time domain, the single step delay is 2, which

will create an un-compensated pole at the origin of the z-plane. With a prediction
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function taking the form of:

1 2z —1
Gpe(2) =2— - =2

2z z

(4.4)

in series, the single pole will become a compensated double-pole, and the poles will
be constrained by the zero created at (0.5, 0). Thus, the overall transfer function for
the algebraic-loop compensator is given as:

Gcom(z) = 22 1 (45)

22

From another point of view, the prediction block improves the estimation of the
current state value by calculating the average of the previous state value and the
state value obtained at ¢t — 2 At.

By inserting the combination of delay and prediction function after each
Trapezoidal integration block, as shown in Appendix | Fig. J.1, the average
simulation time was drastically reduced to 29.3438s with 50us step-size, and the
algebraic-loop warning from SIMULINK® disappeared. From Fig. 4.16, the
closely matching simulation results affirmed the validity of the loop breaking
compensation method. Since there were no changes to the linear electrical
components, the dimensions of the linear circuit S5 matrixes remained the same as
in Table 4.2. However, the total number of states was increased to 62 because eight

memory blocks were inserted to achieve the compensated Trapezoidal integration.

The increase of the total number of states may seems against the optimization
criteria. Alternately, the default Forward Euler integration method can be restored
inside the WRIM model to eradicate the algebraic-loops; but, due to the limited
accuracy accompanied with the Euler method, the time-step must be limited below
5us for the study of rapidly changing high amplitude transients, i.e. matching
the starting transient. Predictably, the reduction in step-size directly increased
the average simulation time to 270.2500s. Even when the total number of states
was preserved, the overall efficiency of the simulation was worsened. Thus, the
algebraic-loop free Trapezoidal method with a large time-step was deemed as a

superior optimization solution.
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Figure 4.16: Stator-side active and reactive power, and DC-link voltage simulated with:
(a) the validated detailed off-line DFIG model in SIMULINK®; (b) the DFIG model
implemented with 5t order IM model integrated with loop-free Trapezoidal method and
TSB model

In SIMULINK®, the built-in asynchronous machine model was based on the 5th
order Park’s model. However, several researchers have demonstrated that the 37¢
order model, which has the stator-side transient derivative terms removed, could

provide enough accuracy while lightening the computational effort [41, 58, 59].
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Figure 4.17: Stator-side active and reactive power, and DC-link voltage simulated with:
(a) the validated detailed off-line DFIG model in SIMULINK®; (b) 3" order IM model
integrated with loop-free Trapezoidal method and TSB

The enactment of the altered stator-side equations in the gd frame are given in
Appendix K Fig. K.1.

Comparisons of the simulation results presented in Fig. 4.17 revealed that
the removal of the stator-side transient has resulted in the omission of the

WRIM starting transients. Nevertheless, the controlled steady-state and transient
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responses were accurately preserved. It was also found that the slow transient
of the DFIG could be simulated with larger time step when loop-free Trapezoidal
method and TSB were applied. By increasing the time-step to 100us, the average
simulation time has been further lowered to 14.6250s. Since the linear electrical
system was not altered, the improvement was attributed to the reduction of the

total number of states by 2.
4.4.4 Implementation of the Lumped-Mass Mechanical Model

(a) (b) (c)
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Figure 4.18: : Comparing the difference between two-masses-spring and lump-mass
model with the simulation results of: (a) stator-side active power in SIMULINK®; (b)
stator-side reactive power; (c) rotor speed

To further speed-up the simulation, the lumped-mass mechanical model
discussed in Chapter 2 was implemented along with the 3¢ order WRIM and
the TSB models. In Fig. 4.18 (a) and 4.18 (b), the simulation results obtained for
P, and @, has proved that the decoupling effect created by the operations of the
BBC could shield the electrical grid from mechanical oscillations at the rotor shaft.
The slowly varying electrical waveforms looked essentially the same with the
implementation of either mechanical model. However, the lumped-mass model
could not reproduce the oscillatory shaft vibrations, and only the general trend of
the w, was found, Fig. 4.18 (c).

After repetitive simulations and comparisons, it was verified that the simplified
mechanical model will mitigate the average simulation time by 1 to 3s. Although
no alterations will be made in the linear electrical matrices, the lower order

mechanical model will reduce the total number of states by 4.
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4.4.5 Real-Time Simulation Model Validation

As the optimized off-line model was running reasonably fast and accurate, a
decision was made to move on to the exploration of RT simulation of the complete
DFIG configuration. Since the optimized DFIG configuration already fulfilled
the zero algebraic-loop modeling criteria, the entire model only needed to be
contained in a subsystem with the prefix of ‘SM_’ for it to go through a sequence

of RT simulation procedures.

L
GPAL OpComm tcon (mask) (irk)
Communication biock: To be used in tubsystems rece’
W-&‘M-Mwmﬁm !

. Puametoe
Numba of oty
/ o
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Figure 4.19: : Including the OpComm block to activate the XHP mode for real-time
simulation

Before compiling the SIMULINK® model into C-code, the proprietary OpComm
block from OPAL-RT is added into the subsystem, Fig. 4.19. By enabling
the XHP (eXtremely-High-Performance) mode, one of the two CPUs in the
specific RT simulator node will be dedicated for solving the DFIG model. The
dedicated GHz CPU will only perform arithmetic computations and maintain
critical communication to the shared memory. RT Linux® OS will be loaded onto
the second CPU to manage data feeding to the shared memory and to interact with
the peripheral hardware.

All the possible combinations of the proposed optimization techniques were
investigated. Their effect on the real-time and off-line simulation time were
conclusively listed in Table 4.3, where FE, Tra., and CTra. represented Forward

Euler, Trapezoidal, and compensated loop-free Trapezoidal, respectively. By
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Table 4.3: Conclusive Overview of the RT and Off-line Simulation Results with Various
Optimization Options (FE: Forward Euler; Tra.: Trapezoidal; CTra.: Compensated Trapezoidal)

Setup | WRIM Model BBC Mech. || T,(us) Tavg(s) | Trr(ps)
order | [ method | Model | Model
1 3rd FE TSB | Lumped 100 | 11.4063 | 5.615000
2 3rd FE TSB MMs 100 | 12.9375 | 5.715000
3 3rd FE SPS | Lumped - - -
4 3rd FE SPS MMs - - -
5 3rd Tra. TSB | Lumped 100 | 50.7031 -
6 3rd Tra. TSB MMs 100 | 52.4063 -
7 3rd Tra. SPS | Lumped 50 | 101.3500 -
8 3rd Tra. SPS MMs 50 | 103.6406 -
9 3rd CTra. TSB | Lumped 100 | 14.6250 | 5.867333
10 3re CTra. TSB MMs 100 | 15.5938 | 5.980000
11 3re CTra. SPS | Lumped - - -
12 3rd CTra. SPS MMs - - -
13 Hth FE TSB | Lumped 5 | 267.8594 | 5.220000
14 5t FE TSB MMs 5 | 270.2500 | 5.295000
15 5tk FE SPS | Lumped - - -
16 5t FE SPS MMs - - -
17 5t Tra. TSB | Lumped 50 | 210.6937 -
18 5t Tra. TSB MMs 50 | 213.0203 -
19 Hh Tra. SPS | Lumped 50 | 229.7609 -
20 5ih Tra. SPS MMs 50 | 231.7422 -
21 5t CTra. TSB | Lumped 50 | 27.2969 | 5.475000
22 5¢h CTra. TSB MMs 50 | 29.3438 | 5.537333
23 5t CTra. SPS | Lumped - - -
24 5th CTra. SPS MMs - — -

comparing the optimal step-size (T}), average off-line simulation time (Tg.,),
and maximum RT execution time (T,,), the robustness and efficiency of each
optimization technique are indirectly evaluated.

By inspecting the sixth column of Table 4.3, the results of 7, revealed that
Trapezoidal integration method was the most robust integration method among
the three. Using Trapezoidal method, the 3" and 5% order WRIM model could
be coupled with any of the two BBC models to produce proper simulation results.

Next, the superiority of the loop-free Trapezoidal method over the Forward Euler
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method is confirmed by comparing the T, for Setup 13 and 21. With Forward
Euler, the simulation time-step must be substantially reduced for the WRIM model
to generate accurate results.

Since the loop-free Trapezoidal and Forward Euler method were less robust,
the WRIM model implemented with these two methods could only be adhered
to the more accurate TSB model. While the TSB model has been successfully
combined with all the different WRIM models, the SPS universal bridge model
only worked properly with the most accurate 5" order WRIM model implemented
with Trapezoidal integration method.

The reason for investigating the 3™ order WRIM model became clearer when
the T, used for the simulation of Setup 1, 2, 5, 6, 9, and 10 was found. The
possible use of larger T; was directly benefitted by the reduction in modeling
detail. Since the 37 order machine model was not able to simulate the uninitialized
high frequency oscillations in the power waveforms, the time-step can be increased
for the simulation of the slowly varying steady-states. Accuracy of a model is
relative to the study. If the study only involves slow transients and non-oscillatory
responses, application of the 3™ order machine model will not only provide
accurate results, but also help reducing overall simulation time.

Depending on the results for 7,,,, the most appropriate configuration for off-line
simulation was found to be Setup 1. This configuration has benefitted from the
inclusion of the reduced order WRIM model, Forward Euler integration method,
efficient TSB, simplest mechanical model, and larger time-step. Because the stator-
side transient is eliminated in the 3" order machine model, the WRIM model
involving less integration equations can be solved much faster with larger step-
size. Implementing the WRIM model with either the Forward Euler or loop-
free Trapezoidal method, the algebraic-loop problem can be bypassed, and the
simulation time can be significantly reduced. Further analysis on the T,,, for Setup
1, 5, and 9 has unveiled that the least robust Forward Euler method required the
least amount of solution time. When compared the T, results for Setup 18 and

20, the advantage of using TSB becomes more obvious. For off-line simulation,
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the time saved by switching to the simplest lumped mass mechanical model may
seem marginal. However, this saving will become more critical when multiple
DFIG systems are simulated at the same time.

In Table 4.3, the results listed under 7,, have revealed the suitable
configurations for RT simulation and their maximum RT computation time. First
of all, the configuration must be free of algebraic-loop. That was why Setups 5-
8 and 17-20 can only be simulated in off-line mode. Selection of the BBC model
is, however, predetermine by the stability issue discussed above. Therefore, the
TSB model must be used to construct the BBC for RT simulation. The orders of
the machine and mechanical model do not have direct influence on the creation
of a valid RT configuration; nevertheless, they do affect the computational time,
and the outcomes are very interesting. Looking at the T, for Setup 9-10 and 21-
22, it was found that the higher order WRIM model was actually providing better
dynamic in RT simulation. Although this was an interesting discovery, the topic
was out of the scope of this study.

After successful compilation, the model can be simulated in the RT simulator.
But, this does not automatically qualify the simulation as running in RT. To be
qualified as RT simulation, all the processes related to solving the complete model
must be finished within the given time-step. The results for Setup 13 and 14 were
included as examples of un-qualified RT simulation since their T}, have exceeded
the corresponding T,. For the six Setups (1, 2, 9, 10, 21, and 22) that can be
simulated in RT, the time distribution within a fixed time-step is presented in Table
4.4.

The distribution of a single time-step has clearly shown that computation was
the main task taking up most of the processing time. On top of computation, other
processes, such as communication, also occupied a small portion of the given time-
step. Idle time is the best indicator for successful RT simulation. As long as all the
processes are fitted into the fixed time-step, the idle will be positive. The large idle
time indicates that the single DFIG configuration has only taken up a small portion

of the available capacity from the simulator, and more complexity can be packed
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Table 4.4: Execution times for individual tasks within one time-step for various
setups

“ Time Distribution (us)l Setup 1 | Setup 2 } Setup 9 ] Setup 10 ] Setup 21 ’ Setup 22

Computation Time 5.615 5.715 5.867 5.980 5.475 5.537
Idle Time 91.758 | 92.182 [ 91.75| 91637 | 42242] 42.085
Data Acquisition 1.302 094 | 1.068 1.040 1.065 1.048
Status Update 0307 | 0.195| 0295 0.305 0.302 0.265
Target Request Time 0.040 | 0047 | 0.040 0.070 0.062 0.082
Host Request Time 0035 | 0038| 0032 0.038 0.042 0.037
Synchronization 0.035 0.035 0.045 0.035 0.035 0.052
Others 0882 | 0938 | 0.773 0.982 0.780 0.822
[ Total Step-Size | 100.000 | 100.000 | 100.000 | 100.000 | 50.000 |  50.000 |

into the system model.

To prove the authenticity of the simulator, the RT simulation results were
recorded onto an oscilloscope through the digital interface. In Fig. 4.20 and
4.21, the RT simulation results for Setup 21 and 22 are presented next to their
associated SIMULINK® off-line simulation results, respectively. Comparisons of
the waveforms clearly ascertain the accuracy of the RT simulator.

The waveforms for Setup 21 and 22 have also uncovered an issue related to
the mechanical model for the DFIG configuration. When using the lumped-mass
model, the starting oscillations in the power waveforms were exaggerated. The
main cause of this phenomenon was associated to the lack of damping elements
in the lumped-mass model. Also, the under-damped model will prolong the
propagation of the mechanical vibrations. Therefore, the lower order mechanical
model should be used with care. All in all, the un-initialized starting of the
DFIG is only a special case for model validation. In real-world operation, the
generating unit should be properly initialized to eliminate the violent electrical
and mechanical oscillations.

Because of its efficiency and accuracy, the most detailed configuration, Setup
22, should always be used for both off-line and real-time simulations. This
recommendation is based on the results given in Table 4.3. Instead of lowering

the computation time, the incorporation of the reduced order WRIM model has
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Figure 4.20: : Real-time and off-line simulation results for Setup 21: (a) stator-side active

power; (b) stator-side reactive power; (c) DC-line voltage
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Figure 4.21: : Real-time and off-line simulation results for Setup 22: (a) stator-side active
power; (b) stator-side reactive power; (c) DC-line voltage
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hampered the entire system’s dynamic in RT. With the trade off of accuracy, the
application of a lumped-mass mechanical model has saved less than 3s and 0.1us
during off-line and real-time simulations, respectively. All these facts encourage

the use of Setup 22 for the study of the complete DFIG configuration.

4.5 Summary

In this chapter, the complete DFIG configuration and its controllers developed in
Chapter 2 and 3 was verified and validated through the off-line simulations in
PSCAD™/EMTDC™, MATLAB®/SIMULINK®, and EMTP-RV. After sequence
of model simplification, different configurations suitable for real-time simulation
were proposed. Through the exhaustive analysis and comparison, the most
feasible configuration (Setup 22) consisted of the WRIM model implemented with
the compensated loop-free Trapezoidal method and the BBC modeled with TSB
was recommended for the further studies of the complete DFIG-based WTGS in

both off-line and real-time simulations.
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Wind Farm Dynamics and Aggregation

5.1 Introduction

To effectively supplement the vast electrical network, wind farms are formed
of numerous WTGSs for greater generation capacity. The collective capacity of
modern GW wind farm is capable of satisfying the needs from thousands of
households. In order to study the effect of wind farms on the grid, an appropriate
representation for the network connected wind farms is needed. However, a
wind farm model consisting of multiple highly complicated WTGS and detailed
transmission systems is difficult to setup, and the demand on computational
power can easily overwhelm the modern simulators. To resolve this problem,
lower order aggregated wind farm models which represent the collective behavior
of all the WTGSs at the collection bus were developed.

The behavior of the grid-connected wind energy facilities generally unfamiliar
to the mass majority. Therefore, this chapter starts with the simulation of a
single grid-connected WTGS. Through the smaller scale study, the variable wind
speed and fault interactions of the modern WTGS are clearly demonstrated. After

building the necessary knowledge and tools through the illustrative studies, a
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wind farm consisting of ten WTGSs is modeled for real-time simulation and

aggregation analysis.

5.2 Background

For a very long time, WTGSs are modeled as a simple negative load in power
system simulation study. The main reason was that the low capacity fixed-speed
WTGSs could not participate in reactive power regulation, and disturbances in the
collection system could easily knock this kind of WTGS off-line [3]. However, the
emergence of variable-speed WTGSs has promoted the change in modeling and
simulation practice. The advancements in design and control allowed the variable-
speed WTGSs to participate in reactive power regulation, and have better fault
ride-through capabilities. Studies [3,77] have shown that integration of the newer
wind facilities has increased the electric network stability.

Authorities have also recognized the growing capacity of wind generation and
the progression in the related technologies [2,6,26]. In the upcoming standardized
operation codes, the wind farm is required to support the grid and achieve certain
levels of disturbance ride through capability. This creates the need for a efficient
wind farm model to assist operators to accurately assess the wind farm operation

and make the correct decisions in real-time.

5.3 Single WTGS Dynamics

The online performance of a stand-alone WTGS can be easily projected for the
understanding of wind farm operations. In this section, the interaction of a DFIG-
based WTGS to variable wind source and grid faults are investigated using the
schematic shown in Fig. 5.1. Constructed from the detailed DFIG configuration,
Setup 22, presented in Chapter 4, the WTGS was connected to the 25kV infinite bus
B1 through the distribution transformer and two sections of identical three-phase

transmission lines represented with the conventional distributed line model.
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Figure 5.1: Single grid-connected DFIG-based WTGS

5.3.1 Interaction of the Stand-Alone WTGS with Variable Wind
Speed

The coordination between the mechanical and electrical controllers is verified by
exserting variable wind speed to the grid-connected WTGS shown in Fig. 5.1.
For the 40s off-line simulation in SIMULINK®, the initial turbine speed was set
to 0.7pu, and initial power generation from the WRIM was set to zero. To achieve
reasonable resolution, the simulation time-step was fixed to 50us.

By convention [18,26,43], the variable wind source (v,,) was made up of four
components: average speed, gust, ramp, and turbulence (Fig. 5.2). As shown in
Fig. 5.3 (a), average wind speed for the case study was set to 11.3m/s. Starting at
t = 0s, the parabolic gust was given the amplitude of 3.0m/s and period of 33.3s.
With the amplitude of 10m/s and the slope of 0.5m/s?, the ramping component
was started att = 20s. Finally, the turbulence was generated as bandlimited white-
noise with variance of 1.2m/s. Although the generation of the turbulence can be
made more non-stationary [29, 41], the simulation results proved that would be
unnecessary for the DFIG-based WTGS.

In Fig. 5.3 (b), the smooth wr indicated that the turbine was working as a low-

pass filter screening out the effects of the high frequency turbulence in v,. By
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Figure 5.2: Synthesis of the variable wind speed

comparing the waveforms shown in Fig. 5.3 (a) and Fig. 5.3 (b), it was easy to
notice the 5s lag between the variations in v,, and wy. As discussed in Chapter
3, this delay was designed into the mechanical controller to prevent the massive
spinning turbine from wearing the mechanical components during the abrupt
response to the ever changing wind.

As shown in Fig. 5.3 (b) and (c), before reaching the speed limit of 1.2pu, wr was
directly regulated by altering the active power generation (F..). Maintaining the
proper coordination between wr and P, is critical for the WTGS control. If too
much power were extracted, the turbine speed would be pushed out of the optimal
generation region. On the other hand, insufficient harvesting of the available
power would allow the turbine to accelerate to the hazardous speed range. When
wr reached its limit at ¢ = 30s, active power generation was significantly increased
to diffuse the load on the turbine and the mechanical components.

As soon as the generator reached its capacity at ¢t = 31.8s, the pitch control
was activated, Fig. 5.3 (e), in order to lessen the amount of power being extracted
from the wind. When the ceasing ramp caused a huge dip in the available wind
power at t = 32.9s, the mechanical controller quickly responded by resetting 6,,;;.x
to zero to increase power collection from the turbine, and ordered the electrical
controller to reduce Fe.. to prevent wr from collapsing. The simulation results

in Fig. 5.3 demonstrated that the existing controllers can effectivly coordinate
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Figure 5.3: Response of the single DFIG-based WTGS to variable wind speed: (a) variable
wind signal; (b) turbine rotational speed; (c) generated active power; (d) generated reactive
power; (e) turbine blade pitch angle

the mechanical and electrical parameters to stabilize the WTGS to withstand the
disruptive variations, and prepared the entire system for the next rising wave in
V. In spite of the variations in other system parameters, the sophisticated vector
control has kept the generated reactive power (Q...) close to zero throughout the
entire simulation, Fig. 5.3 (d).

Through the wind speed interaction study, the complete mechanical and

electrical controller design was verified. To allow maximum unity power
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generation, turbine speed was continuously adjusted. @ When the system
components reached their limits, proper control sequence was engaged to sustain

the stability.

5.3.2 Interaction of the Stand-Alone WTGS with Grid faults

Referring to the WECC low voltage ride-through standard presented at the
California Energy Commission hearing, wind plant will be required to ride
through a “normally cleared single-line-to-ground or three-phase fault on a
transmission line connected to the plant switchyard or substation” [2]. Therefore,
three case studies were setup to examine the reactions of DFIG-based WTGS to
disturbances in the transmission system. For better compliance with the standard
from WECC, the first two studies were specifically designed to investigate the
influence of the most common single-line-to-ground and three-phase fault on a
grid-connected WTGS for a period of 0.15s. Although the two-phase-to-ground
fault is rare [79], the study is included to provide more information on the control,
protection, and operation of a WTGS under hazardous conditions.

In the off-line simulator SIMULINK®, the study cases were evenly distributed
along a 40s time line and simulated with 50us resolution. This collective
examination provides a comparative overview on the impacts generated by
various fault situations on different system parameters. Since the focus of this
simulation was to study the fault response of the given WTGS, the wind speed was
kept constant at 11.3m/s, and no extra protective devices were implemented. To
allow fast convergence towards the steady-state, the WTGS was initialized to have
the turbine rotation speed (wr) = 0.96pu, generated active power (FPe..) = 0.46pu,
generated reactive (Q...) = 0.0pu, and BBC dc-link voltage (V;) = 1250V

5.3.2.1 Case 1: Single-line-to-ground fault

When the system reached its steady-state at t = 10s, a 9cycle/0.15s single-phase-
to-ground fault was created in the middle of the transmission system. As shown

in Fig. 5.4 (a) and (c), the phase-a voltage at bus B2 and B3 were immediately
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dropped to zero. At the distribution transformer low-voltage side, the loss of
phase-a voltage caused disruptive ripples in |V;| (Fig. 5.5 (a) and 5.6 (a)) which
was the magnitude of the WTGS supporting voltage. From the ripples recorded in
the waveform of V., Fig. 5.5 (e) and 5.6 (d), it was realized that the oscillation in

|Vs| has been propagating through the electrical components during the fault.
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Figure 5.4: Three-phase voltage and current waveforms at bus B2 and B3 during the
single-phase-to-ground fault
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Figure 5.5: Impacts of the single-line-to-ground fault on the WTGS internal parameters:
(a) magnitude of the supporting voltage; (b) turbine rotational speed; (c) generated active
power; (d) generated reactive power; (e¢) DC-link voltage

With phase-s grounding through a small impedance at bus B2, a huge
unbalanced current was drawn to ground, Fig. 5.4 (b), distorting the balance along
the line. Fig. 5.4 (d) shows that the single-phase-to-ground current has caused the
swelling in phase a and ¢ current at bus B3.

Under the given fault conditions, the controller was able to maintain the WGTS

online. Only a small dip in P, and Q... were observed in Fig. 5.6 (b) and
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Figure 5.6: Zoom-in view of Fig. 5.5: (a) magnitude of the supporting voltage; (b)
generated active power; (c) generated reactive power; (d) DC-link voltage

(c), respectively, at the beginning of the fault. This temporary capacity loss was
caused by the sudden reduction in average |V;|. As active power generation fell
while the mechanical power captured from the wind stayed constant, the turbine
accelerated (Fig. 5.5 (b)) resulting in the increase in reactive power generation.
However, the fast acting controller resumed P, to its pre-fault level within 0.02s.
In order to sustain balance between the mechanical and electrical torque, active
power generation was increased to slow down the turbine. Reduction in wr was
then directly mirrored in the falling of Qeec from ¢t = 10.02s to ¢t = 10.15s.

When the fault was normally cleared at ¢ = 10.15s, huge in-rush current from
the sudden engagement of phase-a has created high frequency oscillations in all

three phases, as shown in the voltage and current waveforms in Fig. 5.4. With
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relatively low damping in the 50km line, the oscillations lasted for approximately
0.075s. At the end of the oscillation, |V;| was stabilized to its pre-fault value.

From the post-fault response shown in Fig. 5.5 (a), (c), and (e), the grid-side
converter controller was found sensitive to the changes in |V;|. When the fault
was cleared, huge in-rush current caused high amplitude jump in |V;| with the
duration less than 0.001s. However, the controller was sensitive enough to pick
up the variation and tried to reset the DC-link voltage. Because the variation in
Vs was very abrupt, the controller perceived that as a command for step-change in
Vie. This was why the signature under-damped response appeared in V. after the
fault, and propagated through the line causing variations in P...

By restoring |V;|, a new set-point was reached for wy. This abrupt shift in
turbine speed has caused minor disturbance in Q... Since the speed variation was
small (0.02%), Qeec Was quickly driven back to its optimal value for unit power
generation. With the given shaft stiffness, the multi-mass mechanical system

settled to its steady-state in 5s.

5.3.2.2 Case 2: Three-phase-to-ground fault

After all the transient from the previous fault study has completely settled, a
9cycle/0.15s three-phase-to-ground fault was triggered at ¢ = 20s. As shown in
Fig. 5.7 (a), the voltages at the grounded bus B2 were reduced to zero. However,
Fig. 5.7 (c) showed that the voltage at bus B3 was only lowered to a minimum
point and then gradually increased. By inspecting the waveform of |V;| in Fig. 5.8
(a) and 5.9 (a), it was found that the voltage took 0.02s diving to its lowest point at
0.0268pu and slowly increased to ~ 0.3pu.

Since the line section between bus B2 and B3 was cut off from the ideal source,
the only voltage support was from WTGS. Because the electrical controller lost its
frequency reference, the grid supporting voltage was generated at an arbitrary
reference frame with very high frequency. This loss in synchronism has also
affected the current through bus B3. Fig. 5.7 (d) shows that the three-phase

currents were derailed from the normal abc frame. Down the line to bus B2, the
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Figure 5.7: Three-phase voltage and current waveforms at bus B2 and B3 during the
three-phase-to-ground fault

currents were increased because of the near zero grounding resistance. However,

the balanced common ground has converged the current back into the ordinary

three-phase reference frame at the grounded bus B2 (Fig. 5.7 (b)).

At the instant |V;| reached its lowest point, Fig. 5.8 (c) and (d) show that P,
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Figure 5.8: Impacts of the three-phase-to-ground fault on the WTGS internal parameters:
(a) magnitude of the supporting voltage; (b) turbine rotational speed; (c) generated active
power; (d) generated reactive power; (e) DC-link voltage

and Q... were dropped to zero and remained constant until the fault was cleared.
Inspecting waveform of V. in Fig. 5.8 (e) and 5.9 (d) revealed that the grid voltage
supporting power the was provided from the rotor through the BBC. During the
fault, V;. was continuously increased to almost double the controlled value to

release the power from the rotor. When |V,| was reduced, the amount of power
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Figure 5.9: Zoom-in view of Fig. 5.8: (a) magnitude of the supporting voltage; (b)
generated active power; (c) generated reactive power; (d) DC-link voltage

flowing from the stator was decreased. To direct the constant mechanical power
to the grid, the only remaining path was through the rotor terminal. This increase
in power transfer has increased |V;| and V,. over time. Nevertheless, the rotor
could only release a portion (30%) of the total power available. Consequently, the
imbalance in mechanical and electrical torque drove the turbine to higher speed,
as shown in Fig. 5.8 (b).

When the fault was normally cleared at ¢ = 20.15s, the ideal source forced all
the voltages and currents in the transmission system back to the normal three-
phase reference frame with the same fundamental frequency. Simulation results
presented in Fig. 5.7 demonstrate that the damping of in-rush current created high

frequency oscillations through the transmission system. Although the magnitude
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of the three-phase fault was much larger, the balanced post-fault behavior was
far less damaging than that observe in Case 1; the transient voltage and current
amplitudes were very close to their steady-state values.

Because the transient behavior in the grid was moderate, the post-fault
oscillations in |V;| were relatively small. When |V,| was restored, the system
regained its generation capacity through the reactivated stator path. Huge amount
of power release were recorded in the Py and Qe waveforms, Fig. 5.9 (b) and
(c). This sudden shift in the power direction has collapsed the DC-link voltage.
Steady reduction of V;. (Fig. 5.9 (d))to zero after the fault indicated that less and
less power was transferred from the rotor. Instead, the turbine speed was reduced
during the post-fault energy release, and power started to flow back into the sub-
synchronously rotating rotor. This was why the V;; was pushed back to a very high
value momentarily after dipping to zero. As the entire WTGS reaches its steady-
state, all the electrical parameter rested their pre-fault operating conditions.

Since the power variation was significant during the three-phase fault, the
acceleration and deceleration of the turbine became more obvious. However, the

waveform of wr showed that the maximum change in speed was less than 3%.

5.3.2.3 Case 3: Two-phase-to-ground fault

This case study investigates the effects of 9cycle/0.15s two-phase-to-ground fault
at bus B2. As shown in Fig. 5.10 (a) and (c), the fault applied at ¢t = 30s forced
the phase-a and b voltage at bus B2 and B3 to zero. With the unbalanced three-
phase voltage and small grounding resistance at bus B2, huge distortions in the
line currents were observed in the results presented in Fig. 5.10 (b) and (d).
During the fault, the waveform for |V,| shown in Fig. 5.11 (a) was essentially
the same as the phase-b waveform given in Fig. 5.10 (c) with dc offset, and the
average was =~ 50% below the nominal value. Unlike the single-phase-to-ground
fault studied in Case 1, the huge oscillations propagating through the WTGS has
caused the divergence in electrical control, which was proved by the collapsing V.

waveform shown in Fig. 5.11 (e) and 5.12 (d). This break down of electrical control
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Figure 5.10: Three-phase voltage and current waveforms at bus B2 and B3 during the

two-phase-to-ground fault

was resulted from the loss of synchronism. As two of the three phases disappeared,

the controller has loss its ability to accurately calculate the positions of the various

reference frames, in which the essential vector control took place. Blindly imposing

control in some arbitrary frame has only prompted the divergence.
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Figure 5.11: Impacts of the two-phase-to-ground fault on the WTGS internal parameters:
(a) magnitude of the supporting voltage; (b) turbine rotational speed; (c) generated active
power; (d) generated reactive power; (e) DC-link voltage

Since the average |V;| was reduced by half, the throughput of active power
from the stator was deducted by almost the same amount, Fig. 5.11 (c) and 5.12
(b). Predictably, the imbalance of the internal torque has accelerated the turbine
and forced a higher output of reactive power, as shown in Fig. 5.11 (b) and (d),

respectively.
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Figure 5.12: Zoom-in view of Fig. 5.11: (a) magnitude of the supporting voltage; (b)
generated active power; (c) generated reactive power; (d) DC-link voltage

Before complete system failure, the fault was cleared at ¢ = 30.15s. As shown in
Fig. 5.10, the immediate in rush of current from phase-a and b has created the high
frequency transients in the line voltage and current waveforms. Sequentially, the
increase of |V;| has boosted the active power generation from the WTGS. Extracting
the energy stored in the rotating turbine and rotor masses has reduced wr and Qesec.
Before the internal torques reached the equilibrium, reactive power was absorbed
through the DC-link to strength the rotor flux for transmitting more power to the
stator through the magnetic flux linkage.

Benefited by the rapid reaction of the controller, V5. was quickly recovered to
support the power demand from the rotor. For the electrical system to reach its

steady-state, approximately 0.6s was needed. With the much larger inertia and
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slower controller, the post-fault oscillation in wy lasted for 5s.

5.3.2.4 Summary of Case Studies

The results from the three case studies proved that the DFIG-based WTGS has its
inherited capabilities to withstand different kinds of line faults in the transmission
system. More information were gathered for the further studies in controller
improvement, protective device design, and operation practice for a wind energy
supported network.

Summarizing overviews of the simulation results given in Fig. 5.13 helps in
comparing the impact aroused by different line faults on various parameters that
are internal to the WTGS. Excellent immunity to single-line-to-ground fault was
observed in the first case study. Relatively small disturbance was recorded in
the generated active and reactive power during the fault. However, the post-
fault response has demonstrated the need for current-limiting device in the line
to reduce the influences of the unbalanced post-fault in-rush current on |V;|, Fig.
5.13 (a). It was also found that the reduction in the grid-side electrical controller’s
sensitivity to terminal voltage will improve the post-fault transient response in
active power generation.

By qualitative measure, the simulation results for the three-phase fault
highly agreed with that reported in [47]. Even without any protection device
implemented, the WTGS was still able to survive the most severe line fault.
Nevertheless, the study has revealed the vitality of the converter protection
devices. When the three-phase fault was encountered, the converters will be
highly stressed by the reversal voltage and current from the rapid charging and
discharging processes (Fig. 5.13 (e)). Without a protection device, the magnitude
and duration of the high voltage and current might push individual switches over
their thermal limit causing break down.

Among the three line faults studied, it was concluded that the two-phase-to-
ground fault was the most damaging as it caused the divergence in the electrical

system control. To prevent damage to the components, the WTGS must be
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Figure 5.13: Overviews of the impacts from the various line faults

disconnected from the grid when the length of the fault exceeded a specific
threshold. However, the stability maybe improved by modifying the controller
to retain its synchronism with the only remaining phase voltage.

The relatively constant wr shown in Fig. 5.13 (b) should encourage the
ongoing development of higher rating WTGSs [2]. High rating WTGS requires
a larger turbine to capture more power from wind, and the increase in turbine

mass will substantially increase the stability of the entire system. From the
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fault response studies, the captured power was found buffered in the spinning
mechanical components. When the electrical parts failed to distribute the power,
the mechanical components will be accelerated to temporarily sustain the excess
power. If the mass of the turbine and stiffness of the shaft were increased,
the unevenness in wr during faults might be further reduced. Nevertheless,
the electrical system must be strengthened, and more systematic fault clearing
procedures should be taken to handle the huge amount of post-fault active and
reactive power discharge and absorptions, as shown in Fig. 5.13 (c) and (d).
Mainly benefitted by the fast acting power electronics and controllers, the DFIG-
based WTGS has proven competent in meeting the emerging LVRT requirements.
To further improve the performance and stability, the recommendations discussed
above can be considered. With the given WTGS model, new controller design or
protection device concepts can be easily implemented and tested using software
simulators off-line. Nevertheless, if users wish to verify the functionality of an
existing hardware, employing real-time simulation with a HIL setup will be an

accurate and economical option.

5.3.3 Real-Time Simulation of the Complete DFIG-based WTGS

To maximize the benefit of the complete DFIG-based WTGS model presented in
the previous sections, a RT time counterpart can be developed with the hardware
interfacing feature enabled. On the RT simulator, the developer can simulate the
RT WTGS model in high resolution and generate the necessary results for the
external devices connected through the fast digital and analog I/O modules. If
the device is still in the pre-fabrication stage or has limited availability, it can be
modeled and simulated in a separate node, and interfaced with the main node that
is executing the grid-connected WTGS in RT.

In order to demonstrate the HIL concept using RTX-LAB simulator, the setup
presented in Fig. 5.1 was simulated in RT. Measurements at different points of
the system was exported through the digital 1/O. By feeding these simulation

results to an external oscilloscope, which could be replaced by any other hardware
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Figure 5.14: Voltage and current waveforms at bus B2 and B3 : (a) at the beginning; and
(b) at the end of the supply voltage sag

devices, RT behavior of the WTGS was monitored. To mimic the commands sent
from the external devices, the wind speed model and the fault generator were
simulated in a separate node.

As shown in Fig. 5.14, the master subsystem, prefixed with ‘SM.’, contains
the complete WTGS and the transmission system models; the slave subsystem,
prefixed with ‘SS_’, contains only the wind speed and fault generator models.
Since the preparation of the most complex DFIG configuration for RT simulation
has been demonstrated in Chapter 4, developers only need to ensure that the
transmission system were constructed using the built-in discrete SPS models.

The signals transmitted between the subsystems must be defined as states with
the postfix '_s’. By inserting a step-delay, as shown in Fig. 5.14, the scalar value

was automatically converted into a state. If more accuracy is required, the pole-
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zero compensation technique discussed in section 4.4.3 can be applied.

For exporting data through the I/O module, a hardware synchronizing
controller block called “OpHSDIO” must be included in the model. By simply
feeding the desired signals to the controller block, external devices would receive
the corresponding signals at the assigned ports.

After the pre-compilation, the executables for the subsystems were loaded onto
two separate nodes. While the wind speed signal and the fault command were sent
from the slave to the master subsystem, measurements were simultaneously taken
and delivered to the oscilloscope. This high bandwidth communication is centrally
managed by the Field Programmable Gate Array (FPGA) controlled network
interfacing card. Although no actual device was involved in this demonstration,
the operation principle, setup, and demand on computation resources would be
nearly identical.

The RT simulation was executed with 50us time-step. To examine the
simultaneous response of the WTGS to variable wind speed and line faults, the
wind signal similar to that illustrated in Fig. 5.3 (a) was fed to the aerodynamic
model, and similar line faults patterns investigated in the previous section were
imposed to the transmission line.

In Fig. 5.15-5.17, the side-by-side comparison of the oscilloscope traced RT
simulation results with the corresponding off-line simulation results recorded from
SIMULINK® prove the accuracy and stability of the RT model. Over the 40s
simulation time frame, the simulator capabilities were able to perform the complex
mathematical calculation while supervising the intensive communication among
different hardware components. However, the simulator was still under utilized.
From the performance monitoring log, Table 5.1, the maximum computation time
was 15.375us for the node running the master subsystem. To finish the execution
cycle for the slave subsystem, only 2.257us was needed. Including the 6.628us
overhead for communication, the maximum execution time was still well below
50us.

The virtual HIL RT simulation presented the opportunity for applying the
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Figure 5.15: Comparisons of the oscilloscope traced RT simulation results (left) with the

corresponding off-line results generated using SIMULINK® (right): (a) turbine rotational
speed; (b) generated active power; (c) generated reactive power
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Figure 5.17: Comparisons of the oscilloscope traced RT simulation results (left) with the
corresponding off-line results generated using SIMULINK® (right): phase-a current at bus
B3 during (a) single-phase-to-ground fault; (b) three-phase-to-ground fault; (c) two-phase-
to-ground fault
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Table 5.1: Performance log for the RT virtual HIL simulation

| Time Distribution | Master (us) | Slave (us) |
Computation Time 15.375 2.257
Idle Time 24.770 39.819
Data Acquisition 0.995 0.305
Status Update 0.290 0.290
Target Request Time 0.062 0.067
Host Request Time 0.045 0.047
Synchronization 0.075 0.054
Signal To Master - 6.628
Signal From Master - -
Signal To Slave - -
Signal From Slave 6.628 -

| Others | 0.840 | 0533 |
Total Step-Size 1 50 | 50 |

complete WTGS model into practical research and development studies. Using the
proposed WTGS model as the fundamental building block, developers can easily
modify the system to meet their specific needs. With the flexible software and
hardware configuration, the study can be expanded to include more details and

more components.

5.4 Wind Farm Structure and Dynamics

Studies on the single grid-connected WTGS has provided the fundamental
building blocks and the necessary tool-set for the model construction and analysis
of a wind farm. To bring out the most salient characteristics of a wind farm, its

electrical connections and physical attributes must be clearly defined.

5.4.1 Structure of the Wind Farm

As shown in Fig. 5.18, the ten DFIG-based WTGSs of a wind farm were electrically
divided into four groups. Each WTGS had its own 0.575/25kV distribution
transformer connected to the sub-collector bus (cBl - 4). Through the collector

transformer, the voltage is boosted to transmission level 138kV. At the end of the
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Figure 5.18: Wind farm schematic

parallel feeder, the infinite bus B1 is backed by an ideal three-phase voltage source.
The geographical illustration shown in Fig. 5.19 indicates that the WTGSs were
equally spaced on the same altitude with no surrounding obstacles. Average wind
speed was assumed to be the same across the entire wind farm. In the direction
indicated in Fig. 5.19, the gust, ramp, and turbulence riding on the average wind
speed would concurrently affect WTGS 1, 2, and 3 first; then 4 and 5; and so on.
Referring to the physical descriptions given above, the detailed wind farm
model was developed under MATLAB® /SIMULINK®. For the best accuracy, the
complete WTGS model verified in the previous section was employed. Since the
study was not focused on the protection system, the relays and circuit breakers
were ignored. Wirings internal to the wind farm were omitted mainly due
to their low impedances and relatively short length. Nevertheless, the cables
connecting the sub-collector buses to the main collector bus, and the transmission
lines supporting the entire wind farm were represented with the conventional

distributed parameter line model.
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Figure 5.19: Physical attributes of the wind farm and the hypothetical wind direction

The main reason for modeling the line sections between the collector and sub-
collector buses with the 50km distributed parameter line model was to introduce
a time delay. This delay is critical for the latter model separation technique
employed for the real-time simulation of the detailed wind farm model. Although
the line length and the impedances associated with the line may not reflect the
real world situation, the practice is considered valid for the study of real-time

simulation realization and aggregation technique development.

5.4.2 Dynamics of the Wind Farm

In order to reflect the geographical location and distance, the wind speed signals
teeding to different WTGSs were individually coordinated. Since WTGS 1, 2, and
3 were the first to be affected by the wind digressions, the wind speed patterns,
Fig. 5.20 (a), experienced by these three WTGSs became the modulation reference.
As the average wind speed was set to 11.3m/s, a 19.16s delay was created for
the forefront of the wind variations to reach the consecutive sets of WTGSs. This
explains why the variations in the wind speed signals sent to WTGSs 4 and 5, Fig.
5.20 (b), was started at ¢ = 19.16s. Based on the same principle, the wind signals
delivered to WTGS 6, 7, and 8, Fig. 5.20 (c), and those generated for WTGS 9 and
10, Fig. 5.20 (d), were respectively delayed by 38.32s and 57.48s with respect to

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Sec. 5.4 Wind Farm Structure and Dynamics 113

Fig. 5.20 (a).
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Figure 5.20: Synthesis of the variable wind speed signals for (a) WTGSs 1, 2, and 3; (b)
WTGSs 4 and 5; (c) WTGSs 6, 7, and 8; (d) WTGSs 9 and 10

For the 100s off-line simulation, all the WTGSs were initialized under exactly
the same conditions. Control objective for the WTGSs was to produce maximum
active power at unit power factor. Simulation time-step was fixed to 50us. As
the aggregated behavior of the wind farm is more important, the active (P.o;) and
reactive (Q..u) powers at the collector bus were measured and presented in Fig.
5.21.

The variations in F.,; were the recordings of the collective wind farm response
to the wind alternations. Since the measurements were taken at the collector bus,
the waveform of (.., showed how would the 50km line section affect the collective

reactive power. With the given controller design, the WTGSs would only monitor
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Figure 5.21: Wind farm response to variable wind speed measured at the collector bus:
(a) generated active power; and (b) generated reactive power from the wind farm

and regulate the reactive power at the low-voltage side of their own distribution
transformer to zero. As the internal wirings were ignored, the power factor at the
sub-collector buses should be very close to unity. However, the active currents
flowing toward the collector bus have excited the shunt capacitances associated
with the cables, and in turn increased the reactive power generation.

To form a high resolution benchmark for later aggregation studies, fault
response of the wind farm was investigated. The three kinds of grid faults studied
in Section 5.3.2 were imposed on the first transmission line at bus B2, Fig. 5.18.
By observing the collector bus active and reactive power waveforms depicted in
Fig. 5.22, the wind farm was proved to be capable of riding through all the fault

disturbances, and the responses were very closely resembling the corresponding
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Figure 5.22: Wind farm responses to various grid faults measured at the collector bus: (a)
single-line-to-ground fault; (b) three-phase-to-ground fault; (c) two-phase-to-ground fault

results recorded for the single grid-connected WTGS.

5.4.3 Real-Time Simulation of the Wind Farm

Solving the wind farm model demanded computation power of eight 3GHz CPUs.
To complete the 100s off-line simulation in SIMULINK®, 10022.0s was needed on
average. One way to increase the simulation turnaround time would be executing
the model on a RT simulator. Besides speed increase, the added features from the
simulator will also extend the range of investigations, such as HIL testings.

By referring to the computation time recorded for the RT simulation of a single
grid-connected WTGS in Table. 5.1, it was concluded that a maximum of three
detailed WTGS models can be simulated on a single cluster node with the time-step

fixed to 50us. In order to evenly distribute the computation load across a target
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Figure 5.23: Division of the detailed wind farm model for RT simulation

cluster, the complete wind farm was divided into four subsystems, as shown in Fig.
5.23. Communication between the master and slave subsystems was established
through the Bergeron transmission line model [80].

Due to the length and characteristic impedance, electrical signals send from one
end of a transmission line will be received at the other end with a time delay
7. Because of this delay, the transmission line can be model as two separate yet

interdependent portions. By knowing the history terms from one portion, the
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other portion can calculate its present state using simple nodal analysis. After
splitting the transmission line model in two, one portion was retained in the
master subsystem connecting to the collector bus, and the second portion was
accommodated in the slave subsystem linking the WTGSs. Only the history terms

from both portions were communicated to either side with a step-delay.
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e ;; :! Operating RT - Linux
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Figure 5.24: Distribution of the subsystems across the target cluster

In theory, this model division technique should also increase the simulation
speed. Since the entire electrical network was divided into four parts linked
with data signals, four smaller sets of state-space matrices should be formed to
represent the linear electrical components. Based on the DFIG optimization studies
in Section 4.4, a smaller state-space matrix can be solved with less time.

After loading the executables for the four subsystems onto the target cluster
(Fig. 5.24) RT simulation of the wind farm was started and simulation results
were exported to an external oscilloscope. By comparing the RT simulation results
with the corresponding off-line simulation results from SIMULINK® (Fig. 5.25
and 5.26), the model division technique was validated. However, the performance
log tabulated in Table 5.2 signalled the need for further model simplification.
Summation of the communication overheads and the computation time revealed
that the cluster nodes were working at their limit under the 50.s time constraint.

The last row of Table. 5.2 showed that the time-step has overrun the 50us limit.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Sec. 5.4 Wind Farm Structure and Dynamics 118

“’Ff“’p. b e : 0.4
-
gl
3
F.

o L e
@iV A Wab.0ms A <h2 F 5.00V 9 0.1 10.3
vi o~ 200,000 ° (a) Time (s)
L Ad 1
T‘”:lsmp. b e e ey 0.9

ia oy (kA)

B . 1. o . " ] - g . 1 A —l L —l i 1 '
VN et e T Y 201 203
¥+~ {200,000ms (b) Time (s)
| ; : -
TBKStOP1 Ui - . ! 05 , . \ .

-
%,
.‘28
L
L“?_; ; ; i ; il _03 i L o L . L L . .
W .25V M40.0ms A Ch2 S 5.00V: 9.9 30.1 303
W +v200.000ms (c) Time (s)

Figure 5.25: Comparisons of the oscilloscope traced RT simulation results (left) with the
corresponding off-line results generated using SIMULINK® (right): phase-a voltage at the
collector bus during (a) single-phase-to-ground fault; (b)three-phase-to-ground fault; (c)
two-phase-to-ground fault
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Figure 5.26: Comparisons of the oscilloscope traced RT simulation results (left) with the
corresponding off-line results generated using SIMULINK® (right): phase-a current at the
collector bus during (a) single-phase-to-ground fault; (b)three-phase-to-ground fault; (c)
two-phase-to-ground fault
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Table 5.2: Performance log for the RT simulation of the detail wind farm model

H Time Distribution | Master (us) | Slavel (us) l Slave2 (us) ] Slave3 (us) ]
Computation Time 16.327 42.420 42.758 42.300
Idle Time -2.887 0.035 0.033 0.038
Data Acquisition 1.442 1.420 1.337 1.352
Status Update 0.515 0.370 0.363 0.375
Target Request Time 0.075 0.075 0.073 0.075
Host Request Time 0.042 0.040 0.040 0.037
Synchronization 0.042 0.043 0.035 0.039
Signal To Master - 6.338 6.432 6.178
Signal From Master - 1.992 2.117 1.975
Signal To Slavel 6.338 - - -
Signal From Slavel 14.768 - - -
Signal To Slave2 6.265 - - -
Signal From Slave2 0.075 - - -
Signal To Slave3 6.415 - - -
Signal From Slave3 0.040 - - -

[ Others 0.933 0.545 0472 | 0.909 |

| Total Step-Size 53.278 53.278 53.278 | 53.278 |

Because the simulator needed more time to finish the necessary computation and
communication, the time-step was automatically expanded. It was obvious that
the communication overhead was the main cause of the overruns. As the intensive
computation has already pushed the nodes executing the slave subsystems close
to the time limit, not enough margin has left to handle the communications.
Although the situation can be resolved by simply enlarging the time-step, versatile

solutions are needed to satisfy the more demanding studies.

5.5 Wind Farm Aggregation

To reduce the amount of time and computational resources needed for the studies
of wind farm, the most straightforward solution is to develop an aggregated model
that is capable of representing the collective behavior of multiple or all the WTGSs.
Different levels of aggregation can be achieved through attuned utilizations of

the data regarding the physical attributions and electrical properties of the wind
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farm. In this section, three levels of aggregation are presented to demonstrate the

solutions for some of the potential obstacles.

5.5.1 Level One Aggregation

According to the wind farm layout and wind direction given in Fig. 5.19, strong
correlation between the vertically aligned WTGSs allowed division of the wind
farm into four regions, as shown in Fig. 5.27. To represent the collective generation
capacity within each region, an equivalently rated WTGS model can be used. For
example, the replacement WTGS model of Region 1 had the rating of 5.01MV A =
3 x16TMVA.

N P ey =
L SRR sl A L R

]

i Regwn?% Region 3 1 F

it
i

a4

egion 4
Figure 5.27: Division of the wind farm for Level One aggregation

The higher rating WTGSs were derived directly from the existing model with
the nominal rating of 1.67TMV A . Since the WRIM in the existing WTGS model
was specified with per-unit parameters, its output capacity can be proportionally
increased by changing the base power. There was no need to change any other
parameters because the replacement model must inherit the mechanical properties
and the controller characteristics. The four aggregated models were directly
connected to the four sub-collector buses shown in Fig. 5.18. Since the wind
speed signals shown in Fig. 5.20 has already accounted for the sparsity of the wind

farm, they were directly applied to the four aggregation models. Due to the rating
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Figure 5.28: Comparisons of the variable wind speed responses generated by the detailed
and Level One Aggregation model: (a) generated active power measured at collector bus;
(b) generated reactive power measured at collector bus

differences, the wind speed signals shown in Fig. 5.20 (a) and (c) were applied to
the aggregated WTGSs representing Region 1 and 3, respectively; the aggregated
model with double the nominal capacity representing Region 2 and 4 were fed
with the wind speed signals shown in Fig. 5.20 (b) and (d), respectively.

By grouping and replacing the WTGSs experiencing similar wind variations
with an equivalent model, the average off-line simulation time was halved to
5542.0s. In Fig. 5.28, comparisons of the simulation results accredited the
aggregation technique. At the collector bus, the variable wind speed responses
generated by the aggregation model were very close to those produced using the

detailed wind farm model. Using (5.1) and (5.2), the maximum discrepancies
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found in between the collector bus active and reactive waveforms were 0.92% and

3.70%, respectively.
_ max(Pdetail - Pagg)

¢P = Pdetail (51)
mMaT(Qdetait — Qagg)

. 5.2

Q Qdetail ( )

where Pjeey and Quetas Were defined as the collector bus active and reactive
power generated using the detailed wind farm model, and P4, and Q,,, were
representing the collector bus active and reactive power generated using the
aggregated model.

The electrical connections at the sub-collector buses may be the main contributor
to the discrepancies. Since the loadings on the cables behind the sub-collector
buses were altered, the cumulative behavior at the collector bus would be changed.
Under the magnified views given in Fig. 5.29-5.32, the deviations becomes more
obvious. For the single-line-to-ground and two-phase-to-ground faults, Fig. 5.29
(a) and (c), the aggregated wind farm model tend to under estimate the oscillations
in P.,; and Q.- Minor dc-offsets were also observed. By referring to Fig. 5.30 and
5.32, the discrepancies were better depicted as the mismatching high frequency
voltage and current components. In the enlarged views, the waveforms generated
by the aggregated model could only outline those generated by the detailed wind
farm model; higher frequency jitters were not closely matched.

When comparing the results for three-phase fault, Fig. 5.29 (b), it was found
that the magnitudes of the post-fault power spikes were slightly exaggerated. This
exaggeration was caused by the apparent mismatches in the post-fault voltage and
current waveforms, Fig. 5.31. Although the pattern and timing of the responses
were still considered accurate enough for electromagnetic transient analysis, the
misrepresented waveforms during the fault were undesirable. Since the third
harmonic was filtered by the star-delta connection of the transformer, the forth
harmonic became the most prominent component in the voltage waveform, Fig.
5.31 (a). However, the aggregated model was not able to precisely match the

amplitude and phase of this dominating harmonic component.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Sec. 5.5 Wind Farm Aggregation 124

(b) (c)

"
L 7 |
: i
12 ¢
!
13 .
L ]
'
Y

Y

Detalied WF Detailed WF

] Level 1 Agg. Level 1 Agg.

8
L3
4
/
2 if
Dotalled WF \J
Level 1 Agg. °

i
10 101 102 103 104 20 201 202 203 204 30 301 30.2 303 304

Qo {MVAR)

i 0
Detalled WF j Detatied WF 05 ‘1 Datailed WF
Lavel 1 Agg, 8 Level 1 Agg. Level 1 Agg.
10 101 10.2 103 104 20 201 202 203 204 30 301 30.2 303 304
Time (s) Time (s) Time (s)

Figure 5.29: Comparisons of the fault responses generated by the detailed and Level One
Aggregation model: (a) response to single-line-to-ground fault; (b) response to three-phase
fault; (c) response to two-line-to-ground fault

5.5.2 Level Two Aggregation

For further aggregation, the wind farm was divided into two parts from the
middle. This setup required two equivalent WTGS models with five times the
nominal generation capacity. In order to preserve the physical attributes of the
wind farm, the wind speed signals were finely adjusted.

For the first equivalent model representing WTGS 1-5, the wind speed pattern
was constructed from the waveforms shown in Fig. 5.20 (a) and (b). Since three
of the five WTGSs should experience the wind pattern shown in Fig. 5.20 (a),
and the remaining two should experience what was depicted in Fig. 5.20 (b),
the magnitudes of the gust and ramp were scaled accordingly. As shown in Fig.
5.33 (a), the average wind speed was still maintained at 11.3m/s. For the second
aggregated model, the re-scaled composite wind speed signal shown in Fig. 5.23
(b) was applied.

Since the entire wind farm was represented by only two equivalent WTGSs, the
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Figure 5.30: Comparisons of the collector bus: phase-a (a) voltage; and (b) current, during
single-line-to-ground fault generated by the detailed and Level One Aggregation model
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three-phase fault generated by the detailed and Level One Aggregation model
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Figure 5.32: Comparisons of the collector bus: (a) phase-a voltage; and (b) current, during
two-line-to-ground fault generated by the detailed and Level One Aggregation model
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Figure 5.33: Variable wind speed signals for the Level Two aggregation model

electrical connections at the sub-collector buses were adjusted correspondingly.
Two cables were put in parallel to conserve their combined effects on power
transmission.

As more details were eliminated from the wind farm model, it was expected

to produce a degradation in simulation accuracy for the exchange of higher
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Figure 5.34: Comparisons of the variable wind speed responses generated by the detailed
and Level Two Aggregation model: (a) generated active power measured at collector bus;
(b) generated reactive power measured at collector bus

efficiency. In Fig. 5.34 and 5.35, comparisons of the simulation results showed
larger discrepancies. The maximum deviations were increased to ep = 2.42% and
gg = 6.04%. Although the wave shapes for the fault responses were still very close
to those produced by the detailed wind farm model, the exaggerated power spikes
along with the enlarged dc-offsets may lead to unnecessary concerns regarding
fault immunity of the wind farm.

In Fig. 5.36-5.38, the fault voltage and current waveform comparisons showed
further disagreements for the high frequency components. For the three-phase
fault voltage waveform (Fig. 5.37 (a)), the amplitude differences and phase delay

of the forth harmonic component became more obvious.
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Figure 5.35: Comparisons of the fault responses generated by the detailed and Level Two
Aggregation model: (a) response to single-line-to-ground fault; (b) response to three-phase
fault; (c) response to two-line-to-ground fault

5.5.3 Level Three Aggregation

To achieve the highest level of aggregation, all ten WTGSs were collectively
represented with an equivalent model having ten times the nominal capacity. For
this highly compact wind farm model, the re-scaled wind pattern, Fig. 5.39, was
synthesized from the four wind speed signals shown in Fig. 5.20. All the sub-
collector buses were merged into one, and the cables connecting to the collector
bus were combined in parallel. After a series of combinations, the wind farm was
simplified to a grid-connected WTGS.

In Fig. 540 and 5.41, the simulation result comparisons showed higher
discrepancies. Maximum errors calculated for the waveforms shown in Fig.
5.40 have further increased ep and ¢ to 8.07% and 8.15%, respectively. In the
fault responses comparisons (Fig. 5.41-5.44) the exaggeration in three-phase fault
responses become more severe. For the other two fault responses, deviations from

the referencing simulation results became more obvious.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Vean(MV)

oo (K8

Sec. 5.5 Wind Farm Aggregation

(a)
T

=T

T T T T 1 T

e, E S S WV R |

— omuw WF
Level 2 Agg. W

10.15

102

11!{'1111[
~

"

ti'\
/\/

\/

AN A AN
v\/\/\, VAAVIRVARY:

1 1

i

V!

ff“ |

A /\ /\\\ ‘sﬂl\l (Il"'}
|

i

i
‘r

J

Wl

lu1

}/“
Byt

T

U L

*f"\l" -\;,-"

—— Detalled WF
Level 2 Agg.

10.05 101
Time (s}

10.18

10.2

129
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Figure 5.39: Variable wind speed signal for the Level Three aggregation model

5.5.4 Aggregation Summary

This studies conducted in the previous sections demonstrated how to effectively
incorporated the physical and electrical prosperities of a wind farm for aggregation
purposes. In general, it was concluded that the macro behavior of the wind farm
is determined by the wind speed and the geographical properties. When it comes

to matching the fast transients, such as faults responses, the aggregations of the
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electrical network would have more substantial influence.

When the model becomes simpler, the simulation speed and the accuracy of the
simulation results were correspondingly reduced, as summarized in Table. 5.4.
Applications of these aggregated models should depend on the type of studies
performed. All three models are considered sufficiently accurate for variable wind
speed analysis. When it comes to analyzing the electromagnetic transient response
of a wind farm, the Level One Aggregation model is generally recommended. The
intermediate Level Two Aggregation model can be used to achieve the balance

between simulation speed and accuracy.
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Three Aggregation model: (a) response to single-line-to-ground fault; (b) response to three-
phase fault; (c) response to two-line-to-ground fault

5.5.5 Real-Time Performance of the Aggregated Models

To investigate the benefit of adopting the aggregated models for real-time
simulations, the off-line models were separated into subsystems. As shown in
Table. 5.4, the Level One Aggregation model required total of three nodes to ensure
that the simulation time-step (7,) was kept below the 50/mus limit. However, the
maximum computation (Tzr) and communication (T,,) times were substantially
reduced when compared with those recorded for the detail wind farm model.

The real-time performance shown in the third row has highlighted the benefits
of the Level Two Aggregation model. First of all, the number of nodes required for
running the model in real-time was drastically reduced to one. This improvement
not only reduced the demand on the computational hardware, but also improved
the simulation performance. Since no inter-node communication was required, the
30.8531s computation time alone was easily fitted into the 50us bracket. When

the accuracy was also put into account, Level Two Aggregation model became the
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Table 5.3: Off-line execution times and errors associated with different levels of

aggregation
Model | No. of WTGSs | Rating(s) (MVA) | Tuy, (s) | ep (%) | £g (%) |
Detailed 10 1.67 | 10022.0 - -
Level One 4 334 &5.01 | 5542.0 0.92 3.70
Level Two 2 8.35| 3330.7 2.42 6.04
Level Three 1 16.70 | 1942.1 8.07 8.15

most suitable candidate for real-time studies of the wind farm interacting with
variable wind speed, and single-line-to-ground and two-line-to-ground faults.
Because the Level Three Aggregation model resembled a single grid-connected
WTGS, the amount of resources required for real-time simulation was the lowest
among the three aggregation models. Considering the amount of time needed
to develop, compile, and finally run the simulation in real-time, the Level
Three Aggregation model is highly recommended for timely variable wind speed

studies.
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Table 5.4: RT execution times for individual tasks within one time-step

| Model | No. of node(s) | T, (us) | Trr (us) | Teom (us) |
Detailed 4 53.278 | 42.758 33.901
Level One 3 50.000 | 28.822 15.477
Level Two 1 50.000 | 30.853 -
Level Three 1 50.000 | 17.953 -

5.6 Summary

First, a single WTGS and transmission system model was setup to verify the
performance of the complete DFIG-based WTGS model developed through the
previous chapters. From the case studies, the complete WTGS model has
demonstrated its capability to generate under varying wind conditions while
riding through different kinds of grid faults. Then, the complete WTGS was
used to construct a grid-connected wind farm for the study of aggregation. Three
different levels of aggregation models were developed to increase the efficiency of

wind farm studies in off-line and real-time simulations.
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Conclusions and Future Work

The wind farm aggregation techniques developed in this thesis were the product
of different levels of wind energy system studies. First, the fundamental theories
and designs of a DFIG-based WTGS were explored. After applying the properly
designed control systems, the complete WTGS model underwent a series of off-
line and real-time verifications as well as various interactive studies. Then,
the validated WTGS model was employed for the construction of a wind farm,
which formed the reference for the final aggregation study. The milestones
and inspirations for future studies stemmed from this research are collectively

presented in the following sections.

6.1 Contributions

Contributions from the thesis can be separated into two main sections concerning;:
1. Development of a generalized DFIG-based WTGS model; and

2. Application of the verified WTGS model for RT wind farm studies.
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Since the WTGS is consisted of many complex mechanical and electrical

components, the model development and verifications were systematically

divided into three stages. In stage one:

the complex DFIG-based WTGS was logically divided into three sub-
models: aerodynamic, mechanical, and electrical. Interactions between and

functionalities within the sub-models were clearly defined.

the highly efficient mathematical formulation describing the energy

exchange across the wind turbine was verified.

an alternative curve-fitting technique were presented for extrapolating the

wind turbine power coefficient curves.

detailed mathematical equations and their implementations for the multi-

mass mechanical model were presented.

in-depth analysis of the WRIM model were included to aid the discussions

on the model reductions and parameter determinations.

custom power electronic switch models were proposed for solving the

technical problems associated with certain EMTP-type software packages.

In the second stage:

mechanical and electrical control principles and the collaborations between
the two controllers were clarified. The measurements required and the

commands discharged from each controller were specifically identified.

the commanding role of the mechanical controller was ascertained to rectify

the confusions regarding the controller hierarchy.

the entire electrical controller was designed and modeled from the ground
up. To endorse better understanding of the design, the vector control theory,
PI controller operation, and PWM generation were briefly discussed. Explicit
demonstrations were given on how to employ the conventional root-locus

method for fine-tuning the critical electrical responses.
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In the final stage:

e the models and controller developed in the previous stages were
methodically validated using three commercial software simulation
packages: PSCAD™/EMTDC™, MATLAB®/SIMULINK®, and EMTP-RV.

e step-by-step construction of the complete DFIG model was demonstrated.
By going through various software testings, the configuration was finalized

as the reference model.

o the techniques for the model complexity measurements were explored under
MATLAB®/SIMULINK®. By applying the given techniques, merits of the

DFIG model optimization, reduction, and aggregation were better perceived.

¢ a modified Trapezoidal integration method was developed to resolve the
algebraic-loop that hampered the performance of MATLAB® /SIMULINK®,
This solution was essentially based on the conventional pole-zero

compensation in discrete-time domain.

o the credibility of a switching function model, TSB, was confirmed, and
the model was used to replace the SPS power electronic converter model
resulting in substantial gains in simulation performance. This was the
monumental step that led to the realization of simulating the WTGS in real-

time.

o exhaustive analysis was performed to define the optimal techniques for
improving the off-line and real-time simulation performances of the DFIG

model.

After identifying the fundamental theories and verifying different techniques
for the DFIG-based WTGS model development, spectrum of the research was

expanded to applying the developed model in wind energy integration studies:

e a grid-connected single WTGS schematic was setup for studying the

responses with variable wind speed and grid faults. By complying the
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studies with the emerging operation standards, valuable insights was

provided for actual controller development and coordinations.

e comprehensive demonstrations of off-line and real-time wind farm modeling
and simulation were given. The main focus was on how to preserve the
dynamic characteristics of the wind farm by effectively utilizing the physical

and electrical properties.

e a model separation technique based the discrete Bergeron transmission line

model was examined for the real-time simulation of large power systems.

o finally, three aggregation models were proposed for lightening the
computational burden and achieving higher scalability on wind farm

simulation studies.

6.2 Suggestions for Future Research

From this thesis, a solid foundation was established for the future research studies
in the wind energy sector. Prospective research opportunities discovered during

the study were identified below:

e a more well rounded converter bridge model replacement is needed.
Although the switching function model was efficient, its limitations
prevented the proper modeling of the hardware protective device for the
BBC.

e bench mark models for the DFIG-based WTGSs should be developed.
This could be a difficult task since there are many different manufacturers
producing variable-speed WTGS using various proprietary technologies.
However, common performance guideline should be reached to authenticate

the simulation studies.

e applications of the modern control theories should be explored. Adaptive or

self-adjusting control would be especially beneficial for the development of
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centralized wind farm controller, which adjust the generation depending on

the grid conditions.

e further studies on the fault ride-through control should be conducted. To
comply with the emerging regulations protecting the interest of general
public, the wind facilities must be properly controlled during and after the

common transmission faults.

e with the existing wind farm model, centralized control algorithms can be
developed. Controllers local to the individual WTGSs should be supervised
by this centralized control to meet different operation requirements imposed

for the entire wind farm.

e more systematic procedure for wind farm aggregation is essential for
practical application of the techniques. Eventually, the procedures would
be implemented in computer aided systems for automatic aggregation of a

huge wind farm in real-time.
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Table A.1: Coefficients for C, (8, A) Curve Fitting

QA5
4.9686e-010
-7.1535e-008
1.6167e-006
-9.4839%e-006
1.4787e-005
-8.919e-008
5.9924e-006
-1.0479e-004
5.7051e-040
-8.6018e-004
2.7937e-006
-1.4855e-004
2.1495e-003
-1.0996e-002
1.5727e-002
-2.3895e-005
1.0683e-003
-1.3934e-002
6.0405e-002
-6.7606e-002
1.1524e-005
-1.3365e-004
-1.2406e-002
2.1808e-001
-4.190%9e-001
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Variables for Mechanical Control

Table C.1: Wind Power Coefficients

Parameter Name Recommended Value

Kpp 150.00

K; 25.00

T, (second) 0.01

Omaz (degree) 27.00

Omin (degree) 0.00
dB/dtmes (degrees/second) 10.00
df/dtmin (degrees/second) -10.00
Pz (pu) 1.00
dP/dtmaz (pu/second) 0.45
dP/dtmin (pu/second) -0.45
Kpe 3.00

K; 30.00

Kpirq 3.00

Kitrq 0.60

e 0.05
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MATLAB-code for Rotor-side
Converter Controller Design
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MATLAB-code for Grid-side Converter
Controller Design

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Sec. E1 PI_inner_con2.m 159

1do=zoy = 29
31 IITT10IIUOD 14%

(1 *12)dais

{1 ’SAs»ZOY)xoEQPa3] = T
axenbs sixe

asuodsax doisg

310673

f(sAs)putynoTag

({oog 00g-~ 00T 0Sp-1)sixe
! (shs)snooTa

SNDOT-3004%

fquerdy » utes -~ 1d9 = shs
(o 21 ‘1 )33 = 3uerdn
f({z)33bsxz) /G 0*E = uTeED
ftlo 11 ‘lzoe 1133 = 1do
32 waisAsy

1007 = Zoe
621 = Z2Y
suteb 13T10IIUOD Td%

MY - 1) = d% g
uﬁwa.q\m<-axwu<w

19-30005¢ = O
‘T00°0 = 1

170 = ¥
sisjsweied walsiAsy
9-905 = S1%
53S0

“I87T0JIU0D 14 DUTTTOIIUOD JusIand doOT-IS3IINC 9y ST 3I2bi1e3 BYL%
“ubTSIP IJTTOIIUOD I8IIJAUCD IPTS-PT1ib 103 pasn ST weibord gYIIVA STULS

|||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||| Py

S0 ‘L1 -3des :aleqQsy
nJ-yoT ‘ded :Agg

w° Zuod I933n0°Id 79

SNV OO

([z°1 0 t 0))stxe®

{1 (1’29) yoeqpaay)dais

{1 ’sks»O%)xydegpasl = 10 %
ai1enbs sTxe

asuodsay da1sy

(,uT1SN1, ‘1do»0)) 0ZP = 29
UTRWOP-§ UT J3 IB[[OIIUOD 1d%

‘o1nb13

! (sAs)putrisoriy

((£-99 £-29- 1001 (86°0]))sT*x®
! (shs)sno0Tx

azenbs six®

!21nb13

! (sAs)snooTx

aaenbs sixe

SNDOT-1004%

fauerds » 12auTH » 14D = SAS
(sl “[v- 1] ‘dx )33 = 3uerds
(sl ‘[0 0 T] ‘1133 = I3AUTH
f(s1 “{1- 1] ‘(Pe- 11133 = 1do
33 walshsy

!900%66°0 = oe

LT p = 9%

s1ojowered I9T[0OIFUOD 1d%
N7y - 1) = dy
f(sLx1/¥-)dxe = ¥
si9loweled THpOW IPTIS-IVE
{10070 = 1T

50070 = ¥

sisjsweied apT1s A7ddns-Ovs
UOTIPWIOJSURII UTPWOD-Z O3 -§ J0F BwWTl a7dwes a2yl ¢9-90S = SI
fxea1o

SX8710I7U0D Id4 HUTTTOIIUCD IWUSIIND dooT-IdLUT Byl ST 396183 BYl%

-ubIsap I9TT0IIUCD 123IBAUCD 3PTS-PTib 107 pasn st ueiboid gyllyW STUL%

S0 ‘L1 -adas :aledy
ng-}o1 ‘yed sAay

W-Zuod IdUUT Id LY

Ly

1€

OO TN OO R

ission.

ht owner. Further reproduction prohibited without permi

(Y

f the copyri

ISsion O

Reproduced with perm



Induction Machine Starting Schematics

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



srmm—e -”/r\ﬂﬂ‘\*m\/v‘v\ e AT

vge i 0.0

g HE A iC
N AV o

v§¢ | 0.0

—>

\abc § nstant
va ;"'“'p""' Oiscrete 3-phase
| Memsurement  5ogiiive-Sequence
Active & Reactive Power

pu Units

Asynchronous Machine Ty

161

Figure F.1: Induction Machine Starting Schematics Implemented in: (a) PSCAD/EMTDC V.4.0;

(b) MATLAB/SIMULINK V.7.0.1; (c) EMTP-RV V1.1
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DC Capacitor Charging Schematics
Implementations

Figure G.1: DC Capacitor Charging Electrical Schematics Implemented in PSCAD/EMTDC V.4.0

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



163

R e R TR

% 5
Discrete system
Ts=10-0056 IGBT Invener!

Subsystem
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Figure G.3: DC Capacitor Charging Electrical Schematics Implemented in EMTP-RV V1.1
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Complete DFIG Implementation
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Figure H.3: DFIG Schematics Implemented in MATLAB/SIMULINK V.7.0.1
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DFIG Schematics Implemented in EMTP-RV V1.1

Figure H.5
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DFIG Implemented with RT-LAB
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Loop-free Trapezoidal Implementation
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Figure ].1: Loop-free Trapezoidal Implementation for WRIM in MATLAB/SIMULINK V.7.0.1:
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37% Order WRIM Implementation
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