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Do magnetospheric shear Alfvén waves generate sufficient
electron energy flux to power the aurora?
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[1] Using a self‐consistent drift‐kinetic simulation code, we investigate whether electron
acceleration owing to shear Alfvén waves in the plasma sheet boundary layer is sufficient to
cause auroral brightening in the ionosphere. The free parameters used in the simulation
code are guided by in situ observations of wave and plasma parameters in the magnetosphere
at distances >4 RE from the Earth. For the perpendicular wavelength used in the study, which
maps to ∼4 km at 110 km altitude, there is a clear amplitude threshold which determines
whether magnetospheric shear Alfvén waves above the classical auroral acceleration region
can excite sufficient electrons to create the aurora. Previous studies reported wave
amplitudes that easily exceed this threshold; hence, the results reported in this paper
demonstrate that auroral acceleration owing to shear Alfvén waves can occur in the
magnetosphere at distances >4 RE from the Earth.

Citation: Watt, C. E. J., and R. Rankin (2010), Do magnetospheric shear Alfvén waves generate sufficient electron energy flux
to power the aurora?, J. Geophys. Res., 115, A07224, doi:10.1029/2009JA015185.

1. Introduction

[2] Observational evidence supports the idea that shear
Alfvén waves (SAWs) are involved in auroral electron
acceleration. Polar spacecraft observations at 4–6 RE radial
distance [Wygant et al., 2000;Keiling et al., 2002, 2003], and
Cluster observations at ∼5 RE radial distance [Vaivads et al.,
2003] demonstrate that the Poynting flux contained in shear
Alfvén waves is sufficient to account for auroral brightening
at locations magnetically conjugate to the satellites. Other
statistical analyses of Polar spacecraft data [Janhunen et al.,
2006] showed that the Alfvén wave amplitude decreases
significantly at 4–5 RE radial distance, suggesting that the
waves transfer their energy to provide parallel electron
acceleration at this location. Accelerated populations of
electrons are often observed accompanying SAWs in the
plasma sheet or plasma sheet boundary layer [Angelopoulos
et al., 2002; Wygant et al., 2002; Morooka et al., 2004],
further strengthening the connection between shear Alfvén
waves and electron acceleration processes.
[3] Even more compelling evidence for the link between

shear Alfvén waves and auroral electrons can be gained from
observations at lower altitudes. The Fast Auroral Snapshot
(FAST) satellite has provided much insight into the different
forms of accelerated electrons and their association with
SAWs [e.g., Chaston et al., 2000, 2002]. Comparisons
between wave and particle measurements at Cluster and
FAST [Chaston et al., 2005], and Polar and FAST [Dombeck
et al., 2005], when the spacecraft are magnetically conjugate

to one another, are consistent with the idea that SAWs can
accelerate electrons downward in the field‐aligned direction.
Ergun et al. [2005] presented FAST observations of large‐
amplitude SAWs that were accompanied by accelerated
electrons and large‐amplitude parallel electric fields at alti-
tudes of 2000–3000 km. Statistical analysis of the occurrence
of SAWs with short perpendicular scale lengths, along with
the occurrence of accelerated electron signatures, shows that
dispersive Alfvén waves can provide a significant, though not
dominant, mechanism for accelerating electrons above
auroral regions [Chaston et al., 2007]. The low‐altitude Freja
satellite also provided evidence for electron acceleration by
SAWs, showing that the acceleration mechanism must pro-
vide acceleration above the spacecraft as well as local
acceleration [Andersson et al., 2002a, 2002b].
[4] Comparisons between in situ electron data from low‐

altitude orbiting spacecraft and auroral imagers on aircraft
[Stenbaek‐Nielsen et al., 1998] or on the satellite itself
[Asamura et al., 2009] show that it is possible to relate spe-
cific auroral arc structures with electron acceleration events.
High‐energy inverted‐V structures in electron energy spectra
are shown to be associated with discrete arcs, although less
energetic energy‐dispersed electrons are also observed in
conjunction with auroral displays and may contribute to
weaker aurora. Semeter et al. [2005] performed a detailed
comparison between ground‐based optical and radar mea-
surements with electron precipitation from the FAST space-
craft, and they concluded that the electron spectra, measured
in regions of intense Alfvén wave activity, can account for the
auroral characteristics observed on the ground.
[5] Rocket measurements between 300 and 1000 km alti-

tude also provide evidence for the association between SAWs
and auroral forms. Large‐amplitude SAWs are observed in
many cases in tandemwith field‐aligned electron acceleration
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and enhanced electron energy flux [Boehm et al., 1990;
Ivchenko et al., 1999; Lynch et al., 1999; Hallinan et al.,
2001]. Ground‐based optical measurements of auroral arcs
are shown to be consistent with acceleration by dispersive
Alfvén waves [Semeter and Blixt, 2006; Semeter et al., 2008].
[6] It was suggested that electron acceleration caused by

shear Alfvén waves can provide an essential link between
events in the geomagnetic tail and the ionosphere (e.g.,
magnetic reconnection and substorm expansion phase onset
[Angelopoulos et al., 2008; Østgaard et al., 2009; Rae et al.,
2009]). However, the interaction between SAWs and elec-
trons in the warm plasma of the magnetotail is not well
understood, and most previous studies have concentrated on
regions of themagnetosphere that are closer to the ionosphere.
[7] The aforementioned observations cluster around three

locations in near‐Earth space: 4–7 RE radial distance (Polar,
Cluster, etc.), 300–4200 km altitude (FAST, Freja, rockets),
and indirect measurements from the ground of the auroral
emission region between ∼100 and 300 km altitude. The
details of the physical mechanism that connects all of these
observations is not known. It is clear from the observations
that the energy and number of accelerated electrons can vary
dramatically from one event to another. We require models to
predict which wave characteristics are important for electron
acceleration and which plasma conditions are conducive to
wave‐particle interactions.
[8] The most straightforward way to study electron accel-

eration in SAWs is to use a modified fluid code to predict the
strength of the parallel electric field using linear kinetic pre-
dictions [e.g., Rankin et al., 1999a, 1999b; Rankin and
Tikhonchuk, 1998; Streltsov and Lotko, 1999]. Details of
the electron acceleration mechanism can then be studied by
following test particles as they are influenced by the parallel
electric field force and mirror force [Chaston et al., 2000,
2002, 2003a, 2003b; Thompson and Lysak, 1996; Kletzing,
1994; Kletzing and Hu, 2001; Su et al., 2004, 2007]. How-
ever, these models lack self‐consistency, and agreement with
observations can sometimes only be obtained through
application of specfic plasma conditions whichmay prove too
restrictive in Earth’s magnetosphere.
[9] More complicated models of shear Alfvén waves and

electron acceleration in the magnetosphere accent the kinetic
and nonlocal nature of the wave‐particle interaction between
shear Alfvén waves and electrons [Tikhonchuk and Rankin,
2000, 2002; Lysak and Song, 2003a, 2003b, 2005], although
these models are linear and so cannot include the full non-
linear dynamics that has been shown to be important.
[10] Self‐consistent simulations of SAWs have demon-

strated that nonlinear wave evolution is a key part of the
SAW‐electron acceleration process [Clark and Seyler, 1999;
Damiano et al., 2003, 2007; Damiano and Wright, 2005;
Genot et al., 2000, 2001, 2004;Watt et al., 2004, 2005, 2006;
Tsiklauri et al., 2005; Seyler and Liu, 2007; Swift, 2007;Watt
and Rankin, 2009], although none of these studies make
a quantitative prediction of whether the energy and flux of
the accelerated electrons predicted by the models would be
sufficient to cause auroral brightening. In this paper, we use
the self‐consistent DK‐1D model [Watt and Rankin, 2008a]
to investigate the energy and energy flux of electrons accel-
erated by SAWs and test whether the resulting flux can
be responsible for auroral displays. Chaston et al. [2003b]
extensively studied the possible auroral consequences of

electron acceleration in the cold plasma region close to the
Earth. We focus instead on the region of warm plasma in
near‐Earth space in the plasma sheet boundary layer at
∼4–7 RE radial distance. Where possible, we use published
observations to guide our choice of wave parameters in the
model. Section 2 describes the model in detail and section 3
provides the results from simulations designed to study the
shear Alfvén wave‐electron interaction in the warm magne-
tosphere. Section 4 contains a discussion of our results in the
context of the observational evidence that demonstrates an
association between SAWs and auroral electron acceleration.
Our conclusions are presented in section 5.

2. DK‐1D Simulation

[11] The DK‐1D code [Watt and Rankin, 2008a] is a
numerical simulation code which follows the self‐consistent
kinetic electron interaction with the electromagnetic fields of
a shear Alfvén wave. The three governing equations [Watt
et al., 2004] are the electron drift‐kinetic equation
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In these equations, f(z, pk, m, t) is the electron distribution
function and is a function of distance along the field line z,
the parallel canonical momentum per unit mass pk = vk +
(qe /me)Ak, the magnetic moment m = me v?

2 /(2B0), and the
time t ; �(z, t) and Ak(z, t) are the scalar and parallel vector
potentials, respectively; and the zero and first moments of the
distribution function are given by
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where mM is the maximum value of m and pM is the maxi-
mum value of pk used in the simulation. These maximum
values are chosen such that the magnitude of f (z, ±pM, m, t) or
f (z, pk, mM, t) is always small, regardless of the size of the
local electron drift velocity or vector potential.
[12] The initial distribution function f (t = 0) is an isotropic

Lorentzian distribution function in both parallel and perpen-
dicular velocity with � = 5 [Summers and Thorne, 1992].
Appropriate coordinate transforms are made to obtain f (pk, m).
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Observations indicate that electron distribution functions in
the auroral source region and along geomagnetic field lines
above the auroral oval often have high‐energy tails that can be
modeled by a Lorentzian (�) distribution with � < 7 [Christon
et al., 1988; Olsson and Janhunen, 1998; Kletzing et al.,
2003]; hence, we choose this model over the more common
Maxwellian electron model [Damiano and Wright, 2005;
Swift, 2007]. Previous simulation work [Watt and Rankin,
2002] showed that electron acceleration is affected by the
form of the distribution function, so it is important to choose
the more realistic Lorentzian model. Note that equation (1)
gives ∂f /∂t = 0 for a Lorentzian distribution function in a
dipolar magnetic field. The initial distribution function we
chose is therefore a stationary solution of equation (1).
Numerically, however, the evaluation of equation (1) in-
volves adding two terms that are analytically the same size
and of opposite sign. Inmost parts of the phase‐space grid, we
get an initial numerical evaluation of equation (1) that is not
equal to zero, although it is very small. In these places, we
make a numerical correction such that, for the initial equi-
librium, ∂f/∂t = 0 everywhere in phase space.
[13] The drift‐kinetic equation is integrated forward in time

using the corner transport upwind method as described by
[Leveque, 2002]. A van Leer gradient limiter [van Leer, 1974]
is also applied to minimize numerical dissipation and dis-
persion. The moments calculated for equation (2) are ob-
tained using a combination of a cubic spline integration
method and the in‐pairs method [see Horne and Freeman,
2001]. The electron distribution function and the vector
potential are calculated at the same physical time t = nDt,
where n is an integer. The scalar potential is calculated using a
leapfrog method in time and space [e.g., Thompson and
Lysak, 1996] at times (n + 1/2)Dt.
[14] The ambient magnetic field B0 is modeled using a

dipolar field line with L = 9 (see Figure 1a for a schematic

diagram of the simulation domain). This magnetic field
model was used because it is straightforward and L = 9 is a
reasonable choice for a magnetic field line that threads the
plasma sheet boundary layer. We will investigate the effects
of more realistic magnetic field geometries in future work.
The electron number density and temperature are initially
constant throughout the simulation domain with ne(t = 0) =
106 m−3 and Te(t = 0) = 200 eV. The values of number den-
sity and temperature are reasonable for auroral field lines,
although observed electron temperatures can vary from hun-
dreds of eV [Baumjohann, 1993; Angelopoulos et al., 2002;
Janhunen et al., 2006] to a few keV [Wygant et al., 2002].
Future studies will focus on the dependence of this acceler-
ation process on the temperature of the electrons. For this
study, a value of electron temperature at the lower end of the
observed range is selected to keep the runtime of the simu-
lation short.
[15] The perpendicular wave number k? is scaled along the

simulation domain according to the dipolar configuration
of the magnetic field [Lysak and Lotko, 1996] with the
perpendicular wave number l? scaled to 4 km at an altitude
of 110 km. This choice of perpendicular wave number is
consistent with the perpendicular wave numbers deduced by
Wygant et al. [2002] in their study of Polar field observations
in the plasma sheet boundary layer. Figure 1b shows the
variation of vth,e /vA along the field line (coordinate z) for the
simulations used in this study.
[16] The results from four simulations are compared in

section 3. SAWs are excited by adding the waveform �w =
�0exp[−(t − 3T)2/4T2]sin (wt) to the scalar potential at the
upper boundary, with a period T = 2 s and amplitudes �0 =
100, 400, 800, and 1600 V (the different simulations are
labeled A, B, C, and D, respectively). Observations by
Wygant et al. [2002] demonstrate that higher‐frequency shear
Alfvén waves with frequencies <10 Hz may have small per-
pendicular scale lengths, although wave frequencies mea-
sured in situ in the magnetosphere by moving satellites are
often subjected to the Doppler effect. Note that this choice of
wave period ensures that the wave frequency is always below
the ion cyclotron frequency Wi, although the ratio w/Wi ap-
proaches 0.5 at the upper boundary of the simulation. As the
wave enters the simulation domain, there is a transient period
corresponding to the time it takes to establish a trapped
electron population in the wave. The wave‐particle interac-
tions that occur subsequent to this injection are in the plasma
regime where w/Wi is decreasing as the wave propagates
earthward.
[17] In each simulation, the wave packet propagates in the

−z direction, interacting with the electrons as it travels toward
the lower boundary of the simulation. At this lower boundary,
the boundary conditions are such that ∂Ak /∂z = 0, and the
incoming distribution function has fixed ne, Te, and a drift
velocity consistent with the parallel current required to sup-
port the wave vector potential. These boundary conditions
result in partial reflection of the wave at the lower boundary.
[18] Note that the lower boundary is fixed at a point which

represents r = 2.6 RE radial distance in the physical magne-
tosphere. This allows for a reasonable size and resolution of
the velocity space grid (pk, m). If we had chosen a boundary
for the simulation closer to the Earth, then the resolution
required inm space would be prohibitively large, leading to an
unfeasibly long runtime for these simulations. We also chose

Figure 1. (a) Schematic of the simulation domain in an ide-
alized dipolar magnetosphere. Simulation domain lies along
the L = 9 field line. (b) Variation of vth,e /vA throughout the
simulation domain as a function of distance along the field
line.
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the location of the simulation domain (Figure 1a) such that
our assumption of initially uniform number density and tem-
perature is reasonable. Below the simulation lower boundary,
the number density increases and the temperature decreases
with decreasing altitude [Kletzing et al., 2003]. The physics
of the low‐altitude magnetosphere presents many challenges
to modeling [see, e.g., Sydorenko et al., 2008], and so we
investigate the behavior of SAWs at smaller radial distance
in future work.

3. Results

[19] Figure 2 shows the evolution of the wavemagnetic and
electric fields at z = 6.3RE (r = 7.8RE) for all three simulations
(dotted, solid, dashed, and dot‐dashed lines represent simu-
lations A, B, C, and D, respectively). The wavefields have not
yet been damped or altered through interaction with the
electrons and so Figure 2 exhibits the initial profile of the
waves before they interact with the electrons. The perpen-
dicular magnetic field (Figure 2a) has a magnitude of ∼2 nT
for simulation A, ∼5 nT for simulation B, ∼10 nT for simu-
lation C, and ∼15 nT for the most strongly driven simulation,
D. The perpendicular electric (Figure 2b) fields have ampli-
tudesE? ∼6, ∼20, ∼45, and ∼95mV/m for simulation A, B, C,
and D. The parallel electric field (Figure 2c) is generated
because of the small perpendicular wavelength k?levth,e /vA =
1.2 of the wave as it travels through the warm plasma [Goertz
and Boswell, 1979; Nakamura, 2000]. Figure 2d shows the
parallel component of the Poynting vector, calculated from
the simulation wavefields. Negative values of Sk indicate
electromagnetic wave energy flux directed downward, toward
the lower boundary of the simulation. For comparison with in
situ observations of the magnitude of the Poynting vector [e.g.,
Wygant et al., 2000, 2002;Angelopoulos et al., 2002;Vaivads

et al., 2003; Dombeck et al., 2005; Keiling, 2009], we also
show the magnitude of Sk mapped to a reference altitude of
110 km on the right‐hand axis of Figure 2. The magnitudes of
the waves and Poynting flux are reasonable for radial dis-
tances >4 RE in the plasma sheet boundary layer [Keiling,
2009], although the initial wave magnitudes in simulation
D are slightly larger than most observations. We discuss the
relationship between the strength of the waves driving these
simulations and the observations in section 4.
[20] Note that the negative perturbations in B? are not as

large as the positive perturbations for simulations C and D.
This is because of the distortion of the distribution function as
the wave travels through the plasma and is discussed in asso-
ciation with Figure 3. However, this distortion is different from
the distortion of the distribution function into triangular shapes
seen in plasma with vth,e � vA [Watt et al., 2004, 2005].
[21] Figure 3 demonstrates the different interactions

between the wave and the electrons as the wave travels
through the plasma for each of the four simulations. Snap-
shots of the electron distribution function are shown for m = 0
and t ∼ 7.8 s, concentrating on the upper region of the sim-
ulation domain where vth,e � vA. As discussed by Watt and
Rankin [2009], the electrons are trapped in the shear Alfvén
wave near the top of the simulation domain, where plasma
conditions for support of the parallel electric field are optimal.
As the wave moves into plasma with a lower value of vth,e /vA,
the parallel electric field diminishes and the electrons escape
the influence of the wave to form energy‐dispersed beams.
All simulations show a similar evolution, except for the width
of the trapping islands in velocity space. As the initial wave
amplitude increases, the trapping islands become wider,
which is to be expected because the initial parallel electric
field near the top of the simulation domain increases with
wave amplitude.
[22] The resulting electron acceleration is shown in

Figure 4. Each part shows the differential electron energy flux
JE(E, t) of downward electrons (m = 0, pk < 0) at z = 0.5RE (r =
3.0 RE radial distance) for the four simulations. Wave activity
reaches z = 0.5 RE at t ∼ 7 s. In the lowest‐amplitude case,
there is little electron acceleration; the differential electron
flux shows some modulation, but no enhancements. In sim-
ulation B, we see small enhancements in the ∼100 s eV range.
As expected, as the initial wave amplitude is increased, more
electron acceleration can be seen in the differential electron
energy flux, with enhancements at ∼1 keV for simulation
C and significant enhancements between 1 and 10 keV for
simulation D. In each simulation, there is temporal structure
to the accelerated electron signatures for 5 < t < 8 s, as tenuous
energy‐dispersed electron beams that have escaped the
influence of the wave arrive ahead of the wave packet. After
∼8 s, temporal structure is only seen in the low‐amplitude
simulations A and B. The simulations with larger initial wave
amplitudes show almost no coherent temporal structure to
the accelerated electrons, which is a consequence of the
destruction of the trapping islands above this location and the
resulting overlap of accelerated electrons from different
phases of the wave packet.

4. Discussion

[23] The motivation for our numerical investigations is the
observational link between dispersive SAWs and aurora (see

Figure 2. (a) Perpendicular magnetic field perturbation B?,
(b) perpendicular electric field perturbation E?, (c) parallel
electric field Ek, and (d) parallel component of the Poynting
vector Sk measured in each simulation at z = 6.3 RE (r ∼
7.8 RE radial distance). The magnitude of Sk is shown at z =
6.3 RE (left‐hand axis) and mapped to a reference altitude
of 110 km (right‐hand axis). Dotted, solid, dashed, and dot‐
dashed lines represent values from simulations A, B, C, and
D, respectively.
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Figure 4. Differential electron energy flux JE for downward, field‐aligned electrons at the point z = 0.5 RE

(r ∼ 3.0 RE radial distance) for each simulation A, B, C, and D.

Figure 3. Snapshots of the distribution function form = 0 and t ∼ 7.8 s for the four simulationsA, B, C, andD.
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section 1 for a discussion of the observational evidence). The
results from the simulations provided much insight into the
physics of the shear Alfvén wave interaction with warm
electrons, but to associate the resulting accelerated electrons
with measurable auroral brightening, we must look at the
resulting electron electron energy flux.
[24] In velocity coordinates, the electron energy flux is

given by [Semeter et al., 2001]
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where the factor of 2p is included in the normalization of
fe(z, pk, m). Figure 5 shows the electron energy flux at z ∼
0.25 RE (r ∼ 2.8 RE) in each simulation A, B, C, and D.
Negative values indicate downward flux toward the iono-
sphere. Note that the simulation Fe are calculated at a radial
distance much farther from the Earth than observations of the
electron energy flux associated with auroral arcs, which are
usually obtained from rocket measurements (∼300–1000 km
altitude) or from the FAST satellite (450–4200 km altitude).
In the absence of simulations that would extend to lower
altitudes (too computationally expensive to run in practice),
we use the simulation value of precipitating electron energy
flux at r ∼ 2.8 RE to estimate the electron energy flux that
impinges on the upper atmosphere as a result of acceleration
by SAWs in the warm magnetosphere.

[25] As the accelerated electrons travel toward the iono-
sphere and into a converging magnetic field, it is expected
that the electron energy flux should increase. If we estimate
the electron energy flux at the ionosphere using a similar
mapping procedure as for the wave Poynting vector in
Figure 2d, then we obtain the values indicated on the right‐
hand axes of Figure 5. However, there are a number of
assumptions inherent in this choice of mapping:
[26] 1. All accelerated electrons are exactly field‐aligned,

and none are decelerated by the mirror force as the electron
beam travels toward the ionosphere, thereby decreasing their
contribution to the electron energy flux. Figure 6 shows the
distribution function as a function of parallel and perpen-
dicular velocity for simulation C at z = 2.8 RE and t = 7 s. The
accelerated electrons can be clearly seen in the bottom half of
the figure with negative parallel velocity (toward the iono-
sphere). The dashed white lines indicate the loss cone at this
location in the dipolar magnetic field. Electrons above these
lines mirror and become trapped in the magnetosphere,
whereas electrons below these lines precipitate into the ion-
osphere. Some of these precipitating electrons lose parallel
velocity because of the mirror force. It is clear from the dis-
tribution function that the biggest contributions to the parallel
energy flux come from the electrons that are most field
aligned, and that the number of electrons that would be
affected by the mirror force is small, so this assumption is
reasonable.
[27] 2. The energy flux shown in Figure 5 is caused by

precipitating beam electrons, and there is no contribution to
the energy flux from the parallel current owing to the wave. It
was shown before [Watt et al., 2005] that the electrons that
carry the SAW parallel current are locally accelerated and
then decelerated and are unlikely to precipitate to cause the
aurora. Because the energy flux is calculated from a moment
of the full distribution function [equation (6)], it is difficult to
separate the energy flux caused by the precipitating electrons
from the energy flux caused by the SAW parallel current. The

Figure 5. Parallel energy flux of accelerated particles deter-
mined at z = 0.25 RE or r ∼ 2.8 RE radial distance (left‐hand
axis) for each simulation. The right‐hand axis indicates the
amount of energy flux once it is mapped to 110 km altitude.
Negative values indicate downward energy flux.

Figure 6. Snapshot of the distribution function at r = 2.8 RE

and t = 7 s from simulation C. Dashed white lines indicate the
loss cone at this location.
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large oscillations in Fe for t > 8 s in Figure 5 have a period of
T ∼ 2 s and are probably caused by the sloshing motion of the
background electrons to carry the transient SAW current
perturbations. This contribution to the energy flux is both
downward and upward, whereas the contribution from the
precipitating electrons is downward, and the separation of
these effects is difficult. If we compare the size of Fe at t ∼ 7 s
(just before the waves reach r = 2.8 RE) with the approximate
amplitude of the T ∼ 2 s perturbations in Fe, then they appear
roughly similar, suggesting that the contribution to the energy
flux from the current‐carrying electrons is about the same as
the contribution from the precipitating electrons.
[28] 3. There is no further acceleration of the electrons

between this point and auroral emission altitudes. The wave
parallel electric field in the simulations becomes greatly
diminished before reaching the lower boundary of the simu-
lation. However, there may be further acceleration owing
to reflection and steepening of the wave at ∼1 RE altitude
where the Alfvén speed peaks [Lysak and Song, 2003a,
2003b;Chaston, 2006]. These effects are beyond the scope of
the studies reported in this paper, although future simulations
with extended simulation domains should be able to study all
possible acceleration regions along auroral field lines.
[29] The first two assumptions imply that the simple

mapping procedure overestimates the energy flux incident
on the ionosphere (by at most a factor of 2), whereas the last
assumption implies that it is underestimated.
[30] As discussed by Hallinan et al. [2001] and Stenbaek‐

Nielsen et al. [1998], auroral brightness is more readily
determined from linear plots of energy flux than from an
electron spectrogram, such as those presented in Figure 4.
The threshold for visible auroral brightening isFe > 1mW/m2

[e.g., Stenbaek‐Nielsen et al., 1998]. The estimates obtained
using the aforementioned considerations indicate that the
wave modeled in simulation A generates insufficient energy
flux to create visible aurora. However, the waves modeled in
simulations B, C, and D do create sufficient precipitating
electron flux to create visible auroral displays. Studies of
electron acceleration caused by SAWs in uniform plasma
[Watt et al., 2005;Watt and Rankin, 2002, 2008b] show that
the energy and number of electrons that are accelerated
through a single interaction with a SAW pulse depend sen-
sitively on the wave amplitude, and these simulations in
nonuniform plasma confirm that the electron energy flux

owing to SAW acceleration is very sensitive to initial wave
amplitude.
[31] The parameters used in these simulations were chosen

with guidance from observations. As discussed in section 3,
the initial wave amplitudes for simulations B and C (E? ∼ 20–
45 mV/m) are comparable to many of the observations
presented in the recent review by Keiling [2009]. Should
we assume, however, that spacecraft observations of SAWs
represent times before or after the waves have transferred
energy to the electrons? Figure 7 shows the maximum
instantaneous downward field‐aligned Poynting flux at each
grid cell in all four simulations mapped to ionospheric alti-
tudes (∼110 km). Every effort was made to distinguish the
Poynting flux owing to the original downward propagating
wave from the interference generated when the wave reflects
at the lower boundary, so results are not shown for lower
regions of the simulation domain (z < 2 RE). The mapped
Poynting flux from each simulation was normalized to the
value of mapped Poynting flux at the top end of the simula-
tion, demonstrating that, for each simulation in this study,
the shear Alfvén waves immediately lose 55–90% of their
Poynting flux as they enter the simulation domain. This
energy loss occurs in about 0.1–0.15 RE, or 4–5 grid points.
After the immediate transfer of wave energy flux to electron
energy flux, the wave slowly loses more energy to the elec-
trons, over a distance of ∼1 RE. As the wave continues to
move through the plasma, this trend is momentarily reversed
(except in simulation A), with the wave gaining energy from
the electrons (for 4.6 < z < 5.3 RE in simulation B; 4 < z <
5.2 RE in simulation C, and 3.7 < z < 5.2 RE in simulation D).
In simulation A, the wave does not gain energy from the
electrons, but the rate at which wave energy is lost to the
electrons is greatly reduced. In each of simulations B–D,
the region over which the wave gains energy back from
the electrons is where the trapping islands (see Figure 3) can
be seen. Below this region, the wave parallel electric field
diminishes, electrons are no longer trapped between succes-
sive wave crests, and the electrons can escape the influence of
the wave, taking the wave energy flux with them as they
travel toward the lower boundary. We can conclude that the
majority of energy transfer between waves and particles
occurs in a very short time and over a very small distance.
Because observations [Wygant et al., 2002] show the pres-
ence of both waves and accelerated electrons at the same time

Figure 7. Maximum downward field‐aligned Poynting flux at each point in the upper regions of the sim-
ulation domain, mapped to 110 km altitude. Results from each simulation are normalized to the mapped
Poynting flux at z = 6.25 RE.
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and place, the wave amplitudes from in situ measurements are
most likely to be an indication of the size of the waves after
some of the wave energy was lost to the electrons. The initial
wave amplitude used in simulation D is therefore both
appropriate and realistic, because observations would be
more likely to measure net wave amplitude once the electrons
are trapped in the wave.
[32] It is not yet clear how magnetospheric SAWs develop

the short perpendicular scales required to accelerate auroral
electrons. It does however seem more likely that they would
evolve through some nonlinear wave‐wave process in a
broadband wave disturbance [see, e.g., Wygant et al., 2002;
Chaston et al., 2008] rather than being generated at a point
source with a single well‐defined wave number, as modeled
here. However, the results from these simulations demon-
strate that SAWs can be effective in the acceleration of
auroral electrons at distances >4 RE radial distance. In fact,
these idealized results demonstrate the exact mechanism by
which shear Alfvén waves can interact readily with electrons
in warm plasma and transfer the majority of their downward
Poynting flux to field‐aligned electron energy flux, as sug-
gested by Keiling et al. [2002, 2003]. Future modeling of this
wave‐particle interaction should include the generation
mechanism of these waves and the evolution of the waves and
wave‐particle interactions in the direction perpendicular to
the magnetic field. The results reported in this paper dem-
onstrate that the region >4 RE from the Earth is very impor-
tant for auroral electron acceleration by shear Alfvén waves.

5. Conclusions

[33] Using self‐consistent kinetic simulations of shear
Alfvén waves in a nonuniform magnetic field, we investi-
gated in detail the acceleration of electrons caused by a shear
Alfvén wave of short perpendicular extent which is intro-
duced into warm magnetospheric plasma at a radial distance
of r ∼ 8 RE. As first reported by Watt and Rankin [2009],
SAWs in plasma with vth,e /vA > 1 undergo nonlinear damping
caused by electron trapping in the parallel electric field of the
wave. In this work, we show how the energy flux and char-
acteristic energy of precipitating electrons varies with initial
wave amplitude.
[34] The energy flux of the precipitating electrons is cal-

culated at the lower boundary of the simulation domain, at a
radial distance of 2.8 RE for four simulations with different
initial wave amplitudes. By estimating how this energy flux
could be mapped to the ionosphere, assuming that it scales
with the converging magnetic field and that most of the
accelerated electrons are very field aligned and do not lose
much parallel velocity because of the mirror force, the energy
flux of the precipitating electrons is predicted to excite
detectable aurora in three cases, given a detection threshold of
∼1 mW/m2. The energy of accelerated electrons can reach 1–
10 keV for wave and plasma parameters comparable to pre-
viously reported in situ observations. Thus, magnetospheric
SAWs at radial distances >4 RE from the Earth can directly
accelerate electrons with sufficient energy flux to explain
auroral brightenings seen from the ground and in space.
Wave‐particle interactions in this region will be investigated
in future work to determine the range of wave parameters
conducive to the process.
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