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ABSTRACT

Currently, outdoor localization can be done usirgRS device which
obtains positions from satellites. However GPS agare not available in
indoor environments. We can precisely measure kigmals on the devices
in a wireless sensor network (WSN). Various roomditoons and radio
interference may attenuate received signal strangihknown ways.
Consequently, the accuracy of distance estimamontlaus localization is
reduced. This project will quantify the magnitudete resulting
localization errors and point out potential factatach might cause the
errors. In addition, this project presents an atigve technique for indoor

localization on WSN.



Chapter 1: Introduction and Background

TheGlobal Positioning System (GPS) is a navigation system which receivers
can process data obtained from satellites to d@terits current position on Earth.
Presently, GPS has been widely used for map-maldnd,surveying, athletes, military
and civilians. The core of the navigation systeroikcalize receivers accurately. The
GPS receivers communicate to the satellites byisgrathd receiving radio frequency
(RF) therefore the GPS receivers should be in amntdod open space to gain signal
sensitivity. Indoor localization could be very tycfor GPS due to poor signal or signal
loss which affect on accuracy of localizations. éwchng to propagation models, greater
signal loss implies a longer distance of propagatiosition evaluation via signal
strength measurements may be an efficient and é®vroethod for localization due to
the availability of inexpensive radio devices. Heee this technique needs more
research and experimentation to obtain accuratgtse$Vireless sensor networks (WSN)
can be used in localization to simulate a largeggggahical area in a lab. Also, we can

precisely measure signal levels on the devicesWWSa!.

Problem Statement:

Various room conditions and radio interference ratignuate received signal

strength in unknown ways. Consequently, the acgusldistance estimation and thus

localization is reduced. The purpose of this proig to begin to understand the



magnitude of errors in distance estimation usingired signal strength (RSS)
measurements from wireless sensor devices (WS®Jesignated room. In order to
estimate the distances, RSS measurements willdzkassinputs to an indoor propagation
model which describes the relationship betweenasiginength and distance. This project
will quantify the magnitude of the resulting loaaltion errors and point out potential
factors which might cause the errors. The resulidoe used for research in sensor

network localization.

Method:

This project can be divided into four steps:

1. Perform experiments moving a node within a WSN.

2. Extract RSS data from WSN management program itest f

3. Find predicted distances and locations from the B&S.

4. Compare theoretical results with known locations.

Project Scope:

These following are the scope of this project:



First experiment

My primary focus is to collect adequate RSS dateotapare with recognized distances.
First we will set up a WSN in a 6x6 matrix. A senaall be positioned on each
intersection within the matrix, resulting in a tov& 36 nodes with a distance of one
meter between each node. This arrangement wilidéinow the exact location of each

device. Then we will collect an initial set of R8&a.

Second experiment

In the second experiment, we will try to determtine appropriate number of reference
points (called “pegs”, of which there will be 4p69) to use for receiving signals to be
used in localization. A transmitter will be placadvarious points in the matrix to

transmit signals to pegs. Data will be collectemhfrthe pegs.

Third experiment
The data from this experiment will be used forfinal analysis. The experiment will use
the 6x6 matrix outlined above. Then a transmittdéirlve moved along the lines within

the matrix to collect RSS data at all intersectiexsept the intersection that pegs locate.

Fourth experiment
The last experiment will be the same as the thigkament but instead of moving the
transmitter along the intersections, it will be radwto the center of each square within

the matrix. Data will be collected in each of tl&esgjuares.



Data extraction
The sensors come with software which outputs sigtmahgths between devices to a text
file. There is a lot of additional output data lnetoutput file. As a result, we will write a

C program to extract only the essential signahsfite data.

Analysis

We will determine peak received signal strengtangard deviations, and plot graphs of
received signal strength as a function of distambeoretical signal strength from known
distances will be plotted along with the experinaéngsults. A simple linear least squares
correlation will be used to derive a first-orderdar model relating the theoretical results

to those from the experiments. That is, the caticeiamodel will be of the form:

y=ax+b

Where y is the actual distance and x is the thealedistance predicted from the

propagation model, and a and b are the coefficieons the correlation analysis. This

analysis will be done using Excel.

Limitations:

« These experiments will be completed in the Rese@erhinar room.
« The analysis will point out errors and suggest ibsg$urther research on

Wireless Sensor Localization.



Chapter 2: Methodology

I will clarify the procedure for the experimentdbtain signal strength via
wireless sensor devices. The estimation of distaniéée calculated on the signal
strength based on three empirical models. These tiodels involved in this research
are COST 231 [1] indoor model, ITU-R [1] model artie Empirical Model For
Propagation-Loss Prediction In Indoor Mobile Comications Using The PADE’
Approximant [2]. The ITU-R model is considered dsage equation to find the distance
power loss co-efficient from measurement. While T@31 and another model will give
the result of the distance estimation to compateeéaesult from the ITU-R
measurement based. Finally the accuracy of lodadiz@roposed by this project will be

the major key to justify this comparison.

2.1 Localization Area Setup

By propagation models, localization is split inbuf categories which are indoor-
to-indoor, indoor-to-outdoor, outdoor-to-indoor anatdoor-to-outdoor depending on
where the transmitters and the receivers are. groiect will focus only indoor-to-indoor
localization that means both receivers and traniemsiare in the building. The seminar
room in Computer Science Center and the room eliNT Labs are carefully chosen
to perform the experiment as seen in Fig.2.1. §alile to trace the positions, it's

necessary to build a 2 dimension grid consisting afid y co-ordinating system.



Figure 2.1 The experiment room

Due to the limit of space and time, 6x6 meters giith a maker on each one meter
distance on x or y are setup on the open singt®.floonsider the grid, the sensor devices
installed on each maker form a network on the af&nf for data exchange and signal
collection. This project intentionally conducts dtization only within this area. Fig2.2

illustrates the grid and the area of localization.
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Figure 2.2 The area of localization

2.2 Equipment Preparation

The department of Computing Science provides 50MSDs from Olso Net
Communications Corp. for this project which corst collaboration experiments with
Ph.D’s research. Each WSD has a unique id numlzsechfrom 1-50 which number 0 is
assigned to a master node [3]. Fig.2.3 demonsttia¢el®gical connection, the master
node is connected to a computer via USB port tarohneport and store the data from

every nodes to the computer.
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Figure 2.3 Logical link [4]

The company gives application software running umhdg®ux to operate the devices.
When start running the devices, every node on pasttion will transmit and receive
data each other. In a time, signal strength in £0o0MRSSI values [5] will be measured
and send to the master node along with sourceddiastination id of the devices acting
as a transmitter and a receiver in order. The masige will command to all nodes to
execute the data exchange process in cycles topilby the software control. Fig. 2.4
shows the example of raw RSSI data sent from tretenaode to the computer. The
numbers of data for one reading may vary by agoaironment, lights, signal collisions

and the receiver sensitivities at a moment.
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ENV = (0, 0, 0) FROM (0, 11) TO (0, 1) : 102

ENV = (0, 0, 0) FROM (0, 11) TO (0, 12) : 133
ENV = (0, 0, 0) FROM (0, 11) TO (0, 13) : 113
ENV = (0, 0, 0) FROM (0, 11) TO (0, 16) : 120
ENV = (0, 0, 0) FROM (0, 11) TO (0, 17) : 111
ENV = (0, 0, 0) FROM (0, 11) TO (0, 2) : 109

ENV = (0, 0, 0) FROM (0, 11) TO (0, 24) : 104
ENV = (0, 0, 0) FROM (0, 11) TO (0, 25) : 106

ENV = (0, 0, 0) FROM (0, 11) TO (0, 17) : 109

Figure 2.4 Example of raw data

2.3  The device specifications
These WSDs integrate microchips from Texas Instnim] Table 2.1 shows
some of the specifications related to this projaditdevices can communicate each other

via wireless channels.

3 General Characteristics

Parameter Min Typ Max Unit Condition/Note
Frequency range 300 348 MHz
400 464 MHz
800 928 MHz
Data rate 1.2 500 kBaud 2-FSK
1.2 250 kBaud GFSK, OOK, and ASK
26 500 kBaud (Shaped) MSK (also known as differential offset
QPSK)
Optional Manchester encoding (the data rate in kbps
will be half the baud rate)

Table 2.1 The device’s characteristics [6]
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In the experiment the device will be setup to ofgee 800 MHz and a constant bit rate

of 5Kbps with a Tx power at -15 dBm.

2.4  Data Extraction

As shown in Fig. 2.4, data output from the maste&tenare not sorted. Data from
each node which reaches the master node earlpevdtored first. However, the analysis
needs to pay interest on a particular source/dssgtimnode. Further more, the desired
time length of process may take several readintesyas a result of multiple RSSI values
between the same source and destination nodedig]desired process should give the
average of the multiple RSSI values associate wgtbource id and destination id.
Therefore, the C programming for data extractioneisessary to pull out some
interesting data and calculate the average RSB8I fthe database. The output file after
execution of the command contains the average R&&&s and its source/destination

ids shown below:

0.50.5 50 1 119.666667 2 130.000000 3 8XINO0 4 121.500000 5 121.000000

6 118.000000 7 117.000000 8 101.000000 9.5004€00

0.50.5 50 1 133.500000 2 131.571429 3 4WNA00 4 128.800000 5 115.000000

6 122.250000 7 121.666667 8 109.000000 9.750800

0.50.5 50 1 125.333333 2 127.200000 3 AOMO0 4 124.000000 5 123.666667

6 119.833333 7 119.666667 8 88.333333 9500000

14



0.50.5 50 1 125.333333 2 127.200000 3 OO0 4 124.000000 5 123.666667

6 119.833333 7 119.666667 8 88.333333 9500000

0.50.5 50 1 136.000000 2 125.500000 3 aXMNOO0 4 118.000000 5 115.000000

6 124.000000 7 128.000000 8 103.000000 @08®00

1505 50 1 112.000000 2 135.846154 3 800 4 131.833333 5 127.166667

6 129.500000 7 101.125000 8 121.333333 9.0D0D000

1.50.5 50 1 108.500000 2 129.888889 3 5NIRKI00 4 136.000000 5 122.500000

6 123.333333 7 109.000000 8 120.000000 9.0D00800

Here is the command syntax:

saverage <source file> <destination file> <X> <Y>

X,Y are the co-ordinates of the transmitter

2.5 Data interpreting

As mentioned in 2.3 and 2.4, the measured sigrexigth from the devices will output to
the computer in form of RSSI values which can iatkahe levels of signal strength.
However, RSSI must be converted to a regular pamitin dBm before applying to the
equations in path loss model for analysis purp®ke.formula to convert RSSI into dBm

with 800 MHz carrier and data rate at 5Kbps is :

Power (dBm) = (RSSI/2) -74  -------—----- EQ.(1[6]

15



2.6  Path Loss Model
The attenuation of the signal can be describedally lwss models. The relationship in
path loss models can predict a distance from kneigimal loss. There are three types of

empirical models involved in this project.

COST 231 Indoor Model

Consider the attenuation in indoor office wathll penetration factors for 800-1900
MHz. The useful European COST 231 is proposed pdagx the attenuation linearly
grows the number of walls passed through and maatly grows the number of floors.

Table 2.2 illustrates COST 231 Indoor equation.

L=Lfs+37+3.4kwl+6.9 kw2 + 18 R 04)7]

With
Lfs is the free space loss ( =20log(d)+20log(f)#432) which d is a distance (km)
n is the number of traversed floors (reinforcedarete, but not thicker than 30 cm)
kw1l is the number of light internal walls (e.gagter board), windows etc

kw2 is the number of concrete or brick internallsva

Table 2.2 COST 231 Equation

16



Note that the environment in both experiment roanisgive n, kwl and kw2 equal to 0.

We can rewrite the equation to

L = 20log(d)+ 20log(f)+ 32.44 + 37 -———--mmmm-- Eq.(2)

When we substitute =800 MHz and convert d fromtkhmm:

L = (20log(dm)-20log(103))+ 20log(800) + 32.4 37

Finally, the final equation used in the project is

L=20log(dn)+ 67.5  ------------- Eq.(3)

The Empirical Model For Propagation-Loss Prediclioindoor Mobile
Communications Using The PADE’

Originally, this model is proposed to express tigoor radio propagation loss by
adding some parameters to the free-space loss raqdation [2]. These parameters
which are the empiric function of the number obfi® and signal randomness will

improve the accuracy of indoor loss prediction. €qaation shown below:

PL = PLo 10ylog(d/do) + X+ f(np, a, b) ---- Eq.(4) [2]

17



By

PL is the propagation loss (dB)

PL, is the propagation loss at a reference distap¢eR)

vy is the path-loss exponent

d and d are a distance and a reference distance in order

Xis arandom variable apply to a specific floor

f(np, a, b) is the function of the number of floors

Consider to the experiment roomxsand f(np, a, b) can be ignored. The path loss
exponent can be substituted with 1.59 due to the transmaitiad receivers located on

the same floor [2]. Then, the final form of thguation should be:

PL=PLo 15.950g@dg) e Eq.(5)

The frequency used in this model is 850 MHz whgkary close to my experiment (800

MHz) in the next chapter.

ITU-R Model

Another well-known Indoor Propagation model is IRIModel for Indoor
Attenuation. The model explain signal loss depegdin distance (d), frequency (f) and
the floor-penetration factarf(nf). The path loss exponent (x) indicates how fast th

signal attenuated at a distance (d).

L = 20 logf) + 10xlog@) + Lf(nf) -28  ---------------- Eq.(6) [1]

18



Again, the experiments perform in an open singlerfsothe floor-penetration factor
will not be considered. Thud f(nf) = O; After we substitute f=800 MHz The equation

shrinks to:

L = 58.06 + 10XIOQH) — 28 ----rmmrmmeev Eq.(7)

Unlike other two models, ITU-R proposes both ththgass exponent (x) as a variable in
its equation and the frequency (f) term which ksetainto account [10]. Also, this model
is the linear attenuation model therefore finding tlistance power loss co-efficient from
measurements based on this model is the most apgmprhis model is applicable to

indoor environments with frequency coverage frord 8Hz to 5.2 GHz.

2.7  Multipath Propagation

Multipath propagation to receivers may cause eitleerease or increase signal strength.
Consequently, measurements signal strength aaithe distance between a
receiver/transmitter may give various values sigiti@ngth even though the transmitter

use a constant transmission power as seen in Big. 2
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Figure 2.5 Multipath Propagation Effect [2]

2.8 Distance Power Loss Co-Efficient

One of this project’s goals is to suggest suitalidéance power loss co-efficient
applying to the experiment’s rooms for further ggsé in localization. The best way to
discover the co-efficient in a specific environmento evaluate from received signal
strengths collected from that environment. The-fiebhe can be determined from the
scatter graph plotted from received signal streagthinst a range of distances. This line
will be of the form: y=ax+b. The slope of the béstine and its intercept indicate the
power loss co-efficient and the constant in Eqcf)secutively. All calculation could be
done in Excel by using LINEST function.

For instant:

20



If we get a slope of 0.6 and an intercept of 4tifreged from LINEST the path-loss
exponent in Eq.(7) should be 0.6 and the final teromstant) is 53.36 rather than 28 as

shown below

L =58.06 + 0.6 log(d) — 53.36

It is what the data from measurement point out. fle¢hod to compare the
measurement-based power loss co-efficient to tredsrd-based will be stated in the

next part.

2.9 Localization With Path Loss Prediction

To localize an unknown position transmitter in W3iNere are two approaches.
Using triangulation technique [8] with at leasteB3arence nodes can determine the
location of the transmitter. The alternative wayoi€ompare time-of-arrival and angle-
of-arrival for a transmitter/receiver [9]. Thisgpect will suggest the third simple way to
estimate the location of the transmitter node.
Intersection area localization:
Consider Fig. 2.6, the transmitter should locateewshere on the circle line which is the

range of signal if the estimated distance from pagk prediction is error-free.

21



Pradicted distarnce

Figure 2.6 Range of the signal

Suppose that, we have two reference points withrdéree distance prediction. The

intersection point between these two circles isetkect location of the transmitter

(Fig.2.7). Originally, this idea is from ProfesddacGregor who supervises this project.

22



Predicted distance

Predicted distance

Figure 2.7 The error-free intersection point of wieles

We can solve two equations of circles below to timel intersection x,y where the

transmitter locate because we know h,k,r from locadf the reference points.

(x—h)’+(y - k) =17
(x—h)?+ (y—k)* =1’

Where

Circle (1)

Circle (2)

h and k are the x- and y-coordinates of the cesftthe circle (Referencs

D
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points) and r is the radius (Predicted distance)

However, errors from prediction can be expectepractical. We divide errors into two
cases.
Case 1: The actual distance is less than the peediistance

Localization by using intersections of two circlestill possible but the result
will be the potential area that the transmitter riomate. In fact, this area is the area of
the intersection of two circles. We can use theesaquations above (Circle (1), Circle
(2)) to find the intersection on x,y co-ordinateg the equation will give 2 values each of
X,y variables (Fig. 2.8). Note that r1 and r2 @redicted distances, al and a2 are the

actual distances

24



Figure 2.8 Co-ordinates of the intersection

Case 2: The predicted distance is less than thlagistance
If this case happens in any of a prediction thaliaation can’t be done. Because
the transmitter’s actual location is out of theclar(either one) the area of the intersection

will never enclose the transmitter’s actual locatas seen in Fig. 2.9.

25



Figure 2.9 Errors on localization

In conclusion, the correctness of the distanceigtied will state the success of
localization. If the prediction is very precise wél get a tiny area or a point of
transmitter located.

Implementation to this project:

The purpose of this project is not to suggestélcriique to improve the precision of
localization in WSN but to adapt this techniquedtandard-based and measurement-
based distance prediction comparisons. Therefateylations on the area of the

intersection will change to a simpler way. Let rebpredicted distance, a is the actual

26




distance. We get r-a is the error from the predictSuppose that there are two reference
points and >r,. If we draw a circle using s a radius the area of this circle can imply
the area of the intersection roughly as illustratelig. 2.10. At least, we can compare a

success of localization between standard-based@agsurement-based prediction.

Figure 2.10 Rough area of the intersection
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Chapter 3: Experiment and Analysis

This chapter will clarify details of thegatiment on this project and analysis from
data collection. All experiment setup will basetba environment declared in the
previous chapter. There are total of four experim@ius analysis parts. The results may
lead into a conclusion of using path-loss co-effitiwith suggestions for further

research.

3.1 Observing of signal behaviour from muéipunning WSDs

The first experiment will allow all WSDs installeth every intersection in the
grid to transmit/receive data as much as possililéma limit time. This means 36
devices are working at the fix point with out imtest by limit the cycles of running, no
objects other than the 36 devices staying in thiixpao devices moving. We let the
devices work about 10 minutes and expect to coffextses of data. However, the RSSI

data collected are too less and messy.

3.2  Analysis of data

From the first experiment we found that data ciliigs a major concern if we let
many devices working at the same time. As a resaly; a few of data can be collected
and the data are not good enough to perform anatiaysis. It's a good idea to let only

a small number of devices exchange and collect R8&lto avoid collisions.

28



3.3  Determine appropriate number of reference points

As we know from the first experiment, placing adivites on every intersection
will cause collision. Subsequently, we need toregout the best amount of devices. If
we have too less devices we'll have less sampke tdith this areas of 36 nmy
colleague advice from her experience that therelghwe 4,6 or 9 devices acting as
receivers called “pegs”. We also need to collent@a RSSI values from various
locations within this area. First of all, we starth 4 pegs installed on the four corner of
the area. In another word, the pegs are on (0,0),(6,6) and (6,6). Afterwards, we
randomly leave the transmitter on an intersecti@mtmove to another intersection and
so on. Note that not all intersection will be cotel RSSI value. We continue this for the
6 pegs and 9 pegs by adding 2 pegs on (0, 3)46)3 more pegs on (3, 0),(3, 3),(3, 6)
in order. Figure 3.1 shows the peg’s positions.fovmd that 9 pegs will give the best

reading of RSSI values. As a result, the successiperiment will stay on 9 pegs.
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Figure 3.1 Various positions on the installed pegs

Note that since experiment, data collection witetaeading from 3 cycles with about 1
minute for each cycle. Therefore, Saverage progrdhselect RSSI data transmitted
from node 50 to other node 1-9 from these 3 cy@as reading) and output the average

of RSSI data. In addition, we repeat the proceg®et 5 reading for a position.
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3.4  Measurements from various locations

To localize a transmitter, we must have enough RB&8iple from different
locations within the grid. We divide data measuretieto two tasks.
Intersection collection

We agree that a transmitter will be moved and stdgm all intersection to let us
collect signal. Then we gather data from the tratisnon an intersection start on (1, 0).
Next, the transmitter is shifted to the next logat{2, 0) for RSSI sample on this
location. After that, we move it to (4, 0) and so 80, we can collect RSSI sample from

40 positions. Note that, the transmitter is notethat the same points of the pegs.

(3.6) :
(0.6) | (6.6)

|
{0.3‘ ‘ ‘6,3,

{O,D) {S.Dj LT |, P {60]

Figure 3.2 The transmitter moving on the intersecti
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Center of square collection
This task is the same as the previous collectudgrpbtting the transmitter on the
center of every square instead. In other wordstrdresmitter will move on (0.5, 0.5),

(1.5, 0.5), and so on with a total of 36 pointug@egs).

(3.8)
(0.6) I (6,6)

L1 |

(@.0) (3.0) Sl (6.0)

Figure 3.3 The transmitter moving on the center

3.5 Experimental result

The sample of the result in Table 3.1 is from #femrence point 1. The Position

on the first two column indicate x,y co-ordinatésh@ transmitter’'s position
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consecutively. The Order column shows the sequesfoshich position the transmitter

are placed on orderly. Using Eq.(1) to convert Ri83éceived signal strength (Rx)

dBm, Path Loss will be calculated from the diffdrbatween Rx and Tx (-15 dBm). If

Path loss is over than Tx power (-15) the ‘0’ valik be placed to indicate errors. The

distance on the table is the Euclidean distanced®ri receivers and a transmitter. All of

the RSSI values collected from the experimentsbeafound on the Appendix 1.

Positi
ons

62

40
17

26

33

Distanc

e(m)
5.1478
15

5.1478
15
6.5192
02
5.5226
81

5.5226
81
5.7008
77

5
7.0710
68
7.1063
35
44721
36

5.0990
2
2.5495
1
2.1213
2
7.1063
35
5.3851
65

5.0990 0.707

logd
0.711
623

0.711
623
0.814
194
0.742
15

0.742
15
0.755
942
0.698
97
0.849
485
0.851
646
0.650
515

0.707
487
0.406
457
0.326
606
0.851
646
0.731
199

RSSI

74

80.75

82

82

83.66
667

87

87

87.2

88

88

88.66
667

89

90.6

91

91
91

Rx
pow d
er Estim
(dB  Path Log(d ate
m) loss Fity ry*2 rmx"2 Est) R1
5.600 268.9 4668. 69.04 1.1E+
-37 22 79 341 995 167 69
33.6 18.62 5.600 169.6 2944. 54.97 9.53E
25 5 79 301 966 917 +54
5.625 153.1 2658. 52.37 2.37E
-33 18 407 306 517 5 +52
5.608 153.5 2665. 52.37 2.37E
-33 18 116 588 951 5 +52
32.1 17.16 5.608 133.6 2319. 48.90 7.99E
667 667 116 001 446 278  +48
- 5.611 97.78 1697. 41.95 9.09E
30.5 155 426 39 637 833 +41
- 5.597 98.05 1702. 41.95 9.09E
305 155 753 45 335 833 +41
- 5.633 95.37 1655. 41.54 3.48E
304 154 876 717 854 167 +41
5.634 87.71 1522. 39.87 7.5E+
-30 15 395 456 822 5 39
5.586 88.62 1538. 39.87 7.5E+
-30 15 124 107 56 5 39
29.6 14.66 5.599 82.20 1427. 38.48 3.06E
667 667 797 813 224 611  +38
- 5.527 80.50 1397. 37.79 6.19E
295 145 55 487 654 167  +37
- 5.508 67.10 1164. 34.45 2.87E
28.7 137 386 255 975 833 +34
- 5.634 61.86 1074. 33.62 4.22E
285 135 395 774 093 5 +33
- 5.605 62.32 1082. 33.62 4.22E
285 135 488 332 002 5 +33
- 135 5599 6241 1083. 33.62 4.7
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2

15

1 6 3
17

1 6 2
30

1 6 2
19

1 6 O
23

6 5 4
32

6 5 7
19

6 5 1
18

6 5 8
5 5 37
15

5 5 4
33

6 5 5
15

5 5 9
17

4 5 3
33

4 5 4
33

5 5 8

5.5226
81
7.1063
35

44721
36

6.0827
63

2
2.1213
2
5.5226
81
5.0990
2

5.7008
77
7.1063
35
5.0990
2
5.3851
65

487
0.742
15
0.851
646

0.650
515

0.301
03
0.784
101
0.698
97
0.602
06

0.301
03
0.326
606
0.742
15
0.707
487

0.755
942
0.851
646
0.707
487
0.731
199

92

92

92.42
857

92.66
667

93

93

93.8

93.83
333

94

94

94

94.83
333

96

96

96

28.5 797
5.608
-28 13 116
5.634
-28 13 395

27.7 12.78 5.586
857 571 124

27.6 12.66 5.502
667 667 247

- 5.618
275 125 184
- 5.597
275 125 753
5.574

271 121 494

27.0 12.08 5.502
833 333 247

5.508
-27 12 386
5.608
-27 12 116
5.599

-27 12 797

26.5 11.58 5.611
833 333 426

5.634
-26 11 395
5.599
-26 11 797
5.605

-26 11 488

321
54.63
995
54.25
214

51.83
411

51.32
89
47.35
939
47.64
102
42.58
222

43.31
07
42.14
106
40.85
618
40.96
26

35.66
368
28.78
972
29.16
219
29.10
076

563
948.6
102
941.8
774

899.8
977

891.1
268
822.2
116
827.1
01
739.2
747

751.9
218
731.6
156
709.3
087
711.1
563

619.1
611
499.8
215
506.2
881
505.2
216

31.54
167
31.54
167

30.64
881

30.15
278
29.45
833
29.45
833
27.79
167

27.72
222
27.37
5
27.37
5
27.37
5

25.63
889
23.20
833
23.20
833
23.20
833

5 +31

3.48E
+31

3.48E
+31

4.45E
+30

1.42E
+30
2.87E
+29
2.87E
+29
6.19E
+27

5.28E
+27
2.37E
+27
2.37E
+27
2.37E
+27

4.35E
+25
1.62E
+23
1.62E
+23
1.62E
+23

Table 3.1 Sample data from reference point 1

3.6  Path loss exponent from measurements and distatiogaéon

As mentioned in 2.8, best fit line will be plottt]dm the scatter graph of received

signal strength against a range of distances. ¥tyes in Table 3.1 is the result from

y=ax+b where LINEST will give the results of slof@@ and intercept (b). x in the

equation is Log(distance). Fit y values specifypha¢h loss prediction but we need to
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predict the distance instead. We have to invertitiear equation to x=(y/a)-b. Note that

x in the equation is Log(distance) so the equatioould be rewritten to:

Predicted Distance = ¥7° Eq.(8)
Where:

y= path loss (dBm) from measurements

The estimated distances are in the “d EstimatedelLimn. Let’'s take a look in each

reference point.

Reference Point 1:

-Best Fit Line and the scatter graph

Reference Point 1

N
[63]

N
o

= . .
E .

T 15 = o ¢ 4
) . > o s
g ‘0 * * .. ..0

2 10 . : S, o9t %% _ &%
£ o 4 * r0§’ %80 S

o ¢ R *

-Linear Equation and path loss exponent

y=0.24x+5.43; Path loss exponent = 0.24
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Reference Point 2:

-Best Fit Line and the scatter graph

Reference Point 2

= N N
(8] o )]

=
o

Path Loss (dBm)

0 0.1 0.2 0.3 0.4 0.5
Log (d)

0.6

0.7

0.8

0.9

-Linear Equation and path loss exponent

y=1.85x+3.99; Path loss exponent = 1.85

Reference Point 3:

-Best Fit Line and the scatter graph
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Reference Point 3

Path Loss (dBm)

0 0.1 0.2 0.3 0.4 0.5
Log (d)

0.6

-

-Linear Equation and path loss exponent

y=8.02x+0.28; Path loss exponent = 8.02

Reference Point 4:

-Best Fit Line and the scatter graph

Reference Point 4

Path Loss (dBm)

Log (d)

-Linear Equation and path loss exponent
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y=2.06 x+4.13; Path loss exponent = 2.06

Reference Point 5:

-Best Fit Line and the scatter graph

Reference Point 5

Path Loss (dBm)

-0.2 -0.1 0 0.1 0.2
Log (d)

0.3

0.4

0.5

0.6

-Linear Equation and path loss exponent

y=7.87x+2.22; Path loss exponent = 7.87

Reference Point 6:

-Best Fit Line and the scatter graph
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Reference Point 6

18
16
14
12

Path Loss (dBm)

o N A OO

Log (d)

-Linear Equation and path loss exponent

y=2.52x+3.30; Path loss exponent = 2.52

Reference Point 7:

-Best Fit Line and the scatter graph

Reference Point 7

Path Loss (dBm)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Log (d)

[ay

-Linear Equation and path loss exponent
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y=2.75x+3.40; Path loss exponent = 2.75

Reference Point 8:

-Best Fit Line and the scatter graph

Reference Point 8

Path Loss (dBm)

0 0.1 0.2 0.3 0.4 0.5
Log (d)

0.6

0.7

0.8

0.9

-Linear Equation and path loss exponent

y=7.56x-0.31; Path loss exponent = 7.56

Reference Point 9:

-Best Fit Line and the scatter graph

40



Reference Point 9

25

20

- = -
c .
%15 *>
e . o . . - .
3 8 *2 . .
_|10 *
< $ ‘30 ;0
g oo, :.0 ‘ .
5 ry : .; S
* 'S ,
o o *
I ST I PR TG, 1 A
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Log (d)

-Linear Equation and path loss exponent

y=4.48x+2.21; Path loss exponent = 4.48

3.7  Comparisons on the standard-based and the measurbased distance

prediction

As stated in Chapter 2, the comparison will baséherbetter result of
localization evaluated from the standard-basedila@aneasurement-based distance

estimation.

3.7.1 The result of r-a from the measurement-based

Let r be a predicted distance, a is the actuahdcs. Table 3.2 illustrates some

result of r-a on the measurement-based.
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Ord Ref
er Refl |2 Ref 3 Ref4| Ref5| Reff Ref7 Ref § Ref 9
Positio

ns r-a r-a r-a r-a r-a r-a r-a r-a r-a
5.4344| 8.5918| 2.5350
05| 0.5 1 0 0 0 0 0 0 8 32 12
2.725 1.7139| 6.8209
05| 0.5 2 0 0 0 0 48 0 0 6 2
94.671| 21.050
05| 0.5 3 0 0 0 0 0 0 0 69 28
94.671| 21.050
05| 0.5 4 0 0 0 0 0 0 0 69 28
2.725 4.7496| 248.36
05| 0.5 5 0 0 0 0 48 0 0 53 46
1.581 62.191 45970
15| 0.5 6 14 0 0 0 0 0 06 0 3
1.579 2.7671 3.1889 -
15| 0.5 7 67 0 9 0 0 0 9 0 | 5.9456
1.581 3.2377 4.387| 4.5349| 4.0302| 6.1283
15| 05 8 14 0 9 0 0 57 6 3 6
1.581 5.8987
15| 05 9 14 0 0 0 0 0 0 0 9
1.577 2.8696 - 6.2645
15| 05 10 04 0 77 0 0| 4.886 0| 15.389 1
2.549 3.524| 1.338 27.164 45785
25| 05 11 51 0 0 68 28 0 14 0 6
2.549 647.96 5.5412
25| 05 12 51 0 0 0 0 0 84 0 3

2.549 2.568 464.64| 3.7441
25| 05 13 51 0 0 51 0 0 01 5 0
2.549 3.455 1334.4| 2.9349| 6.0263
25| 0.5 14 51 0 0 12 0 0 77 49 6
2.549 3.041 527.62| 1.3110| 5.7497
25| 0.5 15 51 0 0 02 0 0 84 22 9

Table 3.2 r-a on measurement-based
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As we discussed in Chapter 2, the r-a is the raafiascircle. As well, the circle is the
approximate area that the transmitter may locakeighlore the circle area which is

larger than 36Mmwhich is the area of localization. Thus, r-a isajer than 3.39 will be
ignore too. All acceptable r-a implied successhghlization for each reference points are

shown in Fig 3.4.

Measurement-based

35

30

25 —

20 —

15 —

Numbers
of acceptable r-a

10 —

1 2 3 4 5 6 7 8 9

Reference Point No.

Figure 3.4 Numbers of r-a

It seems reference point 5 and 9 give the besttsesiwok at the position of ref.5 and ref

9, interestingly we found that both of them locatethe open space which will get less

interfered and not as much of problems from muiltigopagation.

3.7.2 The result of r-a from the standard-based

-Using COST 231 Model
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After applying the estimated distances ga(®), we found that all of r-a are lesser

than 0 causing unsuccessful localization. We cawclode that COST 231 Model

shouldn’t be used in this research topic undeetheronment expressed in the previous

chapter.

-Using The PADE’ Model

Refer to Eq.(5) and table 3.3; we replacerdéierence distance avith the shortest

available distance. TheRL, is substituted with path loss at th this case ¢1.41,

PLo=2.07.
Rx power
Position Order Ref. 1 (dBm) Path loss
0.70710678 127.966666
0.5 0.5 1 1 6 -10.0166667 0
130.900000
1.5 0.5 37 1 2 -8.5499999 q
125.169841
2.5 0.5 41 1 2 -11.4150794 e
1.41421356
3.5 0.5 42 2 113.86 -17.071 2.07
111.423809
4.5 0.5 2| 1.58113884 4 -18.2880953  3.2880953
112.571818
5.5 0.5 7| 1.58113883 2 -17.7140909 2.7140909
103.316666
0.5 1.5 38 2 6 -22.3416667| 7.341666[
1.5 1.5 48 2 122.16 -12.9p 0
2.12132034
2.5 1.5 8 4| 99.2066666 -24.3966667  9.3966667
2.23606797,
3.5 1.5 43 7 122.4 -12.8 0
2.23606797| 110.115454
4.5 1.5 49 7 6 -18.9422727  3.9422727
2.54950975
5.5 1.5 3 7 114.65 -16.674 1.675

We can predict the distance by Eq.(5) invert: Eatad distance 2

Table 3.3 Path loss on

reference point 1

The results are acceptable because not all of @-a <

0f(PL - PL0)/15.9+l0g(10))
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Table 3.4 shows some of the result

Reference
Order Point 1
Positions Distance(m) Pathloss Th.Estid r-a
0.5 0.5 1 0.707107 ( ) )
0.5 0.5 2 0.707107 @ D D
0.5 0.5 3 0.707107 @ D D
0.5 0.5 4 0.707107 @ D D
0.5 0.5 5 0.707107 ( ) )
1.5 0.5 6 1.581139 3 1.617896 0.0367/18
1.5 0.5 7 1.581139 4.75 2.084505 0.503366
1.5 0.5 8 1581139 2.583334 1.5231P1 -0.05802
1.5 0.5 9 1.581139 1.25 1.255675 -0.32546
1.5 0.5 10 1.581139 4.857143  2.1171 0.535961
2.5 0.5 11 2.5495] 2.5 1504831 -1.04466
2.5 0.5 12 2.54951 0.5 1.126438 -1.42307
2.5 0.5 13 2.54951 1.125 1.233149 -1.31636
2.5 0.5 14 2.5495] 2.25 1.451343 -1.09817
2.5 0.5 15 2.5495] 2 1.399738 -1.149[77
3.5 0.5 16 3.535534 9.4 4.087481 0.551947
3.5 0.5 17 3.535534 8.166667 3.418909 -0.11662
35 0.5 18 3.535534 5 2.161355 -1.37418
3.5 0.5 19 3.535534 6.5 2.6857%1 -0.84978
3.5 0.5 20 3.535534 7.75 3.218712 -0.31682
4.5 0.5 21 4.527693 55 2.323661 -2.20403
4.5 0.5 22 4.527693 0.2 1.078548 -3.44914
4.5 0.5 23 4527693 5.125 2.200886 -2.32686
4.5 0.5 24 4527693 0.833334 1.182147 -3.34555
4.5 0.5 25 4.527693 0.625 1.147014 -3.38068
5.5 0.5 26 5.522681 0.25 1.086386 -4.43629
Table 3.4 r-a from The PADE’ Model
3.8  Comparison on localization results

To compare the two equations (the one from the PADd&lel and the one from

measurements), we do the following:

For each measurement where we get a consistentiwadat least 3 of the a’s

are less than the r's)
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- find the largest (r-a) if it's over than 3.39 pittte second largest and if the second
largest is still greater than 3.39 we will assumereand ignore the r-a from this
prediction

- use the area of a circle of radius (r-a) as amasé of the area of intersection

- divide by the number of consistent predictionsdbthe average area of
uncertainty for a consistent prediction

- calculate the standard deviation of the areas

The result from the measurements:
We get 34 times of successful localization with average area of 12.26 end

the standard deviation of 10.32.

The result from the PADE’ model:

Even though, the r-a look good for each of therszfee point but finally the
success rate on localization are only 7 times. $havs that localization from r-a
prediction based on result from the PADE’ modehonsistent. The PADE’ model‘s

average area (15.909ms greater than average area from the measursment
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Chapter 4: Conclusion

This project has presented the path loss expdr@antmeasurements which can
be used for further research in localization. Theparisons demonstrate the path loss
exponent from this project give improvement on aacy in distance prediction from
other two standard-based models. Furthermore, we pi@posed the possible alternative
technique for localization which requires only tvederence points. With the limit of data
guality we have from the experiment, the successtel of localization is still low but at
least we prove that it's possible to implement taghnique for localization. Therefore,

more RSSI values need to be collected to advarcddta quality.
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Appendix 1

All data including C-code contain in a DVD
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