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ABSTRACT

This work poses a stochastic filte ring problem in which there are discon­

tinu ities in the signal evolution and in which the form o f the observations is 

such tha t solutions require historical or path-space filte ring. In  combination, 

these elements exceed the theory from Ethier &  K urtz  (1986) and B ha tt &: 

Karandikar (1993). Some explanation is given for terms and techniques in the 

theories o f weak convergence and o f collections o f functionals on topological 

spaces, and then the application o f homeomorphic methods yields a separa­

tion result. W ith  this result, measures on the space of signal paths o f the type 

under consideration can be m utua lly distinguished. This is a step towards es­

tablishing uniqueness results required to prove convergence of approximations 

to equations in a filte ring  theory and, ultim ately, a complete and applicable 

theory o f approximations to the optim al filte r for this class o f problems.
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Chapter 1 

Introduction

1.1 M otivating problem

Consider the problem of tracking a submarine. The submarine follows some 

path, over time, through the ocean. Its  position x  can be taken as a function 

of time t through a function x (t)  or x t defined for all t G [0, oo). However, 

the submarine can take any one of a number o f paths, and i t  is not known 

beforehand which path the submarine w ill take.

A  method to handle this situation is to model the submarine by a random 

process X t (u ) =  X(t,u>). T ha t is, for each a; G f l,  X t (u>) is a path through 

the ocean. The probabilities of the various paths are then determined by 

the probab ility  space (Q , T , P )  on which the random process is defined. I t  

is assumed tha t the signal process is Markov, meaning tha t the probabilities 

o f future m otion are determined solely by the current position o f the signal, 

w ithou t needing to refer to what path the signal took to enter its current state.

For example, suppose tha t the submarine position in  three-space at any 

tim e is given by

x t

X t = I I t

zt

(1.1)

1
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or, i f  the additional elements o f lateral orientation 0 and velocity v are included,

X t =

Vt

Zt

9t

vt

(1.2)

Here there must be constraints on the variables in order to properly model 

the physical s ituation, say, —100 <  z <  0, 0 <  0 <  27r, and 0 <  v <  10. 

T ha t is, the submarine stays in the ocean between a depth o f 100 units and 

the water surface, its orientation is given in radians, and i t  moves between a 

speed of 0 and 10 units o f distance per un it time.

This says nothing so far about how the submarine moves. Since the path 

tha t i t  takes is to be random, there must be a stochastic defin ition o f its 

progress in time. The submarine motion can be modeled as an Ito  stochastic 

differential equation (SDE) as follows:

dX t =

dxt =  vt cos(0t )dt +  d W f  

dyt =  vt sin(0t)dt +  dWt

dzt =  ( -5 0  -  zt)dt +  \ / (0  -  zt)(z t -  ( -1 0 0 ))d IT / 

d0t =  ±dW ?

dvt =  ( 5 -  vt)d t +  >/(10 -  vt)(v t -  0)dW "

(1.3)

Here, each o f W x, W v, W z, W °, and W v are independent Brownian motions 

tha t drive the overall random process X .  In tu itive ly , in a small time period 

dt, each submarine coordinate w ill move a small determ inistic amount given 

by the function beside the factor dt in its equation and an additional small 

random amount given by the function beside the factor dWt . I t  is understood 

tha t the values for 0 are taken mod and the equations for change in depth 

dzt and change in velocity dvt are formed to allow each value to wander only 

w ith in  the allowable range while d riftin g  back to the central value w ith in  the 

range. I f  the underlying Brownian motions are all almost-surely continuous 

versions then, by the theory o f Ito  integration, the path o f the submarine 

defined by this SDE is almost-surely continuous.
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By this equation, the submarine w ill travel in the (x, y) plane given by its 

orientation and velocity w ith  some small diffusion, w ill m aintain its orientation 

subject to some diffusion, and w ill wander randomly w ith in  the possible ranges 

o f depths and velocities. There must also be some d is tribu tion  Ao on S for the 

in it ia l submarine position to complete the defin ition o f the stochastic process 

X  =  { X f . t e  [0,oo)>.

The space S o f possible states o f the submarine is then a subset o f K;>, 

tha t is, X t G S C R5 for a ll t. G [0,oo). By taking d to  be the Euclidean 

metric on S, (S, d) is made into a complete, separable m etric space. Then the 

space o f a ll (almost-surely) possible paths o f the submarine lies in the more 

complicated set Cs[0,oo), the space of continuous paths in the space (5, d). 

Handling probab ility  measures defined on Cs[0, oo) may require significantly 

more mathematical machinery than is needed for such measures on (S, d) itself. 

The details about function spaces such as Cs[0,oo) are given in Section 2.2.

A  practical filte ring problem develops i f  i t  is assumed tha t there is im per­

fect inform ation regarding the state {A 't } t>0 of the submarine to be tracked. 

In  the language of filtering, the signal, X ,  is to be tracked given only the 

inform ation from the observations Y  =  {X s}s>0 f° r times s up to some time 

t. The observation process Y  is taken to be functionally bu t stochastically 

determined by the state o f the process X ,  so tha t a perfect reconstruction o f 

the state o f X  is not possible and instead only a d is tribu tion  for the state of 

X t over the space S can be determined from { ^ , } s<t.

As an example, the observation could be the approximate distance from 

the submarine to each of some number M  o f surface vessels, as given by noisy 

sonar readings. (In this case, the single “observation” is used to describe the 

reception o f more than one reading. That is, the observation could be a vector 

of read values.) In practical problems, usually the observations are taken to 

be discrete in time, so tha t Yt =  Ytk for t G [tk ,tk+ i), or more often by sim ply 

defining the observations as a sequence Y  =  only at discrete times tk

for k E { 1, 2, . . . } .

So, suppose tha t there are M  surface vessels tha t follow the determ inistic 

paths {(rcj, y3t ) } t>0 > 1 <  j  <  M  through time along the ocean surface. Take

3
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d3 to be the Euclidean m etric on R3, and let the M  independent random 

sequences V]/, 1 <  j  <  M  be the sequentially independent noise in the sonar 

values each given by a normal d is tribution  Af{0, <r). Then the observations are 

given by

The problem is then to find an estimate for the state o f the signal given the 

in form ation from the observations. Precisely, the requirement is to determine

for Borel subsets A  o f S and for each time tk in a practical manner tha t can be 

implemented on a computer. Note tha t the SDE defining {Art} t>0 is nonlinear, 

so the linear filte ring  theory o f Kalman and Bucy [12] w ill not suffice.

For ease, define the a-algebra J =  a {Yj : j  <  k }.  (This is the in form a­

tion contained in  the observations up to time t^-) Then, define Ct{S) to be the 

bounded, continuous functionals <p : S —» R. (Full descriptions of collections 

of functionals like Cb{S) are provided in Section 1.2, following.) Take the (op­

erator, domain) pair (£ , 'D(C)) to be the weak generator for the Markov signal 

process { A f} (>0. The theory o f such generators w ill not be dealt w ith  in this 

thesis, so for novice readers its  use in the following development can be taken 

as the outer framework for the elaboration o f the thesis, a framework which 

need not itse lf be precisely understood.

In  order to compute P {X tk G / I  | P i ), methods must be developed which 

approximate the solution to the true filte ring equations, where the approxi­

m ation is in the sense of weak convergence, which is described in Section 2.1. 

However, weak convergence is defined in terms of bounded continuous func­

tionals. So, rather than operating on probabilities tha t the signal is w ith in  a 

set A, this is expressed instead as

P ( X t k e A \ a { Y r . j < k } ) (1.5)

£[1.4( A \ )  | 3%) =  P (X tk G >1 | ? X ) (1.6)

4
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and then this is approximated by

m x , t ) 1 ^ 1  ( i.7 )

for functionals <p G Cb{S), since the collection o f bounded continuous func­

tionals can approximate (necessarily bounded) indicator functions I  a on the 

Borel sets.

Now, filte ring  equations tha t involve the evolution of <p{Xt) for t G [0,oo) 

as the process {A ’t } i>0 evolves over time can only be defined i f  p  is also in 

the domain o f the weak generator o f the signal {Art } f>0. Satisfying this second 

condition requires a subcollection M  C C\,(S) which is rich enough to approx­

imate the functionals in Ct,(S) and which is also a subset of the domain o f the 

weak generator for X.
I t  is necessary tha t the collection M  be at least rich enough to distinguish 

probab ility  measures from each other, in order to obtain results on the unique­

ness o f solutions to various applicable filte ring equations. By E tliie r and K urtz  

(1986) [9] Theorem 3.4.5(a), since (S, (1) is a complete, separable metric space, 

as long as M  C Cb{S), M. separates points, and M  is an algebra, then the 

collection M  can separate p robab ility  measures, tha t is, distinguish one from 

another. (The precise defin ition of separates points is given in D efin ition 2.33, 

algebra in Defin ition 3.2, and separating collection in D efin ition  2.7.)

In  this case, i t  can sim ply be required o f the signal tha t the domain of 

its weak generator, V(C), be contained in the space of bounded continuous 

functionals on S, tha t V(C)  separate points, and tha t V{C) form an algebra. 

These conditions turn  out not to be onerous. Then, for such signals, the 

collection {ip : <p G V(C)}  separates probab ility  measures, and the process of 

defining and approxim ating filte ring  equations can proceed. (See, for example, 

Zakai (1969) [19] for the continuation o f the process o f defining the filte ring 

equations.) Approxim ations tha t provably converge to the filte ring  equations 

and can be implemented in computer software are candidate solutions to the 

practical problem.

Figure 1.1 and Figure 1.2 are pictures of an example sim ulation of a sub­

marine tracking problem sim ilar to the one described above. Each figure is 

composed of three frames, the leftmost o f which displays the actual true posi-

5

Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.



Figure 1.1: Example filte ring  simulation near t =  0.

Figure 1.2: Example filte ring  simulation at a later time.

tions in the (x , y ) plane o f the submarine (white circle) and the four tracking 

surface vessels (coloured squares), the central o f which records the observa­

tions tha t have been received by each tracking vessel, and the rightm ost of 

which displays a visualisation o f the filte r estimate o f the (x , y ) position o f the 

submarine, given the in form ation from the observations up to the current time. 

The estimate has more probab ility  mass in sections which are more heavily 

covered in  white, while the red circle is the true location o f the submarine and 

is only included for reference purposes. The filte r estimate is constructed from 

a fin ite  approxim ation method which provably converges to the optim al filte r 

in the sense o f weak convergence. The firs t figure depicts the sim ulation at the 

early stages, when few observations have been received, and the second figure 

depicts a la ter stage in the simulation when the observations have provided 

enough inform ation tha t the track has become more precise. I t  is evident that 

this is a workable solution to the tracking problem.

Consider, now, a s ligh tly  different and more d ifficu lt to analyse problem. In 

this case, the submarine is controlled purposely to avoid detection. To do this, 

the submarine captain takes sharp maneuvers from one set o f control settings

6
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X t = (1.8)

to another at random times. For example, the captain may suddenly set a 

new course, speed, and depth through the submarine control mechanism, and 

the submarine, while not perfectly responsive, w ill begin to d r if t  towards these 

new settings. Since it  is unknown beforehand which maneuvers the captain 

w ill take, they w ill also be modeled as part of the stochastic process tha t is to 

be filtered.

Let the new stochastic process { A f } t>0 reside in a new state space given

by

Xt

V t  

Zl

Ot

vt

Z t 

0t 

V t

where zt , 0t , and vt are control settings tha t are constrained to lie w ith in  the 

open in terior o f the range o f each corresponding state coordinate. Then, define 

the stochastic evolution by the SDE

dxt =  vt cos(Ot)dt +  d W f 

dijt =  vt sin(9t)dt +  dW ^ 

d X t =  dzt =  (zt -  zt )d t +  s J {Q -Z t){z t - { - \ m ) ) d W ?  (1.9)

dOt =  ?;([(0« — 0t +  tt) mod 27r] — 7t) d t+  ^ d W f

dvt =  (vt — vt)dt +  \ f  (10 — — 0 )d \V ”

for the first five state coordintates, and let the other three coordinates switch 

as defined by a continuous state-space Markov chain w ith  rate A in  which 

transitions, when they occur, are equally like ly to bring the chain in to  any of 

the other possible states. T ha t is, at transitions, the chain w ill enter a new 

state selected uniform ly from  among the three-dimensional domain (—100, 0) x

[0, 27t) x  (0,10) representing the new submarine depth (z), heading (0), and

speed (u) control settings.

7
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This new signal resides in a new state space S c K 8 and, more im portantly, 

i t  now has discontinuous paths even i f  the underlying Brownian motions are 

continuous. The reason, o f course, is because o f the jum ps at the times at 

which the control settings are switched. Paths o f this new signal lie in the 

function space £>s[0, oo) rather than in Cs[0, oo), a space tha t is also described 

in Section 2.2. An example problem in this class, where the signal model 

switches based on a Markov chain, is described in Ballantyne, Chan, and 

K ouritz in  (2000) [1].

As an additional d ifficulty, the observations w ill also be modified so that 

they depend on the past path o f the submarine. Perhaps the sonar soundings 

differ depending on what exact path the submarine took through the layers of 

ocean water, or the instrum entation can pick up in form ation from the wake 

of the submarine. As a practical m atter, sound waves w ill always take some 

time to travel from the submarine to the tracking vessels, and this physical 

delay alone means tha t reference to some amount o f data on the historical 

position o f the signal is unavoidable. This more realistic situation could be 

modeled, in a possible example, by observations of the follow ing form. First, 

define X t =  (x t ,y t , zt) to be the three-space position o f the submarine at time 

t and define x{ =  (x3t ,y i,  0) to be the surface position of the j th tracking vessel 

at time t. Then the observations Yk are defined by

Y ’  =  d3( x tk- 35M k) +  d3(X tk_2S,x {k) +  d3( X tks M k) +  V i (1-10)

for 1 <  j  <  M , k >  1, and some 5 small enough tha t 35 <  t \ .  An example 

filte ring  problem w ith  observations tha t depend on the h istorical path o f the 

signal is described in K ou ritz in  et al. (2005) [14].

The goal is the same in  this new situation, tha t is, to evaluate

P(A-„ £ /I I ? l )  (1.11)

for Borel sets A  and for each tim e t k. As in the previous problem, this is 

expressed as expectations of ind icator functions. However, because of the new 

form o f the observations, i t  is necessary to take account o f the past path of 

the signal in the filte ring  equations. To do so, a new path-space variant of the 

weak generator (£[o,t], P(£[o,t])) is defined for a process t  -»  Ar[0it] G D,s[0,oo)

8
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tha t describes the entire path o f the signal up to tha t tim e at each given point 

in time £. Necessarily, is Markov.

Functionals defined on path-space are o f the form <I> : D s[0 ,oo) —» E, and 

could be used to approximate the expectations o f ind icator functions as be­

fore. However, the domain o f the path-space generator cannot consist solely of 

bounded, continous functionals. They are, in general, bounded and measurable 

instead, tha t is, elements o f B (D s [0, oo)), as w ill be explained in Section 2.2 

in the discussion after Proposition 2.32. Because of this, a new collection of 

approxim ating functionals is required tha t are only bounded and measurable, 

not bounded and continuous, and can approximate ind icator functions on the 

set D s[0, oo).

A candidate approxim ating collection is defined as follows. Let {Jm} m>i, 

where I m =  { £ i , . . . , £ m} C [0 ,oo), be a dense timepoint mesh (as given in 

Defin ition 3.15) and let irt be the projection function from £>s[0,oo) to S at 

time £ given by 7rt (Ar ) =  X t . Then, define the functionals <I>/m : Ds[Q, oo) —» E

by

* r m (X ) =  tpx fa ,  (X )) • • • p m(7rtm ( X ) )  (1.12)

for some functionals ipi £ 'D(C), where T>(£) is the domain o f the non-path- 

space operator for the signal X .  Next, define D (£ [0it]) to be the linear span of 

functionals o f the type <I>/m and take £ [0|t] to be an appropriate set o f operators 

on J3(D5[0, oo)) defined on ©(^[o.t]). Again, a subcollection Ad C B (D S[0, oo)) 

w ill be required tha t is rich enough to separate p robab ility  measures.

Since i t  is no longer the case tha t M. C ^ ( ^ [ O ,  oo)), Theorem 3.4.5 from 

[9] can no longer be used. Some new theory needs to be developed, potentia lly  

w ith  new requirements on the weak generator (£ ,£> (£)) o f the signal tha t w ill 

ensure properties o f (£[o,t], X>(£[o,i])) such tha t p robab ility  measures on paths 

can be separated.

1.2 Notation and preliminaries

The set N w ill always be taken to include zero, tha t is, N =  { 0 , 1 ,2 , . . . } .  When 

zero is to be excluded, the notation is N+ =  {1 ,2 , . . . } .

9
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The pair (S, Ts) w ill be used to denote a topological space, while (E , ds) 

w ill denote a m etric space. For metric spaces, Te is the topology generated by 

(E , d/j). The notation B(S) refers to the Borel cr-algebra generated by Ts on 

any topological space S.

D e f in it io n  1.1. Suppose tha t (E , c/e) is a metric space. Then the m th product 

m etric space E m is the collection { ( . t i,  . . . , x m) : Xi E E  for i  =  1 , . . . ,  m }. The 

metric on this collection is
m

d { { x i , . . . , .xm), ( y i , . . . , ym)) =  'Y ^d E {x i ,y i ). (1.13)
i = 1

I t  is possible to put a topology on a space which is constructed as the arbi­

tra ry  product o f another topological space, and this underlying space need not 

even be a metric space. Th is canonical topology, called the product topology, 

w ill be assumed in product spaces (especially 1R00) unless otherwise noted.

D e f in it io n  1.2. I f  (S, Ts) is a topological space and J  is some index set, the 

product topology on SJ, denoted Ts j , is defined to be the topology generated 

by the basis

=  {{a ; E SJ : xj{ E Uj { , 1 <  i  <  m } : m  E N+, j u . . .  , j m E J }  . (1.14)

This defin ition is compatible w ith  the defin ition o f product m etric spaces 

in tha t the product m etric defined in equation (1.13) generates the product 

topology on (E ,d E )m■ In addition, even for a countably in fin ite  product, i f  

the underlying space E  is a metric space then so is the product space E J.

P ro p o s it io n  1.3. Suppose SJ is a product space on the topological space 

(S, Ts)- Then the net x a —> x  in  SJ i f  and only i f  x aj  —>■ x j in  S fo r  all

j  G J-

P ro o f:  Suppose x a —>• x  in SJ. Then for any j  € J  and any neighbourhood 

Uj o f Xj in S, the set V  =  {.r € SJ : Xj E U j}  is a neighbourhood of x in 

the product topology, so there exists an A  such tha t a  >z A  => x Q € V  => 

x aj  E U j, and thus x aj  —> X j.

Now suppose x aj  —> Xj for all j  E J  and let Ox be a basic neighbourhood 

o f x  in SJ . Then Ox =  { . t  E Sj  : x.jt E Ujn 1 <  i  <  m }  for some m  indices

10
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i i i  • • •jm  £ J • Let A i be such tha t a >z A i =$■ x aj { G U j., 1 <  i  <  m. Then 

there exists an A  such tha t A  b  Ai, 1 < z < m, so tha t a  >z A  =>■ xa G Ox, 

and xa —> re in SJ. H

For this reason, the product topology is often called the topology of point- 

wise convergence.

Basic to the analysis o f probabilities on topological spaces is the considera­

tion of functionals mapping these spaces into the real line. Recall the following 

definitions for functions and functionals on a metric space E.

Definition 1.4. A  function f  : E S is continuous w ith  respect to the 

topology Ts on S if, for each set U G Ts, f ~ l (U)  G T e • For a functiona l 

f  : E  —> R, continuity refers to the topology generated by the Euclidean 

metric on R; tha t is, a functional /  is continuous if  for a ll U  which are open 

in R under the standard topology 7 r, f ~ l {U) G Te-

Definition 1.5. A  function /  : E  —» 5 is measurable w ith  respect to the 

cr-algebra S  on S if, for each set A  G S, f ~ l {A)  G B{E) .  For a functional 

/ : £ ' —> R, measurability refers to the Borel cr-algebra on R; tha t is, a 

functional /  is measurable i f  for all A  G B(R), f ~ l (A)  G B (E ).

Note tha t all continuous functions are (Borel-)measurable.

Definition 1.6. A function /  : E  —>• S is bounded w ith  respect to the metric 

ds on S i f  there exists an M  >  0 for which d s { f { x ) , f ( y ) )  <  M  Vx , y  G E. For 

a functional /  : E  —> R, boundedness refers to the Euclidean metric on R.

Im portan t classes o f functionals are given specific identifications.

Definition 1.7. The collections M(E), B(E), C(E), and Cb{E) denote re­

spectively the measurable, bounded and measurable, continuous, and bounded 

and continuous functionals /  : E  —> R.

Recall also tha t the suyremum norm  ||• H^, defined by

l l / l l o o  =  s u P l / ( - T ) l>  ( L 1 5 )
x &E

11
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is a well-defined (fin ite) norm on B ( E ) and Cb(E). Under this norm, B ( E)  

and Cb{E) are complete, th a t is, {B(E) ,  IM I^) and (Cb{E ), ||-H^) are Banach 

spaces.

Once product spaces have been formed, i t  is often im portan t to examine 

one ind iv idua l component o f an element in the product. Sometimes, a fin ite 

number o f components need to be referenced. In these cases, a notion of 

projection  provides access to  the element or elements o f the basic space.

D e f in it io n  1.8. I f  SJ is a product space on the topological space (S, Ts), then 

the projection  7Xj : SJ - *  5  for j  G J  is given by TXj(x)  =  X j  for a ll x  G SJ. 

For any fin ite  set o f indices j  1 , . . .  , j m in J, the fin ite-dim ensional projection 

S’"  *s defined to be the element (x ju . . .  , X j m) for all x  G SJ.

Projections from a product space w ith  the product topology have extremely 

nice topological properties.

P ro p o s it io n  1.9. The fin ite-dim ensional projection  7Tj, : SJ —>• Sm is

both continuous and measurable in  the product topology.

P ro o f: I f  U  is an open subset o f Sm, say U  =  {x  G Sm : Xi G Ui, 1 <  i  <  m } 

for some m  G N+ and U \ , . . . ,U m G Ts, then

nh l , i J U ) =  { *  e SJ : x ii  £ U i , l < i < m }  (1.16)

is a basic set in the product topology, so tha t 7 is continuous. Since

7Tj,.... j m is continuous, i t  is also measurable. ■

By tak ing  m  =  1 in the above proposition, single-dimensional projections

7Tj are also proved to be continuous and measurable.

The next proposition introduces a mathematical object tha t w ill have a 

central role in this thesis.

P ro p o s it io n  1.10. I f  g j : S  -»  R fo r  j  G J, and T : S -4  E'7 is defined by 

r fr)  = 11 j ejOj ix) ,  then

i )  T is continuous i f  and only i f  gj is continuous fo r  each j  G J.

12
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i i )  r  is measurable i f  and only i f  g j is measurable fo r  each j  £ J.

P ro o f:  F irst, both forward im plications follow from the continu ity or mea­

surab ility  o f the composition 7Tj o r(.7;) =  Qj(x).

For the reverse im plication in the continuous case, assume tha t all o f the gj  

are continuous, tha t is, tha t for a ll j  £ J , V  £ 7 r  =>■ g j x(V ) £ Ts- Then 

take any U  £ IBr j ,  the standard basis for the product topology in IK'7. The 

set U  can be expressed as {a; £ E,; : Xj. £ [/;, 1 <  i  <  m }  for some m  £ N+ ,
m

j i ,  - - - d m C  J, and Uu • • •, Um £ 7 r, so r - l (C/) =  f |  g j. \U i)  £ TS-
1=1

I f  each of the gj is measurable, then to show tha t T is measurable, i t  is 

enough to show tha t inverse images of the measurable rectangles are in 

B(S), since the measurable rectangles generate B(IK'/ ). Let

A =  { x  € R J : X j{ £ A it 1 <  i  <  m }  (1-17)

for some m  £ N+ , j \ , . . . ,  j m £ J, and A \ , . . . ,  A m £ B(R) be such a mea­

surable rectangle. Then, s im ila rly  to the above argument, B  £ 0 (E ) =>
m

gJ x{B)  £ B(S) for each j  £ J, and so r - 1(/l) =  f )  g f x{Ai )  £ B(S). ■
i = l

For now, note tha t i f  each of the component functions gj o f T are contin­

uous, and i f  the inverse o f the function T is defined and is continuous, then 

T is a homeomorphism  from S to r(S), tha t is, a continuous mapping w ith  a 

continuous inverse.

13
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Chapter 2

Convergence and 
Homeomorphic Techniques

2.1 Weak convergence

One of the core notions o f modern filte ring  theory is the concept o f an approx­

imate f ilte r , tha t is, a class of filters indexed by n such tha t as n increases, the 

approximate filte r associated w ith  n converges, in some sense, to the optim al 

filter. Approxim ate filters are useful in situations in which the optim al filte r 

cannot be readily implemented in a computer a lgorithm . The notion o f con­

vergence used, however, needs not to be so strong tha t no computable task 

can converge. The weak convergence o f p robab ility  measures is an appropriate 

type of convergence for this requirement, and weak convergence therefore plays 

a central role in filte ring  theory.

D e f in it io n  2.1. I f  P  is a probab ility  measure on the topological space (S, Ts) 

(w ith  Borel sets P(S')) and {P ,i} is a sequence of p robab ility  measures on 

the same space, then Pn converges weakly to P, w ritten  w k-lim  P„ =  P  or

for measures P  and functionals / .  I t  is also said tha t P  is the weak lim it of 

{P n}. In the literature, weak convergence is often denoted by Pn =>„_>oo P.

Pn ^  P , i f  Pnf  -> P f  for all /  G Cb(S). Here

(2.1)
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Recall tha t the standard notation is to supress the dependence of the Borel 

sets on the topology of the space, so tha t B(S) w ill be the Borel sets generated 

by the topology Ts of the topological space (5 ,7s), unless otherwise indicated.

To deal readily w ith  the probability  measures, i t  w ill be helpful to select 

those which are from a nice class.

Definition 2.2. A probab ility  measure P  on a topological space (S, Ts) is 

regular i f  for every A £ B(S) and every e >  0, there exist a closed set F  and 

an open set G  such tha t F  C A  C G and P (G  — F ) <  e, 

or equivalently,

a p robab ility  measure P  on a topological space (5 ,7s) is regular if, for every 

A  £ B(S),
P{A)  =  in f {P { G)  : G D  A, G open} (2.2)

and

P(A)  =  sup { P { F )  : F  C A, F  closed} . (2.3)

I t  is good tha t regular p robab ility  measures are the norm, especially in 

common topological spaces, as in the following result.

Proposition 2.3. I f  E  is a metric space, then each probability measure on E  

is regular.

The proof, stated in different language, is in B illingsley (1999) [5] as The­

orem 1.1.

Recall tha t p robab ility  measures on a topological space (S, Ts) are defined 

on the Borel sets of S, so tha t for measures P  and Q, P  =  Q means that, for 

a ll B  £ B(S), P { B )  =  Q(B) .  Since all of the p robab ility  measures required 

for the application w ill be regular, the following proposition provides a useful 

characterization of the equality of such measures through the use o f functionals 

on the space. This w ill be the basis for all later work to differentiate probab ility  

measures.

Proposition 2.4. I f  P  and Q are regular probability measures on a topological 

space (S', Ts) and Q f  — P f  fo r  a ll f  £ Cb(S), then P  =  Q.

The proof is in Theorem 1.2 o f Billingsley (1999) [5].

15
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Definition 2.5. A set A  in B(S) is a P -continu ity  set i f  P( dA)  =  0.

Note tha t DA is closed and so i t  is Borel-measurable. Also, OS =  0 , so 

for all p robab ility  measures P, S is a P -continu ity  set. For m etric spaces, the 

following theorem relates the definitional characterisation o f weak convergence 

using functionals w ith  characterisations using measurable sets.

Theorem 2.6 (AlexandrofF’s “Portm anteau” Theorem ). I f  Pn and P

are probability measures on the metric space (E , d jf), then the fo llow ing are 

equivalent:

i)  w k -lim P n =  P.
n —>oo

i i )  Pnf  —» P f  fo r  a ll un ifo rm ly continuous f  € Cb{E).

Hi) lim  sup P „F  <  P F  fo r  a ll closed sets F .
71-100

iv ) l im in fP „G  >  PG  fo r  a ll open sets G.
n->oo

v) PnA —> P A  fo r  a ll P -continu ity  sets A.

This useful result is proved in B illingsley (1999) [5] as Theorem 2.1.

The v ita l notions of w hat i t  means to be convergence-determining and

separating are made precise in the next definition.

Definition 2.7. Let A  be a subclass o f B(S) tha t includes S and let P , Q,

and {P „ }  a ll be probab ility  measures on S. The subclass A  is a separating

class if, for all P  and Q,

P A  =  QA  VA e A  => P  =  Q , (2.4)

and A  is a convergence-determining class if, for a ll {P n}^Lo anc^

PnA —> P A  V P-continuity sets A e A  => Pn P. (2.5)
n->oo

Also, i f  M  is a collection of functionals on S, then M  is separating if, for all 

P  and Q,

P f  =  Q f  V f  £ M  =* P  =  Q, (2.6)

and M . is convergence-determining if, for all {P n}^=o anc^

P n f ->  P f  V /  € M  => Pn P- (2.7)Tl-¥OQ

16

Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.



E x a m p le  2.8. By Proposition 2.3, the closed sets o f a m etric space are a 

separating class and, by an argument on pages 17 and 18 of B illingsley (1999) 

[5], the open sets o f a separable metric space are a convergence-determining 

class.

An easy corollary o f Proposition 2.4 is tha t the bounded continuous func­

tionals on a metric space are a separating collection, and by the defin ition of 

weak convergence, this collection is also convergence-determining.

The above examples are o f very large, general collections of sets and func­

tionals tha t possess the qualities almost or entirely by defin ition. However, 

they do suggest a relationship between the two illustrated concepts which is 

stated in the following proposition.

P ro p o s it io n  2.9. I f  every probability measure on S is regular, then any class 

o f sets which is convergence-determining is also separating, and any collection 

o f functionals which is convergence-determining is also separating.

P ro o f: Suppose A  is convergence-determining and tha t P A  =  Q A  for a ll A  G 

A . Let {Pn}“ 0 sequence for which Pn =  Q Vn 6 N. Then tr iv ia lly

PnA  -> P A  for all P -continu ity  sets in A , and then, since A  is convergence- 

determining, P„ P. By definition, for all /  G Cb(S), Pnf  - *  P f ,  which
71—>00

means tha t for all /  G Cb(S), Q f  =  P f .  By Proposition 2.4, P  =  Q.

The final portion o f the above proof, along w ith  the defin ition o f weak 

convergence, proves the case for collections of functionals. ■

More illum ina ting  examples o f separating and convergence-determining 

classes can be found among the fin ite-dim ensional sets.

D e f in it io n  2.10. The fin ite-dim ensional sets fo r  E°° are defined by

< ■ . * . «  (2-8)

for finite-dimensional projections 7t y , k i , . . . , k m G N, and Borel sets H  

in P (E m).
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P ro p o s it io n  2.11. The fin ite-dim ensional sets on R°° are a convergence- 

determining class, and the projections on R00 are a convergence-determining 

collection.

This is Example 2.4 in B illingsley (1999) [5] for sets, and the extension to 

projections is clear.

D e f in it io n  2.12. The space C [0 ,1] is the space o f real-valued continuous 

functions on the set [0,1]. The fin ite-dim ensional sets fo r  C [0 ,1] are defined

by

<2-9)

for finite-dimensional projections 7T*, ar>d sets H  ” i 3 ( Rfc).

P ro p o s it io n  2.13. The fin ite-dim ensional sets on C [0 ,1] are a separating 

class, but are not a convergence-determining class, and the same holds fo r  the 

collection of projections.

For the proof, see Example 1.3 and Example 2.5 in B illingsley (1999) [5]. 

This is an example o f a separating class (collection) tha t is not a convergence- 

determ ining class (collection), proving tha t the two concepts are not equiva­

lent. The subtlety o f weak convergence in function spaces is largely due to 

this discrepancy. Much of the work o f Chapter 3 is to resolve this d ifficulty.

The final theorem in this section allows useful transformations of weak 

convergence from one space to another i f  the two are linked by a continuous 

function, or at least, one tha t is nearly continuous.

D e f in it io n  2.14. For a measurable function h, let D tl be the set o f its discon­

tinuities.

T h e o re m  2.15 (M a p p in g  T h e o re m ). I f  Pn and P  are probability measures 

on S, Pn A  P, and P (D h) =  0, then Pnh~ l A  P / r 1.
71— kO O  71—> C O

This is Theorem 2.7 in B illingsley (1999) [5].

As a consequence o f the Mapping Theorem, convergence of probability  

measures on a product space (wi th the product topology, as is conventional in 

this thesis) implies the convergence of all finite-dimensional d istributions on 

tha t product space. For the space R00, the converse also holds.
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P ro p o s it io n  2.16. I f  {P „ }  and P  are probability measures on R°°, then 

Pn P  i f  and only i f  Pnn r l / ——> P n T X i fo r  a ll fin ite-dim ensional pro-
n —>00 .......... .. n ->  oo 1

jections 7r/, from  R°° to , or equivalently, i f  and only i f  the convergence

holds fo r  a ll fin ite-dim ensional projections no,...,k o f the f irs t k +  1 coordinates 

of elements o/M °°.

The proof is given in Example 2.6 in B illingsley (1999) [5], w ith  the equiv­

alence a consequence o f Theorem 2.8(ii) from the same source. This Theorem 

2.8(ii) from [5] implies that, when the space is separable, the weak convergence 

for single-dimensional d istributions o f a sequence is equivalent to weak conver­

gence for a rb itra ry  finite-dimensional d istributions of the sequence, and also 

equivalent to weak convergence for all in itia l finite-climensional d istributions 

o f the type Pn^ o X..,k-

2.2 Measures on function spaces

Recall from Section 2.1 tha t the space C [0 ,1] was defined to be the set of 

continuous real-valued functions on [0,1]. This defin ition can be extended to 

include functions on [0,1] tha t take values in a metric space E.

D e f in it io n  2.17. For any m etric space (E ,d ;̂), the space C E{0,1] is defined 

to be the set o f all continous functions on [0,1] tha t take values in E. This 

space is metrized by the uniform  metric  or supremum norm

d ( x , y ) =  sup dE{x(t),  y{t )) .  (2.10)
«e[o,i]

I f  {X j,  t  G [0 ,1 ]} is a continuous random process on the p robab ility  space 

( f t , P , P )  tha t takes values in E,  then X( w)  is an element of CE[0,1] and 

X t =  n tX  € E , where 71\  is the projection of Defin ition 1.8. I f  the element of 

C e [0,1] describes the m otion o f some object o f interest over the tim e t =  0 to 

t  =  1, then i t  w ill often be called the path o f tha t object.

Note tha t the topology defined on CE[0,1] C E^0,1̂ is not the subspace 

topology of the product topology on i?l0,1l. A  new topology has specifically 

been defined by the uniform  metric. Since this is a new topology, topological 

properties must be assessed anew.
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Proposition 2.18. I f  the metric space (£7, c//?) is separable and complete, then 

the metric space C e [0, 1 ] with the uniform metric is separable and complete.

This is proved in B illingsley (1999) [5] in Example 1.3 for the specific case 

of E  =  R, and the generalization is clear.

Proposition 2.19. The projections irt : Cj;[0,1] —» E  are continuous fo r  each

t e [  o, i].

Proof: Let B ( a ,  £ i) , for some a G E  and e\  >  0, be an open ball in the base for 

the topology T e  on E,  and let y  G i r f l ( B( a ,  eq)), so tha t d /j(y (f) ,a ) <  Sj. 

Now let £ 2  =  £1 — d E { y { t ) , a ) ,  let Oy =  {.t € C*i5;[0 , 1] : d ( x , y )  <  £2 ) 1  and 

note tha t

x  G Oy =*> dE{x { t ) ,y { t ) )  <  e2

=> dE{x{t), a) <  dE{x{t), y ( t))  +  dE{y { t) ,a )  <  £1

=> x £  i r f l (B (a ,£ i) ) .  (2-11)

Since Oy is an open set such tha t y G Oy C n f x (B(a, £1 )), and y  was 

arb itrary, the set n f l (B(a, S i)) is open in C e [ 0,1] and 7rf is continuous. ■

Proposition 2.20. The collection o f projections {n t : t  G [0,1]} is separating 

on Cr[0, 1].

This is given in B illingsley (1999) [5] in Example 1.3 for finite-dimensional 

sets, and the extension to finite-dimensional projections is clear. Note tha t 

i t  is v ita lly  im portant to understand tha t this collection o f projections is not 

a collection of functionals unless E  =  M. To obtain functionals on Ce[0, 1] 

from projections, i t  is necessary to compose the projections w ith  functionals 

( j ) E  —̂ M.

To handle discontinuous paths, some notion of reasonable discontinuity is 

required. I f  the paths could take any value in, say Rt0 , ll, then a number of 

pathogenic cases could occur. The following defin ition restricts the disconti­

nuities in a common way.
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D e f in it io n  2 .2 1 . A  function /  : M —> E  tha t is, at any point x  G R, continu­

ous from the right at x  and has a lim it which exists from the left at x  is called 

cadlag (continu a d ro it, lim ites a gauche). I f  the domain of the function /  is 

the set [u, u], and the function satisfies the continu ity and lim it  properties at 

every x  € [u, w], then the function is said to be cadlag on [u, ?;].

Definition 2.22. For any metric space (E ,d ^ ), the space D e [0 ,1] is defined 

to be the set o f all cadlag functions on [0,1] tha t take values in E.

Note tha t no metric was defined on D e [0,1] in the above definition. I t  is 

d ifficu lt to arrange for a m etric on the cadlag functions tha t w ill have useful 

convergence properties; the naive definition using the uniform  metric w ill suffer 

from the following circumstance.

Exam ple 2.23. Let x (t)  =  and x n(t) =  be elements of

D r[0 ,1 ]. Note tha t the lack of righ t continuity at the po in t 1 is irrelevant, 

since only the space [0,1] is at issue. For all n, there exists a point t  € ( 1  — ^ , 1 ) 

such tha t

|.T (i)- .x -„( f) l =  l> (2-12)

so tha t x n cannot converge to x  in the uniform  metric.

This is unfortunate, since i t  seems that the functions x n are getting close 

to x  in some sense, in particu la r i f  the parameter t  is taken to be tim e and the 

evaluation of the tim ing  o f events is understood to be imperfect, say, because 

o f process noise. A  new metric for D /;[0 ,1] tha t fixes this problem is the 

Skorohod metric.

D e f in it io n  2.24. Let A be the collection of s tr ic tly  increasing, continuous 

functions from [0,1] onto [0,1]. Then the Skorohod metric  on the space Db[0, 1] 

is defined by

d[o,i](x,y) =  in f {su p  lo g ^ — —  V s u p d E(a:(t) -  y ( X t ) ) \  . (2.13)
[ s e t  t -  s t J

The argument tha t the function so defined is a metric is outlined in B illings­

ley (1999) [5] on pages 124 to 126. The Skorohod metric defined here w ill al­

ways be used as the m etric in the space D /j[0 ,1]. Note, again, tha t the product
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topology has been exp lic itly  abandoned in favour o f the topology generated 

by the Skorohod metric.

W hile  the Skorohod m etric looks horrible, i t  reduces to a nice metric on 

spaces in which discontinuities are not an issue.

Proposition 2.25. The Skorohod metric applied solely to elements of C e [0,1] 
is equivalent to the uniform metric.

This is in Billingsley (1999) [5] in the discussion on page 124.

As in the case for C e [0,1], i f  the underlying space E  has tractable properties 

then they transfer over to the space D e [0 , 1 ].

Proposition 2.26. I f  the space (E ,d E ) is a complete separable metric space 

then the Skorohod metric on D e [0,1] is separable and complete.

This is Theorem 12.2 in Billingsley (1999) [5].

Proposition 2.27. I f  (E ,d E ) is a separable metric space then the f in ite ­

dimensional sets i r ^ 1 t H  fo r  H  € # (1 ^ )  are separating on D e [0,1] and the 

projections on D/,;[0, 1 ] are measurable and, i f  E  =  R, separating.

The proof is given in Theorem 12.5 in B illingsley (1999) [5].

The previously defined spaces C e [0,1] and D e [0 , 1 ] only allow functions 

which, i f  the parameter t  is taken to be time, exist for some fin ite  duration 

and are then done. I f  there is no preconceived end point for a random process, 

i t  needs to reside in a larger domain.

Definition 2.28. For any metric space (E, ri/j), the space D e [0, oo) is defined 

to be the set o f all cadlag functions on [0, oo) tha t take values in E.

This is a simple extension of the definition of D e [0, 1] to an in fin ite  time 

horizon. However, a new Skorohod metric is required on £>e[0,oo). F irst, let 

D e [Q, m] be, as one would expect, the collection of cadlag functions on [0 , m] 

for integers m, and define an analogous Skorohod metric as follows.

Definition 2.29. For each m  G N+, let Am be the collection o f s tr ic tly  in­

creasing, continuous functions from [0, m] onto [0, m], and define the Skorohod 

metric on the space D e [0 ,  u i } by

d[a,m](x,y) =  in f {su p  lo g ^ — —  V sup dE{x{ t )  -  y ( A f ) ) l  • (2.14)
A€Am  ̂s < t  t, —  s t J
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D e fin it io n  2.30. For each m G N+ , define

1 i f  t <  m  — 1 ,

9m(t) — < m  — t i f  m — l < t < m ,  (2.15)

0 i f  t >  771,

let x m be the element o f D E[0, oo) defined by x m(t) =  gm(t )x ( t ) for a ll t >  0, 

and define the Skorohod m etric on D E[0, oo) by
OO

< w * . V) =  E  2"m(t'm I1*-!/”) A !)• (2-16)
rn = l

T ha t this is a metric is proved in Billingsley (1999) [5] on pages 166 to 168. 

Nice properties from the underlying metric space E  also transfer to the new 

space D E[0, oo).

Proposition 2.31. I f  the space (E ,d E) is a complete separable metric space 

then the Skorohod metric on D E[0, oo) is separable and complete.

This is Theorem 16.3 in B illingsley (1999) [5].

Proposition 2.32. I f  (E , dE) is a separable metric space then the fin ite- 

dimensional sets 7rt“ l tkH  fo r  H  G /3(Kfc) are separating on D e[0,oo) and 

the projections on D E[0, oo) are measurable and, i f  E  =  R, separating.

The proof is given in Theorem 16.6 in Billingsley (1999) [5].

Note tha t on D E[0 ,1] and on D e [0 ,oo), the projections are only measur­

able, rather than being continuous. This is because projections at the exact 

tim e of a jum p  in the process are not necessarily continuous. I t  is for this rea­

son tha t the weak generator of a cadlag historical process must be defined on 

the set o f bounded functionals, rather than bounded continuous functionals.

2.3 Homeomorphic m ethods

One of the core techniques o f this thesis is to operate w ith  a subset o f one 

o f the basic collections o f functionals, but a subset tha t is rich enough to 

m aintain some property or condition tha t is true for the entire collection. The 

follow ing definitions are o f such useful subsets o f functionals on a topological 

space (5 ,7s)-
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D e fin it io n  2.33. Let the collection M  C  M(S).

i) M  separates points (SP) i f  for any x ,y  £ S  w ith  x  ^  y there is a g € M  

for which g(x) /  g{y).

i i)  M  strongly separates points (SSP) i f  for every x  £ S  and neighbourhood 

Ox of x, there is a fin ite  collection {< /i,. . .  C M  such tha t

iii)  M  is pointwise convergence determining (PW CD) i f  for any net C

S and point x £ S, whenever g(xi) -> g(x) for a ll g £ M ,  necessarily 

Xi —> x in S.

The concept o f SSP is introduced in E thier and K urtz  (198G) [9], and the 

concept o f PW CD is introduced in B hatt and Karandikar (1993a) [3], although 

B ha tt and Karandikar label the ir defin ition o f PW CD w ith  the name SSP. This 

quirk w ill be explained subsequently.

Note tha t “separation” and “convergence determ ining” in these definitions 

have no necessary connection w ith  the separation o f p robab ility  measures and 

determ ination of weak convergence in Defin ition 2.7. (A  connection is possible, 

but i t  w ill not be detailed in this thesis.)

Exam ple 2.34. Take d to be the distance function of the m etric space (5, d), 

let gx : S —>■ R be defined by gx (y) =  d (x ,y ),  and define the collection M  by 

M  =  { gx} X£s• Then the collection M  SP, SSP, and is PW CD.

Exam ple 2.35. Let S  =  C ([0 ,1]) w ith  the usual convention tha t d ( f ,g )  =  

j | /  — fflioo- Define 7rx ( / )  == f ( x )  for all x  £ [0,1] and /  £ S and let M  =  

{7TI } ie [0 i]. Then, i f  / ,  _</£ 5  and f  ^  g there exists an x  £ [0,1] for which 

f ( x ) ^  g(x ), tha t is, 7Tx( f )  Trx (g), so that M  SP.

Now let /  =  0, the zero function on [0,1], and define

lni  1-9'(-T) ”  Slid)I >  o.
y $ O x

(2.17)

i f  0 <  x <  h

f n{x) =  < 2 — nx  i f  £ < £ < ! •  

0 i f  -  <  a; <  1n —  —

(2.18)
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Note tha t these functions are all in S and tha t | | /n — /U ^  =  1 i n .  Suppose 

tha t M. were to SSP. Then for /  =  0 £ S given above, and a neighbourhood 

taken small enough to exclude all of the there would have to be a fin ite 

collection { 7rXl, . . . , -KXk]  C M. such tha t m in max \irXl{ f )  — nXl( f n)\ >  0. But 

i f  x t =  niin i i ,  then there exists an N  such tha t <  .r», and so 7rx,(//v ) =  

0, 1 <  / <  k, a contradiction. So M  does not SSP. Also, f n(x) -»  0 =  f ( x )

i x  £ [0 ,1 ], tha t is, irx {fn) ~ > K x{f)  i x  £ [0 ,1 ], but f n ~ * f  in S, so M  is not 

PW CD.

Recall tha t a topological space (S, 7s) is T\ if, for a ll x  and y  in S such tha t

x  ^  y, there exists a neighbourhood Ox GTs  o f x  such tha t y ^  Ox. Note that 

a metric space E  is always T \. The following proposition states that, not only 

is i t  possible to SSP or be PW CD w ithou t SP, but in fact SP is a consequence 

o f SSP and PW CD.

P ro p o s it io n  2.36. Suppose S is a T\ topological space and let M  C M (S ).  

i)  I f  M  SSP, then M  SP.

i i )  I f  M  is PWCD, then M  SP.

P ro o f:  I f  M  SSP, then for any x  € S and any neighbourhood Ox o f x, there 

exist an e >  0 and a fin ite  collection { f / i , . . . ,  f/ .̂} C M  such tha t

max |5 ,(.r) -  gt(y)\ <  e => y € Ox. (2.19)

So i f  y  7^ x  then, since S is T x, there is an Ox such tha t y 0  Ox, and then 

one of the above functions gi w ill satisfy gi(x) ^  Qi{y).

Now, say tha t M  is PW CD and let x, y £ S w ith  x y. Let Xi =  y, i i .

Then since 5  is 7 \, Xi x, so tha t by the defin ition o f PW CD, 3g £ M

such tha t g(x i) g(x),  tha t is, g(y) ^  g(x). ■

The following fundamental theorem unites the apparently unconnected

concepts o f SSP and PW CD.

T h e o re m  2.37. I f  M  C M (S ) ,  then M  SSP i f  and only i f  M  is PWCD.
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P ro o f: Suppose M  SSP; i t  is the case tha t any net {.ra } which does not 

converge to a point x  cannot satisfy the condition tha t g(xa) g(x), \/g £ 

M ,  so tha t M  must be PWCD. To see this, let x  £  S  and let the net 

{•^a}aej  C S be such tha t x a x. Then there exists a neighbourhood Ox 

o f x, an e >  0, and a fin ite  set {<71, . . . ,  gk} C M. such tha t for any )3 £ J, 

there is an a >z /3 satisfying x a Ox, and then

max \gt {xQ) -  gt(x)\ >  £ >  0. (2.20)

So, not a ll o f the functional values {</0r)}gG,vi are converging, and thus SSP 

implies PW CD.

The reverse im plication w ill be proven w ith the contrapositive. Suppose that 

M  does not SSP, that is, there exist a point x  £ S and a neighbourhood Ox 

o f x  for which all fin ite collections {<71, . . ., <7* }  from M  satisfy

{.<7i , . . . , g k} C M  =» in f max ^ ( . r )  -  <7,(77) \ =  0. (2.21)
y&Ox l</<*

I f  M  is finite, then taking {<71, . . . ,  <7jt} =  M  and choosing a sequence of 

points {j/nlnLo *n S \ O x such tha t max \g(x) — g{yn)\ <  £ generates a
'/SA'f

sequence for which g(yn) —> g{x), V77 6  M ,  but yn x, so tha t M  is 

not PW CD. So, assume that M  is in fin ite.

Define a directed set (J, ■<) by taking J  to be the collection o f fin ite  subsets 

o f M  and ordering by inclusion, that is, i f  aa and a? are both fin ite  subsets 

o f M  then a x ■< a.i i f  a x C 0 2 - Next, define a net {y a} aej  on S as follows: 

i f  a  £ J  is a subset w ith  k elements, say a  =  {g  1, . . . ,  <7* } ,  then choose ya 

to be an element o f S \ O x such tha t max \gi(x) — gi{ya)\ <  Naturally, 

such an element exists since in f max \gi{x) — gi{y)\ =  0.
y&Ox

Now, for any g £ M  and any e  >  0, take /? £ J  such tha t g £  /? and 

[3 contains a fin ite number K  >  ~e of functions in M .  Then a y  P =*■ 

|<7(x) -  g(ya)\ <  <  £, and thus g{ya) <7 (0;). However, ya x, since

2/a & Ox, Vcr £ J. So <7 (7/0 ) -> <7(.-r), V<7 £ M ,  but ya -/♦ x, and thus M  is 

not PW CD.

W hether fin ite or in fin ite, M  is not PW CD, so the contrapositive is shown; 

tha t is, PW CD implies SSP. ■
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This explains the term inology o f B ha tt and Karaclikar in the ir 1993 papers. 

In  those papers, B ha tt and Karandikar also introduce and make use of a 

homeomorphism between d ifficu lt spaces S and subsets o f R°°, working out 

difficulties in R00 and then passing the managed objects back in to S. The 

following is a version of a proof tha t the ir methods are viable.

T h e o re m  2.38. Suppose S is T\ and M  C  C(S). Then r ( x )  =  {^(.7;) } oG>vi 

a homeomorphism between S and T(5') C R/V< i f  and only i f  A4 is PWCD. 

P ro o f:  F irst, suppose tha t T as defined above is a homeomorphism between S 

and r (S )  C R /V<, let {.T j}ie/ be any net and x  be any point in S, and suppose 

tha t g(xi) —>■ g(x), \/g G M .  Let Ox be any neighbourhood o f x. Then 

r(Ox) is an open neighbourhood of r ( :r )  in  T (5 ) and, by Proposition 1.10,

{tf(a;i)}3e,vt - *  =  r (;r) in K"VI> so tliere exists a d e 1 sucl‘ tlia t
i  b  j  => ^  r ( O x) =>• x>i G Ox- So {x  i } ieI converges to x  in 5,

and thus M  is PW CD.

Next, suppose tha t M  is PW CD and define T as above. This function T is 

continuous since each component function g G M. is, and T -1 is well-defined 

because M. SP by Proposition 2.36. I t  only remains to show tha t T _1 is 

continuous. Assume tha t r(.i;j) —> T(.r) for some net and point x

in S. Then necessarily g (xn) —» g(x), Vg G M ,  and thus x n —» x  since M  

is PW CD. So T -1 is continuous and V is a homeomorphism between S and 

r ( 5 ) c R ^ .  ■

Note tha t the above proof tha t M  is PW CD requires only tha t V~l be 

continuous, and also note tha t i f  M  is PW CD then T-1 is continuous regardless 

o f whether M  C  C(S) or Ad C D(S). So, i f  the condition tha t M  C C {S ) is 

reduced to M  C D (S ), then it  remains true tha t T has a continuous inverse i f  

and only i f  M  is PW CD.

Naturally, M  C  C(S)  strongly separating points is also equivalent to the 

above function T being a homeomorphism because of Theorem 2.37. Because 

of this, a proof o f this statement is s tric tly  unnecessary, but to complete the 

circle o f ideas an explic it proof w ill be provided. F irst, some lemmas w ill be 

required which are also relevant to later results.
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D e f in it io n  2.39. For any fin ite  subcollection { < / i , gk] =  M k  C M  C 

M (S )  define the (M k,s )-ba ll about the point x, B M k{x,e), by

e) =  |z / € 5  : m w  \gt {x) -  gt{y)\ <  £ J . (2 .2 2 )

The following lemma provides a convenient equivalent defin ition o f SSP.

L e m m a  2.40. The collection M  C M ( S ) SSP i f  and only i f  fo r  each x and 

neighbourhood Ox of x, there exists a f in ite  subcollection {g \ , . . . ,  gk} =  M k  C 

M  such that B M k(x,£)  C Ox.

P ro o f: I f  M  SSP, then by definition, for each x  G S and neighbourhood Ox 

o f x  there is a fin ite  subcollection {</ [ , . . . ,  g^} =  M k  C M  such tha t

in f max |gi{x) -  gfiy)\ >  0, (2.23)
y<tOx l < l < k

or equivalently, by taking an e value equal to this infimum, there exists a

collection {<71, . . . ,  gk} =  M k  C M  and an e >  0 such tha t

max |<7,(.t) -  gfiy) \ < e  => y G Ox. (2.24)

This is the statement tha t B M k{x,e) C Ox.

For the reverse im plication, let x  be in S, let Ox be a neighbourhood of 

x, and let { g \ , . . . , gk] =  M k  C M  be the fin ite collection for which, by 

hypothesis, B M k(x,e) C Ox. Then for any y £  Ox, also y 0  B M k(x,e), so

tha t max |gfix) — gi(y)\ >  £■ Since this is true for any y $  Ox,

m f max \gi(x) -  g,{y)| >  £ >  0, (2.25)
y & O x !</<«

so tha t M  SSP. ■

D e f in it io n  2.41. Define the sets by

Bm =  { B M k(x, e) : M k  C M , M k  fin ite ,x  G S,e >  0} . (2.26)

L e m m a  2.42. For any M  C M (S ) ,  the sets Byvt fo rm  a basis fo r  a topology

Tm  on S.
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P ro o f: To show tha t is a basis, i t  is necessary to show tha t for any 

B\  and P 2 in B,vj, and any x  E B\ n  I?2, there exists a e B,n sucli 

tha t x E  Bz C  B x D Z?2. So, let B M k i{xx,e x), w ith  M kl =  {</i, • • • , 9 k t } ,  

and BM k i(x.2 ,E2 ), w ith  =  { h i , . . . ,  /i*2}, be in Mm - Suppose tha t x E  

BMkl (.'Cl,6Ti) f l  BMk2(x2,£2 ), tha t is, tha t

max |<7i(.i?!) -  fji(x)\ <  e{ and max \hi{x2) -  hi(x)\ <  e2. (2.27)

Define

£ =  ( e\ -  .max ) -  0 /(3 ) | ) A (<r2 -  max |/i( (.r2) -  h ,( x ) \ ]  , (2.28)
\  / V /

;  f « ,  : 1 < i < * ,  _ (22g)

( //(/_/;,) : k\ +  1 <  / <  k\ +  fc2 

and M k  — { / 1 , • • •, /fc,+fc2}- Then

x  E  B M k(x,e) C (®i>ei) H (®2 , £2 ), (2.30)

so B ^i is a basis. ■

For obvious reasons, the sets B,vt w ill be called the basis generated by M ,  

and the topology Tm  w ill be called the topology generated by M .

L e m m a  2.43. I f  M  C M (S )  SSP then the topology Tm generated by the basis 

is f ine r than the topology Ts, that is, Ts C  Tm-

P ro o f: I t  suffices to show tha t for each x E  S and neighbourhood Ox of x, 

there exists a B e  Tm such tha t x  E  B  C  Ox. So, taking an x E  S and 

neighbourhood Ox, there exists by Lemma 2.40 a fin ite  collection M k  C M  

such tha t B M k{x,£) C Ox, and this set is in the basis tha t generates Tm- ®

T h e o re m  2.44. Let (S , Ts) be a 7 \ topological space and suppose M  C M (S )  

and that T : S -4  is defined by F(.t) =  {o {x ) } gSM- Then r ( s )  has a 

continuous inverse T_1 : T (5 ) —► S i f  and only i f  M  SSP. Further, F is a 

homeomorphism i f  and only i f  M  C C(S) and M  SSP.
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P ro o f: F irst, suppose M .  SSP. Then by Proposition 2.36, M  SP, so T 1

exists. By Lemma 2.43, 7s C Tu< so T-1 is continuous.

Next, suppose T has a continuous inverse. Take any x  G S and neighbour­

hood Ox o f x. Since T _I is continuous, r(Ox) is open in RA'( . Now, the sets 

{7 7  G : %  G B {a h e t ) , l  <  I <  k }  for g\ , . . . ,gk G M ,  au - - - , a k G M, 

and £i , . . . ,£fc >  0 form  a basis in the product topology on M'v<, so there 

exists a set G =  {r j G : ggi G B(a,[,ei), 1 <  / <  k }  C r(Ox) such tha t 

r(.7;) G G. Thus

in f max |(r(m-))fl, -  >  0, (2.31)
£ $ G l < l < k  M M

or equivalently,

«?c in</<l “  •<7̂ r_1 ^  I >  ° ‘ 2̂‘32^

Then, since r -1 (G) C Ox means tha t £ 0  G =>• T - l (£) ^  0 X)

in f max \gi{x) -  gi{y)\ >  0, (2.33)
y £ O x \ < l < k

so tha t M  SSP.

I f  i t  is already known tha t T -1 is continuous, then, by Proposition 1.10(i), T 

is a homeomorphism if  and only i f  each component function g is continuous, 

tha t is, i f  and only i f  M .  C C(S).  ■

Given a collection M  C M (S )  tha t m ight not SSP, i t  is s till possible to 

define a topology Tm  through the basis B,vf o f (.A4fc,e)-balls as defined in 

equation (2.26), although it  may be tha t (S,Tm ) w ill be s tr ic tly  coarser than

(S,Ts).

D e f in it io n  2.45. A  function p on a space E  is a pseudometric i f  p is a metric 

except tha t p may have points x ,y  G E  for which p(x, y) =  0 bu t x  7  ̂y.

E x a m p le  2.46. Let S =  C ( [ 0 , 1]) and define nx( f )  =  f ( x )  for a ll x G [0 ,1 ] 

and /  G S', as in Example 2 .35 . I f  x \ , . . . ,  x k G [0 ,1 ] then

k

p ( f , g) =  5 3  k * , ( / )  -  7TX, (g) | (2.34)
(=1
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is a pseudometric on S: i t  is clearly positive and symmetric, and the triangle 

inequality holds since i t  holds on each o f the k dimensions. However, any two 

Functions tha t are identical at the points x i , . . . , X k  but differ elsewhere w ill 

have /p-distance zero.

D e f in it io n  2.47. For M  =  {jf/jt}^ l0 C M (S )  define the countable M-pseudo- 

metric p m  by
OO

Pm( x ,  V) =  ^ 2  ~  9k{v)I A 1). (2.35)
fc=o

The following proposition shows that i f  M  is countable, then the countable 

.Ad-pseudometric generates a topology identical to the topology generated by 

M .

P ro p o s it io n  2.48. Suppose M  =  {<?fc}fcL0 c  M (S ) .  T IwuTm  equal to TPm, 
the topology generated by the open balls in  the countable M  -pseudometric pM-

P ro o f: Define

B pm (-r > s) =  { y e S  : pM {x, v) <  e} . (2.36)

Then =  { B PM(x,e) : x  G S, £ >  0} is a basis for the topology o f open 

balls generated by p m - By the defin ition o f and o f and by the t r i ­

angle inequality, for every x e B  € B,vt there exists a BM k(x,e) G B,vt 

such tha t B M k(x,e) C B,  and for every x € B  € BPM there exists a 

B PM(x ,e ) G BPA1 such tha t B PM(x,e) C B. Thus, to show tha t TPm  and 

are equal, i t  suffices to show tha t for each x  G S, fin ite  M k  C M ,  and 

e >  0, there exists a 5 >  0 such tha t B PM(x,5) C J3,vtfc(.7;,£:), and tha t for 

each x  G S  and £ >  0, there exists a fin ite  M k  C M  and 5 >  0 such that 

P/VU (•'£) ^) C B pM (.T, s).

So, first, let x  G S, M k  =  {Sk>, ■ ■ ■ ,fJkm} C M ,  and £ >  0. Let N  =
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max ki +  1 and let 5 =  2 N(e A 1). Then
K l < m

v e b pm ( ^ s) =► p m  (®> y) <  3 
00

=> £ 2" ‘ ( M I )»‘ M I A 1 ) < 2 - w( e A 1)

=»

A.-0 
m

£ 2- "  (te ,W  -  a ,M l  a 1) < 2- w(e a 1)
1= 1

=*■ max |0fc,(a;) -  </*,(i/)| <  £ A 1 <  £
l</<m

=► 2/ 6 BM k(x,e). (2.37)

Next, le t x  E  5  and £ >  0. Let N  e N be such tha t 2 ~ N  <  | ,  let .M/v =
N

{5o ,5 i, • • • ,5w}> and le t J =  f .  Note tha t Y  2~k8 <  <  f  anc* ^ iat
fc=0

OO
Y  2 ~ k  =  2 ~ N  <  §. Then y  E  5) =* max |5 fc(x) -  5fc(z/)l <  <*, so

k = N + l  0<k<N
tha t

OO

Pm {x i V) =  Y l 2~k ~  9k(y ) \ A l )
k = 0

N  oo

= ^ 2 2 ~ k ( \ 9 k { x )  -  g k ( y ) \  A l )  + X  (l5fc( )̂ “ 5fc(y)l A l )
k= 0 i= A r+ l

W 00

<  5 Z  2_fc«y +  J ]  2 ~ k

k = 0 Jt=Ar+ l

<  §  +  |  =  e. (2-38)

and s o  y  E  jBPu (.t, e). ■

If, in addition, M  SP, then the countable .Ad-pseudometric contains a lo t 

of additional structure.

P ro p o s it io n  2.49. I f  M. =  {5a.-}£1o ^  M {& )  an(l  M. SP, then p,vj is a metric  

and M  SSP on (S, 7Jvi).

P ro o f: Suppose x  ^  y E  S. Then, since M. SP, there exists a j  E  N such 

tha t f f j ( x )  ^  Q j ( y ) ,  so tha t
OO

P m ( x , v )  =  J 2 2 ~ k ( \ 9 k ( x )  -  g k { y ) \A  1) >  2 ~ J { \ g j ( x )  -  g j { y ) \  A 1) >  0.
* = 0

(2.39)
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Thus, p m  is a metric. Now, for any x € S, the basis element B x G is 

defined by

B x =  BM k(x,e) =  j?/ € S : max |gt{x) -  (ji{y)\ <  e j (2.40)

for some e >  0 and {<71 , . . . , . %}  =  M k  C M ,  so there tr iv ia lly  exists this 

fin ite  subcollection M k  C M  tha t satisfies the requirement B M k{x,£) C B x 

o f Lemma 2.40. ■

E x a m p le  2.50. Let S =  R00 and let <7* =  TXk, k 6 N. The collection n =  

{ 7r/t} ^ . 0 C M (S )  generates a topology %  which is identical to 7r°°, the product 

topology on R°° w ith  the standard topology. To see this, note tha t for any 

fin ite  M k  C 7T, the (A4jt,e)-ball is open in the product topology, and tha t for 

any open set B  =  {.i: € R00 : x.kj S Ukp  1 <  j  <  m }  in the product topology 

and x  G B, an e can be chosen so tha t B {x k j,e) C Ukv  1 <  j  <  m, so that

B M k { x , e )  =  \ v  6  K 00 : max^ {x) -  irk j (y ) | <  e |

=  |  y e R°° : max \xh -  yk | < e ) c B .  (2.41)

Further, let pn be as given in equation (2.35). Then, by Proposition 2.48, 

“Tir =  Tp„,  so tha t Tp„ =  7 r» . Since the projections separate points on R00, by 

Proposition 2.49, pn is a metric. Because (R°°, 7roo) is complete and separable, 

(R00, Ptt) is a complete, separable metric space.

One final useful lemma is provided here. Recall from basic topology tha t 

a topological space is second-countable i f  i t  has a countable base.

L e m m a  2.51. I f  S is a T\ second-countable topological space, M  C C(S), 

and M  SSP, then there is a countable collection {gk}kL0 C M  that w il l also 

SSP.
P ro o f: By the homeomorphism o f Theorem 2.44, the collection defined in 

equation (2.26) forms a basis for Ts- However, since S is second-countable, 

any basis contains a countable basis (see, for example, [15, exercise 4-1.5]), 

so only a countable number o f the elements o f M  are required, say {<7fc}£l0-

■
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Note tha t the countable collection {<7/t}*l0 ’n Lemma 2.51 can be taken 

closed under (countable) m u ltip lica tion  or addition i f  the containing collection 

M  is closed under these operations.
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Chapter 3

Separation of Historical 
Processes

3.1 Preliminary theorems

Three basic theorems are listed here tha t are of use in the proofs in this chapter. 

The first, Tychonoff’s Theorem, allows the construction o f compact spaces as 

a product o f compact spaces.

T h e o re m  3.1 (T ych o no fF ). Any product of compact spaces is compact. 

P ro o f:  See Theorem 12.4 o f [10]. ■

The Stone-Weierstrass theorem allows the approxim ation o f continuous 

functions on a compact Hausdorff space /C by functions from some subalgebra 

o f C(/C). In order to understand this theorem, i t  is necessary first to define 

the term algebra.

D e f in it io n  3.2. An algebra over R is a vector space A  over R which has 

a m u ltip lica tion  defined between its elements such tha t i t  is m u ltip lica tive ly 

closed and that, for any f , g , h  £ A ,  ( /  • g) • h =  f  ■ {g ■ h ) , ( f  +  g) • h =  

f  ■ h +  g ■ h, and /  • (g - f  h) =  /  • g +  /  • h, and for which scalars c £ R satisfy 

c ( f  ■ g) =  (c f ) • g =  /  • (eg). A  subalgebra o f an algebra A  is a subset o f A  

which is itse lf an algebra under the same addition and m u ltip lica tion  as A .
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The algebras this thesis is concerned w ith  are those of functionals over 

a topological space, tha t is, algebras w ith in  M(S), Cb(S), and such. The 

following example is canonical.

E x a m p le  3.3. The collection o f functions C(S)  forms an algebra over R if, 

for f , g  £ C(S), { f  +  g)(x) =  / ( :x) +  g(x) and ( /  • g){x) =  f { x )g (x )  for all 

x  £ S. This is the algebra o f pointuhse addition and multiplication.

T h e o re m  3.4 (S to n e -W e ie rs tra ss ). Suppose that 1C is a compact Haus- 

dorff space and A  is a subalgebra of C(IC) uihich includes a non-zero constant 

function. Then A  is dense in  C(/C) i f  and only i f  A  separates points on 1C.

P ro o f: The proof is in many textbooks, for example, see Theorem A in section 

36 of Simmons (1983) [18]. ■

The next result provides an amazing and powerful method to map measures 

on complete, separable m etric spaces to each other.

T h e o re m  3.5 (K u ra to w s k i) .  Let (E i ,d \ )  and (E2, d2) be complete, separable 

metric spaces. I f  A x £ B (E t ) and </>: A i —»• E2 is measurable and one-to-one, 

then A 2 =  d>{Ai) £ B {E 2) and </>- 1  is a measurable function from  A 2 onto

P ro o f: See Theorem 3.9 and Corollary 3.3 o f Chapter I  o f Parthasarathy 

(1967) [16]. ■

3.2 Main results

The two main theorems of this chapter provide sufficient conditions for collec­

tions o f functionals to be convergence-determining and to be separating. They 

generalize results in E tliie r and K urtz  (1986) [9], specifically Theorem 3.4.5. 

A  number o f lemmas w ill be required to prove the first theorem.

L e m m a  3.6. I f  G C R°° and the values of G in each component are bounded, 

then G is compact.
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P ro o f: For each k , le t Rk(G) be the closure o f the range of values for the k tU 

coordinate o f G, tha t is,

Rk(G) =  { x k : x  6 G} C 1. (3 .1)

Then Rk(G) is compact for each k, so tha t their product Rq(G) x  R\ (G ) x  • • • 

is compact by Tychonoff’s Theorem, Theorem 3.1. Since G  is closed and

D e f in it io n  3.7. I f  G C E°°, define a G-enlarged Dorel set A  C M°° by A =  

B U S ',  where B  E B (G ) (using the subspace topology) and B ' n G  =  0 . Also, 

define the G-enlarged Borel a-algebra Q to contain all G-enlarged Borel sets.

Note tha t, since B  C G  and B ' C (M00 \ G ) ,  the two components B  and 

B '  o f the decomposition o f a given enlarged Borel set w ill be unique.

L e m m a  3.8. The G-enlarged Borel a-algebra Q is a a-algebra.

P ro o f: A  verification o f the axioms o f a er-algebra follows.

i) I f  B  =  0  E  B(G) and B '  =  0  (which satisfies 0 f l G  =  0 ) ,  then B l l B '  — 

0  EG.

i i)  Let A E  G, say A  =  B  U B ' w ith  B  E  B (G ) and JS' n  G =  0 . Then

iii)  Let {A ,,}  C G, say A n =  BnUB'n w ith  Bn E B(G) and B'nC\G =  0. Then

G C Ro(G) x R \{G ) x ■ ■ ■, G is compact.

Ac = (B U B')c =  B c n (B')c 

=  ((G \ B ) U  Gc) n(GU B"), where B" fl G =  0  

= ((G \ B ) n ( G u  B")) u (Gc n (G u  B")) 

= ((G \B ) f lG )U  ((G \ B ) n  B") u (G° n G) u (Gc n B") 

= ( G \ B )  U B" E  G, Since G \ B  E  B(G). (3.2)

OO oo oo 00

(J A, = = U B»U U 6 S. (3.3)
n = 1 n = l  n = l  n = l

since U “  i Bn E  B{G) and ((J~  t B'n) n G = 0 .
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L e m m a  3.9. I f  G  G 0 (R °°), then the G-enlarged Borel a-algebra includes the 

Borel sets on M00.

P ro o f: Let / I  be any set in £?(R°°). Then A =  (.4 f l  G) U (/I \  G), where 

A D G G B{G) and ( A \ G ) n G  =  0 .  Thus, B{R°°) C Q. ■

Recall tha t the restriction /  of a function /  : S -4  T  to the subset So C S is 

defined by the values f ( x ) =  f ( x )  for a ll x  G Sq. I f  (S, Ts) is a topological space 

w ith  Borel sets B(S), then by the argument on pages 243-244 o f Billingsley 

(1999) [5], whenever So € B(S) and (So, Ts0) is given the relative topology it  

follows tha t B(S0) C B(S),  so tha t restriction can be defined for probab ility  

measures on B(S).

L e m m a  3.10. Let (S, 7s) be a topological space and let {P n}^Lo ani  ̂ ^  ^e

probability measures defined on (S,B(S)). Let So G Ts, assume that P„(So) =

P(So) =  1 fo r  all n G N, and define the topological space (Sq,Ts0) to have

the relative topology. I f  \ P n \ and P  are the restrictions o f  {P n }^ l0 and P
t J n=0

to the space (Sq,B (S o)), then Pn -^4  P  in  (S, 7s) implies that Pn -^4  P  in
n —>oo 7i—>oo

(So,7s0)-

P ro o f: Take Go =  G  f l  So to be any open set in S0, where G  is open in S. 

Then PnGo =  PnG  and PGo  =  PG, so that

lim  in f P „G  >  PG  =4* lim  in f PnG0 >  P G 0, (3.4)
n —>00 n->oo

and the result follows by the Portmanteau Theorem, Theorem 2.6. ■

T h e o re m  3.11. Suppose (S, 7s) is a T\ separable topological space and M. C 

G(,(S) satisfies M. SSP and M. is closed under multiplication. Then, M. is 

convergence-determining; that is, fo r  all P  and Pn which are probability mea­

sures on S,

Pn9 - * P g , \ / g e M  =» Pn ^ 4  P. (3.5)
71—>00

P ro o f: By Lemma 2.51, the collection M  can be assumed w ithou t loss of 

generality to be countable, say M  =  {gk}^=o- Now, using Theorem 2.44
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define the homeomorphism T : S —> T (5) C K°° by P(.7;) =  {go{x), g \{x ) , . . . )  

and endow G =  T (5 ) w ith  the subspace topology.

Given any probab ility  measures P, Pn on (S ,B(S)),  use them to define new 

probab ility  measures Q and Qn on (G, B(G)) by Q =  P V ~ l and Qn =  Pnr -1 . 

Next, let Q be the extended Borel cr-algebra formed from G and define 

p robab ility  measures Q  and Qn on Q by =  Q {B ), Q n(A ) =  Qn(B), 

where A  is the extended Borel set w ith  first component B  G B(G).

Since the functions {gk} are bounded, by Lemma 3.6, the closure K  =  G is 

compact. Let K  f l  Q =  [ K  f l  A : A  G Q} and note tha t B (K )  C K  f l  Q C Q. 

Then Q and Qn define, by restriction, probabilities on B ( K ) by Q (A 'n / l)  =  

Q(A)  and Q „(/P  f l  / l )  =  Qn{A ) which are equal to Q and Qn on B{G). 

Using the facts tha t G C K  and G G Q, note tha t Q(G) =  Q ( K ) =  

Q(G  U (K  \  G )) =  Q(G) =  1, and Q{I<  \  G) =  0, and s im ila rly  for Qn.

Now, since Q =  P r -1 , Q n =  Pnr -1 , T is continuous, and Js gkdPn -> 

f s gkdP by hypothesis, by change o f variable

I  KkdQn =  [  7rkdQn =  I  7Tkd Q n =  [  ft °  r ' 1d ( P „ r ‘ )
J k  J g  J g  J g

=  [  gkdPn -> [  gkdP 
Js Js

7rkdQ (3.6)

for each projection function nk : R00 —> K. Since M. is closed under mul­

tip lica tion , by the same argument as in equation (3.6) but using the ixk, 

such tha t gkl ■ gk2 =  gk. , JK (nkt ■ irk2)dQn -> f K {nkl ■ TTk2)dQ for each pair 

o f projection functions 7Tjt, and irk j , and sim ila rly  for higher orders o f m ul­

tip lica tion . As well, [ f< 1 dQn =  1 —> 1 =  f K IdQ. Thus, by linearity o f the 

integral,

[  f  oTTfc,....kjdQn [  f  °  nku...,k jdQ (3.7)
J k  J k

for all polynomials /  in  j  variables (from among the countably many pro­

jection functions) on W .

Let F  =  TTo,...,j{K) C RJ+1; then, F  is compact because the projections are 

continuous and by Tychonoff’s Theorem, Theorem 3.1. The polynomials are
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a subalgebra o f C ( F ) tha t include the constant functions and SP, so by the 

Stone-Weierstrass Theorem, Theorem 3.4, they are dense in C (F ). Thus, 

for any g G C(,(RJ+1), there exists a polynomial /  defined on F  such that 

sup |/(3;) — g(:r)| <  e. I f  the function g is restricted to F  then, because g
xSF
has Qn-measure zero outside o f F,

sup
n 6 N

J ' Q d Q n TTq j  J  f d Q n f f 0 ,...,: <  £

and s im ila rly

< £.gdQir0<} j  -  ^

Therefore, by the triangle inequality and equation (3.7),

for a ll g G Cf,(RJ+1), so tha t

Q n ^ o . l j  Q * o , l , j' ,J n ->oo 1 °

(3.8)

(3.9)

(3.10)

(3.11)

on RJ+1 for each j  G N. That is, the finite-dimensional d istributions of 

Q n converge to Q, so tha t by Proposition 2.16, Qn Q on R°°. Then,
n —>00

since Qn{ K ) =  Q ( K ) =  1, by Lemma 3.10 (w ith  S =  M°° and So =  K ) ,  

Qn Q when restricted to K .
n~>co

Now take any un ifo rm ly continuous functional h on G. I t  has a uniquely 

defined continuous extension h 011 K , and then Qnh =  Qnh —> Qh  =  Qh  on 

G. Since Q =  P T -1 , Qn =  P „ r _ l , and T _1 is continuous, by the Mapping 

Theorem, Theorem 2.15, Pn P. ■
n->oo

The above theorem and proof idea is taken from a preprin t o f a paper by 

Douglas B lount and Michael Kouritz in .

L e m m a  3.12. I f  M  =  {<7a,-}*L0 ani  ̂M  SP, then each g G M  is

continuous on the metric space (S ,p m ) and on (S,Tm ) i specifically, M  C

C {S ,Tm ) =  C {S ,TPm).
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P ro o f: F irst, Pm  is a m etric and Tm  =  TPm  by Proposition 2.48 and Propo­

sition 2.49. Let the e-ball B(a, e) be in the base for the standard topology on 

R, and take any gk £ M .  Note tha t g f l (B (a ,e ))  =  {y  £ S  : \a — gk(y )I <  e}- 

Now let x  £ g f l (B (a ,£))  and let J be such tha t 0 < 5 < e  — |n — tffc(3:)|. 

Then, i f  |<jffc(.i;) -  gk (y) \  <  8,

1“  -  9k(y) \ <  |1 -  <7*0*01 +  \9k(x) ~  9k{y)\ <  |o -  <7*(a;)| + e  -  |a  -  =  e,
(3.12)

so tha t y £ g f  ‘ (13(a,e)), and thus

£ {» }(*>  <*) =  {y  £ S : \gk(x) -  gk(y)\ <  <5} C gk l (B (a ,e )) .  (3.13)

Since B {gk) (x, 8) £ Tm  and x  was any element o f g f x{B(a, e)), g f l (B(a, e)) £ 

Tm  =  Tpm ■ ■

This last proof is very s im ila r to the proof o f Proposition 2.19.

P ro p o s it io n  3.13. Suppose (E ,d E) is a complete, separable metric space, 

vVf =  {<7fc}£lo c  M{E)> M  SP, and pM is the countable M-pseudometric of 

Definit ion 2.47. Then B {E ,dE ) — B ( E , p m )-

P ro o f: Define T : (E ,d E) -> (M00, p^) by r(.-r) =  {gQ{x), g{ { x ) , . . . ) ,  where

(R°°,Pj-) is the complete, separable metric space defined in Example 2.50.

By Proposition 1.10, T is measurable, and since M  SP i t  is one-to-one, so 

by Kuratow ski’s Theorem, Theorem 3.5, for any A  £ B(E , dE), r ( A )  £ 

B(Wa ,p 1f), and also T-1 : ( r ( E ) , p n) —> (E ,d E) is Borel measurable. Add i­

tionally, since M  is countable and SP, by Lemma 3.12 T is continuous from 

(E, p m ) to (R°°, Pk), and by Proposition 2.48 and Proposition 2.49 M. SSP 

on (E ,T m ) =  {T ,T Pm)- By Theorem 2.44, T is a homeomorphism between 

(E, pM ) and (r (F ) ,p ,r ) .  Thus

B (E ,d E) =  { r ~ l (B )  : B  £ ^ ( r ( E ) , p , ) }  =  B (E ,p M ).  (3.14)
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Theorem  3.14. Suppose (E,cln) is a complete, separable metric space and 

M  =  {flfcltLo c  B (E )  satisfies M  SP and M  is closed under multiplica­

tion. Then, M. is a separating collection; that is, fo r  all P  and Q which are 

probability measures on S,

Pg =  Q g , V g z M  =» P =  Q. (3.15)

Proof: First, define the countable A4-pseudometric pM as in Defin ition 2.47. 

By Proposition 2.48 and Proposition 2.49, (E ,p m ) is a m etric space, Tm =  

TPm, and M  SSP on (E ,Tm )-  Also, each g e M  is continuous on (E ,T m ) 

by Lemma 3.12. Since M  is bounded, this means tha t M  C Cb(E, Tm)- 

Now, by Theorem 3.11, M  is convergence-determining on (jE,Tm),  and so 

by Proposition 2.9, M  is separating on (E ,T m )•

Suppose by hypothesis tha t Pg =  Qg, Vg G M .  Then, since M  is sepa­

ra ting  on (E ,T m ), P  =  Q on B {E ,T m )  and thus on B (E ,T Pm). Then by 

Proposition 3.13, P  =  Q  on Thus, M  is separating on (E, c/#).

■

Definition 3.15. I f  I m =  { t \ , . . . , t m}  C [0, oo) for a ll m e  N+ , An C Im+1
oo

for a ll m, and (J I m is dense in [0,oo), then the collection {Tm)m=o ' s a
m = l

dense increasing mesh of timepoints. For brevity, this w ill be shortened to 

dense timepoint mesh. Such an object is often called a partition increasing to 

the identity , but note tha t in this defin ition the tim epoints in the mesh need 

not be ordered, tha t is, there is no requirement tha t £; <  t j  for i  <  j .  (See 

Remark 3.18 below.)

W ith  these two main results, i t  is now possible to proceed w ith  the con­

struction o f the compound functionals tha t w ill provide the separating class 

for p robab ility  measures on spaces of cadlag paths.

Definition 3.16. Let C be a collection o f functionals on E,  and define the 

functional ip : E m -+  K  by

y (z )  =  y>i(3 1 ) ^ 2 (3 2 ) • --Vmizm) (3.16)
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for some fixed p i , . . . , i p m € C and each variable 2  =  (z{, . . . ,  zm). T lien 

'■ ^ e [0 ) ° ° )  the functional ip evaluated at the timepoints is

defined as

U , i m( x)  =  (P { ^ t i ( . x ) , . . . , r r tm( x ) )  =  ¥>i(7rt | ( a : ) ) - - - ¥ » m (7rtm(a; ) ) ,  ( 3 . 1 7 )

where the £,• are those from the tim epoint mesh /,„ . The notation ip € Cm is 

used to denote tha t the functional ip is formed from functionals ip\ , . . . ,  ipm € C.

The overall purpose is to have a collection o f functionals defined on the 

fin ite  dimensional d istributions of elements x € D E[0 ,0 0 ), where the particular 

tim epoint coordinates from which projections are formed are taken from the 

increasing mesh { / m}m=o-

P ro p o s it io n  3.17. Suppose C C Cb(E) and let M. be the collection of func­

tionals M  =  { f v,rm ■ n i  € N+ , ip € Cm]  fo r  some dense timepoint mesh 

{ / m} “ =1. Then the following holds:

i)  The collection M  C B (E ) .

i i )  I f  C is countable, then A4 is countable.

in )  I fC  is closed under multiplication, then M  is closed under multiplication.

iv) I f  C contains the constant 1 functional and SP on E, then M  SP on

D e [Q, 0 0 ).
P ro o f:

i) Each 7rti is measurable by Proposition 2.32, and each ip, is measurable, 

so each ip, o irti is measurable and fin ite products o f such functionals 

are measurable. Further, for any ip, each of ip i , . . . ,  ipm is bounded, so 

the ir fin ite  product is bounded.

ii)  F irs t, countably index M  by the number m  of points in the tim epoint 

mesh. For each such m, there are associated a number o f elements in 

M. given by the card ina lity  o f C, which is countable, to the power of 

this m, the number o f timepoints to select an element o f C from, which 

is fin ite. So M  is exhausted by associating w ith  each m  a countable 

number o f elements o f M , and so all o f M  is countable.

4 3
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i i i)  I f  and / 7i/„ are in M  then, assuming w ithou t loss o f generality 

tha t n >  m,
m  n

SvJm ' Uln (X) = U,Im (X)fyJn (*) = H  P i fo  (*)) Y [  7i fa))
( = 1  1=1

m  n

=  n  7 iK ( ® ) )
i = l  i= m + l
m  7i

=  I I  y i M x))> (3-18)
i = l  i = m + l

so tha t f Vtlm ■ f lJn E M .
O O

iv) Let x y € Z?e[0,oo), say x (t)  ^  y(t)  at some t. Since (J I m is dense
m ~  1

in [0,oo), there exists a subsequence { t nfc}StLi o f the tim epoint mesh 

tha t converges to t  from the right. Since both x  and y are continuous 

from the right and x(t.) ^  y(t) ,  there exists a f* >  f such tha t

t < s < t , = >  |z (S) -  i/(s)| >  (3.19)

Then, there exists a I<  G N+ such tha t t  <  t ni< <  £*, and then x ( tnK) ^  

y ( tnK). Let n  =  n /<-• Since C SP, there exists a ip, G C such tha t

¥>*(*»,. 0*0) +  <P*(*tn{v))-

Given this particu la r n and let f  € M  be f vj n where

ip =  1 • 1 • • • 1 • </>*. (3.20)

Note tha t there are exactly n functionals ipi in this product, and it  is

exactly at coordinate n in / „  tha t the above property o f ipt is true.

Then

U,!n (X) =  (a)) 7“ <P4*tn(v)) =  fv,ln(v), (3‘21)

so this is a functional in M  tha t separates x  from y.

U

R e m a rk  3.18. From the note in part (iv) above, there is no need for a set 

o f functionals -1 • • • 1 at the end of the defin ition o f ip (as may be required in 

other developments in which the timepoints in the mesh are ordered).
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Chapter 4 

Conclusion

4.1 Application to the m otivating problem

In  the second submarine tracking problem, the discontinuities in the signal 

model and the requirement for historical filte ring because of the observation 

model complicated the trad itiona l filte ring problem. Instead of needing a 

collection of functionals from Cb(S) which could separate probab ility  measures, 

the collection from the new problem was only known to be bounded, tha t is, 

to be a subset o f B (D s [0, oo)). However, by using the weak generator for the 

signal (C ,V (C ))  and the results from this thesis, i t  is s till possible to use this 

collection o f bounded functionals to separate probab ility  measures.

In particular, require o f the signal model tha t V {C )  C C\,{S), and tha t 

T>(C) is countable, closed under m ultip lica tion, contains the constant 1 func­

tional, and SP on S. Then take some dense tim epoint mesh ,, and

find by Proposition 3.17 tha t the collection M  =  {/p,/,,, : m  G N+ ,</j G Cm} 

satisfies M  C B (S )  and M  is countable, closed under m ultip lica tion, and 

SP on D s [0,oo). So, since (S,ds ) is a complete, separable metric space, by 

Theorem 3.14, M  is a separating collection on £>s[0, oo).

Once a separating collection of functionals is available, filte ring  equations 

can be constructed and this collection can be used in determinations o f unique­

ness.
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4.2 Summary

An in itia l filte ring problem was introduced which was tractable using known 

methods, but was then extended to a second filte ring  problem in which the 

published methods were not sufficient to begin the process o f form ing a solu­

tion. In  particular, no method was available to separate p robab ility  measures, 

tha t is, distinguish one from another, using only a collection o f functionals 

available from the problem definition.

A fte r outlin ing  the problem and providing some background notation and 

definitions, the essential notion of weak convergence was introduced and de­

veloped for function spaces including D E[0, oo), the space o f cadlag paths 011 

the set [0 ,0 0 ). The properties o f collections of functionals were then explored, 

particu la rly  focussed on the notions o f separating points, strongly separat­

ing points, and being pointwise convergence determining, and the connections 

between these concepts. Some propositions tha t were im portan t to later devel­

opments were here introduced, including useful knowledge about the basis 

and the pseudometric p m ■ Most im portantly, the homeomorphism T inspired 

by B lia tt and Karandikar was explained and related to the other concepts.

In the core o f the thesis, three fundamental theorems from TychonofT, Stone 

and Weierstrass, and Kuratowski were provided and used to prove the two main 

theorems. The first theorem, using the homeomorphism T, described condi­

tions under which a collection of functionals on a topological space would be 

convergence determining. These conditions were too s tric t to be used d irectly 

in the application; however, the second main theorem used this weak conver­

gence under stringent conditions to prove tha t a collection would be separating 

under less severe requirements.

These latter, separating requirements were satisfied in  the second filte ring 

problem, showing tha t probab ility  measures on paths in the space in question 

could be determined from each other, and allowing the possibility o f continuing 

the process of defining filte ring  equations and attem pting  to approximate these 

equations.
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4.3 Future possibilities

Having a collection tha t w ill separate probab ility  measures is only the first 

step towards constructing an applicable filte r for a given problem. The next 

main task is to find further useable conditions under which a collection w ill be 

convergence-determining, so tha t a start can be made to proving the existence 

o f solutions to various filte ring  equations. The results from Chapter 3, in 

particu la r the two main theorems, provide a basis from which such work could 

proceed.
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