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w*iﬂ o . Abstract
'Conventional PID controllers are used commoniy in induétry,
‘ Hdwever, ﬁndef various circumstances such ‘as  changing
"prdcéssf'qonditions, the PID loop does not necessarily
ﬁérform ih:an ;éptiﬁal' manner, and retuning . may then be
"reqUired;'-Considerin§-<the 'férgc‘ number of PID loops in
industrial plénts, ah,adap;ive séhémé, that allows - the PID-
loops tque autbméfically‘tuned to accomodatevchanqes in the-
prpééss and/or the'énvironmenf, is highly desirable.
" This fhesis derives an adaptive PID(PI) controller from
the syhfhesis of classical pole-placement design techniquéxﬁ

and modern control theory. The resulting controller has the

~~

following features: o .

1.. It is structurally and mathematically equivalént
Eo a conventional discrete PID(PI)-controiler.

2. 1It- ensures both asympfotit servo and régulatéry
proberties bf the resulting closed-loop system
in the 'presence of setpoint changes, noise
and/or unmeasurable sustained load disturbances.

3. "It allows the, use of adaptive feedforward
‘control to iﬁprdve the closed-loop regulapofy
respohse in the presence of .measurable
‘aisturbanées. )

% 4. It can Handle unknown and constant or varying

time delay systems. . . \
5. ‘It is‘algorithhﬁcally impliqif.

6. Its parameter esgémation routine combines -the



\ i
§
‘\ s

\computationalfy efficient and numerically stable
U-D - factorization method with a variable

QOrgetting factoqf
7. It provides two on-line tuning parameteré: a
desired elosed-looo pole location, and a valoe
tO\form the variable forgetting factor. / -
The algo%ithm ‘is implemented on a HR—1OQO‘éigital
computer to 'éontrol. the _temperature of a stirred—tank
heater, whlch X&as al'varlable time delay. The evaluations
focus mainly on ‘the initial parameters to start the
algo?ithm< and épe controller parameters Results from both
51mu1at10n and experlmentatlon show the: superlor performance

of the adaptlve PID(PI) controller as cbmpared to the fixed

{gain PID(PI) controller. The adaptive PID@XI) controller is
f

ixed gain PID(PI)

. . R . \ )
controller, particularly when retuning is oﬂfen required.

1i 2 \

therefore a logical  alternative to the

vi -
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1. Introduction

ﬁ.1 Introduction

When tﬁé system mode} is known, a vast array of
standard design techniqﬁeg can be employed .to generate
different ‘control stfategies. Often, however, the system
model 1is. only partially known or eVén completely unknown.

The design tedhniques then may incorporate some form of

on-line parametér estimation technique. This leads to
(- .

adaptive, or self-tuning control schemes.

With an adapﬁive or self-tuning algorithm, the

‘controllsr parameters are continuakly updated from the

estimates of ‘the model parameters. An adaptive control

system is therefore defined as a control*~sysﬁém - which can
[ ’ . '

adjust its conﬁroller:settings automatically, in such a way
, @ ' . _
as to accomodat? changes in the process it controls or its

environment. |
This chapter briefly outlines .the historical
development of adaptive controllers, the different adaptive

désign techniques, and the developments in adaptive PID

. control, P .

-

1.2 Adaptive Control

The concept of adapfive control sygteﬁ.sﬁas .first
introdubed in the late 1950's. The idea of model reference
adaptive control (MRAC), for instance, was originally

- .
proposed by Whitaker, Yamron and Kezer [1958] and that of
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self-tuning regulator (STR) by Kalman [1958];1Classical
linear controllers were ~ found to giQe satisfactory
performance only at a single operating conditibn. Mo;ivated’
mainly by the deéign of autopilots for high pénformanqé
aircraft and rockets over a wide range of flightﬂcondifions,
researqh‘oﬁ adaptive control was very active i; the late

1950's. This enthusiasm soon diminished due to poér hardware -

insufficient theory to fully analyze and understand such

During the 1960's many new control theories were

<

introduced. .Among them were state—space‘based‘méthodé such
as linear QUadraéig gaussian ﬂ(LQGj éechnique§, stabiliéy
theory,'stochastic'controi theofy, system identification and
parameter estimation. Development of tﬁesg»theories has 1led
to a better understénding of thev design and operation
principles’of adaptive control systems, and provided the
backbone to sdme of the more recent developments in adéptive
‘control. -

Revived “interest ih‘aéaptive'bont;ol, howevér,,did not
begin until the major: step forwérd made by Rstéém and
| witténma:k [1973] in self-tuning control theory, and the
availability of inexpensive computer control hardware. Since
thén many adaptive controllers ha&e'been developed [Landau,
1973; Martin-Sanchez, 1974; Clarke and 'Gawthrop, 1975;
Goodwin, Radmage and CainésJ_1978; Héopes, Hawk and Lewis,
1982; Hawk, 1983j. Recent sﬁrveys on the subject include

those by Seborg, Shah and Edgaf [1983] and Astrom [1983].

3
-



1.3 Design of Adaptiée Control Systems
The ' design ‘of ‘adaptive control systems can be
classified into two basicﬁcategories: |
1. Expliéit or -indirect method.
2. Implicit or direct method. | .
This type of classification 1is -coﬁvanient and 'hés been

-frequently used 1in the literature [Narendra and Valavani,

1979; Seborg, Shah and. Edgar, 1983]. However, it is not as.

clearcut as may first appear. The two categories have'beeq

shown, from stability analysis, to be similar and in some

cases identical [Ljung, 1978; Egardt, 1979].

oy

In the explicit method, parametefs of the process model

with a pre—épecified structure are estimated on-line

recursively using the process input-butput history. Design
calculations of the control law are .then based on the

. ST . '
estimated model parameters. It.is called explitit since, the
. . * . N 4

process is identified explicitly and the identi‘®ied model

I

 parameters are uFed "indirectly' to design the'control law.
It 1is cleaf, ghen, that as dong as estimates of the model
parameters are a%ailable, almost any method can be used to
_deSign>,the ‘cont%ol ' law. The explicit method is therefore

g
shortcoming of th

<

flexible with res%ect to control law design. A potential
is approach is that the design calculations
of the cnntrol lawgmay require more computational time than

that for the impligit method.

1

In the direct approach the system is parameterized in

such a way that \the estimated parameters are also the
1\‘ N

&J
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controller parameters, i.e. they are used directly in the

‘cohtrol law. Design calculations of the control law are then

»

not required. -

Theldifferentﬂadaptive control schemes propOSed in the
literature can also be broadly classified into three main
cétegéries: | |

1. Those designed vusing stability theory; e.g;
model reference aaaptive cpntrol. ‘

2. Those desigﬁed'fby minimizing a quadrétit cost.
function, be;gi self-tuning fegulators : anai
controllers. ‘ |

3J-yjho§e . desigﬁed from. ai pole-;er6 plaéement

-approach fweilstead, Edmﬁgé@,-érager'and Zapker,

1979;-Astr6m and Wittghmark, 19801].

However[ there 1is structural as well as ' mgthematical

s

equivalence between many of these algorithms, For example, a.

model reference adaptfve bcontroller’ and, “sel%*tuning

controller have - been . shown to have structural and

algorithmic similérities_[Ljung{and Landau, - 1978; Landau,

1979; Shah and Fisher, 1980; Egardf, 1980]. Connections

- between self-tuning controller and pole-placement controller

have also bée; démonstratgd [Gawthrop, 1977].

Despite'thécrelaﬁively‘mature state of adaptiwe'cénﬁrbl .
theory, few actual impiementations of adaptiye,cqhtroilerg
in industrial type environments have been reported. ' One of'

the"possible réasons for theflack of industrial.épplications

may be the seemingly complicated structure of adaptive

°

a
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controllers, as well as. the unfamiliar theory of on-line
_ A S P ‘ :
identification: and control. This has led to the development

-of adaptive or self-tuning PID"controllers;, which it is

.

hoped will serve as replacements for the commonly used

'conventional discrete PID controllers for = troublesome’

processes,' and "as- a stepp1ng stone " for the use of more

compllcated adaptlve controllers

1.4 Adaptive PID Controller

Conventlonal feedbapk control systems typ1cally include

o

(1. controllers of--the well—known _PID type.< Thls typev of

controller when properly tuned ‘to"the, pracess,  performs

.very well -Many tunlng schemeS'have'been reported~infthe

l1terature for tunlng PID controller settlngs Yet:'a ’large

percentage of PID controllers in 1ndustr1al plants are st1ll

'.found to operate in manual mode and badly tuned [Andrelev,

1981] ' There ar three main reasons for this. First, .most

tuning technlques are based on optimization theO“v,A e.g.

"Fletcher—Powell method with a quadratic‘control performance

criteria {Isermann 1981]. The tunlng procedure _.can

: therefore be rather tedlgis and t1me consumlng, espec1ally

when,retunlng_ls frequently,needed.

~Second, most -chemical processes -are non-linear 1in

‘nature; The linearized ,models that‘7are used to design

‘ cla551cal llnear PID controllers depend therefore, uponuthe

partlcular steady state operatlng condltions around which

the processes are'l1nearlzed. It is obv1ous then that if the



process. operating"conditiOn changes 51gn1f1cantly, the
controller settlngs musL be: retuned ’to, glve" satlsfactory
hresults Thlrd chemlcal processes are often non- statlonary,
g process dynam1cs vary with’ a change in the- process For
;hexample,.mdecayv or agelng of catalyst act1v1ty in .a reactor
lnould‘require3retun1ng_of the.controller settlngs,.tlme and
.again,' to achlevev the_.desired closed—loop--performance.
“Considering che large number of ‘control loops in industrial
1plants; it is clear that adaptat1on of the controller
settings to.accomodate changes 1n,[the__process ~and/or‘ its
'envirOnmentuls hlghlyfde51rablet j |

lln‘the past decaoe, the drama~1c'progress :in computer'
_ technology has been accompanleo by an extensive research
_éffort in the development'of adaptlvev control .algorlthms.
;Yet‘ a récent reyien.of applications of adapti&efcontrollers
[Par%s} Schauﬁelberger, Schmid’and.Unbehauenrl 1980] :showed'
’ rather discouraging results.and,stated that,{"thevnumber‘of
"significapt applications is really quite small .l. reports’
on appliCationsi‘are thin and- pe}formance data from such
systems even thinnér". on the .otherv'hand the le&el of
closed—loop control done by d1gltal computers has 1ncreased
enormously due to tHe - rap1d fall‘ln the cost . of computer

V-

hardware. Most of them, howeber/ are done by u51ng very

o s ’ ' . ‘/

short sample times to 'mimic™ the ~convent10nal analog PID
R . . 3 .

- controllers for several reasons:

1. They are - the Dbest understood,"easieSt to

1mplement and ma1nta1n.

i

1

L
i



‘2. They are ’robust' and effective for a wide range
of applications. | |
3. Induétrial\ processes are often strongly
ﬁonrlinear and | tend to change in an
unpredictable way. |
4, 'In practice, it is often.difficult to determine
a priori economic benefits for the applications
of modern control.
Although it has been demonstrated that a great advanfage can -
be gained in some cases by‘ using iadvanced muitivariable
controllers, there are many more cases in which improvements
over fixed gain PID controllers can be obtained by using
adaptive PID algorithms to compensate for changes in the
controlled processes and fhe accompanying dead times.
The presence of time deiey indthe'controlled 5¥ocess~is
a. typical characteristic of many process control problemstr
Thexlexistence of this time delay can greatly complicate the
analyﬁicel'design aspect of the. control teystem. Moreover,
time aelay' adds pure phase ’lag and thus reduces the
»stability of the closed—loop system, To'cempensate for this,
;hé controller gain mgst befreduced from the one which would
beéused for the same process without delay. Consequently,
time delay?also limits the achievable system performance.
One of the mést widely used time delay compensatjon
techniques 1is ’the Smith Predictog control seheme [Smith,
'1957], since it can be used with any con?emtiohal> regulator

. of the PID type. To design this controller, it is essential
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to have a fairly ;ccurate model of the process. However,
peffect modeling igldifficuit to achieve in préctice,_if not
impossible, dué_ to process parameter variations. Any
‘miSmatch in the ﬁodel causes léss of performance. This ‘1055
in performance can be reduced by 'incihding an‘adapfive
mecﬁanism to continuaily estimate the "process :modei
parameters and uéiﬁg these parameters to update the time
-delay compensator. A This  approach is known as. the
certainty-equivalence principle' in which the controlier is .
designed assuming that the estimated process .model is the
actual péocess itself. |

Time délay in chemical processes often appears as
transport delay and varies with theivprocess flowrate.
Bécguse time delay is a difficult parameter to be estimated
on-line [White, 19761, Vogél “f1982] proposed a déad-time
_compensatgr/cpntroller which can‘édapt to‘unknown or varying
time\ dela} systems. Though it was developed independently,
'Vpgel's dead-time compensator/controller can be shown to be
a particular case of Astrom's degign basea on pole-zero
placement techﬂique [S;borg, Shah and Edgar, 1983].

Design of édaptive controlleré based "on pole-zero
placement method has“beep considered by many authors in Vthe
literature. 1In pa;ticular;this idga has been popularized by
Wellstead and his co-workers [%ellstead, Edmunds, Prager and .

Zanker, 1979; Wellstead, Prgger. and Zanker, 1979]. Their

]
]
!
1

work focused mainly on the regulatién problem. ' The use of

feedforward control- for measurable disturbances was not
_ } et
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discussed. In addition, ‘their*algorithm‘did‘not guarantee

setpoint tracking. The use of 'féedforwardingi the setpoint

for tracking was then included. in  the - original
pole-placement fegulator [Wellsﬁead ang ianker,' i979]m The
resulting algorithm ié capable of hahdiing ﬁoth s;rvo and
gggulation problems at the expense of ‘more computational
effor£. With - the ‘same aim, an extended pole;placement
self-tuning algorithm was latér'prbposed by Wellstead and
Sanoff [1981]. | A |
Wouters [1977] proposed a géochastic pole-placement
strategy. = Again, his emphasis was on the  stochastic
requlation problem. The self-tuning controlier*introduced by
Clarke and Géwthrbp [1975 and 1979], as discussed by
Géwthgop [1977], can be interpreted‘ in a pole—placemént
framework. Astréom and Wittenmark [1980] 'also prSposed a
genefal"procedUre to design pole-zero plaﬁement ‘based
self-tuning ‘coqtrollsrs. Their work, however, focused
ventirély on the servo problem. | ‘
Generally, adaptive controller design based on thé
» guadratic cost function approach, e.g. self-tuning
controller, or thoSe based dn polé—zefo plac :-rent technigues
do not have the structure df a conventiénal PID contrallér,
especially for systems with time delays. Geﬁerat4ng géod PID
controller settings from process parameter estimations was
"reported to be difficult [Vogel andvEdgar, 1980]. Despite
many pépers in this area, the presence of a wvarying time
deléy in a pyocesé for the design of an adaptive PID

) \
l .
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.controller has either been ignored or was treated as known
’ahd ﬁonstant. Design of Qimple Selfftﬁning éontrollers based
Zén'the pole—plécement method was'discussed by Wittenmérk and
Rstrom ‘[19801] and isermannx [1981]. The“' algorithm of
Wittenmark .- éﬁd Bstrom . leads to a 'thrée—moae action
controller and contains a memory of the 'previous control
aqtiénsf Calculatiohs of the three PiD controller settings
:are~not éxplicit_',,‘and Ltherefore the ,threé-mpde action
coptrollér‘"can.belregafaea'és a generalized PID controller.
Ahone;vfew‘Qf theée genénalized PID algérithms'can_be‘found--
“in ‘the_4w6rk by Harris, MécGregor and W:ighf [1982]. Wﬁile
. Iserﬁanﬁﬁs élgo;itﬁm _provideé explicitj' equations to
) calchlatel‘ﬁhgj PID;.séttings; the dépiva£ion wassbased'on'a
pre—épecified controller trahsfer fﬁnction. By so doing, all
the proéess,'éeros“ are fbrcédvto the ofigih.of tﬁe z-plane
except one-at 2=1';o fOrm.'an'-integralj action controller.
Baéed« on _phase and amplitude‘méfgins Specification, Rstrom .
aﬁd‘HéggiUnd .[1983] aiso déveloped aﬁ .automatic!Atuning
procedUré‘ for_ 'tuhihg of ’coﬁvéﬁtioﬁal. PID'fregulators.k
Self—tuning of PID ‘bontroller ééttiﬁgg;/has' also . been
discussed by Corribio’and Tompkins [1951]. THey éombinedvthe.
instrumental{ ‘variable parametér - estimation techniqué
proposed by_Todchstone [1975] and the Dﬁhlin digital control
:  tuning method [Déhlin;_ 1968] to generate th= adapfive
algorithm. Moréover,v the seéond pérameter in'thé numé:ato:
polynpmiai of 'a second Qtder‘process, i.e. bg,:is forced to -

zero in order to obtain explicit equations for the PID
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settings.

Combining a continuous - time process model' énd a
discrete time adaptive controller, Gawthrop [1980] devélpped
~a hybrid self-tuner, USing this .hybrid approach, Gawthfop -
[198%J also derived a'self-tuning PI(PID) controller which
-enables the'controllér parémeters in continuous form to be
tuned by.a discrete time estimator. This approach offers,ah
advantage  of évoidiﬁg non-hinimum phase charaétéfistid
caused by discretization of the continuous prbcess due to
certain choice of sampling timelor fractional part of a time
delay.. Banyasz and Keviczky [1982] also. suggested an
adaptive schemé to calculate the PID constants by wusing .a
gradient search method £6 ensure a ﬁre—determined bvershoot
for-the,closed-ldop'séég response. The séheme was recently

-extendéd vto inciude a coffectiqé term for non-minimum ﬁhase
- systems [Hetthéssy, KeQﬁczky aﬁdrBényés;{ j983]. |

- .Cameron_ and .Séborg [1983] presented a self—tuning PID
controller -based .oﬁ‘ a modified vgrsion' of Clérke and
Gawthrop's . self-tuning‘. controller. T‘The ‘resultiné» PID
Eoﬁtfoller hés ité proportiqpal‘and derivative modes act on
the filtered .measu;ement and integral mode on the céntrol
.ef:or. Moréover,,integral action is introduced by fforéing
ﬁhe dynamics of the input variable. More reééntly a robust
self-tpning feedback controller has been deveioped, which:
gharantées Nglobal convergence of fhe control'errorlin tﬁe
preéence of bounded noise and/or unmeasured'disturbances. In

its simplest form, the self-tuhing feedback controller is
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mathematically and structurally equivalent to the discrete
PID algoritﬁm‘[Song, 1983; éong, Shah'andvFisher, 1983].
’Adéptive.PID controllers‘have also appeared recentlf as
commercial products in North America, Japan and Europe;-'For/
example, Leeds & NorEhrup Company intrbduced a self-tuning
PID option into their new Electromax ‘V rsin§1e4lédp e
controller [Andreiev, }981]; Toshiba has also dQQelobedJé
controller which is capable of deciding 'thé' optimalf PID

4
cornistants automatically. Dedicated . systems for specific

applications. such as cement kilns are also avai;able
[Seborg, Shah and Edgar,.1983].

The main theme of tﬁis wofk is to develop an adaptive
controller with_ PID .structure .to handle unknown and/of
vérying timg delay systems. The de;ivati?n 'includes
synthesis of' the classicalulinear feedback control theory,
i.e. pgle—iero placementj'aha results of the modern. ¢ontrol
thecry. -The “major distinctions of \this work from the
 previous ones are: _ ;_ . o

s | 1.0 It preégnts a unified desigh épproach, in a
classical linearv feedback coﬁt;ol theory
framework, by~considering both the servo problem
and thé regulatory‘problem. .

2. It allows the  ﬁse of adaptive feedforward
control to AimprbV¢  the - ciosed—loop system
performance in  the- presence ' of measurable

disturbances.

3.. The 'résulting PID controller is éapable of
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\ T
handling unknown and/or varying time delay

systems.

“

The controller has integral action which arises

naturally from the assumption that the desired:

~closed-loop characteristic equation can be

if

reprégéntea by a first order polynomial.
The algoritﬁm ié implicit . since” the eStimated'
parameters are used directly as the controller
parameters. o |

To avdid‘numefical'sfability problems with the
recursive computation of the covariance matrixu
this study uses the Upper—Diagonal-factérizatidn
methéd of Biefman [1976] to estimate tﬁe process
pérameteré. In additjon fhis study‘ uses ' a

variable fbrgetting:factor“to prevent 'blow-up'

of the covariance matrix, .and to control the

.speed of adaptation' due to chanées in the .

process and/or the environment.

Furthermore, the adaptive PID‘controller¥proposed here can

be used in two different ways:

1.

4

As an adaptive controller which is tuned on-line
automatidally.

As a retuning élgorithm"for the conventional

*.diéital -PID .controllers as the controlled

' process changes.
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1.5 Opganizat{on of Thesis

| Chapter 2 formuiates‘ the design problem |and the
necessary theory for the development of an addptive PID
controller based on pole-placement method. An adaptive
feedforward Compeﬁsation scheme’ is also included as an
~option to improve the system performance due to méasurable

)

disturbances. Theoretical derivations of the adaptive PID
controller and adapt@ve feedforward compensator in Chapter 2
- assume that'thé process parameters are known. For processes
with unknown and/or slowly changing pafameters, an on-line
.recuréiVel scheme 1is requiredL tb estimate the process
parameters and update the controller settings accordingly.
Such a scheme is investf@ated in Chapter. 3nxg§ggper:4
discﬁsses the results of implementing the proposed adaptiye
PID 'controllér on a simulated . model. E#perihenfal
évaantions of the adaptive PID.controiler,with and without
the adaptive feedfdr?ard compensator on & stirred-tank
heater are presénted in Chapter 5, followed vby conclusiéns

and recommendations for future work in Chapter ‘6.

a



2. Adaptive Pole-Placemeut Controller

2.1 Introductionw

Adaptive control techniques were introduced to iimprove
controller performance and, abo&e all,}.to eliminate.the
timefconsUming manual tuning procedure of conventional PID
controlleré: However, adaptive controllers also have tuning
parameters and they are oftentimes more difficult to tune or
initialize than PID COntrollers.

‘Based on these facrs, the objective of this study was
to derelop en‘adaptive controller which is Structurallfﬁend
umathematically equiyalent to"a conventionﬁl discrete PID
algor.thm, and whose tunlng parameters are eaeler to choose
Other con51derat1ons in this development are: (1)\10 ensure
‘the appllcablllty of the; resultlng controller to‘systems‘
with nnknown but constant or varying tlmeﬂdelays and (11) to
- ensure asymprotic closed-loop tracking and reguletion;‘

The following section preeents a :general-‘approach to
the design lofﬁoe oole-placement controller. Sinplificacion
and refinemenr of this approach leading to _the formulation
“"of an adaptive PID controller is given in section 2.3. Since
it is a well-known: result that 'feedforward *compensation_
provides ;gpod disturbance rejection, the oesign “of an

adaptive feedforwerd compensator when process disturbances

are measurable is considered in section 2.4,

15
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2.2 Theory
Consider a single-input single-output process which can

be characterized by a linear, discrete ARMA-model:

' z 4" 1B(z"") z= 1" 'L(z" ). . -
y(k) = : u(k) + v(k) + £(k) (2.1)
Az ') Az ")

'wheré u(k), y(k);and“v(k) denote the process input, .output
and mea#uréble detérministic disturbance respectively. (k)
is the,fesidﬁal which accounts fof the effects of unmeasured
disturbances, .process and/or measurement noise, modeling

errors, process non-linearities etc.. d and j are the

' corresponding - time delays written in terms of sampling
intervais,'z“,is the backward shift operator, i.e. z 'y(k)

= .y(k41),fand the polynomials A(z"'), B(z"') and L(z"') are

-

defined as:-

A(z"') =1 + a,z”' + ... + a,z"
B(z"') = By + Baz=' 4 ... % Bz ™ ’ o (2.2)
g =1, + 1,z°" + + 1,27 -

Lz ') =

However, equation (2.1) can be rewritten in a more compact

form ‘as:

. ~ B(z~') . L(z™") - ‘
y(k) = ———— u(k) + ———— v(k) #+ £(k) (2.3)
A(z=') .« A(z™ 1)
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where B(z"') = z-'(b, + byz~"'" + ..., + bm,dz‘mféé')
L(z™") = 27 '"(1, + lpz"' + ... +.1,,,z"""1*1)(2.4)
| A

This system description does fnot require an exp‘icit
estimation of the time delay and allows a maximdm time delay
of d aAd j sampling 1intervals to be considered 1in the
précesg and the . disturbance polynomials respeétively
[Wellstead asd Sanoff, 1981]. Iaeally,rthe leading 4 and j
‘éoefficients :of the corfespond{hg polyﬁomials B(z-') and
L(z=") Qill be zero or close to zero for time 'deléys of d
and j sampling intervals.

In the derivation of the adaptive ;controller the
,méasurable disturb§p¢e  term is ‘initially omitted for
simplicity. EquatioﬁﬁféQ3) then becomes: ' |

B(z™') _ "
y(k) = ——— ulk) + £(x) " (2.5)

A general linear feedback controller has the form :

CH(zT') - F(zY) . o
u(k) = ——— y, (k) = ——— y(k). ' o (2.6)
G(z~') . G(z~ ") '

where y,(K) is the ﬁrocess setpoint; the polynomials F(z~'),

G(z~') and H(z" ') are defined as:

7
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F(Z‘l') = f1 + fzz_1 + s.. t fniz'"'
G(z™') = 1 + gz~ + ... + gy;z° ") e : . (2Q7)
H(z"') = h, + hyz=' + ... + hnkz‘ﬁ?

According to pole-placement criterion, the coefficients

of polynomials F(z"'), G(z"') and H(z"') are determined in
. . t . ‘

-

such. a way that the desired closed-loop transfer function of

the given system can be represented by
t '

X(z~') - s(z-')

R sy K)o ——— £() . (2.8)

S Wz D Wz

The polynomials X(z"'), S(z"') and W(z~') are chosen by the
designer and defined as

o S(z‘fY“= Sy + Sz22” ' + ... * Spz” ™
& X(27') = x, + Xp2™ " 4 ...+ Xp,z"™ (2.9)

1 + W'|Z_(l + ... * W‘miz'mi

‘

w(z")

such that at steady-statéfkas k aAw) X(z7')/W(z" ") = 1 and
S(z-")/w(z-') = 0.

From Figure -2.1, the closed-loop transfer function
relating y(k) to é(k) is given by: ' ; g

. Al(z"") G(z™")
y(k) = — £ (k) (2.10)
A(z™') G(z~") + B(z" ') F(z™") '

oF



19

‘ B(z-i)

y. (k) N 1
. ____*14('-1) ,qp » —
S _Z - G(z™ ') A(z™')

 F(;i5)

Figure 2.1. Block diagram of a closed-loop. system.
and that relating y(k) to y;(k)'gan~be wfitten.és:
- 2 * - Q\v

CB(z-') H(z"')

S e S S I
a(z') G(z7") + B(z7) Flz"1) = "

‘\‘.‘

Y{k) =

Equating “‘equation "(2.10)' and equation - (2.11) to the

corréspbndiné.parps of equation (2.8) resulﬁs\inﬁ

AzTT) Gz 1)+ B(z7) F(zo) o

CAlz7') 6(z7') wW(zTT) o
- S — . (2.12)

Sstzmh) e #T\\\\\\

i

Alz') Glz™") X(z7') |

B(z- ') S(z" ")
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Now 'the design problem is reduced to. the algebralc solutlon

. of equations (2.12) and (2.13) to find “the controller

.polynomials F(z~)'), G(z~') -and H(z"'), providing that the

polvnom1als Az 1) and B(z"')  are known and_ polynomials

S(z- J), X(z") and W(a"') are pre spec1f1ed

Equation (2 12) d1splays the heart of a _pole-placement

approach i.e. the orlglnal _closed loop ‘characteristic
equation described by the left hand, 51de of. equatlon (2.12)

is replaced by ‘that of the ,r1ght hand 51de._From'the

~stability analysis of feedback systems in classical linear
feedback control theory, it isra well—known result'that the

‘ stability character1st1c of a feedback system is = determined

by the pole' locations of" 'its closed- loop characteristic

equation. Therefore, as long as the roots of the right hand

'sidet polynomlals are inside ‘the 'unit c1rcle of the z- plane,‘

the overall feedback system w1ll be stable

The de51gn procedure descrlbed above, however, iS'not'_

without shortcomings. The resultlng_ algorlthm is expllc1t

and its implementation requires three steps at each sampling

N

intervals' i) on-line estimation..of' the process model

parameters ' equatiOnﬁ (2. S)" ii)h; calcUlétion of the

controller parameters from equatlons (2.12) and (2. );biii)

determlnatlon of the control input .frOm.equat1on (2.6).-

' Therefore, adaptlve controllers based on this design

approach usually,'require more computational effort, since

equations (fl12)'and (2.13) have to be solved at each

’

sampling»- int rval for the coefficients of polynomials

{1
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F(z-'), G(z~') and H(z"'). In the sequel, certain procedures -

will be employed to remove this requirement, i.e.-to design
a computationally more efficient implicit algorithm, and at

the same time derive an adaptive controller ' with a

. conventional discrete PID structure.

7

7:2;3 Derivation of An Adaptive PID Controller
The ~question which bften arises in pole-placement
Ymethod is how to choose the pblynomials S(z~'), X(z°') and
W(z"'). The answer to -this question ;as not been_deal£ with
?xpiicitiy in tHe fiterature, and the polynomials S(z~ '),
%(z-') and wW(z"-') are often referred to as thehpolynomials
describing the"desiréd clbseq—loop system'. In general, it
_is fouﬁd that any  ‘particular solution can be obtained
dependihg on the design ‘obﬁectives to be achieved. The
foliowing;‘trea£ment demonstrates how this can be done. For
the specific éasé~here,.the'design-objectives are: .
1. To désigqva pole-placement controller sﬁch‘-that
:-nd:p:ocessizéros are cancelled. . e ;
.2, Té.qbtain a simble and practiégl controller ‘such’
'that;deéign effqrt and computational ﬁime are
'min}mum;" ‘
3, To ._obtéin a . contréliet with conventional
diScrefé;time~PID“structure.' |
“% .4, To have a - system with = good lasymptotic
élosea—ioop tracking, property, i.e. y(k)/y. (k) =
’ 14 .

1.as k.» o, S ey T

-
<

’
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5. To have a system with good asymptotic
closed-loop regulatory property, i.e. y(k)/£(k)
- 0 as k » o=,

6. Tc be able to haddlq unknown and/or changing
time‘delay systems.

Now consider the following choice of S(z"'):

G(z™ ") . .
S(z.') = — o ~ . (2.14)

K,

G
where K; is a constant whose value will be determined in the
_sequel. The reasons for this choice of S(z~') are:. i) to
simplify the 'solutions of equations (2.1 and (2i13); ii)
to reduce computational time as the determination of G(z ')
will also depend on how S(z~') is specified; iii) to 5btain
asymptotic regulatory cont:ol.;How"S(z") effects this latér
objective will become clear:viﬁ the discussion to follow.
Making use of this choice, l%quations (2.12) and (2.13)

reduce to:

A(#“) G(z"') + B(z~') F(z" ") =K, A(z"") W(zf‘) (2.15)

« Ky A(z"") X(z') v | -

') = . (2.16)
B(z" ')

H(z"

Solving for the coefficients 6f poiynomials F(z~'") and
G(z~") from 'equatioh (2.15) ryields a set of simultaneous .

equations. Mathematically,.itvis‘also clear that equation
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(2.15) is solvable only when' the. ﬁatrixf formed by the
coefficients ‘of polynomials A(z"') and B(z"') 1is not
singular An iterative élébrithm to sbive equation (2.15)
asympﬁotlcally' was proposedfbyiElliott and Wolovich [1979],
aFd Kreisselmeiér [1980]. figﬁf approach, >though seems °to
élieviate fhe matrix sinéularity‘problem; is computatgénally
unatt;gétive +in .practical appiications, and will stiil
enéounﬁér the same difficulty;ﬁhen matrix Qingulariﬁy occurs
[Gbodwié and Sin, '1984]. An aiternati‘e is. to choose one:  of
two‘éolynomiéls. Solution for‘fhe other will then be unique,
and solving of the simultaneous equations and the‘d;fficulty
due to; matrix singularity can be eliminated. Different
choites of the poiynomials will inevitably lead to differeqt

closed-loop properties. In this work, polynomial F(z"') is

‘chosen and ‘given by:
F(z7') = Ry Alz™") | ' ' (2.17)

where K, is a constant and the choice of its value will be
explained shortly. This choice of 5qunbmial F(z-') is.
signifiéént in thé outcome of the resultihg'algorithm. Since
F(z"') 1is the feedback controller polynomial and A(z"5 is
the process output polynomial, estimation of.-the process
model  parameters in aﬁ adaptive .control context will
directly determine the controller parameters. Similarly, the
result is extended to polynomial G(z~'), gs'substitutiop of

equation (2.17) into equation (2.15) yields:



24

L]

G(z™') = Ky W(z"') - K, B(z™") : (2.18)
. Where W(z"') is user speéified and B(z™ ') is.thg‘procéss
inpﬁt pdlynomiall, | ' o ' | N

| -Calculatiop of the control law, equation (2.6), is now
left with the determination of H(z~') from equation‘.(Z.ﬁG).
In order to avoid cancellation of the: possibly unstable or
poorly damped zeros of the syétem, the choiceiof polynomial
X(z"') 1is made such that the desired closed-loop zeros are

“the process zeros, i.e.

g - KAz B(Z-i)' ’
X(z"'") = —M8 — ! (2.19)
K, »

1

This choice ole(z") therefore offers an advantage tb the
resulting pole;placement contgqller in Handling noqiminimUm
phase systems. However, it sHbuid not be assumed that
- knowledge of the brocess zeros is required a priori since
polynomial<B(z~') can be estimated on-line in the‘estimator 

Substitution of equation (2.19) into.equation (2.16) gives
H(z"') = K, a(z"") ) (2.20)

From equations (2.17), (2.18) and (2.20), it is clear
that the contrbller.parametérs are all expressed‘in terms of

"the process parameters. This type of algorithm is called

. . . . ’ \
implicit or direct.

'
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The values of K, and K; can now be determined by

considering the design objectives, 1i.e. the. controller-

v

should have good éSymptbtic tracking and regulatory
properties. If equations (2.14), (2.18) and (2.19) are

substituted into equation (2.8), the following equation will
)y ' .

. be obtlained:

' K, Wiz~ ') - K, B(z"')
y(k) = , £(k)
: s K, W(z"")

K, B(z™ ") R
+ - y. (k) 202
K, W(‘Z'1) B

Obviously, in order to achieve y(k)/t(k) » 0 and ¥(k)/y,(k)

-+ 1 as k + =, the constants'K1 and K., should be:

K, = lim B(z"') = mi b, o (2.22)
z—1 3 1 i=1 i .
K, = lim W(z"') = I w, (2.23)
z-] » 1 . i'=_0 .
and the control law becomes:
Zw, [A(z"") ¢, (k) - A(z"") y(k)] :
u(k) = ' : (2.24)

Zb; W(z"') - Zw,; B(z"')

Providing that polynomials A(z~') and B(z '),  protess

setpoint - vy, (k) and process output y(k) are "given,
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determination of equation (2.24) only requires user
specified closed;loop poles,"i.e.. poiynomial w(z-'). For
‘hiéh order Systems, it may be difficult to specify ali the
closed-loop poles. Also, it may be impractical to model ﬁhe
txérocess with ‘a high order m6del from computér storage and
“'icombﬁtationai time viewpoints. In ‘moét- caées, it ' is
satisfactor& to model ~the~ process by a second order plus
time delay model of a first order plus time deiay model, and
'to specify only the ddminant_poles.' .

In pracfice, it is desiféble "to have a simplé jet'
effective control law, e.g. PID control law.” A " pID

- eontroller in its velocity form may be written as:

u(k) = u(%-1) + Kc{- }(k) +'y(k-1)
L+ Iy -y T /T
+ 0= y(k) + 2y(k=1) - y(k-2)]T4/T,}(2.25)

Equation (2.25) is one of the various forms of conventional
digital PID control law used in literature theian, 1977;
h f";}

Isermann, 1981].  Rearranging this equation gives:

Ke T,
u(k) = u(k-1) + y. (k)
T,
B ) Ts Td
_ Kc[1 P —-] v (k)
T, T, <
| 2T, Ke T,
+‘Kc[1a+ ] y(k=1) - y(k=2)  (2.26)
| .

T,
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Sihce the éetpoint appears only in thévintegral térm, this
particular form 6ffefs'the'advéntag¢ of avoidingj aefivative
kick and largeipropOptiOnal actibn at the time of ﬁakiﬁg a
setpoint change. .
| L Equatioﬁ (2.245 is identical to equation (2.26) if;
1. _The probesé can bé. modeled by a second érdefﬁ
plus time delay modél, i.e. | | |
| A(z"') = 1v+ g,z;‘ + a,z 2
B(z7') = byz ' + ... +'by..z 2 ¢(2.27)
S 2. iThe"steady—stéte appfoximation can be used such
. that: | , .
A(z"") y.(k). = Za, y. (k) (2.28)

B(z"') = Ib, | (2.29)

'3 W(z"') can be gquantified by a 'first order
.“polyndhial, i.e.

, W(z=') = 1 + w2z (2.30)
“The last condition makes the order of (K, A(z").w(z“)) in
the closed-loop equatioh' (2.15) become less than that of
(A(z")/G(zT‘):f B(z"") F(z7")). This implies that there are
common vfaqtors  which céneél. If equation (2.10) is equated
to the second part of eqﬁation (2.8), and at the same time

using the result of equation (2.14), thé:following?equarion

will be oEtained{



A(z"') G(z~")

Az ') G(z-') + Blz-') F(z-')

Q(z~") G(z~1") S(z™ ')

Q(z~ ') K, W(z-"') W(z")

Tﬂe coﬁmon factbr which cancels is polynomial Q(z'f) and the
roofé of this polynomial are therefore assumed to be in the
stable region. Mdreover, this common factor Q(z-') can be
interpretéd as the obséfver polynomial since the confrol law
in equation (2.6) can be shown &0 be a combinatidn of an
observer and a state feédback law [Rstrém»and Wittenmark,
19807. -

Using the three conditions stated abobe, eqﬁation(2.24)
beéomes: |

s

u(k) = u(k-1) + A[Za; y, (k)

- y(k) - a; y(k=1) - a; y(k-2)] ) (2.32)°
’ . 'Zwi Co N . .
where \ = ~ ———— (2.33)
Wy Zb, . 4
Za; = 1+ a; + a; o - (2.34)
..Zb; =‘b1 + ... t b2§d (2.35)
Zwi = 1 + wq ’ ' (2.36)

The three PID controller settings are geﬁeréted by ‘comparing

the coefficients associated with each tefm of the wvariables

in équation (2.32) and equation (2.26). They are: -

= | | C(2.31)
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Kc = - A(a,; + 2a3) | l (.2.'3"7)
. i
>\ az-T, ‘ . ! ) )
Ty = —— : " (2.38) .
Kc '
' Kc T, . o
T| = ) ’ (2.39)

A - Kc Td/T, - Kc

Many different technigues have been‘infroduéed tO"add
an integrator’ ihfo the control \law.v Some of these
approacheé; however, do not provide zero'steady—state of fset
for sustained  load disturbances [Morrié, Nazer and Wood}
1981]. It should be noted that equations (2.29) and - (2330)
have naturallyu.given rise tp ‘an’ inteéral acéion”in the
control law, equation (2.32)5’ | More specifically,

substitution of equation%é (2.29) and (2.30) into egquation

(2.18) for G(z™') .gives:

1 1 - .
_ = - = - o , o (2.40)
G(z~ ') w12bi(1—z") . .

where a discrete pole at z=1 corresponds to anv_integrator
and gives infinite gain at constant inputs. In addition,
equation (2.30) has reduced the wuser specifications to :

placing only one dominant pole.

Ed
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+

2.4 Derivation of An Adaptive Feedforward Compensator

Feedforward

compensation for

'an% - measurable
disturbances can be incorporated into th% adaptive PID
control scheme described in the previdus éecéidn, Consider

the folfowing’block diagram:

1 L2
G(z™") u Alz™')
C‘l-r") —
Figure 2.2 Block diagram of a closed-loop system with
feedforward compensation.

where En(z")/Ed(z‘k)& is " the transfer function of the

feedforward compensator th-t needs. to be determined.

The clésed—loop transfer function relating y(k) to v(k)
1s expressed as:

- E,{z"7)

G(z_“‘)[L(z“) AR B(z")]

. ' Ed(z-‘l)_ ' .

(k) = _ — u(k) (2.47)
A(z" ") G(z~'") + B(z~ ') F(z~ ")
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The feedforward compensator is to be designed in such a way-
that the process output y(k) will be unaffeécted even in the
presence of sustained load disturbances. It 'is therefore

desired to have:

- , En(z") ‘
G(z")[L(z“) N B(z-'»')] -0 (2.42)
Ed(z-.l) ‘
).
that is:
E,(z" 1) Lz~ ") ’ o L
RS __ o (2.43)
Eg(z™") B(z™ ') - | R

The. feedforward component, u., of the total control signal,

u, (cf. Figure 2.2), .is given by:
up (k) = ?——-—_—’v(k) ’ S (2.44)

and the overall control sigﬁal is:
uy (k) = u(k) + uz(k) T (2.45)

where u(k) is defe;mined.ffom,the”feédback control law given
by equation (2.3?). .: 1 o | ;o

Sincé the simplesﬁ'féfm of_a feedforward compénsatof is
the one with a.,sjnéle,'géin Ferm, equation (2.44) can be

£
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rewritten by employing-fhe-steady-state approximation. This

thus reduces to:

L1, o
uz(k) = - — v(k | - . S (2.46)
: - Ib; | ‘ o . .

The design p:ocedure'.has been = described under tﬁe
assUmption'thét the'proéess dyﬁamics and environments of the
system td be contfolled are known, i.e.‘model paramégers are
"given, " For prbceSses with unkﬁown paraheterg, the model
paraﬁeﬁers can be éimply replacea by‘thei:qestiméted vaiues.
This .. approach ‘is referred to aé’icertainty—equivalehce
prinéiple in Qﬁich the estimated‘model is regéfded’ as the
actﬁal process./ The'design is therefore seéaratéd into two
 stepsé/%§entificétion‘ahd'cbntfbl..Estimations of the model
paramegg;g\\cén Kbe carried out on-iiné7fecursively by any
Standard method £§-form'the adaptive_algbrithm. The'\scheme

used .in this work is presented in the following chapter.

2.5 Summary

This ,éhapter ‘has described 1al'géneral approéch,‘to
pole—piacemeﬂf degign,‘and -in . the same vein derived an
implicit— PID(PI) - control aléorifhm}"with an on-line
"estimation. routine,t the algorithm- can be used “as5- a
'stand-alone' adaptive édntroller, of a retuning algOrithm
fbr the exiét%ng»édnyentional dicital PID(PI) céntrdllers; -

since the cohtrbller~settihgs can be explicitly determined.

-
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In addition, it incluﬁés‘anzén—iine tuﬁiﬁg.paramete:, W, to.
‘allow  the operator tb .Pr§vide 'th.'¢0n£roller 'with; ‘a
.knowledge'of“the desireé.closeé-fo;p4polé ioca;ibn.iThg lésg
sectibd\éresentslan pptional,: simple 'adapfive' feédforward-
compensator to be useqiwith the adaptive PID(PI) algorithm

in the presence of a measurable disturbance.

.0



3. Parameter Estimation .

3.d Intifoduction R
In most practicelfproblems there is seldom sufficient a
- priori knowledée sbout a system and its'“environment to

design a control_system._Im.agtomatic;control, however, it:.
is.often,possiole to identify. tme‘ system usnd ootein' the
'missingrintormation by performing experiments}on the system.
Nevertheless,'there ere.usoeliy severe 1imitations on ‘the

experiments,A tﬁat ’psn' be performed in prattlce The.
experiments are ofteh, required'“to- be performed durlng.
'normal’ operations'-im' order to get useful_results.'Tth
1mpiles that pertubatlons on the- system if any, must be
small, such that the overall productlon line 1is ugdlcturbed

Extra regulators might be needed ‘tof keep the process
fluctuations withim the .acceptable limits and these in turn

might create an .influence Qn:theﬁestimatigm»results.

.Evem, fm classical . control ~theory for the design of

“xed gain. PID oontrollers,~ some: methods of - system
identificétioo are. required, e.g. Bode diagram or;Nyquist
stsbility analysis. This chapter deals partlcularly w1th ‘the
identificatiog scheme ' to be used with the control strategy
presentedsin Chapter 2‘to'formulate the adaptive algorithm.
For .parameter eestimetion -purposes; the ‘system _model

‘described by equation (2.3) is rewritten as:

34
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$(k) = - é1y(k_—1‘) - a,y(k-2) i
+.51U(k—1_) .+ eee T bim+‘d.--/ '—m"'d)
+ 11V(k_1) + ... T I],‘JV(k—i_j) “(3.11)

A

"The parametefs &y, 82, Byy ouuy Bpm.u, and 1,, ..., 1,.; (if
fé;dforward éompenéatioﬁ nis 'includea) are to be estimated
from.the process inbuf, output and ‘mea$Urable  distur5ance
histories. y(k) is‘fﬁe estimated outbut of the process f&k).

In vector forms, egquation (3.1) can be written

compactly as:

§(k) = yt(k=1) 0(k-1) . o (3.2)

-where,¢‘(k) ["y(k), ..;} -y (k-n+1);
Cu(k), e.., ulk-med+n);
v(k), ..., v(k=i-j+1)]
Bt(k) = [40(K), ae., An(K):
” By(k), ~vu, Bu.a(k);

10k, evs Tiag(R)] (3.3)
During the past two decades the field 6f system
‘identification and pafameter estimatiop has | developed
rapidly due to ‘its broad applicability in mahy different, -
areas, adabtive control in particular. There "are a’numbé% of ..
different schemes proposgd in the iiterature tﬁatican be
used to perform parameter estimation for the type of‘proc€SS

model describéd by equation (3.3). A few of these are:-
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-  Recursive learning method (RL) \\\
* - Recursive least-squares method (RLS)
- Recursive instrumental variable method (RIV)

o

-  Recursive extended leasﬁ%squares.method (ELS)

- Recursive generalized least—équares method (GBS)

- Recﬁrsive ma X imum likeiihood‘method (RML)

- 'Recurgive‘square?roét method.(RSQR)
I Récursive upper-diagonal factBrization> method

- (RUD) o ‘ |

An overview oé the theéretical backgrouﬁds  and comparative
studies of \thesé schemes: can be found in the literature
[Nagumo and Noda, 1967; EykhofE;Muﬁ974; Bierman, 1976; .
Soderstronp, Ljung and Gustavsson, 1978: Ljung,‘1977a; 197?b,
1981;‘Ise:mapn, 1981;iWong, Bayouﬁi and Nuyan, 1983]. This
work usesfﬁ a _gecursive least-squares method with ﬁ—ﬁ
factorization algorithm.and a Variable forgetting ‘factor.
Simulation‘and experimental results show the success of.thié
combihaéion. As a matterjof-.fact, - the recenﬁ‘ coﬁparative
study. by Wong, Bayoumi and Nuyan [1983] shared:ﬁhisAsame’
conclusion and stated that, "RUD'factoéization combinéd_witﬁ

T

a variable forgetting factor possesses superior properties

‘.$, RSQREand SOR with householder tranéformatibn methqu'may

cause papémeter drifting ... conventional RLS method - .ould

'only“be used with caution in 1identification ahd control

especially when the forgetting factor is less than one". To

provide further appreciation of this choice, a discussion

“including illustrated exampleés -is presénted_iq the fdllowing

A
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Gain calculation:’ k (k)
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sections,

3.2 Recursive Least-Square5 Method

Among the various recursive idehfification methods the
conventional Kalman filtering, or bettervknown as recursive
least—squareé estimation, 1is the most popular due to its
compact represenﬁation, , computétional efficiency and
frequent appearance in the literaturé. Together VQith
equation (3.2) the recursive least-squares algorithm is

given as: ' ' \

predicted output: §(k) = ¥'(k=1) 8(k-1) (3.45

P(k-1) ¢(k-1)
: (3.5)

1]

[1 + yt(k=1) P(k=1) ¢(k<1)]"

/

Parameter estimation: 6(k) = 8(k-1) + k(k)[y(k)-9(k)] (3.6)

' Covariance gpdate: P(k) = [I - k(k) ¢*(k-1)1P(k-1) (3.7)

where y(k) and §(k) are the process output and the predicted
output - respectively; y(k) 1is the input-output vector

containing the process input, output and disturbance

~sequences; 6(k) 1is a vector containing the parameter

JeStimétéS and often referred to as parametef vector; k(k) 1is

the estimator gain vector and P(k) is the covariance mafrix.
- the standard recursive least-squares (RLS) method is
to identify systems with correlated or coloured

4
noi. the estimated parameters are biased..This bias can be
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removed by applying recursive instrumental variable (RIV),
recursive extenaed least-squares (ELS), recursive
generalized least-squares (GLS) or recursive | max imum
likelihood (RML) at the expense gf more computational
effort. When RLS is applied to estimate model parameters for
adaptive control systems, it is often a question whether the
accuracy of the estimates should be judged on the premise of
deviations in‘the model parameters or in the overall system
performance. If the final pﬁrpose of 1identification 1is to
aesign a control system it seems reasonable, then, to judge
the accuracy of the estimates on the basis of the overall
performance of the control system. Despite itsv biased
estimates, RLS is still the vhost populan‘ method in the
literature because of its superior convergence properties.
Parameter esfimation when wused 1in ‘the context of
adaptive control has also engounteréd'other problems. For
exémple, system identification4 and paraﬁeter estimation’
théory éssumeé bersistent excitation of the input signal to
the process being coﬁsiderea - [Eykhoff, A 19741]. This
assumption, though seemingly not very crucial, wagy.shown to
be one of tﬁe conditions necessary for thevnclosed-loop
system identifiability [Gustavsson, Ljung and Soderstrom,
1977; 1Isermann, 1982]V and- in _éome cases, exponential
convergence of the estimation and 'conffGIJ,é;go:ithm:,“
[Andersoh énd Johnson, 1982]. For processes with 1low noiséi
characteristics such as chemical processes, the input signal

“

is not guaranteed to be persistently excited to give wvalid
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‘parameter estimates. When the system {g;ks//”sufficient
excitation' for aﬂlong period of time, e.q. wﬁen the iniﬁiél
excitagion has“ﬂbeen smoéthed out, a . phenomenon called
parémeter driftihg may occur. More specifically, the term
P(k—1).w(k—1< in eguation‘(3f5) will be zero. The gain (k)
in _equation “iﬁjé) and hence the term «k(k) .y'(k-1) in

equation (5.7) will also be zero. As a result, the‘pa:ametef
estimation vector #8(k) remainsv unchanged even . if ‘thé
predictidn‘errpr, i;e..y(k) - 9(k); is large. .Simila;ly,
there will be ho change in the covariance matrix P(k) in

"equation (3.7), i.e. P(k) = P(k-1).

Example 3.1
Consider a second Ordéf system with poles at -0.33 and
-0.2 in the s-plane described by the continuous-time
transfer function:
y(s) 1 S '
= (3.8)
-u(s) (3s + 1) (5s + 1) '

Sampling this system with a s.awp.ing time of dhe, the
discrete—time input-output relation along with a zero order
hold is:
&
L
y(k) = 1.5352 y(k-1) - 0.5866 y(k-2)"

+0.028 u(k-1) +-0.0234 U(k-2) (3.9)
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This same model with a time delay rénging-from 1 to 5 will
again be uSed as an iliustrative model %n Chapter 4. |

" The adaptive PiD'contfbl law was combined with RLS ‘to
Cbntrol this sYstem’to track a unit‘setpoini trajectory. The
setpoint change was‘ made.‘at k;SO and the _length. of
- simulation was 700 iterations. The cova;iance_maﬁrix and the
.géin were 1initialized ‘to 101 and =zero respectively.

Simulation results at different intervals are shown in the

‘table below:

Table 3.1, List of Covariance Matrix and Gain Using RLS

Iteration # |  Covariance Matrix, P(k) | Gain, k(k)
. r : 7 r y
50 10| 4.66 -4.19.-0.36 0.85 5.31
© |-4.19 3.84 0.34 -0.74 -7.06
-0.36 0.34° 4.05 -3.74 | 0.38
.0.85 -0.74 -3.74 3.56 -0.57
L - L -
. I~ “ r .
350 10°| 1.68 -1.47 -0.20 0.41 0.40
-1.47 1.29 0.17 -0.35 ~ 1+0.36
-0.20 0.17 0.06 -0.09 ~0.02
0.41 -0.35 -0.09 0.15 0.06

700 . - 10°| 1.66 -1.45 -0.20 0.40 0\ 10] -
-1.45 1.27 0.17 -0.35 -0.09
-0.20 0.17 0.06 -0.09 -0.0

0.40 -0.34 -0.09 0.14 0.02\\

: hY

It is clearly shown in Table 3.1 that the c¢ovariance
matrix and the gain decrease gradually from k=50 to k=350.

Moreover, as time increases the - covariance matrix remains
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relatively constant while the gain reduces to a value close
to zero as expeéted. This situation is not very desifable in
a 'real’ system even th;ggh the output variable may ‘be
ﬁracking ‘£he desired téa}éctory very well. If there is any
estimation ergor due to éis \rpance,' chénging time delay,
.changing process gain \Eﬁa{\bin the system, the estimated
parameters will ﬁot be updated because of the small gain.
ConSequeﬁtly, the controllér vsettings_which are basically
based on the values of parameter estimates will. remain
unchanged. Under this circumstance the controller has lost
it§ primary purpose of adapting to the process and tuning
:i;s' settings automatically. in the worst case, the system
caﬁ even go unstable.: It has been suggested in the
literature that this situaﬁion can be avoided by introducing
. an additional_perturbation siénal,‘or by.using a forgetting
factor to inflate the covariance matrix.

3.3 Forgefting'Factor .

If a fqrgettihg' factor is introduced into RLS to
discount past data when performiﬁg fhe'estimafions, Equation
(3.7) can be rewritten’ as:

P(k) =—[1 - k(k) ¢*(k-1)]IP(k-1) -~ " (3.10)

u ; . : _ .

where u 1is the forgetting factor and'has a value ranging

from 0 tb_].
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In practice, the use of this forgetting faﬂtor offers

additional .advantages such as:

1. Since
[ ]

time-varying and non-linear dynamics  which

"most chemical processes exhibit

violate the design assumptions of linear and
time—invsriant systems, a forgetting facfor of
less than 1.discounts past data and prevents the
recursive estimator from converging such that it
ié able to follow changes in the system due to

time-varying and/or non-linear characteristics.
2. The capability to control 'vthe speed of

"~ adaptation. f

However, the chpice of this constant value forgetting;factor
can be «critical. It 'hasf,been’reﬁdrtéd in the litératdre
[Morris, Fenton and -Nazér, 1977; Astrom and Wittenmark,
1980;,'Fortescue,'Kershenbaum_andlYdstié, 1981] that if this
value is not chosen carefully, it can lead to an exponential

growth of the covariance matrix and a system which is'

extremely sensitive to disturbances.

Example 3.2

The same system described .in ‘example .3.1‘ was again
simulated with u=0.8. This value of forgetting factor was
chosen to induce fasfer,blow-up phenoﬁeﬁon. The covariance
métrix. and the gain . wefe' initialized to 10°I and zero

respectively. Simulation results are given in Table 3.2,



43

Table 3.2. List of Covariance Matrix and Gain Using RLS
With Constant Forgetting Factor

Iteration # | Covariance Matrix, P(k) | Gain,«k(k)
L : 10¢1 | . 0
r ] r 7]
50 10'°| 1.04 -0.89 -0.04 0.21 596 1
-0.89 0.76 0.03 -0.17 -5507
-0.04 0.03  1.44 -1.32 -1177
0.21 -0.17 -1.32 1.24 1460
65 105 | 1.47 -1.33 -0.23 0.40 105.8
-1.33 1.20. 0.21 -0.36 -99.9
* |-0.23 0.21 0.05 -0.08 -10.2
0.40 -0.36 ~0.08 0.13 20.4
s2 - | 10¢ | 3.83 -3.19 -1.72 2.35 Z22.2
: ' .- |-3.19. 2.67 1.43 -1.96 18.4
1-1.72 1.43 0.92 -1.21 1 4.8
0 2.35 -1.96 -1.21 1.60 | -7.6
L . ’ - =
93 | overflow occurs

From Table 3.2, it is seen tha} the covariance, matrix
had increased from the order ‘of 10¢ at k=1 to 10'°® at k=50,
as there was litt.e or no . information about ‘the sYstem‘
dynramics during long periéds 6f steady—éﬁate'opefgﬁion,‘Whgn
a unit step change was made in sétpoint at k=50 the
&ovariance matrix -decreased\sioﬁly and reached én‘oider’of
10° aé'k;65. However, ohce”this major e;citatidh was’ over,
the‘mégnitude;of the covariancebmétrfgigréw agéin with time,

" as depicted from k=65 to k=92 in Table 3.2.
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Theoretically this can be explained as follows. The
negative term on the right hand side of equation (3.10)
corresponds to the amount of reduction in , parameter
uncertainty ffom the 1last measurement. When the major
excitation 1is over,  i.e. setpoint change or load
disturbance, }here will be no changes in the parameter
estimates and the term P(k-1) y(k-1) in equation (3.5) will
be zero. Consequently x(k) will be zero and so will be the

negative term on the right hand side of equation (3.10). At

this point, eguation (3.10) is practically represented by:

i

1]

P(k) = — P(k-1) | | (3.11)

The covariance matrix P(k) will therefore d}ow exponentially
if u is‘leés than 1. A large covariance matrix hay also
cause numerical probiemé'. The numerical problem encountered
in this simﬁlation was mainly dﬁe to the accumulated effécts
of rounaoff errér.~At iterationh93, the tefm,w‘(k~1)'P(k-1)
';J(kf1)-was rCunded’£o -1 such that the géin- determined by
~eduationw (3.5) was indefinite; Besides-the'diffiéulty of
éhoosing a[strategy to detefmine the forggtting'factor, - the .
aécumulation _ of roundéff Error>’is ‘the most imertént
"disad&antage of using a forgettﬁhg-féctbr' schémé, and"ﬁay
also lead to negative ﬁﬁgenvaluesfin the COvarianEe,mairix
~IYastiegand Sargent, ‘1984].' Thev'fofmer proglem"will be

solved in the following whilé;tﬁe latter will be further
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discussed in the next sectlon.

There are many ways suggested by dlfferent authors to:

eliminate the exponential growth of covariance matrix. For
instance, thé use of.an.additional perturbétion sighal, e.g.
Pseudo Random Binary  Sequence (PRBS), to ensure.that the
process is properly excited. Other possibi}ities are to stop
the covariance updating when the prediction error is within
a given bound, or to use an. upper bouhd on. the diagonal
. elements of the covariance matrii or their trace. Though
these Eécbniques havé .shown some success, there are
practicai difficulties - ‘like determining the a priori upper
bounds on- the diagonal. elements If a measure for ,thé

information content in  the estlmator can be defined and

related to the forgetting factor, it. seems possible then to

¢

determine a‘ forgettihg factor such -that the covariance

matrix stays bounded This leads to the :idea- of using Za~

variable forgettlng factor [Fo;tescue, Kershenbaum and
Ydstie, 1981; Wellstead and Sanoff; 1981; - Isermann, r1982]
This work uses the scheme proposed by Fortescue, Kershenbaum

and Ydstie [1981]. Incorporatlng this 1nto the RLS algorr%hm

described in the previous sections, the term M in equatlon

' (3.10) bécomes a variable and is given by:

' [1 - ¥ (k-1) k(k)]é>(k)
ulk) =1 - - . (3.12)
_ Zo

where &(k) = y(k) - §(k) o (3.13)

Lo = 0iNg o (3.14)

-
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No corresooﬁds to the nom1nal asymptotlc memory length and
controls the speed of adaptatlon. A small cvalue; of Na
corresponds to a , large .oovarlance matrix and a'sensitive
"system; allarge value Qill result in.a less.seneitiQe'systeml
but slower adaptatlon. e(k) is the a postériofi,estimatdon
error. A small error can be -interpreted 'as either: the
process  Has . not been exoited, e;gl the f1rst 50 1terat10ns
3,2;- there ‘has been an exc1€atlon ‘and ithe
haQe 'oonverged to a set of wvalues; or the

Jr has 51gn1f1cantly reduced the" estlmatlon error. In

) o a
-_43,%oese cases, a small a pOStéPIOFI estlmatlon error will

-result in a forgettlng'factor value close to 1 (equat1

3.12);5 Oon the contrary, a smaller forgettlng factor W1ll L
obtalned when the a postePIOPl estlmatlon error 'is‘ large.
ConvergenCe of RLS algorlthm with a var1able forgettlng
factor can be found in the work by Osorlo Cordero and Mayne]
[1981] for -a determlnlstlc case. - | |

From the.viewpolnta of pfogrammlno and computatlonal
timeQ dlrect 1mplementatlon of equatlon (3 12) is not‘ve:y
attractlve. However “this lmplementatlon can be simplified
considerably by replac1ng g (k) wlth equation'(3.5l;:The

~identification algoritgm can then be written aa:

i

Pfedicted”output: (k) Yi(k=-1) 6(k-1) . . o (3.15)

it

Estimation error: &(k) y(k) = §(ky - \ - (3.16)
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o o _ P(k-1) ¥(k-1)
Gain .calculation: k(k) = — . (3.17)

[1 + ¢t (k-1)P(k=-1)¢Y(k-1)]

Parameterlestimation: 6(k) = 8(k-1) + k(k) é(k) 'i (3.18)
.Forgetting.factor:

, - . (k) B .
ulk) = 1 - s (3.19)
~ 1+ v (k 1)P(k Y (k=) 12 |

l

‘Covariance update:
-1

P(k) = [1 —’K'(k'—\1) vt (k-131P(k-1) ' (3.20)

(k)

Though equation (3.19) seems to be more complicateda tﬂaﬁ-
eqoation‘ (3.12), a, closer look reveals that the:termA[1,+
w‘(k—T) P(k-1) W(k—1)];‘ie first calculated -in eqqation
(3.17)"ahdtcan Be'stored in the cqomputer for use in equation
'(3.19)."Programming and,”computational time wise, the
“vatiable‘ forgetting factor described by'equation (3:19).can
now be implemented with one line of FORTRAN code..

The Ilementatlon of the above estimation algorlthm
with fts ordef of execution as wr;tten needS’a lower - bound'
for .4u(k) to prevent its value from becoming too smallor
negative. This l1m1t ‘does not need to be ,specified' if .a

‘mathematically moreltlnvolved algorlthm 1s used In such'a
.-case, u(k) is solved from a quadratlc relationship and it 1s
t ;done before jfthe' updatlng \of the »galn and parameter
vest1mates. The pract1cal dlfference ln' performance' of the.

.resultlng algorlthm is 1ndlst1ngu1shable from the 51mple-one

.'[Fortescue, Kershenbaumv.and Ydstie, 1981' s Kershenbaum,
o ‘ LT ", , -
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19831. | | :

Iin addition, the implementation of variable forgetting
factor requires -a priori specification ~of Ly, This -
vspecificationl ailows the operator to'control.the soeed of
eetimator-adaptation. From the simulation and experimental
studies, it was found that the ch01ce of Z, did not appear
'.t¢ be very sensitive. However, 'too low Q value of Zo could
lead to unstable control. When ZIo was/ too small, the’
forgetting. factor was - found to \remain; near the minimum
1imit. If this continued for a long period of time, it could
lead to the'.blom-up fof the covariance' matrix"(equation
3.11). ‘More discnsSions on this matter are ‘given in Chapte:

——

4 and Chapter 5.

3.4 Upper Diagonal Fact&rization MethF

Another problem associated, with the conventional RLS
i algorithm presented in the previous section is the
possibility of having‘indefinite, negatime eigenvalues 1in
A%me vcovariance matrix. This numerical problem is often due
to ‘the high dimension of thercovariance matrix and/or the-
accumulated' effects of the roundoff error caused by-thed
n'finite word length Jof the' computer, i.e. a hardware
limitation. Numerous examples illustrating the numerical-
etability problem of the RLS algorithm can be. found in the

literature [Kaminski, Bryson and Schmidt, 1971; Bierman,

1976 and 1977].
P r S -
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Potter, who applied the recursive covariance filtering
to spacecraft navigation, observed that propagat1ng a square
root of the covarlance matr1x eliminated the problem of an
indefinite matrlx. Potter S algorlthm has been shown to have
excellent numerlcal characteristics = and was hused
successfully. in several applications. bespite its numerical
stability, Potter's algorithm has foubd_ limited usage for
Seyeral reasons: | | ' , . >
1. It takes more computational time and storege

thenithe RLS algorithm. )

2. It can only handle scalar measurements.

Andrews [1968] suggested the use of data whitening -such

4. that vector measurements can .be implemented componentwise.’

also suggested the use.of triangular matrices to reduce
the - amount of computational time and‘ﬂstorage. However, it
was shown“ later that Andrew'sralgorithm does not preeerve

triangularity of the sgquare-root covariance .matrix and 1is

-equivalent to Potter's algorithm in the scalar- case

[Kaminski, Bryson and'Schmidt,_J923].' _ -

The uee of triahgular square root matrices was further.
pursued by Carlson [1973] Biermen [1976], on the other
hand,  approached . the problem "by psing upper-diagonal
factorization methodl Even thopgh both  methods are

algorithmically similar, U-D faotorization is more efficient

" and avoids scalar squame'roots.fMdreover, U-D fuctorization

can be shown to bd*equivalent to Gentlemen's least-squares’

algorithm [Gentlemen, 1973), which 1is besedf upon _the

¢

Deme by SR 02,
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numerically stable and accurate Givens’ orthogonal
transférmation [Bierman, . 1977]. One drawback of U-D

algorlthm is thd! the updating formulae are not as compact,
.as those of 'tﬁé' or1g1na1 RLS algorlthm I't is glven in a
FORTRAN like form. To 1llustrate thls, equationh (3.15) to

<2,
3

equationi(3.20)'aré rewritten as follews: o

[¢/3)
1)

[N L W
~ ~— W N

I n =w.

5-1 |
+ P(k,j)*y(k) ; 2
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k) + b(j)*8
uo= 1 - ((8xé )/(a*Z ))

2

IF (u<umin) Il = umin

Uﬁagﬁﬁrpuc.
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e
S~

‘Do 6 j =1, nt - . :
6 6(3) = 6(3) + b(j)*e~



RN

‘.‘,\«

9

"

T

51

The first Do-loop is equivalent to equation (3.15) and

followed by the determination of the a posteriori estimation
()

error. Do-loops 2, 3 and.,4 update the covariance matrix and

the gain. It should be noted that the gain k(k). in equation

(3.20) has been substituted by x(k) of :equation (3.17) in

‘the, algorithm; Also, update of :he gain m(kf)in equation
(3 17) has been separated into - two parts: the term & +
k

(k—15 'P(k—1) vik-1), ‘EWhlch in SISO systems .5 only a

¢%sca1ar, rz updated as.a and the term P(k-1) ¢¥(k-1) is stored

under"b. The orlglnal RLS algorithm wuses § as 1, some

\_ - ‘.u

Jauthors suggest the use of & aS“the noise variance. of the
isystem' and others prefer to replace it w1th the forgettlng
factor In thls ;erk the 1mplementatlon in the slmulatlon
studies has used~e he noise variance as & and in the

experimental results the value of &=1 was,, used. Neither

truncation nor indefinite covariance matrix problems were

encountered'in either case. After the covariance matrix is

updated by the factorlzatlon method, it is ,again inflated in

Do loop 5 by 'th% variable forgetting factor._ fhis is
1mportant 1n order to control the speed of adaptatlon of the
estlmator. Flnally, the parameter est1mates are wupdated in
Do loop 6. Instead of adding a Do-loop to calculate ‘the gain
n(k) with b and a, the a posteriori estlmatlon’ierror' is
-vflrsﬁ% drv1ded' by a hefere'Dafloop 6. This step is:taken to

“preserving the U—D'efficiency. The algorithm can also be

such that ‘storage can be .reduced in large dimension

N . ’ s
- o \
3 = RS

.

po}

P - N .
o . : . : o : Ce g
:

modified slightly to store the covariance matrix as a vegtor

au
& »
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problems,
Implementation of the adaptive PID controller with U-D

factorization and variable forgetting factor algorithm is
3

straightforvard. 't does not require any matrix inversion,
matrix sJuare roots or . trial  and .“er€§€: iterative
BIONE -
calculatic. It - involves only simplel arithmetic and
S TRy

calculation of the control law is directly,'dépermined from

the ‘parametef estimates. Therefpre,-it ié computatiqng%}y
efficient andHSUitaELe for a microéfocéssor baséd' com ‘iér{ e
Implementation of the algorithm reqguires the fdllowing?ééé%sufgﬁﬁ
recursiQely: ",

1. Measurement of the process output y(k)¢-
~. 2. pPrediction of the process output yk)g i.e.

B ) ’\A." 9
3+-Calculation of the a posteriori estimation error

é(k).

\

. ) N . .
4. Update of the covariance matrix P(k) and gain
k(k), and dene%mljzzzgﬁ\qf the forgetting factor

- .

N

w(k), i.e. Do—loop:2‘tqyﬁa¥loop 5.

5. Update of the pArameter’ estimates O(k), i.e.
Do-loop 6.
6.,'Calculatiop of the 'control léw,”i.e. equation

(2.31). AT
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3;5 Summary

This chapter reviews the difficulties commonly
encountered when RLS is used for closed-loop control
identification, and presents the use of U-D factorization
" method té implement RLS with‘a variable forgetting factor.
.Discussién on the probiems of RLS begins with the decrease
of estimator gain with respect to time‘ when the process .
under control has beenwsat steady-étate for long duration,of
time, i.e. when the procesé has notv:been .'persistently
.excited. This difficulty 1is solved . by ,jntrdducing” a
constant foréetting factor, but it is fufghgrfﬁﬁhbwn “to bé_{_
inadequate and could lead to blow—uﬁgggfﬁfﬁe‘covarianée_

matrix when the value of forgetting factor istlessf:than T,

The wuse of a variable forgetting factor is then introfilucéd. .

The final section discusses the numerical problems of RLS.
It -presents the wuse of U-D f@?torization algorithm as a
solution . and outlines the -impl¥gntation steps of the’

algorithm with a variable forgetting factor.

e

ti



4. Simulation Study f

4.1 introduction ‘

The objective of this chapter 1is to 1illustrate .the
.propefties- of ..the adaptive PID .cohtrollér presented in‘
Chapter 2, and highlight the féctors which \should be
considered in the"actuaf: impleﬁentation of the algorithm.

Performance of the adaptive PID controller. is evaluated

~through some@ﬂ;\thﬁtion studies on a hypothetical system,
which has also been considered by other auth;rs‘ [Vogel,
-1982; Seborg,. Shab and ‘Edéﬁr, 1983];'In continuous-time
domain, the model o£ this 'bench—mark'iexample 1s given as:

(./"\

y(s) e“; : '
= . ’ : (4.1)
u(s) (3s + 1) (58 + 1) =

where d is the system time delay ranging from 1 to 5. If a
sampling- interval of T,=1 is used, the corresponding

discrete-time transfer function of the system with a zero

order hold is represented by:

y(k)  279-1(0.028 + 0.0234z" ') a
= e’ (4.2)
u(k) 1 - 1.53522"' + 0.5866z" 2

B
the following continuous-time transfer .function:

3

R ““ \ . .
‘In ‘addition, the load disturbance dynamics were modeled by

Vv
9%,

R B
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) ' | e (4.3) .

The corréspondihg discrete-time representation with T,=1 is
given by:
y (k) 0.0952z" !

_ g ‘  (a.4)
v(k) 1 - 0.9048z2" ! :

a

The following simulation runs were performed to study
the effects of: ‘

1. Constant and known time delay

=  Choice of initial b-parameters b(0)

- Choiééggf”initiai'covariag?é matfix ?kO)

2.' Constant but unknown time‘deléif! |
/ 3. Unknown and varying t;me’éelay~'

43; Disturbanbg§ and‘éhaﬁginé process gain

5. Delay dominated systems ?

on .the closed-loop system performance.

4.2 Constant and Known Time Delay

When system time delay jis . known and constant, many.
éifferehﬁjtédhniques are available in the - literature to
compeﬁsétg;vfor its effect on.the overall-clbséd-loop system

pérformance. The Smith Predictor scheme, for example, is one
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of the_most widely used dead—tlme compensatorst However, due
to . its sensitivity to modeling errors, a scheme using an
adaptlve algorlthm to estimate the process model- parameters
and update 'the; compensator was 1nvest1gated. One of the

methods proposed to handle t1me delay systems is to include

\add1t10nal numbers of b parameters in the process model to

be estimated. The nUmber of emtra parameters can be elther
eoual' to ‘tne max imum lestimated time 'delay 1in terms of
sampling'periods [Wellstead and Sanoff, 1981], or a possible
rande of time delayf expected in the;systemf i.e. maximum
minus m1n1mum time delay [White, 1976]. The former becomes
computatlonally unattractlve‘ when system time delay 1is

large, ThlS matter w111 ' be furgper examined ~in .a later

sect}on ‘wa h respect Eo unknoyn and/or‘varying time delay
systems. , B .

'.The following Simulation runs were . carried out to
demonstrate the:capability of the adaptive PID controller in

handling systems with constant and known time delays. When

the system t1me ‘delay is said to be fknown,A it also _means

_that the number of extra parameters in polynomial B(z™')

' that need to be estimated are the same as the number of

sampleﬂuperiods of ‘true delay,i.e.. De=Da. The initial 50
sampling periods of the simulation runs are set at zero

steady-state 'condition4 before any setpoint and/or load:

schangesnare introduced;‘During those periods, white no%se

l‘(Oio’) is added to the system with ¢2=0.005 and the control .

variable is constrained to lu(k)|§1.0. After the first- 50
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sampllng perlods, the constraint on the - control variable ' is
changed to |u(k)|5100 and a serlés of step changes are made
in the setpoint to test the controller performance 1in
‘tracklng‘the desired-trajectory. | ( |

‘Figure 4.1 illustrates the -simulated servo response . of
the system when the time-delay‘islone sampling_period, l,e.
Da=1- Flgure 4.2 and Flgure 4.9 are the responses when the
tlme delay 1is .two and five sampllng per1ods respectlvely
Though the control varlabbg is’ cllpped durlng the 1n1t1al 50
.sampl1ng perlods, 51mulatlon runsi show that the control
var1able is well w1th1n the limit Hurlng those perlods‘ The
output varlable is "~ shown to follow the de51red tra]ectory
very closely in all cases. As the time delay 1ncreases,e the’
,1amounti of overshoot on the output varlable 1ncreases. Thls
is because of- the longer per1od of wuncertainty _in‘»the_
parameter estlmates durlng the initial perlod Powever, this
overshoot decreases as time increases. AF1gure 4.9).

Figure 4.3a to Figure 4.3c showqthe convergence of the
estimated parameters when ~time delay . is  two: sampllng
perlods " Derivation of the adaptive .EID..controller“in
vChapter 2 indicates that the process model be :a-fsecond“
order. There are therefore four parameters.to be estimated
in each case in addition to the ertra' parameters used‘,to
compensate for the time delay. For the_caserindFlgure-4.3a,
to Figure 4. 3c;‘1t amounts to six parameters. Each parameter

is shown to fluctuate dur1ng the 1n1t1al period. Thls is

expected since each parameten is initialized to zero ,except

9
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for '5 (0}, ‘Howeverp all parameters converge rapldly after

/‘\\ '
the introduction of the first step change 1n the setpoint.

// . -
Below 1is a llSt of the 'true' process parameters and the

estimated parameters.

Table 4.1. List of Parameter Estimates When System Time
Delay .is Known and Constant S

Parameter | 'True' Parameters N Estimatedyparameters
ay - . -1.5352 : 1.5 o
a i 0.5866 3 0.57 ' 3
b‘|. T 000 “ —0¢0022
, b, - 0.0 : . 0.0049
N, b; . 0.0280 0.0240
. bs 0.0234 ~0.0280
w

The three PID controller settings‘éte shown in Figunesy4.4a,
4.4b and 4.4c to behave in a simiiatéfashion.-THis is due to

the fact that they are determired from the estimated

parameters accordlng to equatlons (2 37), (2.38) and (2.39).7

Figure. 4.5 shows the varlable forgettlng factor. The change

in the value of .forgettlng factorliis so small’ that~ it

appears as if it stayed at « constant value at " *The ch01ce‘

(Y oA £ ooy

of the lower® 11m1t of forgettlng factor is important This

p01nt will be . further dlscusaoﬂ in connectlon w1th the

- 2

choice of Zo} For all the 51mulat1on runs, uhe lower .l1m1tﬁ

. . . . 5/ ) . B
is set to 0.9.- " , . . Sy

<« The adaptive PID controller algorithm alsoipfovides an

on-line tuning - parameter, i.e. pole-location w;, to allow.

the operator to 'shape’ the output response. A small;xﬁglue

of w, corresponds to fastérise time and a large value¥gives -

E
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~initial parametersﬁage therefore set to zer@

N

sluggieh response. Since:the value of Zb, is used in place

of B(z"') in equation (2.24), it follows that\MEBE" control

action 1is actually faster than it would have been with’

' " i . . .
B(z~'). Due to this reason, it was found. that smgll value of

w; gives very fast rise tlme and causes the response to
become'oscillatory. For the simulation studles, a value of
0.9 is useq except for Figure 4.1 where w,;=0.8.

T _ R
Choice of»Inktxel b—ParametershZBn ) . S

From“theggontrol law déscribea by equations (2.32) and

S (2.33), it‘is‘obvious that initial parameter estimates-_for

the b's cannot be all set to zero since thlS 1mp11es that -

the. control 1nput dﬁflng _the 1n1t1al perlod w1ll' be

¢ . \)v
b

1ndefgplte.1éﬁo &start the'U D estlmatlon algor1

) B

g parameter in polynom1al B(z:l); Theoretlcally any one of the

5 parameters can be 1n1t1al1zed to non- zero. To see 1f thlS

B

is true, two sxmulatlon runs w1th dlfferent B parameters

. e

SOl

initialized to non-zero. were carrled out w1th the remaining

condltlons bélng 41dent1ca1. Both g;ye'-SImllar results..

“ . b

. : . R L
Fidgure ‘4.2 shows the simulated response 'wﬁ%n . bs is

-~

initialized to a -:non- zero value, and Figure 4.6 shows the

case when B, is rnltlallzed to a non ‘Zero value.“ QQQ};',
SRS o S

.
s

~ ‘ 68\

'pt fon‘ one

° P ey

>Ch01ce of Zo
e T

‘AThe4 valué of "I, ‘given by equation (3.15)  is-

'proportional to the nominal asymptotic memory length and the

red

b
w3t
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sYstem’noise‘variance. From equation (3.13

¢

 of Zo will cause the forgetting factor to decrease and lt'ld@
. |
o d

may even hit the m1n1mum limit. A small forgettlng factor J

. -s~ . -
syStem~is‘sensitive-to disturbances and speed of adaptafion

',corresponds fto a large covariance. This implies that the xﬁ§\§

s “ . “ - . .",.y.u_ .
ig" faster in response to sudden parameter changes. However,

Y
v e

R SR S T . .
small values of 'Zo.do; not pecessarily give better control.
For noisy; sYstems, smalllﬁvalues of I, will cause the

forgettrng factorvto rema;n rear. the m1n1mum 11m1t moSt of

Wy -

thev t1me.vand can’ thus'create an oversen51t1ve system The

Lf.,, . o Q.

Jvalue ongo should 1n°thls case, Be - chosen hlgdg enough ’to

1nclude the n01se varlance as dlctated by equatlon (3.15).
w0one 8¥her hanﬁ, thls"obServatlon:'also provides ah;55
S ’, . . \ k ‘:‘5 ~
1nd1cat10n ,a to Whlch d1rect1on the value of Zo should be

v . - L: 9

A

vchangea tO,bl e. to 1ncrease ‘or decrease. Flgure 4.2 .and

g TJ

Flgure 4.7 show the results of two dlfferent runs w1th Lo=1

and 20—10 respectlvely Both runs appeat to be 51m11ar.

o R B . B e s
. ‘./ . ‘} " pl
CHoice of Initial Covariance Matrix P(0)

-

In generaﬁg a lerge initial covariance matrix indicates
that the level of conf1dence in the 1n1t1a1 estlmates of the
parameters is low and the ‘estmmator is thus tequ1red to
response - fast to parameter chanées.YWhen a pnionf,knongége
about the conttolled process is unavailabie; as isloften the
-case, the initial covariance matrix is,usually set to a

relatively lazge diagonal matrix. USing the U-D estimation

~algorithm, this ‘choice is found to be insensitive. Figure .

&
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S

4.2 and Figure 4.8 give the closed loop system  responses
with P(O)-1O I and P(O)—1O I respectlvely Though F1gure 4.8
gives a higher overshoot during the first step _change in,-
setpoinrx there is practically no difference as time -
increases. Since the ch01ce ‘of P(0) was foundyff{u

insensitive, w1¥h the exception of F1gure 4, 8 ‘the

\
covariance matrix P(0) for all 51mulat1on runs 1is

on L g

4.3 Constant but Unknown Time Delay -g g
.For'fsystems w1th unknown time delay, it ie a common
praoticeigg tune‘theycontrollervby u51ng the maximum n&alue
of- the expected delay. Consequently, the'system responge
often becomes slugglsh Two éimulationrruns were performed'
- to test the performance oégthe adaptlve 'PID’ controller to a
>system ‘with unknown t1me delay by overparameEerlzlng and
nnderparamererizing .the | -oolynom%al : B(z‘}};‘ By
overparameterization it is meant that the number.»of extra
sparameters ieaféreaﬁer than the maximun expected. time delay
in termshoffsanpling periods. For ey  ole, if the maxlmUm,
time delay'ie expected to be 4 sampling periods, instead of
identiﬁying' 4 - extra "‘paramerers, Vin . B(Z-;)g'
overparameterizagion' identifieS'AS or 6 extra parameters;
Similarly,‘by underparameterization it is ‘meant' that >the
‘number of extra parameters is'less than the maximum expected
time delay. U51ng the above example, the number,”of' extra

parameters 1dent1f1ed in ‘underparameterization will be
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R

"%.11 displays the system performance when‘ the,'{.

. extra parameters is less ‘than the maximum expe

75.

[y

anything from 1 to 3.
S

'I'n Figure 4.10 the number of extra parameters is

“greater than the maximum expected tlme\delay, i.e. six extra !

‘parameterst Comparison of this run _to the one when time

deXy - is known, Figure 4.2, shows similar responses. F1gu1e

i Bper ‘bff

a3 time .

'

delay. The run. in  Figure 4.11 has employed two emtra
parameters in ‘polynomial B8(z" ). Theoretioally;.°this
,indicates to the Cestimator that . there are two lsampllng:
periods’.of delay. The 'actual tihe’ delay in the system,

'honever} is f1ve sampiﬁﬂg perlods 'Nevertheless; g1v1ng ‘a

]

seQuence‘;fof 1nput output hlstory,' the estimator” w1113

| ,!z:\ .
y B f\ - - . . . . )
converge to a. set of parameters which also minimizes the'

.

est1mat1on . error Slnce,mthe qontrol law descrlhpé\ byp
equatlons (2 32) ‘and (2. 33) uses only the value qf ZB. nd

.th' the 1ndlv1dual 5., the ‘ult1mate effect 1s therefore'

e

equ1valent If this run 1s¢compared to Flgure 4. 9\w1thbknown.

time delay, it canl ‘be seen that the rlse time durlng the e

f1rst Step change is faster w1th the consequence 6f ra larger

{overshoot Thr is“ due to A larger uncerta1nty durlng%%he'

initial period_in the parameter . estlmates.'J-As _ t1me

v

"increases, Figure‘ 4,11 shows smaller overshoot than Flgure

= = A

4,3gfwith no s1gn1f1cant dlfference_ in ’rlse tlmef ‘fInf‘
addition therev is~ a significant amount of computatlonal

time to be galned in underparameterlzatlon s1nce less s
[ ‘ N 7 )q‘

, : " i

~parameters.are estimated.

V

P

7
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Wellsteaa and Sanoff [1981] proposég to
overparametefize the polynomial B(z"') by the largést
expected time delaf. White[1976]; .on ,the other hand,
recommended thé overparameterization ofhpolynomiél B(z-') by
an expected range of time delay fb reduce the total‘number
of estimated parameters. ﬁhen the .minimum ;xpected time
delay.in White's approach is set to zero, tﬁe two approaches.
can be shown to be  equivalent. The whole purposev'of
providing a priori estimation of the minimum tiﬁe delay is
to reduce the potal nﬁmber of éarameters.esﬁimated when the
maximum  time ‘delay is H expected to be large. The'
uhderparameterization | scheme described above has
demonstrated'ghe independence of the adabtive PID controller
performance from the total number of extra parameters 1in
_pélyn@mial »B(z'f). This algorithm is  therefore
computationally more efficient due to th@s,fact aione.

) ’/.
4.4 Unknown and V;rying Time Delay

Insgite of the difficulties they create 1in  control
problems, systems -~with unknowﬁ and/or varying time deiay
characterisﬁics are often‘encountered in chemical prqcessés.
A typical example involves- the transport dél ys in chemical
procésses which var: wiﬁh £he process flowrate. From seption
i4l3, it’ is show: chat the adaptive- PID controller can
perfbrm equally well even when the number of extra

parameters estimated is.less than the maximum expected time

‘delay. Similar tests are performed for systems with unknown
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"and varying time delay -and the results 'are given in this
seetion. | »

Eigure 4.12 and figdreﬂ4.16 show th%, performances of
the vadaptive PID controller when the system t&me delay is
uﬁkﬁown and chahées.dlh Figure‘4.12, the time -delay chénges
ffom ‘two to ,f&ve sampling.péyioqs at k=500, and only two
extra parameters ére'included in};ol iz B(z"'). When the

time delay 1is five sampling pe:inds, ‘he number of extra
- N . C

parameters ié no longer equal to_thé actual delay but iess.
Howeveg,'"system performance .is; not degradear sin;e the
;élgorithm useé*\gnly the \steady—sfate valﬁe; £b,, of
polynomial B(z"'). \ | ‘

Whe® the time delay changes, though the  process
pa}ameteré might be invariant, there is a mismatch in the
process modei that causes the parameters to change “to
éccomodate for the totgl effect. The parameter cénvergence
is rapid and is shown in'FigLre 4.13, 4.14a aﬁa 4,.14b., For
comparison purposes, . the 'true'\prééess parameters and the
.estimatéé parameters are iisted in Iable 4.2. Albng with the
changes of parameters at k=500, the estimation error
increases. Consequently, the. forgetting factor also
" decreases to - allow the estimator to adépt faster to the
changes. Once the parameters converge, the | value  of
forgetting factor goes back to one. This is shown in Figure

2

4,15,
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Table 4.2. List of Parameter Estimates When System Tlme‘
Delay is Unknown and Varylng

. Estimated Parameters
Parameter 'True’ Parameters k<500 [ k>500
a; . - —1.5352 ’ -1.5 -1.7
a; ‘ 0.5866 0.56 0.75
b, 0.0 : ) -0.0022 - =0.,0053
b; 0.0 ' 0.0031 - "0.0057
) b, 0.028 0.024 ' 0.017
7 ba 0.0234 0.031 | 0.011
Time delay for k<500 = 2
~ k>500 = 5

Time delay was changed at k 500 and T =1

the

Figure 4.16 gives the system response when number
of extfa pqraméters' is made equal to the largeé
time delay. THe resulting performanée is -+ good but
computationally it is less attractive than the case shown in
Figure 4.12., Though a maximum expected time delay is
required to implement thé adaptive PID controller; it is
seenlin the test runs that the number of extra parameters in

polynomial B(z"') can be less than the maximum expected time

delay.

4.5 Disturbances and Changing Process Gain .

The combined clqsed-loop response for tracking and
regulation is shown in Figure 4.17 without feedforward
éompensation. Unit step changes in setpoint are introduced

at k=50, k=200 and, k=650. In addition, step 1load

’

expected

/\2
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disturbances of magnitude equal to 0.5 are introduced at

k=250 and k=500 for a period of 200 and 100 $ampling

!
i

intervals respectively.

Figure 4.17 shows oscillatogy-resﬁonse ffom}k=320'to
k=420, Since the controller is ini;ially: tuned to traék
setpoint alone, ﬁhe introduction of first load disturbénce
cﬂanges‘“the estimated parameters. The oscillations are
lthereforemthe consequence of this‘initial adaptation period.
Moreover,vthefog;put response settles:down at ghe deéired
trajectory beforé the step loadogdisturbance is taken. away.
The oscillations are therefore not to be histaken as the
result of t£e second disturbance. When the step load
disturbance is taken away at k=4502 it represents a negative
step load disturbance to the system: However, it can be sgen
from Figure 4.17 that the disturbance  rejection action is
very fast after the controller 1is ‘tuned‘in. The second

setpoint change is made to test the controller performance

?

-~ at setpoint tracking after .it has tuned itself for

disturbance rejection.

In Figure 4.18 adaptive‘feedforward control is added to

the adaptive feedback PID controller for the same operating
conditions - as inlfigu;é 4,17, For feedback plus feedfori?rd
cbntrol,ltwo addifional parameters are estimated to model
the measurable disturbance. The addition ’ofrfeedfofﬁard
compensation eliminates the os:illatiqns and provides faster

response than the one with feedback control alone.
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" Figure 4.19 shows the case when the process gain is
.changed from 1 to 2 at k=200. Step load disturbances of

“magnitude equal to 0.5 are again introduced at k=300 and

k=450 for\\a period of 100 and 350 sampling intervals

respectively. Unlike load disturbance, the changing of
process gain changes the 'actual' process parameters. Since
the estimator has found a set of convergence values for “the
initial process during the first step change, the
fntr;duction'of a different process‘gaim introduces a new
éet, of éystem barameters; Consequently the estimation error
fhcreases, and the fOrgetting”facto: decreases to a lower
value such that the estimator can discount the old data and
' put heavier weighting on the new information to adapt to the
"new' System; As shown in Figure 4.20, the forgetting factor
reaches the lower limit only when the estimation .error
becomes large, and not at the instant when the sudden change

in the process gain occurs. This is expected since the

forgetting factor is determined based -on the estimation

‘error rather than the process gain. During the adaptation
périod,_ the output response becomes Vvery oséillatory.
Nevertheless, because of this excitation in the system’which
gives 'rich’ informationota the estimator, the controilér is
well tuned and’ the system response to. the step 1ogd

disturbances is quickly arrested. . . "

)
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4.6 Delay Dominated Systems

To evaluate the bperformance of the adaptive PID
controller on ardelay dominated sysfem, i.e. when 4/ > 1;
the time delay in the simulatioﬁ model of equation (4.2) is
increased from the previous maximum of ST, to 8T,. The
adaptive PID controller is then applied to this system with
4 extra parameters in polynomial B(z™'). The polynomiaiJ
B(z-') is therefore 'underpafameterized by 4 parameters.
Figure 4.21 shows the result obtained for this application.
Due to the large time delay 1in the system, the initial
adaptation period is longer and the initial output response

is oscillatory with high overshoot. However, it can be seen

’./'
\ from Figure 4.21 that the output response tracks the

L.
setpoint very well after this initial tuning period. The

initial oscillatory response can be avoided if the initial

‘SYStem identification is done in the background while the

process is operating under-a fixed gain controller.

4.7 Summary

This chapter discusses the resulls obtained from the
simulation studies omr a 'beﬁch-mark‘ example, and serveé as
a stepping stone - to @he experimental studies presented in
the next chapter. The evaluation procedures are ‘categorized

into: i) systems with known and constant time delays; ii)

'systems with unknown but constant time delays; iii) systems

#ith unknown and varying time delays; iv) load disturbances

and systems with changing process gains; v) delay dominated
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systems. fhe "discussions focus mainly on the choices of
several initial parameters in order to start the algorithm,
and the effects of these choices on the closed-loop
asymptotic tracking and regulatory properties of - the
adaptive PID controller. The 1initial choices 'of the
covariance matrix and the non-zero b parameter are found to
be non—cri£ical, i.e. P(0) can be set to a.relatively large
identity matrix and the@ﬁ%n—zero b parameter can be any  one
of the b parameters. Though not sensitive, the tuning’
parameter w; is found to give best performance when a highef
vbalue' ié chosen, énd a relatively large value of I, should
be chosen to‘p;event the forgetting factor from remaining at
the lower limit. Also, the total number of extra parameters
in polynomial B(z"") to. handle time delay sSystems needs not
be the same as the maximum expected time delay in the
system. This property is parti?ularly useful when dealing
with systems_ with unknown and varying time delays. It
.reduces a lot of computational time“when time delay 1is
large. The adaptive feedforward compensatof‘is‘élso stﬁdied
and found to improve the output performance considerably.
Finally, the adaptive PID controller is found to work well
even when it is applied to a delay dominated 5ystem.-

x
: \

3

v

Y



5. Experimental Evaluation

5.1 Introduction

To evaluate the adaptive PID controller performance on
a real process, the algorithm was implemented on a HP-1000
digital computer to control the temperature of avcoqtinuous
stirred-tank heéter. This chapter outlines the process
equipment and ‘control hardware that were used to
experimentally evaluate the adaptive PID control algorithm

and7diSCUSSeS the results obtained.

5;2 Description of Equipment
Thé continuous stirred-tank heater used in this study
?is located in Room 274B of the Chemical-Mineral Engineering
Building éﬁ the University ‘of Alberta. A detailed
description of the equipment is also.available in Lieuson,.
Morris, Nazer and Wood [1980] and Thesen [1981]. A schematic
diagram of the equipment ié shown in Figure 5.1. Tﬂe tank:is
15 cm‘ in diameter and 55 cm in height. The temperature of
city water used as the inlet cold water ranges from 11°C tb
18°C depending upon the outdoor tempefature and is measured
by thermocouple A. Since city water is used 1in “the entire
building for other process equipment and the inlet flowrate
is merely monitored by a hand valve, fluctuations on the
inlet flowrate are inevitable. Inlet flowrate, measured by

an orifice/mercury manometer, ‘is maintained at 8.2 kg/min

during steady-state operations. Parallel to the manometer is

96
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a differential pressure cell which provides the flowrate
measurement signal to the'computer;

A constant holdup of approximately 8.2 kg is‘maintained
in the tank by a level controller. The inlet cold water is
heated by saturated steam at a pressufe of 50 psig. The
pneumatic control valQe on the steam line 1is an equal
percentage type and thﬁs gives rise to a non-linear
relationship between thé iﬁput air pressure. and the ~steam
Elowrate. The outlet water(teﬁperature can be measured by
either thermocouple B, C, D or E."Tﬁe thermoqouples, as seen
~in Figure 5.1, are located at different points on the outlet
pip% to deliberately introduée different time delays in the
syséem;; Only one thermocouple can be used at a time and is
selected through a switéh box as shown. A load disturbance
is ~ introduced into the system by changing the inlet
flowrate. By so doing, it also changes the ouﬁiet flowrate
to maintain a constant holdup. Changes in outlet flowrate
“ cause the time delay to véryAsince the major systém time
delay is the t;qnsportation delay.

Except for cases where ‘changing time delays are
\involved, thermocouple E ié used for the experimental study
described here. The choice of this sensor location in
preference to the others is because it gi;es ghe longest
time delay. Relationship between the inlet flowrate and .the

time delay is calibrated for thermocouple E and is g:iven by:’
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d = -2.16 R + 33.44 (5.1)

Where d is the system time delay in seconds and R 1is the
inlet flowrate in kg/min.

The process is interfaced to a HP-1000 digital computer
in. the Data Acquisition, Control and Simulation (DACS)
Centre jn the Department of Chemical Enginee;ing at the
Universitylbf Alberta. The thermocouple signal in millivolts
is converted to a current signal of 4 to 20 milliamperes
(mA). The corre;ponding 1 to 5 volt output developed across
a resistor is theh ‘read’ by the analog-to-digital (A/D)
. converter. The control signal from the digital computer, on
the other hand, is sést to a current-output-<station (COS)
which also serves as a zero-order hold device. The output

from the COS is a 4 to6 20 mA signa This current signal 1is

Y.
then converted ,to a 3 to 15 psi

ir pressure signal to
position the control wvalve through a urrent-to~pressuré

(1/P) converter. -

5.3 Experimental Results

The experimental results obtained by usfﬁg the édaptive
PID controller are compared to those obtained by using
conventional' discFete, fixed gain, PID controller. No
attempts are made to compare the adaptive PID controller

performance with the self-tuning PID controller performance

proposed earlier in the literature [Wittenmark and Rstrom,



100

1980; Isermann, 1981; Cofripio and Tompkins;‘1981; Gawthrop,
1982; Banyasz. and ‘Keviczky, 1982; Hetthessy, Keviczky and
Banyasz, 1983; Astrom and Hagglund, 1983; Cameron and
Seborg, 1983; Song, 1983], since the earlier works are not
designed to lhandle unknown and/or varying time | delay
systems. The major emphgses on the evaluation are: to study
thebcontroller performance in handling systems with unknown
‘but constant or 'vafying ~time delay; and to study the
disturbance rejection properties of the controller. The
results are presented 1in the’ followiné order: setpoint
tracking for a) known and constant time delay system ‘bx
unknown -and constant time delay system <c¢) unknown and
changing time delay system;~and disturbance rejection with
and. wiFhout feedforward compensatlon

As mentloned in the previous chapters, .when the process
‘is represented by a flrst order plus time delayvmodel the
nesultlng controller structure is equivalent to that of theu
conventionalﬂ discfete PI controller. Experimental runs with
the adaptivevPI controller were also conducted to eval ate
its perfofmance.

Ini&ially the process parameter estimation was done in -
the background while the proeesslwas operatingiunder a fixed
gain PI controller. This was done to avoid ex;essive control
action durinag the initial period. When a process is unknown,
the 1n1t1a,azed parameters generally contain large errors.

Since the controller de51gn uses .the certalnty equ1valencei

principle, the control algorithm accepts the current
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estimates without considering their uncertainty.
Consequently, the initial‘ control action might be
meaningless. Hard limits on the control valve are placed at
20 and 100% valve opening. The thermocouples are calibrated
for 25°C to 55°C. Beiow 20% valve opening, the temperatﬁré
in. the tank is " below fhe calibrated range. Due to the
background. estimation, .the‘ parameter estimates can be
initialized to zero. However, in order to be consistent with
. the simulation runs, the iast two b parameters for a second
order delay model and the last b parameter for a first order
delay model are initialized to one. This choice élso avoids

large -initial transients in the control valve. The fixed

1

gain PI controller settings arev»'§8%3:5%valv /°C and
: iy S g .

K,=0.007sec” ', °

TS
e
J‘('\

Figure 5.2 shows the stirred-tank heater response just

5.3.1 Constant and Known Time Delay

after being switched from fixed gain PI controller to the
adaptive PID cohtroller.-The outlet temperature is measured
with thermocogple E which .also iﬁtroduces the longést"
transport delay. With a samplihg interval of 4 seconds as
used in Thesen{[1981], the total ‘delay is‘estimated to be 4
sampling periods. .In the ‘cése of known time delay, four
additional b parameters are estimated. The desired
closed-loop system pole is located'at,z=0.9, the value of I,
is chosen to beiS, and the initial covariance matrix 1is

10°1. Convergence of the estimated parameters are shown in
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Figure 5.3a, 5.3b, 5.3c and 5.3d. 'Though the- parameters
converged to constant values during the fixed gain PI
controller period of operation, they fluctuate again at the
time intervals related to the setpoint changes. This is
expected since the ;adapﬁive controller settings are
determined from the ‘parameter estimates and the setpoint
change has served to reactivate tﬁe estimator. . The
ﬁfluctuatioh during the first setpoint change is the largegt
and then;tﬁe changes become smaller at _each subseqguent
setpoint changes. This implies that parameter convergence
has eventually occurred.

The adaptive PID controller settings are plotted in
Eigure0$.4a, 5.4b and 5.4c. Small. changes in the parameter
estimates lead to larée«jumps in the controller settings as
shown around k=400, k=B00 and k=1280. These changes in the
estimates can be explaihed‘as a result of the.choice of Zo,
ané consequently the vélue of forgetting factor. As seen
- from Figure 5.5, the lérgé spikes in the‘coﬁtroller settings
occﬁr when the forgetting factor stéys near the lower 1limit
for®some time. When the forgetting factor is less than 1 fqr.
K ﬁeriod_of time, it 1increases not only the épvafiance
matrix but also makes the estimator adapt faster -to the
changes in the 5ystem. When this happens while there are no
changes in° the system, it can lead.to oscillatory responéé
and, in the worst case, an unstable system. On the othéf.
hand, this aléoAindicates that Zo should be increased to a

‘higher value to prevent the'fqrgetting factor fromyremaining
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at the lower limit when there‘are no chuaiiges in the system
(cf. Figure 5.24). It should be emphasized‘that the choice
of L, also depends on -the initial parameter estimates
obtained under the control of fixed gaip controller. This
run is chosen to illustrate the tuning effect of ZIo. Abdv;
\all, it 1is chosen to show the ’robuétness' of the adaptive
PID controller. |

Under similar process operating conditions as in Figure
5.2, adaptive PI controller is used to control the outlet
temperature of the stirred-tank heater. Comparable results
to Figure 5.2 are obtained and are given in Figure 5.6. The
resulting controller settings are shown in Figure 5.7a and
" Figure £.7b. |

Fixed gain discrete PID controller is used as a basis
to compare tﬁé performance of the adaptive PID controller.
The stirred-tank heater response using fixed gain PID
controller is shown in Figure 5.8. The controller settings
are estimated\\by .IAE technique [Milier, Lopez, Smith and
Murrill, 1967] and after fine tuning, the values are found
" to be Kc=5%valve/°C, Ki=0.0055ec" and Tg4=10sec. Better
performance by both adaptive PI., and PID controllers is
e&ident. Fixed gain PID takes a longer time to reach
steady-state and gives higher ove?shoots with 1longer rise
time: Theoretically, the faster response given by both
adaptive PID and PI controllers is due to the summing effect
of the b parameters. By replacing the polynomial B(z~ ') of

equation (2.24) with Zb,, the response is different in the
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transient stage (steady—staté matching is always easy to
do). In addition, sinée the use of ZIb, in plaée of B(z"'")
removes tﬁe délay, it follows that tﬁe control action ié
faster than it would have been with B(z"').

AN

5.3.2 anstant'but Unknown Time Delay

WHen the time delay is' ynknown, it is difficult to
~ .

determine the number of extra b parameters required to ~be

_ \ T
estimated. To evaluate the, adaptive PID(PI) controller

peffofmance:in'Such a situation,"phe time delay of the

' Stirréd-tank heater 1is assumed to be,unxnown. Although the

acthél time delay 1is 4 sampling periods with sampling

interval of 4 seconds, the number of extra b parameters was

W

'~ intentionally specified to be different than 4. In this

:section, .  two different runs _with two ~and .six extra

parameters are used.

Figure 5.9 and Figure 5.11. show the stirred-tank heater

‘responses using adaptive PID controller when the number of

extra B'parameters’arb two and six respectively. Similarly,
Figure 5.10 and Figure 5.12 show the :stirred-tank heater
responses using‘adapgive PI controller with th? rest of the

operating conditions remain unchanged. The large 1initial

. variations in the - input-output responses are due to the

uncertainty in the 1initial controller parameters. From

equations (2.33), (2.37), (2.38) and (2.39), though the

desired cloééd-loop poles are pre-selected, the PID

controller constants will wvary according to the parameter
v ,‘,‘. \ .

y

3

I
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estimates. Thérefore, it 1is expected to have these large
variations during thé initial period until parameter
convergence occurs. At the same time, it is also clear that
a parameter estimation algdrithm‘ with fast convergence
propertx is the most. desirable.. Though there are more
variatiégs in the inpugA and output responses .duriqg the
initial period for the adaptive PI controller, all responses
show excellent pérforﬁénce ‘of the adaptive PID(PI)
controller regardless of the number of extra b parameters.
This'property-of the adaptive PID(PI) controller 1is ‘vegy
signifiéant, in particular for systems with unknown and/or
chaqging time delay/dynamics. Comparison of the adaptive PID
and‘ PI control in Figure 5.9 to Figu;e 5.12,‘howeve}, sho§$.
the better performance by ﬁhe adaptive PID control. This is
probably. because of the presence of time dglay and also the

" assumption of a lower order model for. PI control, i.e. a

first order model. - o

5.3.3 Unknown and/or Changing Time Delay

The time delay of the'séirred—tank heater can be varied
by usihg different thermocouples to measure thé~ oﬁtiet
temperature. When the sampling interval is 4 seconds, the
system time delay varies %rom one sampling period at
thermocouple B to two sampling periods at thermocouple C and
four sampling periods at therhocouple E. In this section,

the number of extra b parameters are chosen to be three. The

reason for this choice 1is again ‘to "~ illustrate the
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performance- of the’ adaptive PID(PI) controller 1in the
presence of time delay mismafcﬁ. More specifically, it
assumes that system time delay is unkﬁpwn.

Figure 5:13 shows the fesponse of the stirred-tank
heater just after being switched from the fixed gain™PI
controller td tﬁe adaptive PID controller. The time delay .
during the first three setpointsAis four sampling periodé.
At the fourth setpoint change, the time delay is changed to
two sampling pér}ods by switching thermocouples. Finally,
the time delay is changed to one sampling period at the
sixth setpoint change. When three extra b parameters are
‘used in,thé estimation model, it is theoretically indicating
to the estiﬁator that there is a delay of three ' sampling
periods in the system: Ideally, the three leading b
parameters will be zero or close to zero _for! a delay of
three sampling periods. Inlthe presence of ﬁoise, however,
it is difficult to dist;nguish between =zero and nen-zero
paraméters. In addi;ion, the actualrtime delay in this case
is changing from four to two and one sampling pqtéod., This
error in the delay model makes the differentiation between
zero and non-zero parameters even hérder. Giving a seguenée

~

of input and output measurements, the esg}mafbr will
optimizé the‘pre—spécified model parameters, 1i.e. minimize
the estimation'errof. S;nce'only the value of b, is ufed in’
the con£rol law éélculatién, the problem of ,distinguishing

between zero and non-zero parameters 1is thus avoided.

Despite the slow response at the first setpoint change,
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excellent performance is obtained at’ the subsequent setpoint
changes. The corresponding adaptive PID controller ' settings
are shown in Figure 5.14a, 5.14b and 5.14c; the
corresponding forgetting factor is plotted in ?igufe 5.15.
At the instant at which setpoint changes are

introduced, there are small variations occur in Kc. These

variations- are more obvious when the setpoint change is

acfompanied by a change in the time delay, e.g. at k=690.
Larger variations -are also encountered when the time delay
is'changed from 2 to 1. sampling period, e.g. at k=1350.
These 1initial variations in Kc are due to the mishatch in
thé’ﬁimé delay model, in particular the b parameters. For

convinience, equations (2.37), (2.38) and (2.39) are

rearranged here as:

Zw; € '
Kc = —— (é1 + Zéz) : (5.2)
W4 ZB,
a, T, : '
Ty = ~ ——— <(5.3)
é1 +'2éz .

T, = - < _‘ (5.4)

" When time delay varies, the process dYnamics change and so

do .the parameter estimates. Since the sum of b parameters

appears in the denominator of equation (5.2), any changes in

this sum will lead to significanf variations in Kc. As shown
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in equations (5.3) and (5.4), the valueé of Ty and T, are:
ef%ected only by the sample‘ time and the a parameters.
However, it should not be aséumed that the values of Ty énd
T, are independent of time delay. THis' is because the &
parameters also var{ with time dekay (see Table 4.2).

Figure 5.16 shows the stirred-tank heater response
'antrqlled by an .adaptivé PI controller, tand Figure:5.17"
shows the stirred-tank heater.;esponse under "the confrol of -
a fixed gain PID controller, Variations in the étirred—tank
heater response are largér -wiph‘ the fixedk gainv PID .
controller. It also takes a longer period of kime‘to-reach
steady-state whenever a setpoint change is madé. For this
feason, Figure 5.17 shows only 5 setponit changes evehthough
the total number of sétpoint ch;nges are essentially the
same as the rest of che runs fof unknown and/or vérying_time
delay case. In Figure 5.17, the 1initial time delay is
estimatéd to. be four sampling periods. This time delaf‘is
changed to two sampling periods - at- the second setpoint
change, and .then changgd to one sampling period at thé
fourth setpoint change.

The system time ‘delay is also varied -in the reversed
direction, i.e. from one sampling period at thermbcopple B
to four sampling periods at thermocoupie E. Figures 5.18,
5.19 and S.éo.show the corresponding stirred-tank heater
responses with an adaptive PID ‘controller, an adaptive PI

controller and a fixed gain PID controller respectively. The

same observations as mentioned above apply with respect to
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the performance of fixed gain PID controller.‘ I1f frequent
setpoint  changes are required, the best performance is
obtained with the adaptive PID or PI conFrollers.

One possible drawback of adaptive controllers, in
general, is that variations in the <controller output are
larger than.those of the fixed gain controller. Self-tuning
regulétors, for example, have characteristics that result in
excessive control action. This leads to the introduction of
a weighting function on the control action in the
performance index, resulting in the so-called 'generalized'
self-tuning conthller. Pole-placement controllers, ~on the
othe;‘ hand, 1limit the control action by placing the
closed-loop poles in appropriate locatiéns. However, as
fouﬁd in this experimental stddy; the adaptive PID(PI)
controller still gives slightly noisier control input than
the fixed gain PID controller even when the response has
reached steadf state. Thié can be explained as follows. The
adaptive PID(PI) controller takesi the form of equation

(2.25) where the present and past output 'measurements and

'setpoint are multiplied by Kc. Any small changes in Kc due

to slight variations in the parameter estimates will give
rise to slight variations ir: the control input. Many.
different techniqbes can be used to eliminate "the small
variations in the control inbut. One commonly used method is
to'filter’the contfol input, e.q. bf using Jan exponential
filter or a velocity 1imitiné filter. Anotger‘possible way

is ‘to filter the parameter estimates. The .filtered
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parameters can then be used to calculate the PID controller
settings, however ‘the unfiltered parameters would still be
used for the next estimation. Since the PID controller
settingé are détermined from thelparametervestimateé, it is
also possible to filter the controller settings directly
énstead of the parameter estimates. Other methods to reduce
the noise in the control input can also be found in the

literature, e.g. Goodwin and Sin [1984].

5.3.4 Disturbance Rejection

At steady-state operation a mass flowrate of the inlet
‘coldbwatér of~approkimately 8.2 kg/min is maﬁnta&ned. To
evaluate the adaptive PID controller performance in the
‘presence of lqad d?sEurbances, step load disturbances are
dntroduced into the system by varying the inlet flowrate by
+1 kg/min. _

Figure 5.21 shows the stirred-tank heater res?onse to
step disturbances in the inlet flowrate by using aa\adaptive
PID controller. The corresponding step changes in the inlet
flowrate is shown in Figure 5.22. At the point of switching
from . fixed éain ~ PI controller to the adaptive PID
controller, i.e. at the first step change 1in setpoin as
shown in Figure 5.21, the large uncertainty in the estiiéﬁed
parameters results in the lowestlpossible forgetting. facéor
value (Figure 5.24). Consequently, large variations occur in
the controller settings during this initiai5'tuning period.

The controller settings are given in Figure 5.23a, 5.23b and

bl
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5.23c. |

From the plot of the eentroller settings, the
cent;oller vgain Kc increases to a higher value after the
disturbances arelintroduced. This is due to the factv that
the controller is firsg tuned to/track setpoirit changee.
Theoreticadly, the controller gain is higher wheh-tuning for
regulatory purposes, for example open-ioep'methods with IAE
or ITAE tuning criteria. For the stirred-tank heater,
however, a 'negative step chahgeiin inlet flowrate .does not

increase the controller gain as much .as> a positive step

“change. This can probably be explained as follows. Due to

- —=—- the small heating surfaceand - the—open-top-tank;—it—-takes--a
longer ‘period of time to heat up the fluid inside the tank
than to cool it down, i.e. a non-linear. 5ystem.__ﬁgen the
inlet flowrate 1is increased, the temperature dropsi If the»

‘controlier gain were to remain'cdnstanf, it would %ake ai
lohger period. of tiﬁe to heet the fluid temberature up to

“the steady-state level. Figure 5.26 shows the stirred-tank
heatei response with a fixed gain .PID controller and Figure
5.27 shows the cerresﬁonding changes in the_inlet flowrete.
Comparison of Figure 5.26 to Figure 5.21 shows the sloﬁer
response of the fixed gain PID controller with fespect. to
both regulatory and servo control. A similar test was also
carried out on an adaptive PI controller, and the result is
shown in figure 5.25. The better. perfprmance'by the adaptive
PID(Pi) controller ie‘expectea, since the adaptive PIb(PI)

controller is capable of adjusting its controller settings

Ve
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S

.

to both servo and regulatory control situations. Though the

IAE technique [Miller, Lopez, Smith and Murrill, 1967@)has

3

d¢ifferent formulae to tune the fixed gain PID controller for

servo and regulatory controls, the fixed gain PID controller

i
)

used 1n all the exper1mental runs hc¢ e was fine-tuned to

accemodate for »servo and ‘regqulatory controls as well as

,"ystém non linearlty T
. - w.@

&" \

w ‘Whenﬁ the load dlsturbances are measurable, an adaptive
R

';‘fr-feedforWard compensator can be 1ncluded in the adaptlve PID

. “"L ‘

oy v

'+

parametefs are added -to estimate the dynamics of the
disturbance. The adapt1ve feedforward compensator, however,
con51sts of a sgnole gain term as described’ 1n Chapter 2.

To evaluate . the _1mpr0vement it prov1des overqvthe
adaptlve PIDZ controller alone inq the prezence' of load
dlsturbances, the 1nlet flowrate measurement was prov1ded to
the'computer and a 51m11ar run ‘to Flgure 5. 21 was made w1th

the dapt1ve PID Dcontroller plus the adaptive feedforward

compensator The re5ult1ng st rred tank heater response is

!

shown in Flgure 5 28 with the step load disturbances shown

2

oo

in Figure 5-29 .th”]ﬁs . shown . that the addition of the
adapt1ve feedforward .compensator imprOVes the*closed—loop
‘systeqkresponSe nsiderably. However, it takes a longer
per1od to track a setp01nt cﬁange after the controller has
been tuned in the regulatory control situatlon. Since the
feedforward 'compensator is de51gned to improve regulatory

‘control in the presence of a measurable disturbance, a
.1a . o

PN

¥, . ° [

_,.,“fjcontroller. To 1mplement this galgor1thm, two addltlonal_
. 'l;“— . kR .- i

S
[S\» !
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retuning period is required'for tte first encounter of a
setpoint change; ?
Figure 5.30 shows the stirred-tank héater response for
a 2.5 hour run ia which'there is only one setpoint change
during the initial period, iae.laﬁter 'being._switched from.
the fixed gain PI controller to the adaptive PID ebntroller.
©

This run is conducted to see the effect of long steady-state

operation on the parameter estimates and hence the

\ ‘5% P o :
- controller sett%ﬁbs.'The adaptive PID controller settings

4

are‘shown in Figure 5.31a, 5. 3gb and 5.31c.

-

- When the parameter estimates have converged to a set of

values which minimize the a postePlOPI estimation error,

7var1at10ns in the forgetting f/ﬂéqr value should be minimal.
,Theoretlcally, the forgettlng factor .should converge to a

‘value of T/at steady state (equation 3.19). Small variations

in _the forgetting \factor, however, do occur and could be

,caused by the presence of the system noise. This is shown in

oy

Figure 5.32. At steady state, the term '(wi(k—1)P(k—1)

Y(k-1)) in equation (3.19) approaches zero. Equation (3.19).

is thus represented'by:

é2(k)
. Zo

2 (5.5)

:Slnce the value: of ‘I, is prespecified, the value of the

forgettlng factor B is solely dependent on the a posteriori

estamatiom' error. Even when the parameter estimates have
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converged to.-a ~set of values, if the estimations are
corrupted by noise, the a posteﬁiori estimation error will
be small but not zero. This could also be caused by the
accumulated roundoff error of the finite word length
cémputer. The accuracy of the 16—bif words HP-1000 digital
compufer for single precision is 6 éignificant digits.
Therefore, the value of the forgetting factor varies
slightly even at steady state. These small variations in the
forgetting factor further leads to small changes in the
controller settings. Variations in Kc can be seen in Figure

5.31a, but the value of -Kc is bounded within a value of 4 to

5.

5.4 Summaryf, h o '_ .’
' ‘ o

This -ﬁhapter describes the stirred-tank  heafer and
control hardware that‘we:e'used té experiﬁentally eVélﬁate
the adaptivé PID aﬁd PI Controfﬁalgorithms; It also presehtsff
énd compa%es thg results ;obtained by using the adapEiQe
PID(PI) '”contrgllér :wi;h the convenfional, fixéd_ gain,
 discrete PID‘controller.‘The‘adaptive PID(PI) éontroilér is
shown‘.to outperform the fixed gain PID contrdlle; in all
cases, i.e. for the case of a known -and constant time delay,
an unknown but constant»timé delay and a varyin§=time delay.
Moreover, the. adabtibe PID(PI) controller . ensures
closed-loopj}asymptogic tracking and fegulation even ‘in the
fbresencew‘of, finite- and .unmeasurabie fsusgained load

disturbances. The initial choice of the covariance matrix 1is
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found to be non- cr1t1ca1 The pole location w, gives the
desired small overshoot when it is initialized to al higﬁer
‘value, e.g. w,=0.8 or 0.9. The initial value of Zo, though‘
not sensitive, should be chosen_high enough such that the
'forgetting faktor would not remain at the lower limit. From
this study, it is also  found that ‘the value of the
forgetting factor during the commissioning period is a good
v1nd1cat10n as to wh1ch d1rect1on the value of Z, should be
changed to, e.g. . increase Zo when the value of forgetting
factor remainsa.near the lower limit or wheh it i&
flhctuating wildly - during the stead state operat}on (cfl
Figure 5.5). .The additiorn of an adapcive: feedforward
compensator improves ﬁot on..; the output response but alse‘
smooths the 'centrol ac.icns, at the expense Qf two
additioﬁal -parameter" estimetes. The adaptive PID(PI)
controller can be started Qith the initial parameter
estimation done in the_,backgrqud,_ while the process is
controlled by a fixed gain controller. Khewledge of the
o _ N
initial process parameters is therefore unnecessary, and the
adaptive PID(PI) control algor1thm can be e1ther used as an'
adaptive controller ‘or as a tuning algorlthm for the fixed
gain PID(PI) controller. It is also «clear then,_ that theA*
adaptive PID(PI) controller can replace the ex1st1ng fixed

gain pID(PI) controller .in industry, especially  when

retuning of the controller settings is frequently neede”



6. Conclusions and Recommehdatiggsﬁﬁy
€ o
6.1 Conclusions |
An adabtive PID(PI) controller has beeh successfully
» developed, implemented and evaluated. The resulting
 controllér has the following properties:
- It ié strﬁcturally and mathematically equivalént
to'the convent: 1al discrete PID(PI) controller.
- It is robust and ensures’ asymptotic closed-loop
tracking and regulation even in thé présencé of
g B sustained pnmeasurgd'load distﬁrbances, setpoint—
changés agéyor modeling errors.
= Fér measurable disturbances,.it4can be used with
-;n adaptive feedforward compensator .. N

- It' uses the computationally ‘efficient and

in-combination with a variasle forgettiné'factor~
to perform the parameter estimation. Sfmulﬁfiﬁh
N ghd expe;imental results ‘shqw the excelient
performance of this combination.- |
- The use of'the variable ‘forgetting fapfor allows
tfacking of slowly time-varying para%eters, and-
~avoids bidw—up of the covariance’ matLix du;ing
long steady-state operation. In addition‘ it
provides an on-line -tuning parameter; Lo, to‘
control the speed of adaptation.;

- The algorithm has another ‘on-line tuning

159
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T~ ) %vparameter,.w  to place theide51red ’closed—lOOp

.,// ' pole, . and - " hence ‘allows the‘ operator to

"shapefup"the desired output response.
The performance of the adaptive PID(PI) controller is-
~

first evaluated through some simulation rur: prerlmental

studies, however, are essential as a follow-u, for two major

reasons: they ~ can further justlfy the simulatlonn
conclusions: they often lead " to new insights and thus,

complete the entire evaluation procedure.'For\instance,"all_

M

adaptive controllers require some k1nd of initial paramet%rs
before they can be operated. From the simulation runs,,lt 1s

found that the 1n1t1al‘ parameter estimates could be

~initialized to - zero ~except for one b parameter. The

experimental ‘studies, however, eveal that thlS could lead

.to unde51red 1arge variations in ‘tne 1n1t1al closed loop
system response and mlght even lead to unstable response.:~

Usually the initial parameters can  be obtalned eitiher

e

analytically,. by simulation, be“a ppiopi experimentalff

studies or by experience.. For - the adaptive -PID(PI)

n.

controller,. the experim“n al . srudles found °that the

1n1t1allzat10n method in the,51mulatlon runs could still te -

( K

used if background eét1mat1on .;as performed durlng the

1n1t1al perlod wh1le thecprocess was controlled by ﬁah fixed -

S

gain PID(PI) controller o o o o :5

&

The application of the adapt1Ve PID(PI) controller o

.

— the stirred-tank ‘heater shoms thie superlor performance of

_the: adapt{ve' PID(PI) controller. The adaptlve : PID(PI)

o o A . _ e
- N 1) h
@ .. . SR . 4

~

> “_\»‘_-1.
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ﬁ UHWIIlIDQRQSS’tO' rlsk he exkcn51ve plants by ap

modern 'control technlquesq, perxv:

¢

:should help to f1ll thlS v01d

contﬁOller.isetherefore a logical candidate for use ;f'ingL

.

industrial ' ptocesses where conventional discrete‘PID(PIY

control is being used, in particular when retuning 'of ,the
N v . ¥ -: ;’ . v
S . 5 @

‘controller‘settings‘is-frequently needed. In addltlgn to™tts

useuas a 'stand-alone' ‘adaptiVe‘fcontroller, 'tﬁ% adaptlve

PIDQPI) control aigorithm’_can also he used as a retunlng

v ’.U "n

algorithm for the " existing conventlonal dlscrete PID(PI)

-

controllers.
‘ Desplte the amount of reSearch actrv1ty 1n the adaptxve

control area, t%e number of appllcatlons of adaptlve control'

“in 1ndustr1al processes IS s 1 very few. 'One of othe

cen A

. , S, "
reasons is due to 1nsuff e ,inslght and -thus

“ i
3 \ . o .

of 'the‘\adaptlve

T - [ 54
v R I

PID(PJ) controller-reveals _two ‘signiticant 'bointsﬁi whlch e
e, o6 . ; PR AR . -

.’{3 : T S

_ _Pared to flxed galn PID controllers, adaptlvexb

! o - co Ry

égcontrollers are sophlstlcated However, they can '

-
%t

be 1nterprﬁted in ¢ fundamental classical linear

> feedback ~control theory .framework' " In  its * ?
. . ] . . v ? J T - A;,
simplest “form, the adaptlve controller proposed )

S here has been ., shown .in thlS’ work . to  be

Sfructurally and mathematlcally equivalent to a
b conventlonal dlSQrete PID(PI) controIler
,‘—' Though an 'adaptrve controlleru-is capablé _of
~ . \ R ., N R ’

'iearning ~ ‘the’ process and @ adjusting its.
. . o} . ) . )
’ . L4 , - y i )
tgontroller settlngs automatlcally, it -should not: -
r‘— : ’ N ’ ‘7"2
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be regarded as -a 'magic blackbox' and should be

) Qu;” used properly and accordingly. ‘ G
W . e The software developed to 1mplement opmputer ‘control of -
: a$:9f‘st1rredﬁpank heater uses .the .mult1program feature: v

!

=3 L
Y3 #{m«rted by HP- 1000 comppter system. This feature allows |

“ay

operator to 'make any changes through: the operator . .

e ‘.J‘Jl

ﬁ?;gzzgconsole wlthout suspendlng the.control cycle. It iéaeasy‘-to
x :
uée and modlfy for expex1menta1 evaluatlons of any adapt1ve«- r

and/or ﬁ1Xed galm conttpéé

o R
-~

algorlthm.v w

.,
e

‘ g x '\:”
E 6. 2 Recommendat1ons PIRE

The ﬁolLoWing cﬁgymmendatlo s»regardlng future work can,

v 7,/,'

s
%
3

o “-‘l

-

be made. | S 43“:,_ e "zlﬂ - ‘ L e ¥ T
o | ' S ‘ cad 0

- Further exper1mental evaluatlons of the adapt1ve

L. - Ay

PID(PI) ';ontroller on time- vary1ng,~ systems

b _
phase systems should be " . -,
ﬁﬁ*’ e \cperformquj‘he controller should also ‘be applled \
L v . S Vz
R to mult1var1able systen% by onf1gur1ng it as’

N

multi- loop controller.’ : g 4{'

~ " 'To prov1de ea51ness o glndnstrlal testlng, the

adapt1ve'ﬂPID(Pl) qgﬁtfol algorlthm “should be
. | 7
implemented on a « portable - m1croprocessor based

- o -3
- v Fo3% -~
E ! < Ly

c;mphfe;, -~ ,5.%_ : w
- 'Stabllicy and,'tccnvergehce .analys1s.lon the
: adaptlve PID(PI)'cosghol algorithm.
. .: - Theocet1cal 1nve;tlgét1c qn robustneés issces, Q
| - for example additional b parameters to handle

. &
. - . H N . -

<, o o : . . ’ . [}

iz . R . - . - : 2
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stlrred tank heater are also recommen@gd Tﬁgse 1nclude- o

i

P

Vr_ jf; cold water ling. This 1s malnly to av01d suddeni 'y

i 1653

unknown and/or vary1ng time delay systems.

- S1nce ‘ a/:”scalar variable forgetting faCtor RS
‘represents only *a  measure of the - total

information content in the estimator, one has no

PR
RN

control on how this tqgal _3nformation is

. ' v ‘
v dlstr1buted among the various parameters.
V Therefore, the p0551b111ty of u51ng a vector of

‘varlahle forgetting factors,’to control thls

1an;matlon élstrlbutlon should be. 1nvestlgated
--»«a@nm

, ’ stated above, 1mprovements on the |

&

ngl.psta(,llatlon of a flow controller on the 1nlet

4 u,.\u, -

&,J“ ) ‘ & Y '('? ",

large varlatlons -on: the’ 1nlet ?1owrate g&en"p -
- e ) L’ ,\' v ' . N

L

other laboratory equ1pments are in use, "g

e ' T n

- Replacement of the ptoportlonalgﬁﬁvel controllemA

P bymaﬁPI c@ntroller gt, . eliminate the Wex1st1ng
. . s DR s o \

-

.Expansion of the range of the temperature” .
transmitter to :allow “for a wider- operating N

. W .
range. This is due to-the large var1at10ns in

~ the  cold water temperature from-the winter

months to the summer seasgén. ) “ v
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