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Abstract

A new algorithm  is given for in terpolating d a ta  a t N  -f- 1 d is tinc t points by a  rational 

function. T he algorithm  is fast, requiring 0 ( N 2) operations, except for certain pathological 

cases. A floating-point e rro r analysis is provided and is used to show th a t the algorithm  is 

weakly stable. T he algorithm  is reliable in th a t it gives accurate  results when the  problem 

is well-conditioned and  does not contain unattainab le  po in ts and it identifies a posteriori 

all unattainab le points in the  d a ta  and alerts the user w hen th e  problem  is ill-conditioned 

due to factors such as clustering of close points.

T he perform ance o f the  algorithm  is controlled by a  user-specified stability  tolerance r . 

Experim ental results are provided which support the given erro r analysis and which demon­

stra te  th a t practically the point-wise error is bounded by 0 (rfi),  where p. is the unit error.
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Chapter 1

Introduction

Let T> denote the field o f real num bers. For non-negative integers L and M ,  define 'PL to 

be  the set of polynom ials o f degree a t  m ost L  w ith coefficients in T> and  72.(L, M )  to be the 

set of rational functions r L-M(z) th a t can be  w ritten in th e  form

^L.m C2) =  , (1-1)

w ith
L M

U(z)  = £  UiZ* €  V L, V(z)  = Y i  € V M, (1.2)
t=0 t=0

w here the denom inator may not be the  constant zero polynom ial. By rem oving common 

factors from U(z)  an d  V( z )  in (1.1). we ob ta in  the reduced form denoted by r L_x,(z) = 

U"{z ) / V"{ z ) ,  where U"(z)  and V"( z )  a re  relatively prim e. I t  is understood th a t the values 

o f rational functions are  always com puted using the reduced form.

T he rational in terpolation  problem  is defined as follows.

P r o b le m  1 .1  (N o n lin e a r  ra tio n a l in terp o la tio n ) Let L  and M  be non-negative inte­

gers, and let N  =  L + M .  Given {(Zj, f j ,  gj )}  6  "Z?3 for  j  =  0 , N ,  with m ax{|/y  |, \gj\) =  1 

f o r  all j  and Z{ ^  Zj f o r  all i  ^  j .  the problem o f nonlinear rational interpolation is to de­

term ine an r LM(z) €  H ( L , M )  such that fo r  all j

^ A  + k  = 0 (13)
V"{z j )  gi ‘ ( }

N ote th a t the norm alization m ax{|/y |, |g j|}  =  1 in Problem  1.1 precludes the  d a ta  (f j . g j ) = 

(0 , 0 ), and it prescribes th a t the large interpolation values f j / g j  be represented by corre­

spondingly small values o f  gj. Later, we introduce a sim ilar norm alization of (U " ( z ), V"(z)) .

T he problem of ra tional in terpolation is an  old one; it has its origin w ith  Cauchy [19] 

w hen in 1821 he ex tended  the  Lagrangian form ulation of polynom ial in terpolation  a t dis­

tin c t points to  rational functions. For th is historical reason, the problem  defined by Defi­

n ition 1.1 is called th e  Cauchy Interpolation  problem.
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Rational functions are superior to polynom ials for interpolating d a ta  because they can 

achieve more accurate  approxim ations w ith  the  same am ount of com putation  [46]. In 

addition, rational in terpolants have a n a tu ra l way of interpolating poles whereas polynom ial 

interpolauts do not.

Applications of rational interpolation range from simple root-finding o f nonlinear equa­

tions [40, 44, 48] to  the field of engineering where linear control systems are encountered 

[1, 13]. R ational interpolation also has a  very rich theory. I t  is in close relation w ith  a whole 

body of m athem atical theory including th e  theory  of orthogonal polynomials [24, 26], Pade 

approxim ants [5], continued fractions [33, 29, 60, 63], determ inants [39], and  the  calculus of 

finite differences [33]. I t also gives rise to  m any specialized matrices such as th e  Hankel and 

Toeplitz m atrices [32, 39], the divided-difference m atrix [34], Lowner m atrix  [11, 49. 59], 

and the generalized Vandermonde m atrix  [11].

The m ultiplication of (1.3) by the denom inators gj and V"{zj )  leads to  a  different 

formulation of the problem .

P ro b lem  1.2  (L in ear  ra tion a l in te r p o la t io n )  Let L  and M  be non-negative integers, 

and let N  =  L + M . Given { ( z j , f j ,  gj )}  €  “D3 f or  j  =  0 , . . . ,  N ,  with m ax{|/y |, \gj\} =  1 for  

all j  and zx ^  Zj f o r  all i #  j ,  the problem o f linear rational interpolation is to detei-mine

U{ z ) € V L and V(z )  €  V M (V(z)  ^  Q) such that fo r  all j

gjU(z j )  +  f j V { Zj) =  0. (1.4)

A solution (U[z ) , V ( z ) )  satisfying (1-4) is sa id  to be a linear ration al in te r p o la n t of  

type [L. M],  The reduced form  U" { z ) / V" ( z )  obtained from  (U(z) , V( z ) )  is unique up to a 

scalar and is called the ration a l in te r p o la n t o f type [L, M ] .

The value of gj =  0 in (1.4) is perm issible. In  this case, U', ( z ) / V" ( z )  would need to

satisfy V"(z j )  =  0, U"(zj )  ^  0. T h a t is U " (z ) / V " (z) has a  pole a t z =  Z j .

W ith (1.2), (1.4) becomes

90*0 ■'' 9ozo fo z o ' '  • fo zo \

<9nz % ••• 9nz s- f „ z % ••• f s z s  )

/ U 0 \

UL
Vo

=  0, (1.5)

\ V MJ

where the coefficient m atrix  is called th e  generalized Vandermonde m atrix. E quation  (1.5) 

is an under-determ ined linear homogeneous system  o f N + 1 equations w ith N + 2  unknowns. 

Thus, a nontrivial linear rational in terpolant always exists.
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I t  is quite clear th a t every solution of (1.3) is also a  solution of (1.4). B u t the  converse 

is not true. A solution o f the linear rational in terpolation problem may not be a  solution 

of the nonlinear rational interpolation problem . I f  (U(z) ,  V( z ) )  in (1.4) b o th  have a factor 

of (z — za), where za is one of the interpolation points, then upon forming the  nonlinear 

rational function, such a  factor cancels ou t and th e  reduced rational form may no longer 

interpolate a t za . This point is referred to  as an  unattainab le  point. In chap ter 2, we 

illustrate th a t if one solution o f Problem 1.2 has th is  property, then all solutions do. Thus, 

no (nonlinear) rational function can be found which interpolates a t such point za \ the best 

we can do is to identify it.

T he straightforw ard way to solve the linear ra tional interpolation problem  is to  directly 

solve the  system  of equations in (1.5). This system  o f equations cau be solved numerically 

by the G aussian elim ination method which is known to be stable. G aussian elim ination 

requires 0 ( N 3) operations over V.

Due to the  special s truc tu re  of (1.5), it is not surprising  th a t faster 0 ( N 2) algorithm s 

have been discovered. These fast algorithm s [41, 42, 43, 53, 63] rely on constructing  a 

solution recursively from its lower-degree type solutions until the final ra tional in terpolant 

is a tta ined . These lower-degree type solutions when arranged in order of degree form a 

table of solutions called the  rational in terpolation tab le. Each [L, M]  en try  in the  table 

corresponds to the rational interpolant o f type [L, M].  This table is unique when the 

rational in terpolant is normalized, traditionally  by se tting  the leading coefficient of the 

denom inator to 1.

These algorithm s [41, 42, 43, 53, 63] construct the  solution of type [L,M]  from its 

neighboring rational interpolants, which are in tu rn  constructed from the ir neighboring 

rational interpolants. However, due to unattainab le  points mentioned above, some of these 

entries in the rational interpolation table can be identical. These identical entries appear 

in blocks which are called singular blocks, corresponding to the rank deficiency of the 

m atrix  in (1.5). W hen constructing the in term ediate solutions involving identical rational 

interpolants, these algorithm s breakdown.

To rectify th e  problem, relationships have been observed among entries a t  th e  border 

of singular blocks [9, 33], called singular rules. These singular rules m ethods require exact 

arithm etic because one needs to detect the  exact size of the singular blocks. D etailed 

trea tm ents of the  singular blocks in rational in terpolation (in an  exact a rithm etic  setting) 

are given in G utknecht [36, 34], van Barel and B ultheel [54, 55], Antoulas and  A nderson 

[3], and Beckermann [6]. These recent studies [3, 6 , 34, 36, 54, 55] are aim ed a t ob tain ing

3
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a theoretical algorithm  to  handle singular blocks.

W hen T> is not the field o f real num bers b u t ra th e r  some integral dom ain (e.g., ra tio n a l 

num bers, integers) where exact arithm etic  is possible, the  injudicious use of these fast algo­

rithm s gives exponential grow th of the size o f in term ediate results (see however Beckerm ann 

and L abahn [10]). In  such cases the cost of these algorithm  in term s of Boolean operations 

is exponential ra th e r th an  (^(iV2). Consequently, the  practicality  of these algorithm s is 

lim ited to  dom ains X? where operands do not grow and  the  cost of each operation  is fixed 

(for exam ple, finite fields).

On th e  o ther hand, w ith Boating point num bers, the  size o f operations and therefore 

the cost o f each operation are  fixed. In  th is dom ain, counting the num ber of operations 

as the com plexity of the  algorithm  is therefore appropria te . However, since floating point 

num bers are  not exact, all of the above-m entioned algorithm s suffer the consequences of 

roundoff errors. W hen there are singular blocks (numerically, ill-conditioned blocks) along 

the p a th  o f the  com putation, the algorithm  becomes unstable [34]. Ill-conditioned blocks 

arise when the coefficient m atrix  in (1.5) becom es ill-conditioned.

W erner [60, 61] and Graves-M orris [31, 29, 30] addressed the  problem of near-singular 

blocks by proposing a  certain  reordering of the  d a ta . B ut reordering is not considered to 

be inductive because one cannot add  fu rther d a ta  and  proceed to higher degrees since the 

in terpolation  points may be reordered by the  algorithm  [33]. More im portantly, th e re  is 

no proof th a t  such a  reordering scheme leads to  num erical stability. Indeed, G rave-M orris 

shows th a t  even w ith the  proposed reordering, th e  erro r bound still grows exponentially  

[30].

A lthough fa s t algorithm s have been developed algebraically, their numerical coun ter­

parts have not yet been developed. Currently, there are  no fast algorithm s which are 

known to  b e  num erically stab le [36]. C abay et al. [16], however, showed some prelim i­

nary experim ental results th a t suggest the  possibility of a  fa st numerically stable algorithm  

w ith the  look-ahead approach. This look-ahead approach gave the early directions to  this 

research and  eventually led to  a  num erically stab le algorithm .

In th is thesis, we present the first num erically weakly s tab le  algorithm  for nonlinear 

rational in terpolation. We show th a t th e  algorithm  yields a  good solution when th e  p rob­

lem is well-conditioned (the stab ility  o f the problem  will be  made precise in C h ap te r 5). 

W henever the problem  is ill-conditioned-due to  an  ill-conditioned linear system  (1.5) o r the 

existence o f nearly duplicate d a ta—any solution is sensitive to  small pertu rba tions in the  

data. T h e  algorithm  recognizes these situations, as well as any unattainability  in the  d a ta ,

4
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by providing appropria te  quan tita tive  param eters. Hence the new algorithm  is reliable.

T he outline o f this thesis is as follows: T he characterization of th e  solutions of rational 

in terpo lation  is given in C hap ter 2. Conditions for th e  unique solution are given in this 

chapter. We also describe the n a tu re  of the m ultiple solutions where the solution is not 

unique. A set o f insightful exam ples is designed to  convey some of th e  im portan t concepts of 

rational in terpolation. In C hapter 3, we introduce the Linear R ational In terpolation System 

(LRIS), which is an  im portant construct th a t enables us to apply the divide-and-conquer 

strategy. As a  result, it leads to an  0 ( N 2) algorithm . T his O ^ N2) a lgorithm  is described in 

C hap ter 4, first in algebraic and th en  in numerical form. C hapter 5 gives precise definitions 

of problem  and  algorithm  stability. C h ap ter 6 gives a  detailed error analysis o f th e  numerical 

a lgorithm . We give the necessary error bounds of th e  crucial expressions th a t enable us 

in C hap ters  7 and  8 to show th a t a  continued-fraction representation of the  solution of 

Problem  1.1, which is im m ediately ob ta inab le  from th e  o u tp u t of th e  algorithm , gives small 

errors a t the  interpolation points whenever the interpolation problem  is well-conditioned 

and  does not contain unattainab le  points. We fu rther show th a t th e  algorithm  is weakly 

stable: th a t  is whenever the problem  is well-conditioned, the algorithm  com putes a  solution 

th a t is close to the  true solution. To provide evidence to support the  error analysis, we 

report a variety of numerical experim ents in C hap ter 9. These experim ents show th a t given 

a user-specified stability  tolerance r ,  in practice, the point-wise e rro r is bounded by 0 {rp),  

w here p. is the un it error, as opposed to 0 ( r 2p)  obtained theoretically. Finally, we make 

some concluding remarks in C hap ter 10.

5
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Chapter 2

Characterization of Solutions

As we already observed in C hap ter 1, a nontrivial solution of Problem 1.2 always exists. In 

this chapter, we give conditions for its uniqueness (up to a  scalar)1. In addition, when the 

solution is not unique, we describe the natu re  o f the  multiple solutions.

T he solution of the nonlinear problem (Problem  1.1) is strongly connected to  the linear 

one according to  the following theorem (see [64] for a  detailed proof).

T h e o re m  2.1 There exists a rational function  r L,M £ 1Z(L,M)  satisfying (1.3) i f  and only 

i f  the reduced form  o f the [L, M] linear rational solution U"{z) /V"{z )  satisfies (1-4)-

T he theorem says th a t the  solution of the nonlinear rational problem, if it exists, is 

the reduced pair (U"{z),  V n(z)) which is obta ined  from the linear rational interpolant 

(U(z) ,  V(z) ) .  In  this chapter, this equivalence is made more explicit.

T he results in this chap ter are not new: except for certain  notions of singularity and 

their relationship to linear solutions, all the concepts presented here can be found in [33, 64]. 

T he m ain contributions o f th is chapter are a series of insightful examples illustrating  these 

concepts. The exam ples involve the interpolation of all or part of the d a ta  in Table 2.1 

below.

j 0 1 2 3 4 5 6 7

zi - 3 - 2 - 1 0 1 2 3 4
Sf - 3 - 2 - 3 0 1 2 1 2

9} 1 1 1 1 1 1 1 1

Table 2.1: D a ta  used to illustrate rational interpolation concepts.

Let
/  9oz o ■■■ 90Zq~1 M  f o t f - 1 \

M l,m =  I : ; : : - I (2-1)
 _____V9 n 9n - i z n —\ I n - \ z s - i J
‘Henceforth, by unique solution we mean unique up to a scalar.

6
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be the generalized V anderm onde matrix of type [L, M \ for the  d a ta  {(zJt f j , 9j)}j= o,...,N -\-

T h e o re m  2 .2  A solution to the linear rational interpolation problem o f type [L, M] is 

unique i f  M l m  is nonsingular.

Proof: Since M l m  is assum ed to  be nonsingular, a  non-triv ial solution ( PW(z ) ,  Q ^ ( z ) )  of 

type [L — 1, M ] satisfying

M l.,\{

(  p0(1) ^

po)
L — I

, ( DQh
= - Q $

f o z 0

r -M 
< J  N  —  l ~ . V - l

(2 .2 )

exists uniquely (up to a  scalar), w ith ^  0. Sim ilarly, a  non-trivial solution ( P ^ ( z ) ,  

Q(2)(z)) of type [L, M  — 1] satisfying

f  Pn(2) >

p (  2) 
‘  L — 1

|(2)Qo

\ Q % U

=  - P ^
f o z o 

, fN  — \ZN — \ .

(2.3)

exists w ith P(2) ^  0. T he addition  of an ex tra  poin t, z s , to  (2.2) and (2.3) gives

( Po1] \
9oz o

9n z n~1 f s z l  ••• f Nz % )

\ f  o \
pO)
‘  L - l

Q P 0
/

: K9n P ^ { z n ) +  / iVQ (1)(z,v) )

V Q {\]
(2.4)

and

(  9oz o

\ 9 x z °

9o z o f o z o

9 n z n f * z %

/ o 4 f- '

f n z )A f- 1  
.V

(  po2) \

p(2)

Q ?

( o

0
\ 9 NP {2)M  + f s Q (2)M  J

(2.5)
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We now show th a t ( P ^  ( z ) , (z))  and  ( P ^ ( z ) ,  Q ^ ( z ) )  cannot bo th  in terpo late  a t the

point Z \ . O therwise,

which gives

g j P ^ i z j )  +  f j Q ^ H z j )  = 0 ,  j  =  0 , . . . ,  JV 

g j P ^ H z j )  + f j Q ^ H z j )  = 0 ,  j  =  0 , . . . ,  N ,

g j i Q ^ i z ^ P ^ i z j )  -  p V H z j W ^ H z j ) )  = 0, j  =  0 , . . . ,  N  

f A Q ^ i ^ P ^ i z j )  -  p V H z j ^ H z j ) )  = 0 , j  =  0 , . . . ,  N.

(2 .6 )

(2.7)

(2 .8 ) 

(2.9)

Because \f j \-r\gj\  ^  0, th is  means Q ^ { z ) P ^ l \ z )  — P ^ [ z ) Q W ( z ) ,  a polynom ial o f degree a t 

m ost AT. has AT+1 zeroes. So, Q ^ ( z ) P ^ ^ ( z )  =  P ^ ( z ) Q ^ ( z ) .  Since deg(Q (-2^ (z)P (1̂  (z)) < 

L +  M  — 2 , th is  can happen  only if Pp2* =  Q ^  =  0, which is a  contradiction.

Assume then  th a t  (P ^^(z), Q^lH 2 )) does not interpolate a t th e  po in t z N (otherwise, 

(P (2)(z),Q (2)(z)) does no t and we proceed in a  sim ilar fashion); i.e., assum e <7, v P ^ ( 2v) +  

I n Q ^ 1\ z n ) 0. T hen  the m atrix  on the  left-hand-side of (2.4) m ust be nonsingular

otherwise the  solution (P^lHz) , (z))  would not be unique. Consequently,

9ozo

n■ 9 s  z.v

9oz a

9s z ^  1

fo zo

f s z l

fo zQ \

f s * % )

/  UQ \

'■ (  Jqz0
Ul-\

Vo
\ f s z f i

1 v u

(2 . 10)

has a unique solution (U(z) ,  V(z) ) .  □

We now illu stra te  Theorem  2.2 w ith  an  exam ple.

E x a m p le  2 .1  Consider the problem o f finding the linear rational interpolant o f type [1, 1] 

which interpolates the firs t three points o f the data given in Table 2.1. The associated 

generalized Vandermonde matrix is

Mi (2 .11)

Since this mati'ix is nonsingular, Theorem 2.2 tells us that the solution is unique. To verify 

this, all the solutions o f (1.5), which t'n this case is

fU Q\  
Ui 
Vo 

W i f

=  0, (2 .12)
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are given by the one parameter fam ily (U q,U \,V 0 ,Vi )  = ( 60 , 3 0 , 20 , 0 ) .  The solution, 

therefore, is unique (up to the scalar 0 ). In polynomial form , the solution is ( U( z ) , V(z ) )  =  

(30 z  +  6 0 , 0 z  + 20)  =  (3/9(2 +  2), 0 ( z  + 2)).

N ote th a t (z  + 2) is a  common factor in the linear solution and th a t the  reduced form of 

the  linear solutions is always U"(z ) / V" ( z )  =  3. By Theorem  2.1, this is th e  only candidate 

th a t can solve th e  nonlinear interpolation problem  (1.1). Observe th a t this reduced form 

does not in terpolate a t 2 =  —2. So, we can conclude th a t no nonlinear rational function 

of type [1. 1] exists which interpolates a t z =  —2 . Such a  point is appropriately  called an 

unattainable point.

D e f in it io n  2 .1  A point za is an unattainable point with respect to [L, M ] i f  the reduced 

rational interpolant obtained from any possible solution o f type [L, M ] to the linear Prob­

lem 1.2  does not interpolate at za .

T h e o r e m  2 .3  I f  is nonsingular, then za , with  0 < a  <  N , is an unattainable point

with respect to [L, M] i f  and only i f  \U(zff)\ +  \ V ( z a)\ =  0.

Proof: F irst, suppose th a t \U (za)\ + \V (za )\ =  0. I t  follows tha t b o th  U(z)  and V(z )  contain 

a factor of (z — Z&) and so we can w rite (U ( z ), V( z ) )  =  (z — za ) (U' ( z ) ,  V m(z)).  But then 

U ”(za ) / V t’(z(T) cannot interpolate a t za . O therw ise ((a z  + 0)U*(z ), (a z  + 0 ) V ' ( z )) is also a 

solution of the  Problem  1.2 which contradicts th e  uniqueness of the resu lt of Theorem  2.2.

Conversely, if |£/(2<r)| +  |V(za )\ ^ 0 ,  then a t least one of U(z)  or V( z )  does not contain 

a factor of (z  — z(T). So assume V ( z <T) ^  0 (if not, we can proceed w ith  U(zcr)). I t  follows 

from gaU(za ) + f ^ V i z ^ )  =  0 that

U(z«)  , f a  n 
V ( z c ) ^  ga

□

The next exam ple illustrates the elusiveness o f  unattainability.

E x a m p le  2 .2  The problem is to obtain the linear rational interpolant o f  type [2,1] which 

interpolates the firs t four points o f the data in Table 2.1. The associated generalized Van­

dermonde m atrix  is

M i,i = 1  - 2  - 2  (2.13)

9
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which is once again nonsingular. This tells us that (1.5), which fo r  this problem is

( \  —3 9 —3 9 ' 
1 - 2 4 - 2 4  
1 - 1 1 - 3 3  

\ 1  0 0 0 0 >

( U o \
U x
U 2
Vo

\ V x /

=  0 , (2.14)

has a one-parameter fam ily  o f solution. This fam ily  is  (Uq, U\, U2, Vq,V\) =  (0, —0 , —  0 , 0 , 0 ) ,  

which gives (U {z), V(z ) )  = {—0 z 2 -  0 z , 0 z  4-/9) =  ( ~ 0 ( z  4- 1 )z,/9(z 4- 1)).

In the exam ple above, the linear solutions have th e  common factor (z  4- 1). T he  reduced 

form is U " ( z ) / V " ( z )  =  —z , which does not in te rpo la te  a t z =  —1. This point is therefore 

an unattainable  point. Note tha t the unatta inab le  po in t z  = —2 of Exam ple 2.1 disappears 

in Exam ple 2.2 even though the d a ta  is the sam e except for the inclusion o f an  ex tra  

interpolation point. M ore importantly, the point z  =  — 1 which is a tta inab le  in Exam ple 2.1 

has become unattainab le  in Example 2.2. These two examples illustrate th e  transien t 

nature o f unattainab le  points; that is, they m ay com e and go with changes in the  type of 

the rational in terpolant of the  same data . Furtherm ore, they  are inherent to th e  problem. 

W hen com puting a  nonlinear rational interpolant, th e  best we can do is identify such points. 

This can be done only a posteriori.

E xam p le  2 .3  The problem is to find the linear solution o f type [3,2] which interpolates the 

first six points o f the data in Table 2.1. The associated generalized Vandermonde m atrix

^3,2 =

( \
1
1
1

VI

- 3
- 2
- 1
0
1

9
4
1
0
1

- 3
- 2
- 3
0
1

9 \
4
3
0
1 /

(2.15)

is singular, and so the fam ily o f solutions will have a t least two degrees o f freedom. Solving

/ I - 3 9 -2 7 - 3 9 - 2 7  \
1 - 2 4 - 8 - 2 4 - 8
1 - 1 1 - 1 - 3 3 - 3
1 0 0 0 0 0 0
1 1 1 1 1 1 1

\ 1 2 4 8 2 4 8 /

f U 0 \
Ux
U2
u3
Vo
Vx

\ V 2 J

=  0 (2.16)

yields the general solution ( U o , U x , U 2, U 3 , V 0 ,V x ,  V2 ) =  (0 ,- /9 , -(<*4-/9), - a , 0 ,  (oc + 0 ) ,a ) ,  

where a , 0  are arbitrary parameters, no t both zero. In  polynomial form , the linear solution  

is (U(z), V(z ) )  =  ( - a z 3 — (a + 0) z2 -  0 z , a z 2 +  ( a  4- 0 ) z  +  0)  =  (—(a z  + 0) (z  +  l)z , (a z  4- 

/?)(* +  !))•

10
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In  Exam ple 2.3, there  are  two common factors c(z) =  (z 4- 1) and d(z) = ( az  +  0)  in 

the general solution which play very different roles. T he  polynomial d(z)  prescribes all 

the param eters in th e  family of linear rational in terpolan ts satisfying (2.16). I t  is not 

essential to the solution; its removal (i.e., assign d ( z ) = 1) still gives a polynom ial pair 

(U ' (z ), V' (z ) )  =  (—zc(z) ,  c(z))  =  (—z(z +  1), (z  +  1)) which solves the linear in terpo lation  

Problem  1.2 (i.e., (2.16)). O n the other hand, the  polynom ial c(z) is essential to the  solution; 

its removal from (U'(z) ,  V' ( z ) )  yields (U"(z) ,  V "(z)) =  (f7 '(z)/c(z), V '(z )/c (z ))  =  (—z, 1) 

which no longer solves th e  linear interpolation P roblem  1.2. In addition, th e  reduced 

rational function U " ( z ) / V " ( z )  does not solve the  nonlinear Problem 1.1 because it does 

not in terpo late  precisely a t the  zero of c(z). T he  zero o f c(z) is an unattainab le  poin t.

T he above observations hold in general and a re  sum m arized in the following theorem  

(see [33, 64, 45]).

T h e o r e m  2 .4  The general solution (U {z), V (z)) €  "PL x'Pm o f Problem 1.2 can be expi-essed

as

(U{z),  V (z)) =  (U"(z)c(z)d(z) ,  V"{z)c{z)d{z))  (2.17)

where U"(z)  and V"[z )  are relatively prim e polynomials, c(z) is some unique polynomial 

that divides f ljL o t2 — zj)  an<̂  d(z ) ^  an arbitrary polynomial.

Proof: Let ( U ^ ( z ) ,  V ^ ^ z ) )  and { U ^ ( z ) , V ^ ( z ) )  be  solutions of Problem 1.2. T hen , for 

j = G , . . . , N ,

9j U ^ ( z j ) + f j V ^ ( z j ) =  0, (2.18)

9j U {2)(zj) +  f j W H z j )  =  0 . (2.19)

Consequently,

U ^ i z ^ V ^ i z f )  -  V ^ i z j W ^ H z j )  = 0 ,  j  =  0 , . . . ,  N.  (2.20)

because \ f j  \ 4- \gj\ ^  0. T here  are N  + 1 zeroes, b u t th e  degree of this combined polynom ial 

is a t most L  4- M  =  N .  Therefore, U ^ ( z ) V ^ ( z )  — V^l ^ ( z ) U ^ ( z )  =  0. Now, assum e 

V G ’2)(Z) zfc 0 (if not, we can proceed with £7̂ 1,2^(z)). T hus, there exists a  pair (U " ( z ), V"( z ) )  

such th a t
U"(z) U W j z )  U™{z)
V ”{z) V W ( z )  W  ) ( z ) ‘ { 1

Therefore, every solution has the same reduced form  U"{z ) / V"{z ) .  I f  this reduced pair 

{U"{z ) , V"{z ) )  does not interpolate all the  given poin ts, there  m ust be a  polynom ial c(z)

11
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of minimal degree for which (U"(z )c ( z ), V"(z)c(z ) )  satisfies th e  in terpolation  conditions

c i z j K g j U " ^ )  + / ^ " ( z j ) )  =  0, j  =  0, - - . ,  N.  (2 .22 )

So. every solution pair m ust contain the m inim al (unique) pair (U' (z ), V' ( z ) )  =  (U"(z)c ( z ), 

V"(z)c(z) )  which solves Problem  1.2. Hence, the general solution to  the  linear rational 

interpolation problem  will have the  form of (U“ (z)c{z)d(z) , V “ ( z )c(z)d(z) ) . where d(z)  is 

an  arb itra ry  polynom ial w ith deg (d(z)) < m in{L — deg(C/'(z)), M  — deg(Vr'(z ))} 2. □

R em ark  2.1 A solution  (U (z ), V{z) )  o f type [L , M ] fo r  Problem 1.2 m ay sa tisfy  |C/(ztq-)[ +  

\V {Z<?)\ =  0; fo r  som e a , 0 <  a  <  N , and yet za can be an attainable point. This will 

happen if  z  — za divides d(z)  in Theorem 2-4- So the requirement that M L .U be nonsingular 

in  Theorem 2.3 is  necessary.

D e fin it io n  2 .2  The m inim al solution o f type [L, M] of Problem 1.2 is the linear pair 

(U' {z ) ,V' ( z ) )  =  (U”{z)c{z),  V"(z)c(z) )  defined in Theorem 2 .4 .

T he m inim al solution  is the lowest degree pair which solves the  linear in terpolation  problem. 

T his solution is special in the family of solutions of Problem 1.2 in th a t it provides the  basis 

for all members in th a t family. It consists of the  reduced p art (U"{z ), V"(z ) )  com bined w ith 

the polynom ial c(z) whose zeroes are the  unatta inab le  points.

Recall in P roblem  1.2 th a t the  reduced ra tional function r LM =  U " ( z ) / V " ( z )  of type 

[L, M]  obtained from its linear solution is called the  rational in terpolan t of type  [L, M].  The 

elements r LiM for different values of L  and M  can be  arranged in a  tab le  called the rational 

interpolation table. (Note th a t U " (z ) / V " ( z )  exists uniquely, b u t when deg(c(z)) > 0 it 

does not solve Problem  1.1 and (U"(z ) , V" ( z ) )  does not solve Problem  1.2). T he rational 

interpolation tab le  is unique3.

Continuing w ith  Exam ple 2.3, we see th a t the nonunique linear solution is the  sam e as 

the  solution o f Exam ple 2.2 except th a t it has one extra free param eter a.  T he reduced 

form is identical in b o th  exam ples. In fact, all the  rational in terpolants neighboring the  one 

o f type [3,2] (see Table 2.2) have the sam e reduced form —z.  In  the  ra tional in terpolation 

table, these identical entries appear in a square block as illustrated in Fig 2.1. T h is s truc tu re  

is referred to as a  block [22, 34].
2The degree of c(z)d (s) is called th e  defect d  by G utknecht [33]; d  =  m in{L — d eg (t/" (z )), M  — 

deg(V'"(z))}. G utknecht then used the  term  degenerate to describe a  rational in terpolan t U " ( z ) / V ( z )  
th a t has a positive defect (i.e., deg(c(z)d(z)) > 0). B ut th is terminology does not have universal acceptance. 
For example, Claessens [22] uses the  term  degenerate to  refer to a  rational in terpolant U " { z ) / V :'{z) th a t 
has unattainable points (i.e., deg(c(z)) >  0).

3Recall th a t by uniqueness, we m ean uniqueness up  to  a  scalar.
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E ntry U(z) V(z )
(2 , 1) - 0 ( z  4- l)z 0 {z + 1)
(2 , 2 ) - 0 (z + l ) z 0(Oz2 4 z 4  1)
(2,3) - 0 (z  +  l)z 0(0z 3 4-0z2 4 z 4 l )
(3,1) — $ (0  z 2 +  2 +  l ) z 0 (z + 1)
(3,2) —(a z  4- 0) ( z  4- l) z (a z  +  0 )(z  +  1)
(3,3) —0 ( z  — 3)(z 4- 1 )z (0z  +  0)(z  — 3)(z 4- 1)
(4,1) —0(Oz3 4- 0z2 +  2 +  1 )z 0 (z +  1)
(4,2) - ( 0 z  4• 0) ( z  — 3)(z 4- 1 )z 0 ( z  — 3)(z 4  1)
(4,3) - 0 (z -  3)(z — 4)(z 4-1)2 £ ( z - 3 ) ( z  —4)(z +  l)

Table 2.2: Solutions o f entries in a block.

M0
: ‘ : ; i

i ' ‘

T T T
A A A

T •  T
A A A 1

] f f 1
i

I

t i l l !

1

Figure 2.1: An illustration  of a  singular block.

Note th a t the solutions for type [3,3], [4,2] and [4,3] are unique (up to a  scalar). 

However, the ir corresponding generalized V anderm onde m atrices are singular. For example,

Â 3,3 =

/ I - 3 9 - 3 9 —27^
1 - 2 4 - 2 4 - 8
1 - 1 1 - 3 3 - 3
1 0 0 0 0 0
1 1 1 1 1 1

U 2 4 2 4 8 )

(2.23)

which is singular. Thus, Theorem 2.2 goes only one way (i.e., the m atrix  may be

singular and yet the solution will be unique). Now, if we were to highlight these singular 

M l.st w ithin a  block structu re  (in Fig. 2.2), we would notice th a t they are located together 

in the lower right hand corner. The com m onality o f the location of a  singular M l m  in the 

rational in terpolation table is th a t for each en try  [t, j] its three im m ediate neighbors to the 

left, top and also the  upper left (i.e., [i, j  — 1], [t — 1, j] and  [t — 1, j  — 1], respectively) are also 

w ithin the sam e block. W ith  this observation, a  block structu re  then contains a t least one 

singular M L Xf (i.e., the block structu re  of a  2 x  2 square block). For a  detailed description 

of the s truc tu re  of singular blocks in the  rational interpolation table, see Claessens [22] and

13
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0 2 M
M i l !

T  •i a  ^  A  !
l i f tr - »  ----
1 i ! ' :
i 1 : ! j i

f - H - H  r - t -  i—I i
L

I

Figure 2.2: An illustration  of singular M L Vf w ithin a  block structu re .

G utknecht [33, 34] (see also Theorem  9.1 in C hap ter 9). Since a  block contains a t  least one 

singular M liM, the use of the  modifier “singular” is appropriate4.

R e m a r k  2.2 Note that the reduced fo rm  o f type [1,0] is also —z, but it does not belong to 

the singular block in Fig. 2.1 (or Fig. 2.2). This is unlike the case o f Fade table, where all 

identical entries are always arranged in  square blocks [28].

In the final exam ple below, we will show th a t a  block can be formed by two square 

blocks overlapping one ano ther (i.e., a  union of square blocks).

E x a m p le  2.4 (U n io n  o f  b lo c k s)  The block structure o f the data in  Table 2.3 is illus­

trated in Fig. 2.3. Note that the only difference in the data in Table 2.1 and Table 2.3

j 0 1 2 3 4 5 6 7
Z j - 3 - 2 - 1 0 1 2 3 4
f j - 3 - 2 - 3 0 1 2 1 4
9j 1 1 1 1 1 1 1 1

Table 2.3: D ata used to illustrate  a union of two square blocks.

is that f j = 2  and f j  =  4, respectively. The solutions in a block structure are tabulated in 

Table 2-4• Because o f this change in  the data, the solution o f type [4,3] is no longer unique 

and has the general fo rm  (—(a z  4- 0 ) { z  — 3 ) ( z  4- l)z , ( a z  4- 0 ) { z  — 3 ) ( z  4-1 )). The block 

structure in this example is a union o f two blocks as depicted in Fig. 2.3. In the figuie, the 

union o f two blocks is highlighted in the right. A ll o f the elements in  the block structure have 

a rational interpolant o f —z .  The entries with singular M l  m are shaded as opposed to the 

nonsingular ones which are highlighted in  black. Notice that we do not know the function

4 Prior to  the definition of M l .m  in th is study, th e  relationship between the block s tru c tu re  an d  its 
corresponding singularity of the m atrices was not clear. For example, G utknecht [34] refers to  blocks as 
“so-called singular blocks” w ithout clarification.
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Figure 2.3: A rational tab le  w ith  a  union of two squares.

E ntry U ( z ) V ( z )
(2 , 1) —0 ( z  4- l)z 0 ( z  +  1)
(2 , 2 ) —0 ( z  4- l)z 0 ( 0 z 2 4-2 4- 1)
(2,3) —0 ( z  4- 1)2 0 ( O z 3 4- O22 4- 2 +  1)
(3,1) —0 ( 0 2 ?  4-2 4- 1)2 0 ( z  +  1)
(3,2) — ( a z  4- 0 ) ( z  4- 1)2 ( a z  4- 0 ) ( z  4- 1)
(3,3) —0 ( z  — 3)(2 4- 1)2 (02 + 0 ) ( z  -  3 ) ( z  4- 1)
(3,4) —0 ( z  — 3 ) ( z  4- 1)2 (022 + 0 2  4 - £ ) ( 2 - 3 ) ( 2  4- 1)
(4,1) —0 ( Oz *  4- 022 4- 2 4- 1)2 0 ( z  4-1)
(4,2) — (02 4- 0 ) ( z  — 3 ) ( z  4-1)2 0 ( z ~ S ) ( z  + \ )
(4,3) — ( a z  4- 0 ) ( z  — 3)(2  4-1)2 ( a z  4- 0 ) ( z  — 3 ) ( z  4- 1)
(4,4) 0 ( z  -  z 8 ) ( z  -  3)(2 4- 1)2 (02 4- 0 ) ( z  -  z g ) ( z  -  3 ) ( z  4- 1)
(5,2) — (022 4- O2 4- 0 )  ( z  — 3) (2 4- 1)2 0 ( z  — 3) (2 4- 1)
(5,3) - ( 0 2 4- 0 ) ( z  -  2g) (2 -  3 )(2  4- 1)2 0 ( z  -  z g ) ( z  -  3 ) ( z  4- 1)
(5,4) - 0 ( z  -  Z g ) ( z  -  Z g ) ( z  -  3 ) ( z  4- 1)2 0 ( z  -  29)(2 -  2g)(2  -  3)(2  4- 1)

Table 2.4: Solutions of entries in a block structure.

values o f the last two points (zg and zg). So, the solutions given in Table 2-4 fo r  entries 

[4.4], [5.3] and  [5,4] are possible linear solutions. B ut these solutions interpolate the data 

regardless o f func tion  values. Since all possible linear solutions m ust have the sam e reduced 

fo rm  (Theorem 2-4), such possible solutions are sufficient to obtain their reduced form s.

For a more general treatm ent of the block s tru c tu re  o f the rational in terpo lation  table, 

see Claessens [22] and G utknecht [33, 34].
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Chapter 3

The Linear Rational Interpolation 
System

A linear rational interpolant can be ob ta ined  by solving the system  o flinear equations (1.5) 

directly. For example, one can use the  G aussian elim ination m ethod which requires 0 (iV 3) 

operations in V .  Furtherm ore, when the  in terpolation problem is treated as a  least squares 

problem , a class of least sqares m ethods can be used (see for exam ple [14, 55, 56, 57]).

Because of the  special s truc tu re  o f th e  m atrix  in (1.5), however, a num ber o f recursive 

algorithm s have been developed, which by taking advantage o f this s truc tu re  require only 

0 ( N 2) operations. These recursive algorithm s follow a  path  in the  rational interpolation 

table connected w ith a  sequence of d a ta  points, possibly reordered. They can be classified 

according to how they respond to  singular blocks along the path .

The first class of algorithm s gives no consideration to singular blocks [41, 43, 42, 47, 

52. 63]. A good sum m ary o f these can b e  found in [31] and [5, Chap. 7]. T h e  development 

of these algorithm s implicitly assumes a  norm al rational interpolation tab le  (i.e., a  rational 

in terpolation tab le in which all entries a re  d istinct) in order to proceed from one entry on 

the p a th  to  the  next. Thus, when a  singular block is encountered, they break down.

The second class of algorithm s accom m odates singular blocks in one o f two ways. They 

either reorder th e  interpolation points so as to remove singular blocks (except possibly a t 

the end of the path) [29, 30, 31, 60], o r they  provide a  mechanism (called singular rules 

[34]) for detecting singular blocks and a  procedure for skipping over them  [9, 16, 33, 34, 36].

The more recent third class o f algorithm s proceeds directly through singular blocks [2, 

54, 55]. This class differs from the o ther two in th a t these algorithm s iterate by successively 

increasing not the  degree of the in terpolants b u t the  number o f interpolation points and 

for each such increase by recursively constructing  a  basis for all in terpolants (along a  path) 

independent of degrees. T he in terpolant o f the appropriate m inimal degrees satisfying

16
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L +  M  < N  is easily determ ined from this basis.

T he main streng th  o f the algorithms in the th ird  class is tha t they not only recognize

blocks. T heir greatest weakness is the sensitivity of this basis w ithin singular blocks on 

small pertu rba tions of the  interpolation data. T h a t is, the  algorithms in this th ird  class 

are numerically unstable.

This lack of numerical stability prevails w ith the  algorithm s in the o ther two classes as 

well. T here are experim ental results [8. 16, 61] which lead to the discussion of numerical 

stability. B ut these studies use the term  stability  loosely and do not deal w ith it formally. 

Until this thesis, no algorithm s have been shown to  be  numerically stable [36].

O ur algorithm  is from the second class; a  mechanism is provided for skipping over 

singular blocks. We do this by collecting two adjacent linear rational in terpolants in a 

m atrix  called a  Linear Rational Interpolation System  (LRIS). A simple rule applied to a 

LRIS detects singular entries.

A precise definition o f the LRIS, together w ith  some of its properties, are given in §3.1. 

T he relationship th a t we use in C hapter 4 to build  a  fast algorithm is described in terms 

of two LRIS’s. This description is given in §3 .2 , where we show th a t a particu lar LRIS 

can be constructed from two smaller ones. T he idea here is to deploy the power of the 

divide-and-conquer strategy. Lastly, in §3.3, we show th a t the successive application of the 

divide-and-conquer strategy  results in a  fast iterative algorithm . The algorithm  proceeds 

along a  staircase in the rational interpolation tab le  bypassing singular blocks in its path. If 

there should be  no singular blocks encountered, th is  m ethod reduces to W erner’s Algorithm

{(zji  9ji

D e f in it io n  3 .1  Given N  4- 1 points {(zj,  f j ,g j ) } j= o,...,n  and two nonnegative integers L 

and M  such that L  4- M  =  N , the Linear Rational Interpolation System  (L R IS) o f degree 

type [L, M] is

singular blocks bu t also give the entire family of solutions for an en try  w ithin singular

[60].

3.1 L inear R ational In terpolation  S ystem  (LRIS)

Assume w ithout loss o f generality th a t L > M.  I f  L < M ,  we interpolate instead the  points

(3.1)

with

(3.2)

17
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i f  it satisfies the following conditions:

•  Degree Condition: U(z)  6  V L, V ( z ) €  V M and either

a) P { z )  e  V L Q ( z )  €  V M, or
b) P ( z )  €  V L, Q ( z )  €  V M - i , -

•  Nonsingularity Condition: d e t(S (z ))  ^  0;

•  Interpolation Condition: ( gj f j  ) S ( z j )  =  (0  0 ) ,  j  =  0 , . . . ,  N.

R e m a rk  3.1 In Definition 3.1, ( I f  (z ). V(z ) )  is the linear rational interpolant fo r  the points 

Zj, j  =  0 . . . .  , N , whereas (P (z ), Q(z ) )  is the linear rational interpolants fo r  the points Zj, 

j  = 0 N - l .

Define

t i j ( z ) = f [ ( z - z l). (3.3)
l=i

T he determ inant o f th e  LRIS S( z ) ,  which is extrem ely im portant in the subsequent devel­

opm ent, can be expressed in term s o f (3.3).

L e m m a  3.1

d e t ( S ( z ) ) = T t „ N (z),  (3.4)

where
N

*o,*U) =  l i t *  ~  2*)
1=0

and T is a constant.

Proof: We give a proof for degree condition (a); the proof for degree condition  (b) is 

sim ilar. From (3.1)

de t(S ((z)) =  ( z  -  z N ) ( U ( z ) Q ( z )  -  V ( z ) P ( z ) ) ,  (3.5)

where the degrees o f ( U ( z ) ,  V ( z ) )  a re  a t most L  and M ,  respectively, and the  degrees of

( P ( z ) .  Q ( z ) )  are a t  m ost L — 1 an d  M , respectively. So, deg(det(S(z))) <  N  +  1.

B ut, from the in terpolation condition,

gjU(z j )  + f j V ( Zj ) =  0, i  =  0 ,...,A T , (3.6)

-  * s ) i 9 j P ( z j )  +  f j Q i z j ) )  = 0 ,  j  =  0 , . . . .  N.  (3.7)

Therefore,

d e t(5 (z j))  = ( z -  z N ) ( U ( z j ) Q ( z j )  -  V ( Z j ) P ( z j ) )  = 0 ,  j  = 0 , . . . .  N ,  (3.8)

18
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because | / , |  +  \gj \  ^  0. Since deg(det(S(z))) <  N  +  1, then

det(S (z)) =  r  t0iV(z), (3.9)

where T is the leading coefficient of U ( z ) Q { z ) — V ( z ) P ( z ) .  □

T h eorem  3 .1  A L R I S  o f type [L, M \  exists i f  and only i f  M l  m is nonsingular.

Proof: F irst suppose th a t is singular. I t th e n  follows th a t there exists a  solution

( X ( z ) , Y ( z )) of type  [ L  — 1, M  — 1] interpolating not ju s t N  — 1 bu t the first AT points. So 

( X ( z ) .  Y (z)) is a linear rational interpolant of types [ L  — 1, M ]  and [L,  M  — 1] as well. But 

(z — z y ) ( X { z ) , Y ( z ) )  o f type [ L , M ]  interpolates th e  first N  +  1 points. From Theorem  2.4. 

a ll  solutions of P roblem  1.2 of type [L — 1, M  — 1], [ L ,  M  — 1], [L — 1, M ]  and [L, M ] must 

therefore have the  sam e reduced form. Consequently, no LRIS S ( z )  of type [ L . M ]  (w ith 

det(S (z)) 0 ) can be  formed.

Conversely, if M l%m is nonsingular, from th e  p roof of Theorem  2.2, we know th a t there

exist solutions (P^1̂  (z), (z)) w ith ^  0  of type  [L —l,A f] and ( P ^ ( z ) , (z))  w ith

P[2  ̂ ^  0 of type [L, M  — 1] w ith  Q^2\ z ) P ^ { z )  ^  P ^ ( z ) Q ^ ( z ) .  In  addition, from Theorem  

2.2 tha t there exists a  unique solution (f/(z), V'(z)) o f type  [L , M\  w ith  deg(£/(z)) =  L, or 

deg(K (z)) =  M ,  or b o th . Assume w ithout loss of generality  th a t deg(C/(z)) =  L.  T hen  for

the leading coefficient o f d e t(S (z)) =  (z — Z y ) ( U ( z ) Q ^ (z) — V ( z ) P ^ ( z ) )  is ULQ ^  ^  0. 

So, the N onsingularity  Condition for LRIS is satisfied. I t  is obvious th a t S( z )  also satisfies 

the Degree and In terpo la tion  Conditions. □

D e fin it io n  3 .2  A n  en try  [L, M] in  the rational interpolation table is a nonsingular entry  

i f  the corresponding M l%m is nonsingular, otherwise i t  is a singular entry.

R e m a rk  3.2  W hen M L Sf is nonsingular, Theorem 3 . 1  tells us that at least one L R I S  

S ( z ) of type [L, M ] satisfying one o f the degree conditions in  Definition 3 . 1  exists, but not 

necessarily both. W hen a L R IS  S(z )  exists, from  Theorem  2.2 and its proof, it is unique 

(up to a scalar m ultiple o f its columnsJ.

The existence of a  LRIS for a given d a ta  set does not im ply th a t a  rational in terpolan t 

satisfying (1.3) exists, since there could be unatta in ab le  po in ts in the system . We illustrate 

this with an exam ple.

U(z) ( z - z N ) P ^ ( z )  
V{z)  {z - zn ) Q( ' H z )

(3.10)

19
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E x a m p le  3.1  The L R IS  o f type [1,1] from  the data points {(0, —1,1), (1, —2, 1). (2, —1, 1)}

and d e t(S (z)) =  —z(z  — l)(z  — 2) ^  0. But from  Theorem 2.3 and Theorem 3.1. z  =  1 is 

unattainable fo r  {U(z) ,V{z) )  since |I7(1)| +  |Vr( l ) | = 0 .

It is also true th a t (P { z ) ,Q { z )) can have unatta inab le  points. But, {U{z) ,V{z ) )  and 

(P (z ), Q{z))  cannot both  have the same u n a tta inab le  point za . since d e t(S (z)) would have 

a factor (z — za)2, contradicting Lemma 3.1.

To obtain  the rational interpolant U ( z ) / V ( z ) o f the type [L, M], only the first colum n 

of S{z)  is required. Thus, solving an additional system  to obtain  (P ( z ) , Q ( z )) is ex tra  

com putation and does not seem to contribute to  th e  overall solution. However, as we will 

see in the next section, this structure of a LRIS allows us to deploy the divide-and-conquer 

strategy, which then  leads to  an efficient algorithm  for its com putation.

3.2 D ivide-and-C onquer

Now th a t a LRIS is defined, we would like to show th a t it can be w ritten  as a p roduct 

5 (z) =  s(z)s(z) o f LRIS’s of lower degree types. This is the essence of the  basic step  in a 

divide-and-conquer strategy. Once we have established th is basic step, we can then fu rther 

split these into yet smaller LRJS’s, and so on.

Let us study this basic step  in detail. Given [L, M],  choose one of two diagonal staircases 

tlirough [L, M]  along which com putation will proceed as illustrated in Fig. 3.1. Note th a t 

because M  <  L  so [L,  M]  is in the lower triangu lar region. Once a  path  is chosen, say P a th  

A, then the linear rational interpolant (u( z ) , v( z ) )  of type [/,m] for the subproblem  m ust 

lie on P ath  A.

It should be noted th a t using a staircase to arrive a t  a  solution is not novel. Indeed, 

there are numerous algorithm s [9, 31, 43, 61, 64] th a t use a staircase or a diagonal pa th  

[16, 33] to arrive a t a  solution.

Let [1, m] w ith I < L  and m  < M  be a nonsingular en try  along one of th e  two staircases 

th a t pass tlirough [ L , M \ .  Let

is

(3-11)

because

( 9j  f j ) S ( z j ) =  0, j  = 0 , . . . , 2 . (3.12)

(3.13)

20
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PathBl \
T s(z)

(UM )

Figure 3.1: A rational table of a given set o f data.

be the LRIS of type which interpolates not all th e  AT +  1 points bu t ra ther only  the

first n 4- 1 points, i.e.,

( 9j f j  ) s (zj )  — (0  0 ) ,  j  =  0, . . . , n ,  (3.14)

where n =  I 4- m.  Associated w ith s(z),  define the residual to be the pair ( Wj r j ) ,

j  =  n 4- 1 , . . . ,  N,  where

( Wj rj ) = (gj  f j ) s ( z j ), j  =  n 4 -  I ,- - -  , N .  (3.15)

Similar to Lemma 3.1, we have

det(s(z)) =  7 *0m(z)

=  (3-16)
<=o

where 7  is the leading coefficient of u(z)q(z) — u(z)p(z).

R e m a rk  3.3  Note that the residual (w j r j ) ,  j  = n  4- L, . . . ,  N ,  resembles the original

data in that \wj\ 4- |r j |  ^  0, fo r  j  =  71 4- 1 , . . . ,  N . This fa c t  is obvious when we m ultiply

both sides o f (3.15) by saê ( z j ) ,  resulting in

(w j rj ) s a* ( z j ) = (gj  f j ) 7 t0,n (zj),  j = n + l , . . . , N .  (3.17)

Since \gj\ 4- \fj\ ^  0 and t0,n (zj)  ^  0, for j  =  n  4- 1, -. . ,  JV, then \wj\ 4- |r j | ^  0 fo r

j  — n 4 - 1 , . . . ,  N .
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Let

»(*) =  ( “ '*> (3.18)
\U (2) 9 (-*)/

be the LRIS o f type  [I, m ], which interpolates th e  residual ( Wj r j ) ,  j  =  n  +  1 , . . . ,  N ,  i.e.,

{ wj  r j ) s { z j )  = { 0 0 ) ,  j  = n  + l , . . . , N ,  (3.19)

where N  — n  — 1 = 1  + rh because of the  degree condition.

Similarly, we have

det(s(z)) =  7  t n+l<N{z)
N

=  7  I I  ( * - * ) •  (3-20)
1=71+l

where 7  is the leading coefficient of u(z)q(z)  — v(z )p(z) .

To express S( z )  in term s of s(z) and s(z), four cases need to be  considered. T hese cases

are governed by th e  orientations of S(z )  and s ( z)  as in Figure 3.2. Let

b = L — 1. (3.21)

In Fig. 3.2, these are  th e  three possibilities, viz., M —m  =  6—1, M —tti = 6 and M —m  =  6+ 1.

T h e o re m  3 .2  Let s(z)  o f type [/, m] be a L R IS  fo r  the data points {(zj ,  f j ,  gj)}j=o,...1i+,n=n

with residuals {(z j ,  rj ,  W j)} j=n+\ ,v- I f  s(z)  is a L R IS  o f type [/, rh] fo r  the residuals

{(zj, r j, W j)}j=n+\ j...>M, then S(z)  = s(z) s ( z )  is a L R IS  o f type [L,M]  fo r  the data points  

{ 1 f ] , 9j )}j=o N , where

[6 —1 ,6 —1] i f  M  — m  = b — l ,
[f, m] =  > [6,6  — 1] i f  M  — m  =  6, (3.22)

[6, 6] */ M  — m  =  6 +  1,

and lies along the staircase on and imm ediately below the diagonal.

Proof: We will prove th e  case M  — m  =  6 — 1 only; the  proofs o f the  o ther two cases are 

similar.

We are given th a t  s (z ) is a  LRIS of type [6 — 1,6 — 1] interpolating the  residuals 

{(zj,  rj ,  W j)} j=n+ i<„.'K. T hen  component-wise we have

d e g (s (z ))<  (3.23)
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M M

M -m  = b-1

(l.m) j , f

“ I*
(L.M)

M -m  = b+1

(ljn)

L

M M

M—m = b

(l.m)

I.»

M -m  = b

(Un)

(LM)

Figure 3.2: O rientations o f s ( z)  and  S(z )

since {p(z) ,q(z )) in terpo lates one fewer residual and  m ust be of type [6 — 1,6  — 2] (lies on 

the staircase below th e  diagonal). Furtherm ore, w ith  M  — m  =  b — 1 in Fig. 3.2, th e  degree 

condition for s(z)  is

deg (,(z )) <  ( ^  '  +  1 ) .  (3.24)

Because I = L — b and  m  =  M  — 6 +  1, it then  follows from (3.23) and (3.24) th a t

deg(s(z)s(*)) <  M L+ i y  (3.25)

and so S(z) =  s( z ) s ( z )  satisfies the  degree conditions in Definition 3.1.

For the in terpolation  condition, it is given th a t s(z) interpolates Zj, for j  =  0 , . . . ,  n,

i.e.,

(9 j  f j ) s ( Z j )  = ( 0 0 ) ,  y = 0 , . . . , n .  (3.26)
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and s(z) in terpolates the residuals of s(z) for j  =  n  4- 1 , . . . ,  N ,  i.e,

( wj  r j ) s { z j )  =  (0  0 ) ,  j  =  n  4- 1 , . . . ,  N.  (3.27)

Com bining (3.26) and (3.27) gives

( 9i f j ) s ( z j ) s ( z j )  =  ( 9 j  f j ) S { z j )  = { 0 0 ) ,  j = 0 , . . . , N ,  (3.28)

Thus, S ( z )  =  ,s(z)s(z) satisfies the interpolation condition in Definition 3.1. Finally, since

det(S (z)) =  de t(s(z)) de t(s(z)) (3.29)

=  1 * o A z ) • 'K + l .v U )  (3.30)

=  r t owv (z), (3.31)

where T =  7 7 , then  the nonsingularity condition in Definition 3.1 is also satisfied. □

We now exam ine how unattainable points o f S ( z )  are related to those of s(z) and  s(z).

From Theorem  3.2, observe th a t

(%!)-«($)•
N othing can b e  said for points z a , 0 <  a  < n ;  z a  may be an unattainable point for

( U { z ) ,  V ( z ) )  b u t not for (ti(z),u (z)). For points z a , n  4- 1 <  cr < N , however, we have the

following results.

T h e o re m  3 .3  Given L R IS ’s s(z) and  s (z ), then fo r  n  + \ < cr < N , \U(z,r)\ 4- IV^z^)! =  0 

if  and only i f  |ti(z<r)l 4- |n(Zo-)| =  0.

Proof: From (3-32), it follows tha t if \u(Z(r)\ 4- [ v ( z a )\ =  0 then  \ U { z a )\ 4- ^ (z ^ ) !  =  0. 

Conversely, observe th a t s ( z j )  is not singular for n  4 - 1 <  cr < N ,  since

det(s(z)) =  7 *0,n(z) (3.33)

where
n

*0,n{Z) =  I I  (Z ~ Zl)- 
1=0

Therefore, from (3.32), it follows tha t

(jfej)- <3-34>
Since det(s(z<r)) 7  ̂ 0 for n  +  1 < cr < N ,  it follows th a t |u(zo-)| 4 - \v{z<r)\ =  0 if \ U ( z a )\ 4- 

\V{Z(T)\ =  0. □
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Theorem  3.3 tells us th a t in the range of n  -F 1 <  cr < N,  the u n a tta in ab le  poin t of 

za for (U (2 ), V (z)) is independent of s(z); it can be determ ined from s(z ) alone. Thus, 

Theorem  3.3 gives us an  efficient way to  te st w hether za is an  u n a tta in ab le  point in the  

range n  4- 1 <  a  < N;  we need to  te s t only s(z)  ra th e r than  S(z) which has larger degree 

polynomials.

3.3 T he R ecursive C ase

Theorem  3.2 says th a t we can  divide a large LRIS system  S(z)  into two sm aller LRIS 

system s s(z)  and s(z)  as S (z) =  s(z )s(z ). B u t a more constructive way o f in terpreting  

Theorem  3.2 is th a t given a  sm all LRIS s{z)  w ith  its residuals, a  larger LRIS S{z)  can be 

constructed if we can construct a  LRIS §{z) th a t interpolates the residuals o f s(z). Thus, 

we can apply this idea to accom m odate more and  more points by recursively applying th is 

theorem . I t  is this idea th a t leads to a  recursive 0 { N 2) algorithm  and  which is described 

in the  next section.

Let {(A, m t )}j= o,...,A:+i be a  sequence of nonsingular entries along one o f the  two s ta ir­

cases tlirough [L, M \. We have /,+i >  I, and  m 1+i >  m.i, w ith a s tr ic t inequality  for one of 

these, and k  is such th a t [L,M]  =  (f*+i>m k+i)- Define

n-i =  + m,i, i = 0 , . . . , k  + l,  (3.35)

and

ti = rii+i — rii, t =  0, . . . ,f c .  (3.36)

Let S ^ ( z )  be the  LRIS of type (Z,,mj) for {{f j ,  )}/=o,...,n, and define

( w j  r j  ) (l) =  ( g j  f j  ) S { t ) { z j ) ,  j  = rii  -f 1, . . . ,  m  +  U.  (3.37)

If s ^ ( z )  is a  LRIS of the appropria te  type in terpolating the residual ( Wj r j ) w , j  =

Tit + I , . . .  ,rii + ti, from Theorem  3.2,

5 (i+l )(2) =  5 (.)s (i)(z ) t (3 38)

is a  LRIS of type m t+ ij. W e will show in C hap ter 4 tha t if U  is chosen such th a t it 

is the smallest step  size for advancing from one nonsingular entry to  th e  next, an 0 {N 2) 

operations algorithm  is devised.

Thus, the recursive theorem s allow us to  advance from one nonsingular en try  to ano ther 

along a staircase path . Here, w ith  t =  0 , . . . ,  k, we have 5^fc+1̂ (z) in k  +  1 steps as

S^k+1) {z) = s w {z)sw { z ) - - - s ^ ){z), (3.39)

25

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



w here 5^fc+1  ̂(z) in terpolates zj ,  j  =  0 , . . . ,  n k +  tk = N .

Sim ilar to  Lem m a 3.1, we have th e  following lemma for d e t(s ^ (z ) ) -

L e m m a  3.2

d e t(s (,)(z)) =  7 (,) tn.+Un.+t.(z ) , (3.40)

where

i=n,+1

and  7 ^  is the leading coefficient o f u ^ { z ) p ^ { z )  —v ^ ( z ) q ^ ( z ) .

Proof: Since s ^ (z) in terpolates th e  residuals {( Wj r j  )}_7=Jll+i,...,nI+i,i the  proof is sim ilar

to th a t o f Lem m a 3.1. □

T he concept o f u n a tta in ab ility  in the  two-step case carries over to the m ulti-step case, 

and it is sum m arized in th e  following corollary.

C o r o l la r y  3 .1  Given L R IS ’s s ^ ° \z )  ■ • ■ s ^ ( z ) , the point z a, n i -(- 1 <  a  < ni +  ti is 

unattainable with respect to [L, M ] fo r  the interpolant ( U ( z ) , V ( z ) )  i f  and only i f

Proof: In  Theorem  3.3, set s(z)  =  s ^ ( z )  ■ ■ ■ s ^  ^ (z ) which in terpolates Zj, j  =  0 ,...,71*, 

and

which in terpolates zj,  j  =  n , 1, . . . ,  N .  □

T he above Corollary gives us an  efficient way to test w hether a  point za is an  u n a tta in ­

able point.

(3.41)

(3.42)

26

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Chapter 4

Interpolation Algorithm

In this chapter, we present a fa st algorithm  th a t produces a  sequence of LRIS (2 ), 

i = 0 , . . .  , k ,  described in §3.3. We first present th is algorithm  in algebraic form and then, 

tlirough appropria te  m odifications, in numerical form. A stab ility  analysis of the numerical 

algorithm  is given in C hap ter 6 .

4.1 A lgebraic Form

W hen com puting s ^ ( z ) ,  we take advantage of a  certain  observation th a t reduces cost. 

More im portantly, an  extension of this observation is crucial to the development of a stable 

evaluation formula described in C hapters 7 and 8. G iven S ^  (z) and the  associated residuals

( W j  ry ) (l) =  ( g j  f j )  5 (,)(zy), j  =  n , +  1 , . . . ,  n* 4- £*,

le t

and

0{,)(* ) =  I I  (* -* < )-  H-2)
zt€CW

T h e o re m  4.1 The Ith L R IS  can be represented as

s<i,<2> = 0  < * 4 ) ) s'<ilw’ w

where

= ( “? ;  p i (z ! ) w  (4.4)
W ( * )  g ( z ) J

is an L R IS  o f appropriate type that interpolates at the points Z j ,  j  =  m  +  1 , . . . ,  n,- 4- U, but 

excluding the points Z j  €  .
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Proof: Let Zj €  C ^ ;  th a t is, consider those zj for which =  0. Because | r ^  | +  |u )^  | ^  0,

then 0 and it follows from

^ (“S! :̂c2))<i> = (0 0) <4'5)
tha t v ^ ( z j )  = q*ll) {zj) =  0. Thus, 0 ^ ( z )  is a factor of b o th  and q*Kl) (z) and the

result follows. □

Note th a t w ith Theorem  4.1, the interpolation condition ( w j  r j ) (t) sW(z j )  = ( 0 0 ),

j  =  n t- +  1, . . . ,  rii +  t t , can now be w ritten  as

( wj  r jO^Zj ) ) ^  s'M {zj) =  (0  0 ) ,  j  =  Hi +  1 ,. . .  ,n t 4- t t . (4.6)

Pseudo-code for the algebraic case is given in A lgorithm  4.1 below.

A lg o r ith m  4 .1  (A lg eb ra ic  In terp o la tio n  A lgorith m )

Input; AT, L, {{zj,  fj,gj)}j=o,...,N -

O u tp u t; k, s '<°>(z),--.y(*>(z) a n d C ( ° \ - - - , C {k)-

In itia liza tio n ;

M < ^ N  — L, i<— 0, Tii* 1,
t{ <— m ax{L — M  — 1,0} 4- 1, <— I, 0^~l \ z )  <— 1, Done <— FALSE.

d o  { Compute (W j, r , ) ^  fo r  j  = n t + I , . . .  .rii + ti from  (3.37)

(w -V)<‘> = (3, /,-)(■
D eterm ine 6^ ( z )  according to (4-1) and (4-2).
D eterm ine  s '^ ( z )  such that (see (4-6))

( Wj r j6 (zj) )(,)s /(t)(zj) =  (0  0 ) ,  j  = m  + l , . . . , n i  + ti ,Zj  &C{t)

I f  ni  +  Li = N  th e n
Done <— TRU E; f c < - i  +  l .  

e lse if  s'(x\ z )  is nonsingular th en
1 <— Tij +  txi i <— t -f* 1 ,* t% i— 1.

e lse
ti i— ti +  1.

en d {t/}

}U n til (D one= TR U E )

O u tp u t; k , s'(°)(z),  - ■ • , s 'W (z) and C^°\ ■ ■ ■ ,C^kK
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A lgorithm  4.1 com putes a  general linear rational in terpolan t o f type [L, M],  for M  < L. 

However, it is the basic type  [31] for which L = M  or L =  M +  \ th a t is of prim ary interest

(i.e., th is type lies along th e  staircase on o r im m ediately below the diagonal of the rational

in terpolation table). Each s ^ ( z )  in the  algorithm , except possibly for the  first LRIS s^0^(z), 

is a LRIS of basic type. T hus, the degree o f s ^ ( z ) ,  for i  > 0 is

deg(* « (* ))  <  (  L| | i J )  - (4-7)

Because the  first step serves only to  provide a  general degree type, we shall focus our 

a tten tion  on the basic type in the following discussion.

We now exam ine som e aspects o f Algorithm  4.1. In  particu lar, we give some insights 

about the  size of U and  th e  properties of s ' ^ ( z ) .

L em m a 4 .1  I f  contains [(ti +  1)/2J or more members from  {(■Zj)}j=nj+i,...,ni+tiJ then 

a linear rational interpolant o f type [[tt / 2 j , [(£, — 1)/2J] fo r  the residuals is

(u(z) ,  u (z))(,) =

f  \
nt+ti
J I  (z -  Z i ) ,  0

1=Tli + l
\  =i ecw /

(4.8)

Proof: Since £* =  [(£,• +  1)/2J 4- \ t i /2 \ ,  then  in (4.8) deg(u(z)) < U  — [(£* -I- 1)/2J =  [£,/2J. 

In addition, w ith (u(z),  v ( z ) ) ^  given by (4.8)

(z j ) 4- r ^ v W  (Zj) = 0 ,  j  =  n , 4- 1, - - -, ni 4- ti, (4.9)

because e ither w ^  =  0 if z j  G or u ^ ( z j )  =  0  if Zj & C ^ .  □

A consequence of Lem m a 4.1 is th a t th e  do-loop in A lgorithm  4.1 continues to cycle 

(increasing t, by one for each cycle) as long as a t least ha lf of the  , j  =  n ,-t-1 , . . . .  n ,4- £, 

are zero. This is so because in these cases according to  Lem m a 4.1 and Theorem 2.4, the 

only choice o f s '^ \ z )  satisfying (4.6) m ust have 0 com ponents in th e  second row (i.e., s'(i) (z) 

m ust be singular). Thus, th e  first opportun ity  for the  te rm ination  o f the do-loop occurs 

when there  is exactly one m ore w which is nonzero ra th e r th a n  zero. Note th a t when 

this happens £, will be odd and  w ^ +ti #  0. Theorem  4.2 below describes this occurrence; 

s 'W(z)  satisfying (4.6) in th is  case is nonsingular and  so th e  do-loop does indeed term inate.
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T h e o r e m  4 .2  Given the residuals { ( z j ,  w ith Wn}+ti #  0 and ti odd,

suppose contains (£, —1 )/2  members. Then the L R IS  (z) o f  type [ ( * i - l ) / 2 , ( t * - l ) / 2] 

is given by

• w W - ( ^ W  (2 ' 2“-+o“ )p<i,(2)) ,  (4.10)

where ^

i>w (z) =  j j  {z -  zi) (4.11)
t=n<+l 
siZCM

rii+fj-1
p (0 (z) =  J J  (z -  zi) (4.12)

l=n*+l

and t i ^ ( z )  €  15 a polynomial interpolating the (U 4- l ) /2  points

r (i)
u(Zj)  = ----- jrrV(Zj),  j  =  1, . . . , m  +  ti, Zj <£ C{l). (4.13)

Wj

Proof: T h e  pair ( ti^ (z ) ,t;W (z ))  is a  linear rational in terpolant o f ty p e  [(<i — l) /2 , (tt — l)/2 ] 

because the  degree conditions are clearly satisfied and because (4.13) holds with Zj 0  

and

W j ^ u ^ ( z j )  4- r ^ v ^ ( z j )  =  0 ■ u ^ ( z j )  4- r j ,} -0 =  0, Zj €  (4.14)

On the  o th e r hand, from Lem m a 4.1, (p ^ (z ) ,0 )  is a  linear ra tio n a l interpolant of ty p e 1 

[(tt -  l ) / 2 , ( t i  -  3)/2] for the residual {(2J , r j l),ty ^ ))}_;=ni+li.„irli.+£i_ 1. Finally, s W(z)  is 

nonsingular because d e t( s ^ (z ) )  =  7 (i)«ni+i,ni+t1-(«) =  7 (,) I l K + i  (z  ~  Zl)• D

In sum m ary, the i th iteration  consists o f two parts. T he first p a r t  requires the successive

com putations o f ( r j 1̂ w ^  ), j  =  4- 1 , . . . ,  until (ti 4- l ) /2  nonzero and (t, — l ) /2  zero

Wj'^’s a re  com puted (w ith ti odd). T his requires 0 (n it i)  opera tions in V .  The second 

part requires the com putation  o f the  polynomial u^^(z) of (<t — l ) /2  which interpolates 

the poin ts specified by (4.13), as well as the expansion of p ^ ( z )  specified by (4.12) (i/*)(z) 

corresponds to 6^ ( z )  and  therefore requires no expansion). T h is  requires an additional 

0 ( t f )  operations in T>. (Here, we assum e an 0 ( t 2) polynom ial in terpo lation  algorithm  is 

used such as th e  one given in [37, C hap. 5].) Thus, the  to tal cost o f th e  algorithm is

k
Y  [O K * ,)  +  0(1?)] =  0 ( N 2) (4.15)
1 = 0

since ti =  N  +  1.

1 By convention, a  polynomial of negative degree is the zero polynomial.
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4.2 N um erical Form

Before we consider th e  numerical version of Algorithm 4.1, the  notions of norm and condi­

tion num ber of an  n  x  n  m atrix  A  are needed for the  discussion. Throughout this study, 

the 1-uorm  is used, e.g.,

II i 9 j  f j  ) II =  m ax { l9 jU /jl} . (4.16)

and
n

M il =  (4-17)
i=l

For a polynomial P(z )  € P n  ̂ we use the  norm,

\ \ p m  =  ± \ P i \ ,  (4 .i8 )

t= 0

and for a 2 x 2 polynom ial m atrix  s(z),  where

*>-($ $!)•
we use the norm

||s(z)|| =  m ax{||u(z)|| +  ||t»(z)||, ||p*(z)|| +  ll<7*00ll}- (4.20)

The condition num ber of A  is defined as

k(A) =  ||A ||| |A -1||. (4.21)

More detailed descriptions o f norm and condition num ber o f a  m atrix  are presented in

C hap ter 5.

Let

S[i}(zj) =  0 < K u  (4.22)

and s('^ (z j) =  T. Note th a t S q \ zj ) = S ^ { z j ) .

The numerical version o f A lgorithm  4.1 has two m ajo r m odifications. F irst, the defini­

tion of is replaced by

C(,l =  {z j  : la ^ iu j0 ! <  Tfi, j  =  m  +  1 , . . .  ,rii 4- ft-}, (4.23)

where

= II ( w f  rj'’)ir (4,24)
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t  is a stab ility  param eter tolerance specified by the user, and /x is th e  unit error 011 the 

machine on which the algorithm  is im plem ented. Note th a t || ( w ^  ) || ^  0 (see Re­

m ark 3.3). Second, we replace the  nonsingularity test of s '^ ^ z )  by the  stability criterion

T( 0 (2n<+i +  l )  <  T, (4 .25)

where

t ( , ) ( 2j )  =  •  l l s(0_1 ( * i ) l l -  ( 4 - 2 6 )

We call r ^ ( z j )  the stab ility  param eter a t Zj. In  (4.26), by convention we set r (,)(zn,+1+ 1) to 

oc if any one of s ^ ( z ) ,  I =  0 , . . . ,  t, is singular. The relationship betw een the nonsingularity 

test of s4 ‘}(z) in A lgorithm  4.1 and  the  stab ility  criterion (4.25) is given by Rem ark 4.1 

below.

R e m a r k  4 .1  The L R IS  s'W (z) is nonsingular i f  and only i f  ( z ^ + i ) <  r  fo r  some 

fin ite  r .

Proof: Suppose s ' ^ ( z )  is nonsingular. By assum ption a t the  Ith s tep  o f the do-loop in 

A lgorithm 4.1, s '^ ( z )  is also nonsingular for 0 <  I < i — 1. So

det(S&+l ) (z)) =  d et(s(,+1)( z ) ) - - -d e t ( s (i)(z))

=  7 (i+ I)- - -7 (° f„ (+I+i,ni+1W . (4.27)

Since f„ l+1 + i,ni+I (2ni+1+ i) =  n " S i ,+1+i (2n1+1+i -  Za) ±  0 for 0 <  / <  *, then

T(,)(2ni+1 + l )  =  m ^ A t t S ^ ^ Z n ^  + i)) • ||s ( i r l (z„.+I + 1)||

_  H ^ lS 1} +1) II (2n ^ t +01111 sWadi (zni+1 + l ) | |— m ax oc. 5)
° ^ *  |d e t(5 f+1 (^ni+l+ i ) ) | |d e t ( s ( i)(zni+l+i)) |

Conversely, if s ' ^ ( z )  is singular, then  tW  (z„<+1+ 1) =  00 by convention. □

T he specification of the  tolerance param eter r  provides control over th e  conditioning of 

all the LRIS’s S ^ ( z )  and  s ^ ( z ) ,  0 <  I < i, evaluated a t the point Zni+X-n- W hereas, only 

minimal well-conditioning (finite r )  o f s ^ ( z n j+1+ i) is sufficient to ensure th e  nonsingular of 

s '(l)(z) (i.e., to satisfy the nonsingularity test in Algorithm 4.1), the  well-conditioning of all 

the  LRIS’s is vital to  the num erical stab ility  o f the algorithm . For exam ple, in C hapter 6 

we show th a t if 74‘)(zni+l+ i) <  t ,  then  the residual error is bounded by 0 (/xt).

The objective of the s tab ility  criterion r^’^ Z n ^ j+ j) <  r  in (4.25) is to  ensure th a t the

i th LRIS s ^ ( z )  does not result in a  solution 5^,+ 1̂ (z) =  S ^ ( z ) s ^ ( z )  which corresponds

32

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



to  an  ill-conditioned problem  as we shall see in Theorem  5.2 o f C h ap te r 5. In  particular, it 

follows from (4.26) th a t the  condition num ber of 5(,+ l)(z) a t the  point Zni+l+i satisSes

K (S (i+1) ( z n i+ 1 + x)) <  i+ i+ i) l l-  (4 .29)

If  the  stability  criterion (4.25) is satisfied, we know a t least «(5^,+ 1^(zni+1+ i)) is bounded 

by r  ||6-(0)(zni+1 + i) ||.  However, noth ing  can be said ab o u t the  o ther po in ts in the same step.

Note th a t for a  general ra tional in terpolant where L  — M  > 1, th e  first LRIS s^°'(z) 

involves a polynomial in terpolation  of degree n\  = L  — M  — and  has the  form of

.<°>M =  ( u<° |(2) ‘”V Z>) '  <4-30>

where tx ^ (z )  is a polynom ial in terpolating  the  first n i  4- 1 points w ith  d eg (tx ^ ( z)) =  T i l .  

We refer to the analysis of th e  polynom ial in terpolation in [37]. For th is case, the stability 

param eter is

r W ^ + i )  =  l l s W - ^ + O H  

l l » ( 0) a * ' ( w i ) l l
h'°>t0,ni( ^ + i)l

=  \\^ ±Znj  + l)\\ _  (431)
l7(0) n a i o ( ^ a - ^ 1+l)l' j

Since the m agnitude of l / | f 0irM (znj+i)! depends proportionally  on th e  size o f n i =  L — M  — l,

in general, for sm all L — M ,  r(°) (zm + i) is small and therefore (4.25) is satisfied. Hence, the

first LRIS s t0)(z) is generally o f  the form (4.30). However, as L — M  increases, r^°^(zn,+ I)

increases proportionally, in w hich case, a  general s^°^(z) on the staircase may be required

so th a t the stability  criterion is satisfied (i.e., r^ ^ Z m + i)  <  r ) .  A lthough th e  design of the

algorithm  is to com pute a  general ra tional in terpolant o f type [L , Af], we im plicitly exclude

the  cases where M  <C L, since these cases (including th e  case where M  =  0, which reduces

to a polynomial interpolation problem ) are  not the focus of this study.

As we shall see in C hap ter 6 , the  residual erro r bound th a t we shall ob ta in  is a  pointwise 

erro r bound. But since for every step, only one point is used to determ ine the  stability of 

the solution obtained, the o th e r points in the sam e step  may not be  bounded by r .  At the 

begiim ing of the Ith step, we only  know th a t

r ( i- l)(zn .+ l ) <  r ,  (4.32)

b u t we may or may not have th e  sam e bound a t the  poin ts {zj}j=n.i+2, Thus, we 

introduce the param eter

7"(* (jZ-f)
i ’j  =  f. _ n 7— — r ,  j  = n t- +  l , . . . , n , -  + U, (4.33)

W(2n,+ l)
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which is com puted by A lgorithm  4.2 below. It then follows from  (4.25) tha t

< t - ipj, j  = ni 4- l , . . . , n i  + t i ,  (4.34)

an  inequality which is used in the s tab ility  proofs of C hapter 6 . Notice th a t the m agnitude 

o f ipj, j  =  rii 4- 2 , . . . ,  Tii 4- ti, in (4.33) can be arbitrarily  large. However, as we shall see 

in §9.4, should ipj corresponding to  Zj be large in the range n , 4- 2 < j  < n t + tt , say a t 

the  point z ' , th is could only mean th a t  z* is close to one o f th e  points Zj, j  =  0 , . . . ,  n,-. 

Indeed, if z ’ is one of point Zj, j  =  0 , . . .  ,n ,,  then  ipj =  oo since t ^ - 1^(zj) =  oo in (4.26). 

This follows because if in particu la r z* 6  { z j , j  =  nj 4- l , . . . , n ; + i}, 0 < I < i , then 

det(.s^ (z* )) =  7 ^ t n(+i,nt+tl(z*) =  0 in (4.26). Thus, a  large ipj serves to indicate problems 

in the d a ta  set.

A lg o r ith m  4 .2  (N u m erica l In te r p o la t io n  A lgorith m )

In p u t; N , L,  r ,  {{Zj, fj,9 j)}j= o,...,N -

O u tp u t: k, s '(0) (z:), - - •, sl(-k){z), C(0), - - • and {ipj}j=o n-

In itia liza tio n :

M  *r- N  — L, i *— 0, ni <----- 1,
U «- max { L  -  M  -  1,0} 4- 1, s^_1)(«) <- I , 0<-l>(z) =  1, Done <- FALSE.

do{

Compute (Wj, rj )M fo r  j  =  n,- 4 - 1 , . . . ,  ti* 4 -1* from  (3.37)

( » ,  o ) l0 =  ( *  f y ) Q

D eterm ine CM according to (4-23).

Normalize 0 ^ ( z )  so that | |0 ^ ( z )ll =  1-
Using Gaussian elim ination with complete pivoting, determ ine s ' ^ ( z )  such that 

a j l) ( wi  r j ) (t} s /(t)(zj )  =  (0  0 ) ,  j  = ni  4- 1 , . . .  , n t 4- U , Z j & C M ,

where a f  =  1/ | |  ( w f  r }-0  | ) || •

Normalize  s'W(z) so that each column ° f  q s'W(z) has norm equal to 1.

I f  ni 4- ti =  N  th e n
Compute {ipj }j=n<+i,...,ni+tiJ' k  <r- i  4-1; Done <— TRU E. 

e ls e if  ■rW(znj+1+1) <  r  th e n

Compute {ipj}j=m+i,...,ni+ti!

rij+i <— nt- 4- t t'i • * 4  1; ti <— 1.
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e lse
ti <— ti ■+■ 1 .

en d {i/}

} U n ti l  (D one= TRU E)

O u tp u t :  k, s 'W{z ) , - - -  , s l(-k){z),  C(0), • • • ,C{k), « (0), • - ■, « (A:) and

T he ou tpu t /e(0\  • - -, is the condition numbers of the subproblems of (4.6), the signifi­

cance of which will be made clear in C hapters 5 and 6 .

We use Gaussian elim ination w ith com plete pivoting to solve the  system  of equations 

in (4.6). The system  of equations is solved first by reducing the corresponding m atrix to 

an  upper triangular form with com plete pivoting, next by assigning th e  last variable to one 

(or should a  zero pivot be encountered, by assigning one to the variable corresponding to 

the zero pivot a t row I and one to  the  subsequent variables in the solution vector from I -I- 1 

to ti 4- 1), and finally, by back su b stitu tin g  for the remaining variables. This procedure 

guarantees a  solution for the i th ite ra tion  even for a singular system.

Note th a t A lgorithm 4.2 term inates when ni  +  ti — N  regardless o f the size of the

stability  criterion. So, the last s ^ ( -z )  in the solution may cause th e  final solution to be 

ill-conditioned, in which case k^  is used to alert the user.

We now discuss the complexity o f A lgorithm  4.2. There are k  iterations o f the do-loop 

in the algorithm . Each iteration consists o f com puting f, residuals which requires 0 ( n , t t ) 

operations, solving a  system of ti equations with G aussian elimination which requires 0 ( t z ) 

operations, and com puting r W ^ ^ j + i )  which requires 0{in ti)  operations. However, since 

ti is not known beforehand, the algorithm  accepts a £, only if the system  solved using 

G aussian elim ination satisfies the  stab ility  criterion. Thus, the com putation  of the i th 

system  requires the solution of ti system s each requiring at most 0 {tz ) operations and 

the com putation of ti stability param eters r^ )(zni+1+1) each requiring a t most 0 (n,£t ) 

operations. Since £?=o *» =  AT +  1, the  complexity of the algorithm is 

fc
Y ,  [O K 'ii)  +  0 { t zi ) t i  +  0 (n ,£ t )£tj =  0 ( N 2) +  0 ( t 3N )  +  0 { t N 2), (4.35)
i = 0

where t =  maxo<i<fc{£t}.

For small t, the  cost of G aussian elim ination is small and hence, like th e  algebraic 

algorithm , the complexity of A lgorithm  4.2 is 0 { N 2). Thus, Algorithm 4.2 is m ost efficient 

when t is m inimal (or when the num ber of steps is maximal). Ideally t  =  U =  1, in which 

case our algorithm  returns the sam e linear rational interpolant as does W erner’s [60, 61]. 

A discussion of W erner’s algorithm  is given in C hapter 9.
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For the extrem e case, however, it is conceivable th a t for a given set of d a ta , th e  singular­

ity test is never satisfied, and  therefore, G aussian elim ination is u ltim ately  used to  com pute 

the linear rational interpolant. In  such a  case, N  system s of equations are  solved by Gaus­

sian elim ination each requiring as m uch as 0 { N 3) operations, hence giving a  com plexity of 

0 { N 4). But such a case is rarely encountered  in practice.

Note th a t in Algorithm 4.2, w ith th e  exception of the initial step, each subsequent step 

size t{ is initialized to one. This step  size £, in the  I th iteration is indeed one if th e  stability 

criterion in (4.25) is immediately satisfied; otherw ise it is incremented by one recursively 

until (4.25) is satisfied or until the condition  n* -+- ti =  N  is reached, in  which case the 

program  term inates. This strategy, w hile not optim al in efficiency, guarantees a  minimal 

step  size ti and hence the lowest degree type (z) a t each iteration. T h is  is the best we 

can do numerically since unlike the  algebraic case (c.f. Theorem 4.2) there is no sim ple way 

a priori to determ ine the m inim al s tep  size th a t gives a  well-conditioned S^,+ l^(z).
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Chapter 5

Problem Conditioning and 
Algorithm Stability

Since the goal of this research is to  develop an  efficient algorithm  th a t  is stable, the no­

tion of s tab ility  m ust b e  clearly defined. T he notions of stab ility  and  condition number 

are introduced by m athem aticians to  describe the  sensitivity  of solutions to m athem atical 

problems w hen there are sm all pertu rbations in the  input. S im ilar notions are  given for de­

scribing num erical algorithm s which compute solutions to these problem s. In  this chapter, 

the precise definitions o f these concepts are given.

5.1 P rob lem  C on d ition in g

T he linear ra tional in terpolation problem is equivalent to solving the set of N  x N  linear 

equations (1.5) (see also [3, 11, 16, 24, 26, 32, 39]); so we look a t the  stab ility  issues based 

on such a system , namely,

A x = b. (5.1)

(Note th a t one can arrive a t  (5.1) from (1.5) by moving one colum n of th e  coefficient m atrix 

to the right hand side.) T he  variable vector x  is the unknown being sought, and  A  and b are 

the d a ta  on w hich the  solution depends. We say th a t th e  problem  (5.1) is well-conditioned. 

if the solution x  depends in a  continuous way on A  and  6; a  small change in A  and 6 would 

lead to a correspondingly small change in x . If a  problem  is ill-conditioned, it is usually 

difficult to  solve w ithou t first a ttem pting  to  understand  more abou t th e  problem itself, 

usually by re tu rn ing  to th e  context in which the  m athem atical problem  is formulated. To 

measure the degree of conditioning o f  the problem , th e  condition num ber is introduced.

T he condition num ber of a  problem  attem pts to  m easure the  worst possible effect on 

the  solution o f  x  of (5.1) when the  inputs A  and  b are pertu rbed  by a  sm all am ount. Let
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5 A  and  5b be perturbations of A  and b, and  x  +  5x  be the solution (if it exists) of the 

pertu rb ed  equation

(A  +  5 A ) ( x  4- 5x)  =  6 4- 5b. (5.2)

T he condition number of (5.1) is defined to  be

_ I l fc l l /NI
^  M.& 11^11/11^11 +  11*11/11611’

T his condition number Kp is a m easure o f th e  sensitivity of the solution x  to  sm all changes 

in the  d a ta  A and b. If Kp is large, then  sm all relative changes in A  and b can  lead to large 

relative changes in x  and the problem is said to  be ill-conditioned. B ut if Kp is small, then 

sm all relative changes in A  and b always lead to  correspondingly small relative changes in x . 

Since numerical calculations almost always involve a  variety of small com putational errors, 

problem s w ith large condition numbers a re  difficult to solve accurately. Such problem s are 

called ill-conditioned.

Let k (A) =  IIj4|| ||A- 1 ||. We have th e  following relationship (see G olub and  van Loan 

[27]):

T h e o r e m  5 .1  I f  A x  =  6, where A  is nonsingular, and if

M d ! U _ L .
\\A\\ < « ( * ) ’ (0-4)

then  (A 4- 5A) is nonsingular. A nd i f  we define 5x by (5.2) then

¥ * \\ .  *{A)  f ||<L4|| , ||J6|| 1
—  <------- — t w +w r  ( 0 ' 0 )

1 — k ( A )
11*1

In practice, we say tha t A  is well-conditioned if k ( A )  is small. If th is is th e  case, then 

we know th a t if we obtain a solution x  to  A x  = b where ||6 — A x || is sm all, th e  | | i  — x|| is 

small as well. O n the other hand, if k(A) is large, then  no conclusion can b e  draw n about 

the size of \\x — x || from the size of ||6 — A x ||. In  the case where «(A) is large, we say that 

A is ill-conditioned.

In linear rational interpolation problem s, th e  m atrix  A is the generalized Vandermonde 

system  w ith one column removed. W hile k ( A )  can be small for problem s w ith  small N,  

in general, k { A )  is large where N  is large. Hence, even for well-conditioned problem s, the 

form ulation o f the linear rational in terpolation problem  in (1.5) is lim ited to  problem s with 

small N .

On the o ther hand, the formulation o f the  linear rational interpolation problem  in §3.3 

is different from (1.5), namely,

( 9j f j ) s w (zj) . . . s ^ i z j )  =  (0  0 ) ,  j  = 0, . . . ,AT.  (5.6)
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T he unknowns here are a  sequence of L R IS’s s ^ ( z ) ,  i  =  0 , . . . ,  A;, as com pared to x  (in (5.1) 

or ( U{z ) , V( z ) )  in (1.5)). T h is form ulation of th e  problem  leads to a different conditioning 

of the problem.

Note th a t there are many sequences o n  the solution path  that satisfy (5.6). But once a 

particu lar sequence sW(z), i =  0 , . . . ,  fc, is  selected, we can examine th e  conditioning of the 

problem . W ithout loss of generality, we assum e a  fixed sequence of s ^  (2 ), i =  0 , . . . ,  k,  in 

the following discussion.

Given the  inpu t {{zj,  f j , g j )} j= o ,...,n , the  solution of the interpolation satisfying (5.6) is 

^(fc+l )(2) _  s (°)(z ) . . .  SW (2). Let the p e rtu rb e d  inpu t be { { z j , f j  + S f j , g j  + Sgj)}j=o,...,a- 

and the  corresponding solution ( if it exists) be  Ŝ -k+l  ̂{z )+8S^k+l  ̂(z) =  (s^°l(z)-f-5s® (2 )) 

(s(fc)(2 ) +<5sW (2)), i.e.,

{ 9i + S g j  f j + 5 f j ) {SW{z j ) + 5 s W { z j ) ) - - - { s ( k\ z j ) +5s ( k\ z j )) = { 0 0 ) ,  j  = 0 , . . . , N .

(5.7)

For the original problem the residual satisfies

( Wj ry ) (,) =  (^ j f j ) S M (Zj),  j  = Ui 4- l , . . . ,n , -  4- U- (5.8)

and for the pertu rbed  problem the residual satisfies

( Wj 4- Swj Tj 4- 8r j  )(,) =  ( gj  4- 8gj f j  4- Sf j  ) (S {,)(Zj) 4- 8S {t]{Zj)), (5.9)

for j  =  ti, 4- 1 , . . . .  Ti* 4- tj-

The conditioning of the problem  is presented in two steps for i, i  =  0 , . . . ,  k. We first 

give the sensitivity of the residuals ( Wj Tj)^x\  j  =  n , 4 - 1 , . . . ,  n t 4- ti to  its  perturbed input 

in Lem ma 5.1 below. We then  give the  sensitiv ity  of the solution s ^ ( z )  to  the perturbed  

residuals in Lemma 5.2. Finally, we com bine the  two lemmas in Theorem  5.2 to give the 

conditioning of the model problem  (5.6).

L e m m a  5.1 For j  =  n, 4- 1 , . . . ,  n,- 4- U, ( Swj Srj  ) ^  in (5.9) satisfies

. U  ( \ \ d 9 i  S f j )  1| \ \SS^(zj)\ \
\  II (ffj f j )  II l|S«(* ;)ll

II (S9j  S f j )  ill|<55W(2i ) | | \
I \ ( 9 j  f j )  II | |S « (* ;) || j '  [0AU)

Proof: W ith  (5.8), (5.9) becomes

(Swj  S r j ) ^  = ( 8gj S f j ) ( z j ) +  ((g j f j )  +  (S9j S f j ) ) 5 S ^ ( z j )  (5.11)
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so th a t

IKJti/j Srj )®  || <  || ( %  S f j ) \ \  +  (ll(3 j f j ) \ \  + \ \ (S9j S f j  ) ||)||rf5(i)(2j)|!.

(5.12)

From (5.8),

( wj  r j ) ® S ®  \ z j )  =  {gj  f j )  (5.13)

so th a t

II ( wj  r i )( i) | | | |5 W 'l (zi ) | | > | | ( 5i f j )  ||. (5.14)

From (5.12) and  (5.14), the result follows. □

Before we give th e  relationship between the  residual and s ® ( z )  in Lem m a 5.2, we 

introduce a  new nota tion  below.

Given the  residual of the original problem  ( w j  r j ) ® ,  j  =  ni  +  1 , . . .  ,-rii + ti, from

(5.8), we have

w ^ u ®  (Zj) +  {zj) = 0 ,  j  = ni  +  1, -. - , rii 4- £„

and

w ^ p ®  ( Z j )  +  r ^ q ®  ( Z j )  =  0 ,  j  =  n i  +  1 , . . . ,  m  +  t i  -  1 .

In m atrix  form, (5.15) becomes

M ® x ®  =  0

(5.15)

(5.16)

(5.17)

where

M ®  =
f  H i ®  Z °  f n ,  + 1  n ,  + 1

V i n ®  Z °  n i ™  z 1 z °  • t - w  ? "*\ w n i + t i  m + t i  w n i + t i Z n i + t l  U i + t i  n -:+ U  n i + t i Z r i i + t i  /

w ®  z l r ®  z °rij+1 rij + l ”rii+lzni+l

,(*) («) ,0

r (ll \
r i j + l  n ,  +  l

(5.18)

=  ( u ® , . . .  , u ® , v ^ \ . . . , v ^ y ,  and except possibly for th e  first step, I =  |_|-J and 

m  = L ^ J .

If I =  m  =  0 (i.e, U =  1), then  M 1*1 — ( w ®  t 1̂*s case, we let A 1*1 =

max{|toW |, |r j^ |} . N ote th a t on a  staircase path , w ith the  exception of I = m  =  0, 

(p ® { z ) , q ® ( z )) is o f degree type [Z -  l,m ] if I > m  o r [l,m  — 1] if Z =  m . W ithout 

loss of generality, we assum e th a t Z >  m  (if not, we proceed w ith  the m th column). We 

remove the  (Z -F l ) t/l column from M ®  to  form

A®  =
{  w ®  , z °  , . . .  m ®  z ‘ ~ l  r ®  z °w n i + \ z i i i + \  w n i + l z m + l  r m + l z n i + l

i n ®  z °  . . .  i „ ®  z ‘ ~ l r ®  z °\  n , + t ,  r i j + t ,  w n i + t i z n i + t i  r n i + t i z n i + t i

r n i + l z n , - + l

••1*1 yin ,
” n i + t i Z n i + t i  /

(5.19)
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T h e  {I-1- l ) t/l colum a of M W is denoted by M . Hence w ith  \zj\ <  I, j  =  ft* 4- 1 ,. 

we have the  relationship

\\A{i)\\ > || { w f  r f ) | | ,  j  = rii + I , . . .  ,rii + ti-

Let x ^  be the vector formed by rem oving th e  I 4- 1 element x f  from x b ) . 

W ith  this notation, (5.17) becomes

A ^ x ^ '  =  - x f \ f f

(5.20)

and  (5.16) becomes
/  0 \  

0 
Vc(,) )

(5.21)

(5.22)

w here y (,) =  (p^°,. . .  . . . .  q$ )*, and  c(t) ^  0.

Similarly, given the residual of th e  p e rtu rb ed  problem  (wj  + Swj  r j  4- Srj )^‘\  j  = 

n , 4- 1 , . . . ,  ni +  t{, from (5.9), we have for j  =  ti* 4- 1 , . . . ,  n,- +  ft

{ w f  + 8w f  )(u(i>(2, )  4- S u ^ ( z j ) )  +  { r f + 8 r f ) { v ^ { z j ) + 8 v ^ i){ z j ) ) = 0 ,  (5.23)

and  for j  = tii + I , . . .  , m  + ti — I

{ w f  + 8w f ) ( p {l\ Z]) 4- S p { i ) { Z j ) )  4- { r f  4- 8r f ) { q {t){Zj) 4- 8q{l]{Zj )) =  0. 

In m atrix  form, (5.23) becomes

(A /(,) 4- <5Af(i)) ( x ^  4- &r(,)) =  0

(5.24)

(5.25)

where

5 M &  =

(  8 m {i) r °Hi + lznt + l

\ ^ f i+uz°.+ t .

8w (0 -irii+lzni + l ° 7n i4 ti ni41 ( 0  _m 
+ 1 z rii 41

"*wn i4 £ ,-2 n j 4 t i  r i i 4 t i  r i i4 £ j

(5.26)

and <Lrh) =  ( J u ^ , . . . ,  8u f , 8v f , . . . ,  SvQ )*.

Corresponding to the relationship betw een the  m atrices M ^  and  A ^ \  we let 8A ^  be 

th e  square m atrix  by removing the  (I 4- 1)** colum n from 8M ^ , and th e  (I 4- l ) t/l column 

of 5 M M is denoted by S M f .  Let also 8x ^ ‘ b e  the  vector formed by rem oving the  (1 4- l ) t/l 

elem ent 8 x f  from 8x^K

W ith  this notation, (5.25) becomes

(A® + 8 A W ) ( x w ‘ +  8 x w ‘ ) =  - ( x f °  4-8xji})(Affi} +8Aft(i)), 

41
(5.27)
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and (5.24) becomes

(A«+<5Aw)(i/(i} +<fy(0) =

/  0 \

where Jt/W =  (<*Po * > - • • > <*P{- 1. $<io ’, • • - * <fym )‘, and  cW #  0. 

To solve x W and y W, we let x \^ =  x |^  and  cW =  cW .

L e m m a  5 .2  I f  AW is nonsingular and i f

\\5 A ^ \ <
|| AW i| # s(A « )’

then
HfoW|| ||<JyW|| « (A W ) ||JA fW |

M '

Proof: Since x ^  =  x{‘\  we have Sx\1̂ =  0- From  (5.21) and (5.27), we have

(AW  +<JAW )JXW ' +  SA^x^1 =  —x^5M[i]

(A®  + 6A & )6x li)t = - S A (i)x (i)i -  x \l)S M P  

-JA fW x W.

So.

5x  W‘ =  -(A W  + S A w ) - l S M {i]x <‘i).

From the nonsingularity of AW, and (5.29), (5.33) and Sx\^ = 0, it follows th a t

|| A(*}
1 _  ||A<*)“ || ||5AW

— ll<yA/W|| i|x (‘) |

(Note th a t the  proof o f the inequality

||AW + J a W )-1|| < IIAW -

1 - IIAW-11| ||JAW ||

can be found in [4, C hapter 7].) By m ultip lying b o th  sides of (5.34) by l/ ||x W  

right hand side by ||A^*^||/||A^1̂ ||, the result follows for ||<SxW||/||xW ||.

Similarly, since cW =  jW t from (5.22) and  (5.28), we have

(AW +  JA (* V v {0 4- SAW yW  =  0

42

(5.28)

(5.29)

(5.30)

(5.31)

(5.32)

(5.33)

(5.34)

(5.35) 

|| and the

(5.36)
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(A ^  +  < 5 ^  W °  =  - S A ^ y ® .  (5.37)

So,

Sy(i) = - ( A ®  + £Aw )“ l «SA(i)y ( 0  (5.38)

From the nonsingularity of A ^ , and (5.29) and (5.38), it follows that

||£t/(,) II <  -------- 11 II IlyW ||. (5.39)
1 - | |4 W  || ||tfi4(01| " 11

By multiplying both sides of (5.34) by 1 /||!/^ || and the right hand side by ||AW | | / | |A b ) | | ,

the result follows for ||Jt/^  li/lll/^1̂ IN because ||<JA^|| <  | | < J | | . □

We now give the relationship between the input and output in the theorem below. 

T heorem  5.2  I f

W  <
then

l l f a ( l } ( * ) H  < ^ ( ^ D ^ ( 0 )  max [ r <S iiH = ) ) ( U 69j  s/s)
IIAWII

i l ^ ( , ) ( ^ ) l l  , II ( &9j 6f i ) \ \  P 5 ( , ) ( ^ ) l l \ ]  r 4 n
n ^ (,)(^')ii ii(gj  i j )ii ' ii5(*)(* j)ii; /

Proof: Let J,- be the  index of the largest pertu rbed  residual which is defined by

|| (JujW JrW  ) || =  m ax  }| ( d r j ) || (5.42)

For the norm alization |z j| <  I, j  =  n , 4- 1 , . . . ,  n , +  i,, we have

| | J A / ( , ) | |  =  m a x i  ^ 2  I * " * 0 ! .  £  l ^ i f
[y= T ii+ l  J=n<+1 J

< 5Z  maxdJmj-0 ! , ! ^ ! }
j=m+i
n.+t,

=  E  I K t o f  f r f ) l l
j = « i + i

< ti - 1| ( SwW * r « ) | | .  (5.43)

From (5.43) and  (5.20), it follows th a t

l |M W ll II ( t o , .  f r , . ) | |  M .

M w li II («>.,< r j , ) II ( 3 ' 4 4 )
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Thus, 3 J ,,  rii +  1 <  J , <  nt +  £, such th a t (5.44) is true. Therefore,

II^U _  || {Swj  S r j f U l<  £, m ax --------------- ---------. (o.4o)
||-4(01| -  m+iKjKm+ti || ( ^  r i )( 0 ||

W ith  (5.45), it follows from Lemmas 5.1 and  5.2 th a t

ll*(,)ll 111/ II l _  , imJ|J-4(0|| ni+ l< j< n i+U I 3J V II (9j f j )  II
M l iT ^ i i

\ \ 6 S U { z j)II \ \ [ 6 9j Sf j )  II pg(0(2i)||\ |
l |5 (0 (^ ) || +  || (fc- f j ) || | |5 ( 0 ( ^ ) | |  j ] '  1

Note th a t

and

P x (0 || ||Jn (0 (z ) || +  P t;(0 (z )||
||x(0|| ||« (0 (z)|| +  ||t;(0(*)||

||ij ,(0 || ||<fp«(*)|| +  | l * 9 ( < ) ( * ) l l

(5.47)

(5.48)
112/(01| ||p (0(z)|| +  ||g(0(2)||

However, w hen we form J s ^ ( z )  and  s(0 (z), th e  second column is m ultiplied by (z — £n<+ti)- 

Thus, we need to  o b ta in  a bound for

(5.49)Pp,(<)(*)II + ilfô OOIl _ IK* - *n,+t,M p(0 (*)ll + IK* -  Zni+ ti)SqW {z)II 
||p*(,,(*)|| -F ||<7*(,)(*)ll ||(* -  Zni+u)p{l)( z )II +  ll(^ -  *n,+ti )9 (0(2)||

W ith  \ z j | <  1, we can see tha t the expression in the  num erator is bounded  by

Pp*c<)(*)!I + ll*7‘(,)(*)ll < IK* -**+011 (ll*P(i)(*)ll + ll^(0(*)ll)
< 2 ( P p ( 0 ( 2)|| +  p 9(0 (z ) ||). (5.50)

To ob ta in  a  lower bound for the denom inator, we first show th a t

IM*)II < 09 + 1) l|o*(*)||. (5-51)

where /3 is a  non-negative integer, am{z) =  (z  — 2ni+ti )a(2) and  a(z)  €  Vg.  To see how

(5.51) is true , we first note tha t

8

a{z) — 5 3  a<*za — 00 +  a i2  -I-------- F agz0 . (5.52)
a-0

Now let the  reciprocal o f a(z)  be

a(z)  = z& a(-) =  z 0 ( a o + a i - - { ------- t- a « -^ )
z z  z p

= a0z ^  + a \z B~ l H------ hag.  (5.53)
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Clearly, ||a (z)|| =  ||a(z)||. W ith  the  reciprocal form, then

(z -  zni+ti)a(z) =  o*(z) (5.54)

(1 -  Zni+tiZ)a(z) =  a*(z). (5.55)

Thus,

a(z) =  (1 -  2ni+ti2)_1a , (z)(m od z 0+ l)

=  (1 +  Zni+tlz  +  z l i+tiz 2 4------+  z^i+£.z^)a*(z)(m od z^+1). (5.56)

Hence w ith \zj\ < 1, it follows from (5.56) th a t

||fi(z)|| < O 0 + l ) | |a - ( 2 ) | |  (5.57)

and (5.51) follows.

From (5.51) we can now write

l|p(0 (*)ll +  |i9(i)(z)|| <  (d eg (p « (z )) +  l)||p* (<,(z)|| +  (deg (qM{z))  +  l)||<7*(,,(z)||

<  (deg(pW (z)) 4- l)(||p*C,>(z)|| +  (z) ||) (5.58)

Hence w ith  (5.50) and (5.58), we have

\\fip-wm  + \\*i-m{z)\\ 2(dcc(pm(z)). d I i ^ w h  + i i ^ w i i
IIp*(0(2)!I + !|g*c<1U)ll " gt̂  ( } llp(i)(2)ll + ll<7(i)(2)ll

 ll*p(i)U)ll

where deg(p(*)(z)) =  [(£* — 1)/2 J . Because

||<jp-‘" M | |  +  | | V ‘" (z ) || P p ' 1" (2)11 +  I I V " ’(*)II
l ls ( , ) ( z ) l l  m a x f  | | u ( ‘ l ( 2 }l[ +  | | p ’ c0  ( z ) | |  +■ | | 9 ‘ ‘" ( J ) I | }

<  l ^ ^ l l J t P £ ' l’ ( z ) |  

”  I I p ' 0 , W I I  +  l l « * ‘" W I I
w ith (5.46) and  (5.59), the result follows. □

From Theorem  5.2, we now define the  condition num ber of (5.6) to  be

ks =  max < ----------------------------------max « (S W(zy)) (5.61)

1 ■K(AyW
N ote th a t the  condition of the problem  is expressed in term s of the solution S ^ z ) ,  i  =  

0 , . . . ,  A:, to the  problem. This is sim ilar to  expressing the  condition num ber of the problem

(5.1) of solving A x  =  b in term s of solution A ~ x since n(A)  =  ||A|| ||A _1 ||.

45

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



One can observe th a t if to =  AT + 1, (i.e., we take only one step  to  arrive a t the solution), 

we have S(°)(z) =  T and therefore, 5 S ^ ( z j )  =  0, j  =  0 , . . . ,  N .  Thus, we have

l | f a ( 0 1 ( * ) l l  ,  io (to  +  l)«(.4<°>) ( \ \ (6gj S f j )  | | \
lls ( 0 , ( * ) l l  -  , , : ( 1 , m ) l | M W | |  I  II(Si .0)11 ) ■  1 •

Hence, the  conditioning of the  problem  reduces to the one sim ilar to  th a t of (1.5). In this 

case, k(A(°)) would be large for problem s w ith large N . In  general, we would like to solve 

small systems so th a t all « (-4 ^ ) , i  =  0 , . . . ,  k  are small. (Note th a t for ti =  1, k ^ 1') =  1.) 

In this case, if all «(£(*) (z^)), i  =  0 , . . . ,  k, j  =  0 , . . . ,  N  are also sm all, then  the problem is 

well-conditioned.

W ith  this condition number (5.61) of the problem, we define a well-conditioned problem 

below.

D e f in it io n  5.1 The interpolation problem (5.6) is well-conditioned i f  ks is not too large.

(Note th a t how large the condition num ber may be before we consider a problem  to be ill- 

conditioned depends on the accuracy of the da ta  and the accuracy desired in the solution. 

See Bunch [15] for a detailed discussion.)

5.2 A lgorithm  S tab ility

We now discuss the precise definitions o f numerical stability  using first the model problem

(5.1) and then the model problem  (5.6). The following is a  well-accepted definition of 

stability  for numerical algorithm s introduced by Bunch [15].

D e fin it io n  5.2 An algorithm fo r  solving linear equations is s t r o n g ly  s ta b le  fo r  a class of 

matrices M. i f  fo r  each A  in M. and fo r  each b the computed solution x  to A x  = b satisfies 

A x  = b, where A  is also in  AA., fo r  some A  that is close to A  and b is close to b.

Definition 5.2 sim ply states th a t the com puted solution is the  exact solution of a slightly 

pertu rbed  problem which is in th e  same class as the original problem . However, in many 

situations, we are only interested in w hether o r not solutions are close to  the  true  solution; 

we do not need to know w hether the ir solutions are the true  solutions o f nearby problems 

as it is given in Definition 5.2. In  this case, a  weaker type of s tab ility  such as the one also 

introduced by Bunch [15] suffices.
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D e f in it io n  5 .3  A n algorithm fo r  solving linear equations is w e a k ly  s ta b le  fo r  a class o f 

m atrices A4. i f  fo r  each well-conditioned A  in M. and fo r  each b, the computed solution x  

to A x  =  b is such that \\x — x | |/ | |x | |  is small.

From (5.5), it follows th a t a  (strongly) stable algorithm  is also weakly stab le b u t not the 

converse is not true.

Let r  — b — A x. T hen  x  satisfies the pertu rbed  system  A x  = b — r. If  we know tha t A 

is well-conditioned, then  it follows th a t to  prove weak stab ility  it is sufficient to show th a t 

the residual1 r  is relatively sm all in com parison to b.

Corresponding to the  notion o f weak stability  of an  algorithm  for solving A x  = b. we 

present a  sim ilar definition of weak stab ility  o f Algorithm 4.2 below.

D e f in it io n  5.4 Algorithm £.2 fo r  solving Problem 1.1 is weakly stable i f  fo r  all well- 

conditioned problems, the computed solution  s ^ ( z ) ,  i  =  0 , . . . , k  is such that [|sW(z) — 

s (l)(z)ll/l|s^(z)ll>  i  =  0 , . . .  , k  is small.

W ith  th e  notation o f s ^ ( z ) (also S ^ ( z ) )  representing th e  com puted  solution, we let 

f j )}j=o,...,Ar be th e  inpu t (if it exists) such th a t the com puted  solution interpolates 

it exactly, i.e.,

( 9j  f j ) 5(0) ( z j ) . . . s (-k){zj ) = { 0 0 ) ,  j  =  0 , . . . ,  N.  (5.63)

Thus, w ith  the condition num ber in (5.61) and Theorem 5.2, we have, for i  =  0 , . . . ,  k,

| | s ^  (z) — s(‘)(z)
<  m ax f  II ( 9 i  ~ 9 i  f i - f i ) \ \  ,

I  II ( S j  f j )  II I |SW(*J-) | |  J| | s ( l ) ( z ) | |  s  n . i + l < j < n i + i

+ 0 ( S 2), (5.64)

where 0 (S2) is of order

{ 9 i - 9 i  f i - D W W S ^ h z ^ - S ^ i z j ]  

I\ ( 9 j  f j )  II I I ^ H z , ) | |

From (5.64), it follows th a t in o rd er to  prove Algorithm 4.2 is w eakly stable, it is sufficient 

to show th a t

I IK® / , ) II lis<%,)|| / '  l°'6o>
is small for all well-conditioned problem s.

'T h is  residual r  should n o t be confused w ith the  residual rj used elsewhere in th e  thesis.
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Chapter 6

Error Analysis of the Algorithm

T h e  objective of an error analysis is to  show the existence of an  a priori bound for some 

appropria te  measure o f the effects of round off errors on an  algorithm  [37]. O btain ing  a 

bound for the  errors is the most im portan t task . Ideally, the bound is sm all for all choices 

of problem  data . If not, it should a t least reveal features of the  algorithm  th a t characterize 

any poten tial instabilities, and  thereby suggest how the instability  can be  cured or avoided.

In  this chapter, we give error bounds for com puting the residuals ( Wj r ,  ( z j ) ,  j  = 

ni 4 - 1 , . . . ,  rii 4- ti and for solving the associated  generalized V anderm onde system  to obtain  

( z ) .  These errors subsequently allow us to  prove th a t A lgorithm  4.2 is weakly stable 

la ter in C hapter 8.

We first give the prelim inaries th a t a re  needed for the error analysis.

6.1 Prelim inaries

In th is study, the conventional p  is used to  denote the unit-roundoff o f  th e  floating point 

com putations, and /!(•) is used to deno te  the  floating point o pera tion  o f  an  expression. 

T he over-score bar (~) is also used to  denote floating point expressions, e.g., f l { x )  = x .

T h e o r e m  6 .1  I f  x  is a real number w ithin the range o f floating-point numbers, then

f l ( x ) = x { l + 6), where |<J| <  p  (6.1)

or

=  ( t + s ) ' where W -**• (6-2)

Proof: See either Forsythe and  Moler [25] or Higham  [37]. □

We assum e the following basic a rithm etic  rounding operations: for any  two floating­

poin t num bers x  and y, the exact real num ber x  op  y, where op =  + ,  —, *, / ,  is obtained
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and then  rounded. Thus,

f l ( x  op y)  =  (x op y )( l 4- J), where |J| <  y ,  (6.3)

or

/ / ( x  op y) =  wbere |£| <  y .  (6.4)

T he term  (1 -+- S)±l  appears every tim e a floating point operation is perform ed. So it is

im portan t to  keep track  of its effect after a  series of floating point operations. T he following

lemma allows us to do ju s t th a t.

L e m m a  6 .1  I f  |5tj  <  y  and hi =  ±1 fo r  i  =  1 , . . . ,  n and n y  < 1, then

n
n ( l + * ) fc< =  l +  *n, (6.5)
t=l

where

m  < - r * -  = k -1 — n y

Proof: See [37] for a  detailed proof. □

A convenient no ta tion  [51] for keeping track of the powers o f (1 -+- <5, ) is the following:

< n >  =  n ( l  + * ) * • .  ( 6 -6 )
t=l

W ith this notation, one can readily see th a t

< q > < 0 >  =  < a+ 0  > , (6.7)
< Q  >
— — =  < a + 0  > , (6 .8)

P y>

We now exam ine the  effect of rounding errors for H orner’s ru le of evaluating a polyno­

mial. For evaluating
n

P ( z ) = '2 2 P iz \  (6.9)
i=0

a backward error analysis [37] shows th a t H orner’s rule gives, not P(z ) ,  b u t ra ther the

exact evaluation a t z  of some pertu rbed  polynom ial (see Lem ma 6.2 below)

n
P(z)  = ^ p i z \  (6.10)

t=0

We w rite

f l { P { Zj)) =  P(zj ) ,  (6.11)

49

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



where it is understood th a t P (z ) is different for different Z j .  Corresponding to  P (z ), we 

also define

£ (* ) =  ! > i W-  (6.12)
i= 0

L e m m a  6 .2  H o m er’s method fo r evaluating P(z )  € Vn at Zj yields P( z j )  =  f l ( P ( z j ) ) ,  

where

P ( 2j ) =  P ( Zj) -  4>, (6.13)

and |$ | <  P {\zj\) X-in.

Proof: Higham [37, pp. 104-105] has shown th a t  using H orner’s m ethod,

P ( zj)  =  Po< 1 > +  p \ Z j < 3  > H + p n_ iz ”- 1 <2n—1 > +  pnz " < 2 n >  (6.14)

=  P 0 + P l Zj-H----+  Pn—l z 1j~ l + P n Z j ,  (6.15)

where

po =  <P° "  =  p0<  i >  (6.16)

p i =  = p i < 3 >  (6.17)

Pn = ~ ~ - = P n <  2 n > .  (6.18)
< 2  n >

So,

P ( z j )  =  Po +  Pi Zj  + --------------1- Pn - 1 Z j - 1 +  p „ z ”

=  Po< I >  +  piZ_,<3> +  h p „ _ i z ” - l < 2 n - l  >  + p n Z j < 2 n  >

=  Po(l +  <£l) +PiZj(l +  <t>z) H 4-pnz"(l +  <fon)

=  P (z ; ) +  $ ,  (6.19)

where $  <  \ 2n P{\zj\).  and the result follows. □

C o ro lla ry  6 .1  I f  H o m er’s method fo r  evaluation o f P{z)  €  P n at Zj  yields P { z j ) ,  then

P ( Z j ) <  a  >  =  P { Z j )  -  (6.20)

w h e r e  | $ ' |  <  P ( | r , | )  A 2 n + Q .
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Proof: From the  p roof o f Lem m a 6.2, we get

P{Zj )< a >  =  P ( z j ) < a > - $ <  a >

=  P ( z j ) + & .  (6.21)

where

|* ' |  =  \P(zj )Xa 4- 4»(1 4- Aq)|

<  |P (^ ) |A Q + |$ | ( 1 +  Aa )

<  l^ ( 2 j ) |A a  4- P ( | z j |)(A 2„  4- A2„A q )

<  P ( |z , |) ( l  4- A2n)Aa 4- P(|zyi)(A2ri +  A2reAQ)

=  P(|zy|)(A2n ■+■ Aq 4- 2 A2nAQ)

<  P ( |2 i|)A2n+a. (6.22)

In the above, we have used Lemma 6.1 to  show

. , , 2 n /i( l — a p . )  4- a p { \  — 2 n p )  4- A n a p
A2n 4" o  4" ^ A2nAQ — — -  —  -(1 -  2 n / i ) ( l  -  a p )

(2n  4- a ) p

2

1 — (2n  4- a ) p  4- 2 n a p 2 
(2 n  4- a ) ^

1 — (2n 4- a ) ^
— A2n+Q. (6.23)

□

Let P ( z )  =  G P ' ( z ) ,  w here 

and P ' ( z )  G P*,.

9 (z )  =  ] J ( z  -  Zi) (6.24)
t=i

C o ro lla ry  6 .2  I f  H o m e r ’s method is used to evaluate P '(z) G Vb zj> and &(z ) € Pa at 

Zj is evaluated fro m  its roots product, then

P ( z j )  =  P { z j )  -  (6.25)

where |4>"| <  \ 6 { z j ) \  P , (|zy|) A2n and n  =  a 4- 6.

Proof:

p (zj ) = s m zj ) ) f i { p ’{zj ))< i >

=  d(Z j ) f l (P ' ( z j ) ) < 2a>,  (6.26)
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since f l {0( z j ) )  =  0 { z j ) <2a - \> .  A pplying Corollary 6.1,

p ( z j )  =  e{zj ) p ‘{zj ) -  

where |$ " | <  \6 (zj)\ P / (|zJ |) X-zb+va-, and  the  resu lt follows. □

(6.27)

6.2 Error A nalysis o f  th e  A lgorithm

We can now tu rn  to the erro r analysis of Algorithm 4.2. We exam ine the iUl iteration 

in detail. At the  s ta rt of the  i th iteration , Algorithm 4.2 has available s ^ ( z )  

which approxim ately in terpolates Z j ,  j  =  0 , . . .  , n*. A lgorithm 4.2 next finds s ^ ( z )  so th a t 

•s(°)(z) • • • interpolates a t Z j ,  j  =  n , +  1, - - - ,n,- 4- ti. In  th is section we analyze the

errors m ade in the com putation of . ^ ( z ) .

T here are two sources o f com putational errors, viz.,

1. errors in calculating the  residuals ( w j r j {zj) for j  =  n , +  1 , . . . ,  n , +  t, and

2. errors in solving the associated generalized Vandermonde system  to ob ta in  ^ ( z ) .

In  the  following, we present bounds for these two errors. N ote th a t  the  error analysis is 

carried ou t for the basic degree type [L, L] or [L +  l, L], the  general case [L. M] (L > M  + 1) 

is the  sam e except for the  first step  w here we interpolate by a  polynom ial of degree L —M —l. 

in which case we refer to the  error analysis for the  polynomial in terpo la tion  [37].

6.2.1 C om putation o f  th e  R esiduals

In this section, a relative erro r bound  for com puting the residuals is given. The equation 

used to com pute the residual ( Wj r j  is

( wj  r j ) il) = {gj  f j ) S M {zj), j  = m  +  l , . . . , n t  + « t, (6.28)

where

S (,)(z) =  ( 0 0 (O)(z)) s'(0)^  ( o  0 ^ ( z ) )  s'(1)(*)"' ( 0 0 (*'-i>(s)) S'{t 1)(z)- (6’29)

T he com puted ( uij f j  does not satisfy (6.28) exactly. R ather, it satisfies

( Wj f j  )(0 =  f l  ( ( gj  f j  ) 5 (,)( z j )) , j  =  m  +  1 , . . . ,  n , +  t{, (6.30)

where S ^ ( z j )  is com puted iteratively  according to

S M ( z j )  =  / H ^ i- l ) ( z j ) / l ( s ( i- 1) (zj ))) (6.31)
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w ith S ^ ( z j )  =  S ^ ( z j )  =  I .  Let

5S &( z j )  =  S ^ { Zj) - S {i){zj), j  = n i +  \ , . . . , n i + ti , (6.32)

( Swj 5r j ) ( l] =  ( tTi j  f j ) M - { W j  r j ) ( ,) , j  =  n i  +  1 , . . . ,  n, +  £f. (6.33)

In the following, we find bounds for S S ^ ( z j )  and then for ( Swj  5rj )(0.

L e m m a  6 .3  The evaluation error 8S ^ ( z j )  in (6.32) satisfies

S S ^ { z j )  =  £  § W { z j W 11' W ^ + ' H z j )  ■ ■ • 5<i- 1,(^-) +  0(fj.2), (6.34)
1=0

where | | < J s t ( , ) ( z j - ) l l  <  A t { + 3 .

Proof: T he proof is by induction on i. T he result (6.34) is tru e  for the initial step i = 0 

because S ^ ( z )  =  S^°Uz) =  I  and consequently S S ^ ( z j )  =  0 for Z j , j  =  no +  1,. . . , no -r fo- 

Assum ing th a t the  result is true  for t; we show th a t it m ust th en  be true for t 4- 1. From

(6.31),

S (t+l)(zj) =  f l (S (i)(zj)/l(s(i)(zj)))

=  S ^ H zj^ H zjX  2 > , (6.35)

where <  2 >  accounts for the  erro r made when m ultiplying m atrices of order 2. Using 

Lemma 6.2 and Corollary 6 .2 ,

5<f)(*j) =  m s ^ i z j ) )  =  8®(zj )  +  6s<fi{zj), (6.36)

where |<fa(0(zj)| <  ^  |0 (Ô 2 ) | )  since the  m axim um  degree of the com­

ponents in s ^ { z )  is L ^ ^ J -  Because || ^  0(0 (2) )  =  1, it follows from Corollary

6.2 th a t 11^5(0(2 )̂11 <  A^+i- Next, applying Corollary 6.1 to  s(0 (z), it follows tha t

S®{z j )<  2 >  =  s ^ { z j )  + S s ^  (z j ), (6.37)

where

P a t(°(*i)ll < A*,+ 3 . (6.38)

Thus, from (6.35) and (6.37), we have

S(i+1)(*i) = { S V i z r i + S S G H z M ^ h z r i  +  t s ^ ' i z j ) )

=  (* ,> « (* * )  + 6S<t+lH zj), (6.39)
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where

SS^i+l)(zj) =  S W ( z j )6s i li' (zj ) + 6S li)(zj )8W(z j ) + 6S<t)(z j )S*ili\ z j ) -  (6-40)

Using (6.32) and (6.36), (6.40) becomes

6S<i+lHzj)  =  S ^ ( z j ) S s ^ )(zj ) -hSS^ i)(zj ) ^ i)(zj ) - S S ^ ( z j ) S s ^ ( z j )

=  S ^ ( z j ) S ? (i\ z j ) - i - 5 S ^ ( z j ) ^ ( z j ) + 0 ( f j . 2). (6.41)

(Note tha t in (6.41) we have replaced term s S S ^ ( zj )Ss ^ ( zj ) w ith 0 ( f i 2) for simplicity. 

This replacement is valid since a t the s ta rt o f th e  induction  on I -+- 1, we have assum ed

th a t the result is true  for 6S ^ ( z j ) ,  and <5st(<>(2j) is bounded according to (6.38)). Now,

expanding recursively, (6.41) becomes

6 S « + l ) ( z j )  =  S ^ { z j ) S s ^ ) {zj ) +

& i- 1Hzj )6^ i- 1\ z j ) sM{z j ) +  

S W  ( z j ) 6 s ^ - 2i ( z j ) s ^  ( Z j ) s P  ( z j )  +

5 (1)(2j)^St(1)(2j)s(2)( ^ )  ‘ ' ‘ S(,)(2j) +

St°)(zy)fot(0,(zi)S( l) (^ .) . . . s d ) {zj) + 0 (l? )

= Y . S {lHzj ) 5 s ^ )(zj ) s ^ ( z j ) - - - s ^ ( z j ) + 0 ( t M 2). (6.42)
1=0

□

W ith the expression o f an  error o f evaluating S ^ ( z j )  given in Lem m a 6.3, we now give 

its relative e rro r bound and  a  relative error bound  for the residual e rro r in Theorems 6.2 

and 6.3 below. In these theorems, we use th e  num erical coun terpart o f ? ‘~^ ( z j )  from 

(4.26)

f (,-1 )(2j )  =  *6(5$!(«,-)) • ||s(' )_1 (2^)11, j  =  n i +  l , . . . , n <  +  «i , (6.43)

as part of the running erro r bound. This expression o f the  com puted ? l~ l^(zj) differs from 

the actual f ^ l~ l^(zj) by several floating point operations and  is used here for simplicity. 

As pointed ou t by H igham  [37] there are always rounding  errors in th e  com putation o f the  

running error bound, b u t the ir effects are negligible for N jl <C 1; therefore we do not need 

many correct significant digits in an  error bound. Similarly, we use

f ( ' ~ lHzi)
j  =  TH +  l , . . . , n i +  ti , (6.44)

as the com puted ipj.
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T h e o re m  6 .2  The evaluation o f S ^ ( z j )  for  j  =  rii +  1 . . . .  , m  4-£j in (6.31) yields S ^ ( z j )  

such that

S (t)(zj) = S (t)(zj) + S S (t)(zj),  j  =  m  + l +  (6.45)

where

W H z j y t  -  i ' T ^ .,+ 3 + o ( „ 2). (6.46)

Proof: From (4.22), we can w rite

Sj fHzj)  =  *<“>(*,-) • • • +  0{fi)  (6.47)

so th a t for / <  a,

S ^ i z j )  =  s^Hzj )  • • • 5ta- l \ z j ) S P  {zj) +  Ofr ) ,  (6.48)

where O(fi)  accounts for a t m ost i m ultiplications o f matrices of order 2. T hen

£ l | S (0(zy)ll ||5<l+1>(zi ) ” -S(<- l , («i)ll 
1=0

=  £  \ \ S ^ { z j ) [ ^ { z j ) ^ i ^ i ) ]  • [5<l)( ^ ) ^ (+ i ( * i ) ] '1lll|S</+l,( ^ )  * • ' 5(*'-l)(2>)||
1=0

< £  | |5 « ( * i )  +  0 (A *)lll|52r, (zi )||||S</) ' I (zi )ll l l ^ i ^ )  +  0 { y ) | | ,
1=0

1=0

< i - f ^ H z M S W i z j n + O M i f ^ - ' H z j ) ,  (6.49)

where we have used i  ■ r^t-1 ^(2y) =  m axo</<i K(Sf+j {zj))  | |s ^  l (^j)|| in (6.43) as an  upper

bound for From Lem m a 6-3, we have

ll<W(0 (*i)ll <  £  l|5 (/)(^ ) ll \ \ ^ l+l){zj ) - - - ^ - 1h z j )\\ I l^ t(,,( ^ ) | |  +  Ofj f2), (6.50)
1=0

where ||<fet(i|(z.,)|| <  At,+3. I t  follows from (6.49) and  (6.50) tha t

y j o ( l ^ ) | f  -  * ’ 0</<£-i A‘,+3 +  C>̂ 2)’ j  =  n t +  l , . . . , n t +  *1. (6.51)

Since

f(l_1)(«ni+i) <  r > (6-52)

then the  bound (6.51) a t Zn,+i becomes

W h ^ W  -  t ‘ r ‘ o < ? |f - iAt‘+3 +  0 ( / i ) - (6-o3)
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For the rem aining points Zrn+2, ■ ■ ■ ■,zni+ti, from (6.44) and (6.52), (6.51) becomes

o maj(_i A,,+3 +  0 ( / j2), j  — n , . 1. ( 6 . 3 4 )

□

T h e o r e m  6 .3  The I'esidual error ( w j f j ) ^  in  (6.33) satisfies

|| (5r[l) W^ Ml i  ^  • r » . , , ,c — *j[ ( )  II <  » • r  • • Q max t Xtl+5 + 0 ( n )  J = m  +  l  m  + ti. (6 .00 )

Proof: From (6.30)

( Wj f j  )W =  f l  ( ( gj  f j  ) 5 (l)(z j))  , j  = rn +  1, . . . ,  n t +  ti,

=  (9j  f j ) S w ( z j )<  2 > , y =  n , +  1 , . . .  ,rii + U, (6.56)

where < 2  > accounts for the  error made when m ultiplying (gj  f j  ) by S ^ ( z j )  o f order 2 .

Sim ilar to  the proof of Lem ma 6.3, with (6.7), we apply Corollary 6.1 to  S ^ ( z j )  which in

tu rn  applies to each s ^ ( Zj) in the  sum m ation of the proof in Lem ma 6.3, i.e.,

S ^ ( Z j ) <  2 > < 2 > = S ^ ( Z j ) <  4 >  = S^ ( Z j )  + <5s*(n (Zj), (6.57)

where ||<Jst(0 (zj)ll <  \ i + 5- So th a t

S ^ H z j ) < 2 > = S W ( z j ) + 6S ' M (zj)  (6.58)

where

6S - li\ z j )  = ' ^ s V \ z j ) 6 s t il)(zj )s( l+l '>(zj )---sl ' - l '>(zj ) + 0 ( f i 2). (6.59)
1=0

W ith (6.58), (6.56) becomes

( Wj f j  )W =  ( gj f j  ) (S (,)(Zj ) +  S S mM (Zj)), j  =  rii +  1, . . . ,  rii 4- ti,

=  ( Wj r j  )w  +  ( Swj Srj  ) ^  j  =  n , +  1, . . . ,  rit +  ti, (6.60)

where

(5wj  6r j f >  =  ^ ( g j  f j ) S {~l\ z j ) 6 s ^ \ z j ) ^ +xH z j ) - - - ^ i- l \ z j ) + 0 ( n 2). (6.61)
1=0

So th a t

|| ( ^  S r j f ' W  < E l l ( 9 i  f j ) S V)(Zj)\\ ||5st(,)(Zj)|| ||5(l+1) (f,-) •••« (i_ l)(^-)ll + 0 ( / i 2).
/=o

(6.62)
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From (4.22), we can w rite

S P i z j )  = ^ a){zj ) - - - ^ i- l)(zj ) -hO{ fi) (6.63)

so th a t for I < a.

S[i] {zj) =  3 «  {Zj) ■ • - s<a- l> {zj)Sj?' {zj) +  0 {ji), (6.64)

where 0(/x) account for a t most t m ultiplications of matrices of order 2. T hen (6.62)

becomes
i-1

\ \ { 5 w j  S r j  ) (i) || <  £ | | ( < &  / i ) 5 W ( ^ ) | | P ( l+ 1 ) ( ^ ) - - - ^ - 1)( ^ ) l l l l ^ | ( ‘) ( ^ ) l l  +  0 ( / i 2)
1=0

=  l i l K s ;  A ) • { ^ ( z ^ s ^ i z j ) } - 1]] ■
1=0

•||S<l+l)Ui) •••S(,'"1)(̂ )ll ll^'WlI + 0(/x2)

<  E l K ^ i  ^  ) ( i )  +  0 ( / i ) | |  ( « , • ) ! !  I I ^ - 1 ^ ) ! !  •
1=0

• ( l l ^ ^ - J I I  + o ( p ) | |)  ||<fc*(,,(*;)|| + 0 ( / i 2)

<  £  II ( Wj )^> Ii | | ^ ) _ l ( ^ ) | |  -h 0 (/z2).
1=0

(6.65)

W ith  f {t~ l){zj) = vnaxo<ici “ (Si+iizj))  l l ^  ' (-^j)ll, we have

<  < • - (- > ( ^ )  i i ^ ’f e ) ! ! + o k * ) .
II ( Wj r j )K 1 ||

(6 .66)

Since

f ( , - l ) (z„H.i) <  r, (6.67)

then the bound (6 .6 6 ) at 2 n,+i becomes

[ | ( ^ _-gv, ) |j ^  i . r . max At |+ 5  +  0 ( / i2). (6 .6 8 )
II ( Wj r j y  ' || »<'<«-!

For the remaining points Zn,+2 , . • • , 2 n,+t, , from (6.44) and (6.67), (6 .6 6 ) becomes

II { 5 w  Sr ■ II
  ------ =*777- <  * • T  • ipj • max At(+5 +  0{f i2), j  =  Tlj +  1, . . . , T I,' +  ti- (6.69)

| |  ( t Z > y  f j ) (  ) | l  o < i < * - i
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6.2.2 In terpolation  o f th e  R esiduals

l a  this section, we present the com putation of s ^ ( z )  =  0W( z ) )  which inter­

polates the residual ( iZij1' f j 1' ) for j  = ni + I , . . .  , n i  + ti- We first normalize the residual

by

=  ii f W ) i r  (6'70)

so th a t Hdj1' ( f j 1' ) || =  1. (If || ( f j 1' ) || =  0, we set aj-1' =  1). We then proceed

by considering two cases: zj  6 where Idj^tiij1'! <  t /j  and Zj & where |aj-, 'tt;j, '| >  Ty..

For the first case where |dj*'ii;jl' |  <  rp,  we include Zj in and hence the 9 ^ ( z )

function is constructed .

For the second case where Zj  & C ^ \  we use G aussian  elim ination to solve the  two linear 

systems of equations

0(,'(2y)fj-*V(,'( z /)  +  tZ;j-t'u /(,'( z J-) = 0 ,  j  = m  +  l , . . . , n i  + t i , Z j  <£ C(l), (6.71)

and

= 0 ,  j  =  ni  +  1 , . . .  ,n t- +  t{ -  1 , z j  & C(l), (6.72)

to obtain s^ l^(z), where

AO (z] _  (  U' W (2 ) (z ~ )P'(i) ( * )  \
{Z) U  '« ( z )  { z - z ni+xW ^ { z ) ) '

Note th a t in (6.72), if ti =  1, p ' ^ ( z )  =  1 and q ' ^ ( z )  =  0.

T h e o re m  6 .4  I f  the computed s ' ^ { z )  is obtained by solving (6.71) and (6.72) using Gaus­

sian elim ination with complete p ivoting, then

( W j  ( Z j ) f j  )(*' s '{,)(z,-) ...
-z   ' \\7('T(7)\\-------------“  =  ( ^ i  i = n ,  +  l , - !n i +  (t , z i $ (CW,  (6.73)

where || ( E Wj Erj ) j| <  2 (t* +  3t f )pip,  and pi is a constant o f order unity in  practice.

Proof: Since ( p ' ^ (z ), g^*'(z)) interpolates one poin t fewer th an  («'(*'(z ),t/W (z)) so th a t 

the  corresponding system  of equations is a  subset o f  th a t for solving (u'W ( z) , i /W (z)) , we 

only show the  analysis of (u^,'( z ) ,u / ,̂ '(z )) .

There are two possibilities of degree conditions: deg(u'W ) =  d e g ( j /* '( z ) )+ l ,  deg(t/*)(z)) 

=  deg(?/(,)(z)) o rd e g (u /<,)(z)) =  deg(p '(,'(z )), d e g (t/* '(z ))  =  deg(qr/<,'(z ))-t-l. We only show 

th e  first one; the o the r one is sim ilar.
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T he interpolant ( u '^ ( z ) ,  v ' ^ ( z ) )  interpolates the point zy, for j  =  ti* 4 - 1 , . . . ,  n , 4- ti, 

Zj & , and they are ob ta ined  by solving the system:

Af(‘) • x (i) = 0  (6.74)

where =  diag(aj^+1, d ^ +2, . . . ,  a j j + t.)-

f  Wili + l ••• ™ni+lZlni+i< l>  0(zrli+i ) f ni+x<2a>  0(2nj+ l ) fni + 1Z^~|1 <  2a+/-l >  \  (t)

V ^ r i i + t j  ™ ni + t i z h i + t i <  * @{z n i + t i ) j :n i+ ti< '2a .  >  • • •  $ (  Zn i+ t i  <  2a-f-l—I >  /
(6.75)

=  ( Uq1̂ . . . u ' ^  v'q̂  . . .  u ^ i  ) t , I =  L f j : a is the degree o f 0 ^ ( z )  and  th e  <  - > accounts 

for the error made in constructing

The system  (6.74) is solved first by reducing A f^  to an  upper triangular form with 

com plete pivoting, next by assigning the last variable to one (or should a  zero pivot be 

encountered, by assigning one to  the variable corresponding to the  zero pivot and one to 

the rest of the variables in th e  solution vector th a t are below th e  index of the pivot), 

and finally, by back su b stitu tin g  for the remaining variables to o b ta in  x ^ .  This procedure 

guarantees a  solution for the  Ith iteration  even for a  singular system . It yields x^) satisfying 

exactly

(AfW +  6M ^ ) x w  =  0, (6.76)

where

||5A/W || <  1.01(t? +  3<?)A7*||Af<I'>||1

and pi is the  growth factor2 associated  with LU-decom position o f [25]. From the above 

equation, we have

M (i) . x (i) =  • x (i), (6.77)

where

||*A f« ■*(*■>|| <  2 (t3 +  3«?)/i||A f« || (||u 'W (z)|| +  l l t /^ z ) ! ! ) .

Since Zj € [—1,1], m a x { |a ^ f j* ^ |, Id ^ tD ^ I}  =  1 and ||0(z)(*l|| =  1, it is easy to see th a t 

| |M ^ | |  <  t, m ax(|0(zj)|) m a x { |d j^ f[^ |,  |d ^ to ^ |}  <  t{. (We have im plicitly assumed th a t 

|zj-< • > | <  1 for this result. I t  is not true  for z  =  ±1 , b u t we can  restric t (i.e., by scaling) 

z such th a t this assum ption is always true.) So,

___________________HJAfW <  2p(t? + 3 tf ) ( | |u >W (z)|| +  | | i / « ( z ) | |)  (6.78)
'T h e  result in [25] uses the oo-norm , b u t the same result also applies to 1-norm.
2 In practice, the m agnitude o f pi is of unity.
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or,
l |W «  -xM || . .

( ||u '«)(z)|| +  ||-/<‘>(z)||) -  W i  +  3<i)- (6'79)
Thus, we can write the  individual equation to be

+ * ? * « ' ( ! ! ) )  _  _

(IM<)(*)|| + MflWll) ”J’ ( ’

where EWj is the error introduced by using Gaussian elim ination tha t is bounded by \EW]\ <  

2 (t* 4- 3t\)n -  And the resu lt follows. □

Note th a t we do no t ob ta in  the m atrix .4 ^  from the  m atrix M ^  when solving the 

system  of equations (6.71) as described in C hapter 5. Because we use G aussian elim ination 

w ith com plete pivoting to  solve the system of equations, in practice, using the m atrix 

gives a  more accurate solution than  using the m atrix  .

The condition num ber for the system  (6.71), which we o u tp u t as k^  in place of /c (A ^) 

is still M M with one colum n removed; the removed colum n corresponds to the last column 

of the m atrix after com plete pivoting. This column is selected because it corresponds to 

the column we move to  the  right hand side when solving for {u'^x\ z ) , v ' ^ { z ) ) .
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Chapter 7

Continued-Fraction Representation

The use o f a  continued-fraction to represent a  rational num ber has its root in th e  Thiele 

fraction [38, Chap. 9]. M any au thors [33, 31, 60, 9, 63, 20] have used sim ilar continued- 

fractions to represent rational functions. In this chapter, we in troduce another continued- 

fraction representation. One reason for representing a ra tional in terpo lan t in the continued- 

fraction form ra ther th an  the  classical form (two polynom ials, one over another, as in  (1.3)) 

is th a t it gives a sm aller condition number as we shall see in §9.6. Also, as we shall see 

in C hap ter 8, by using th is new representation, we can prove th a t  A lgorithm  4.2 is weakly 

stable.

In th is chapter, as in C hap ter 3, we first present the  tw o-step divide-and-conquer repre­

sentation of a  continued-fraction form and discuss the condition under which unatta inab ility  

occurs, and  then we extend those results recursively.

Recall from Theorem s 3.2 and 4.1 that the linear ra tional in terpo lan t of type [L , M]  is

L e m m a  7.1 For the linear rational interpolant o f type [L, M] in  (7.1), a continued fraction  

form  is given by

given by

(7.1)

U{z)  1
V(z )  0(z)v' (z) (7.2)

where t'0 n̂ (z) =  tOjn( z ) / 0 (z).  

Proof: From (7.1), we have

_  a /(g)tx/(z) + p m' (z)0 (z)v'(z)
F ( 2) 0 (z) (y ' (z)u' (z)  +  q*'(z)0 (z)v' (z))
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u ' ( z ) v ' ( z ) j ^ ~ —  +  p*'(z)u(z)
_   0 {z)v'{z)_____________

0 (z)v(z) (v/ (z)  . U ^  4-<?»'(z))
0(z)u '(z)

g*'(z)ti'(z) +  tt'(z)i)f(z) tt ■ +  p * '(z )t/(z )  -  qm'{z)u '{z)
=  ___________________e { z ) v \ z ) ______________________

0 (z)v' (z)(v' (z)  U ^  (z))
0 (z )t/(z )

u '(z)(g* '(z) +  t/(z )  ) -  j t 'Q n (z)
_   3 )

0(z)yz( z ) ( V ( z ) ^ - ^ — + g * '(2 ))
0(z)u '(z)

since p* (z)v' (z)  — q* (z)u' (z)  =  —'yto,n ( z ) /0 ( z ) =  —7*o,n (2;)- T he result now follows. □

Note th a t th e  degree o f (7.2) may exceed th e  given type [L, AT]; in o ther words, ex­

panding the continued-fraction by cross m ultiplying the denom inators and num erators, one 

would find th a t (7.2) becomes

U(z)  _ v ' ( z ) (u ' ( z )u ' ( z )  + / ( z ) f l ( z y ( z ) )  _  y'{z)U{z)
V ( z )  i / ( z ) (0 (z V (z )u '( z )  +0(z)g« '(z)0 (z)t} '(z)) V{ z ) V{ z ) '

However, upon cancellation o f the  common factor v’(z), th e  degree type is indeed [L, M].

In the continued-frfiction form  (7.2), we can see the im portance of the 0(z) function, as 

illustrated  in th e  exam ple below.

E x a m p le  7.1 The linear rational interpolant o f type [2,1] fo r  the data {( l , / o, 0) ,  (2,1,1) ,

(3,2.1) ,  ( 4 , - 3 , 1 ) }  is

( U ( z ) ' \ _ ( - 3 z  + S ( * - 3 ) ( * - 2 ) W l \
U m J - U - o  o J U J -  <7 o )

Hence, the continued-fraction fo rm  is

(
U { z ) _ 1
V( z )  ( z - 1 )

—3z + 5  +  —— -  | , (7.6)

\  ° + 8

where 0(z) = (z — 1). However, w ithout the use o f 0{z),  we would have

(
U(z)  1
V(z)  (z -  1) 

which at z  =  1 gives an undeterm ined  0 /0  result.
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The order o f evaluation in (7.2) is from bo ttom  right to  top left (i.e., in (7.2), we s ta r t 

with the evaluation of u( z j ) / 0 ( z j ) v ( z j ) ) .  Problem s arise in evaluating 0 /0 . In  the following, 

we show this happens on ly  if we encounter unattainab le  points.

U nattainability  is defined through the linear solution (i.e., a  point zc is an unatta inab le  

point if and only if \U(za)\ +  \V( za)\ =  0). B ut it is the  rational form tha t we are in ter­

ested in. So we will develop th e  equivalence between the  linear condition and the  rational 

condition. For n  +  1 <  cr <  N ,  \U(zcr)\ -f- |V(zo-)| =  0 if and only if |u(zo-)| -I- |u(2<r)l =  0 as 

given by Theorem  3.3. T he  following theorem relates unattainable points in the range of 

0 < a < n.

T h e o re m  7.1 Let

A(z )  = q ' \ z )  + v '(z )-r
«'(*)

0(z)v'(z)

For a  =  0 , . . . ,  n , za is an unattainable point with respect to [L, M ]  i f  and only if

\u'{za)\ +  \9(zo)vf (zg)\  =  0 ,  when v'(za) =  0 ,
(|«'(«*) | l O i z e W i z ^ l )  [Ai z ^ l  =  0, when v'(za) ^  0 & za £C,
\u'{z<t)A{z<t ) -  „(-?<r)| =  0, when v'(za) ^  0 & € C.

Proof: If v ' ^ )  =  0, 0 <  cr <  n , then from (7.1),

(  V (z l )  )  =  U'[Za) { o i z r w U )  )  +  ( e P{ z ) q - \ z )  )

=  L ) ) ’

(7.8)

(7.9)

(7.10)

Thus, \U(za )\ +  |Vr(z(7)| =  0 if and  only if |x t '( ^ ) | -4- \0(za)v' (za)\ =  0 since u'(zcr) #  0 when 

v'{Zct) =  o .
Now if v'{za) 0, from (7.1),

\U{z)\ + \V(z)\  =  \u \z )v ! ( z )  +  p* (z)0(z)v'(z)\  + \0(z)(v'{z)u' (z)  +  q*'{z)0(z)v'{z))\.  (7.11)

Similar to the proof of L em m a 7.1, we first m ultiply the two term s by v, ( z ) /0( z )v / (z) and 

then add and sub trac t q * (z ) u ' ( z ) in the first term  only to get

v'(z)
0 (z)v' (z)

(|V(*)I + |VU)|) = |u'(z)(,-'(*) + „ ' ( * ) WI  +
0 (z)v' (z)

16(z)v' (z)(v' (z) _ * \ z )
0(z)t}'(z)

or

\U{z)\ +  \V{z)\  =  [\u'{z)A{z)  -  7t'0,„(2)| +  \0(z)v, {z)A(z)\] m v ' i  z)
v'{z)

(7.12)

(7.13)
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Note th a t v'{z)  ^  0; in particular, for the  minimal step size case, v' (z) =  1 (see T heorem s 4.1

and 4.2). Now, for za £  C, <on (-Jcr) =  0, so za is an  unattainab le  point if and only if

\U{Z*)\ +  \V(z9)\ =  \u'(Z<T)A(za)\ 4- m z r W t z M z r X  =  0,

=  ( |« '(za )| +  \0(z<T)v' (za)l)\A(za )\ =  0. (7.14)

This follows because 0(z<r)u/ (z<r) ^  0. (Note th a t t / (z ff) ^  0 for 0 <  a  < n  because o f 0(z), 

see Theorem 4.1.) For za 6 C, 0(zo ) =  0, so za is an  unattainable point if and only  if

0 =  \U{za)\ +  \ V( z9 )\ =  |u \ z a)A{za ) -  j e ^ n {Z(T)\. (7.15)

□

By applying Lemma 7.1 recursively, the full continued-fraction form of (3.39) is given

b y

U{z)  l
-fV{z)  0(0 )(z)v’W(z )

- 7 (0)</no-H,m(z )

[u/(0)(z)

-  ^ ( 0 ) ^  . .  ( z \
------------------------------------------------------------------------. (7.16)

.'(0 ) t /(0)(z) r l(l)
q 0(1l(z )u /(1l(z ) t ^  •.

{ 0{k){z)v'(k\ z )  )

The generalization to  this full continued-fraction form of the  unattainability  te s t (The­

orem 7.1) is given in Corollary 7.1 below. T he results o f this corollary which re la te  to  the 

continued fraction form are equivalent to th a t of Corollary 3.1 which relate to th e  linear 

form.

C o ro lla ry  7.1 Let

4 («)( \ =  q*'w (z ) + _____ _.(0(zJ______ |u '(*+1)(z) -I-________ ______________________________
( )  q { ) + e ^ ) { z ) v ' W { z ) t  [ )  a' ,(q (z) +

1 0W (z)u '(fc)(z) J
(7.17)

For a  =  rii +  1 , . . . ,  n,- -+- t{, for  i  < k,  z a is an unattainable point with respect to [L, M] if  

and only if

lu'b^Zo-)! +  \0 ^ ( z ^ v ' M ( Z<r)\ =  0, when |Aw (Zo.)| =  oc,
( K w (*<r)| -I- \6M(za)v'M(za)\) \ A ^ { z a)\ =  0, when (zo-)l < 00, k  za & C ^ \
|u /(^(z<r)>lW(z£r) - -ft'ni+hni+ t i M \  =  °> when i>*(t)(2<r)l <  00 & zCT €  C (l).

(7.18)
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Proof: First, we let s(z) =  s ^ (z )  interpolating Z j ,  j  =  n, +  1 ,__ , +  t,, and

in terpolating z j  j  =  71* +  1 , . . . ,  AT. T hen  the  result is a  consequence of Theorem  7.1. □

T he above C orollary gives us an  efficient way to  test w hether a  poin t za is an  unattainable 

point in its continued-fraction form. In  the  following chapters, th e  expression A ^ ( z )  in 

Corollary 7.1 is called the  ta il of the  i th iteration.
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Chapter 8

Error Analysis of the Evaluation

In th is chapter, we introduce a  point-w ise measure o f error for rational in terpo la tion . This 

m easure accom m odates a  wide range o f values including infinity. In the second section, we 

perform  an error analysis on the evaluation  w ith respect to  this point-w ise e rro r bound. 

We then  prove th a t Algorithm 4.2 is weakly stable.

8.1 P oin t-w ise  Error M easu re

Once the linear rational in terpolant p a ir ( U( z ) , V ( z ) )  is com puted for th e  in terpolation  

points one m ight w ant to prove th a t th e  rational residual e rro r

/  U ( z o ) / V { z 0) + f Q/ g 0 \
U { z x) / V { z x) + f x/ g x

V U{zN) / V { z N) -I- / N/ gN )
(  fo/go \  

h/g\

(8 . 1)

V In / 9 n  /

is sm all. This is a  good measure of th e  size of residual errors if all the function  values f j / g j  

are of the sam e order of m agnitude, since any norm  || • || used would ten d  to place more 

im portance on the  large values th a n  the  sm aller values. However, if the re  is a  wide range 

of function values in a given d a ta  set, th is  measure o f the size of the residual e rro r is not 

insightful in the  sense tha t it places little  significance on the  small values.

Tliis is not to say tha t the above m easure using th e  vector norm is no t useful. In  fact, 

if all the  function values are of a  ce rta in  order and  only a  few are ex trem ely  sm all, in 

practice, one would require a  higher accuracy w ith  th e  large numbers and  lower accuracy 

w ith the  sm all ones. This is because relative im portance is usually placed on th e  larger
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numbers. On the o ther hand , if all the function values are  o f a  certain  order and  only a 

few are extrem ely large, then  th is would not be a desirable situation , since the  m ajority  of 

the function values would be  ignored. B ut this could happen  in a d a ta  set. In  fact, one of 

the  reasons we prefer ra tiona l in terpolation over polynom ial interpolation is th a t ra tional 

interpolation can in terpolate  poles (or, a t least very large values). Hence, there is a  need 

to develop a more m eaningful way to measure how well we in terpolate a given set o f d a ta .

In rational interpolation, \ i U ( z j ) / V { z j )  is the com puted rational function th a t approx­

imates —f j / g j  a t the point Zj, then

g (* i)  , f l  
V i z j )  9j

(8 .2 )

is the absolute point-wise erro r and

U(z
V ( z

d  + h
j) 9j

f±
9j

(8.3)

is the point-wise relative error. This relative error is undefined a t f j / g j  = 0 and f j / g j  =  oc 

(where gj =  0). One o f ou r objectives is to define a  new point-wise error m easure which 

overcomes problems w ith  f j / g j  =  0 and f j / g j  = oc.

D e fin it io n  8 .1  Given the computed rational interpolant U{z j ) / V{ z j )  that approximates  

—f j / g j ,  the point-wise pseudo-error is defined to be

E { f j , g j , U ( Zj) ,V{z j ) )  =

U(z
v (z

;) , f j
i) 9j

1 +
U {.Zj)
V( z j )

\9j\- (8-4)

Let us examine this m easure E  closely. First, we note th a t if \fj\  <  |^-|, then, because 

of the normalization \gj\ =  1, (8.4) becomes

E { f j , g j , U { z j ) , V { z j ) )  =

U ( z j )

V( z j )
L
9j

1 +
U(zj )
V(z j )

(8.5)

For relatively large \U(z j ) /V{z j ) \ ,  this measure of error is close to the relative error. On 

the  other hand, for sm all \U(z j ) /V{z j ) \  <C 1, this m easure of error is close to the absolute 

error. For most applications, th is is desirable; if we th ink  o f U( z j ) / V( z j ) ,  j  =  0 , . . . ,  N ,  as
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a vector then  any norm for th is  vector, like E , downplays the  significance of sm all values of 

U ( z j ) / V { z j ) .  T he idea of adding  one to th e  relative base in the denom inator is not new; 

in fact, many numerical subroutines use th is idea.

Second, if 1 =  \ f j \  >  \gj \ ,  observe th a t (8.4) can be rew ritten  as

V{z j )

E { f j , 9 j , U ( z j ) , V ( z j ) )  =  -

+  —  
U(zj )  f j

1 + U(zj )
V ( z j )

\IiU (8 .6 )

or, simply as

E ( f j , g j , U ( z j ) , V ( z j ) )  =

V(*i )  , 9i
U { z j )  f j

U{*j)
V{z j )

(8.7)

In  other words, for large values of U ( z j ) / V ( z j )  >  1, E  is a  m easure of the reciprocal error. 

Again this is desirable; for large U ( z j ) / V ( z j ) ,  we are willing to  accept a large absolute erro r 

U ( z j ) / V ( z j )  +  f j / g j  to the  sam e proportion th a t we are willing to accept a small absolu te 

error of the reciprocals V ( z j ) / U ( z j )  -F Q j / f j -  

Note th a t (8.4) can also b e  w ritten  as

E { f j , 9j , U ( z j ) , V ( z j ) )  =

U ( z j )
V  ( z j )

k
9 j

\9j\
U{zj)
V ( z j )

\9iU{zj) + f i V i z M  
\ U ( z j ) \  +  \ V ( z j ) \

(8 .8 )

(8.9)

So, E ( f j , g j ,  U ( z j ) ,  V ( z j ) )  corresponds to  th e  residual error \ g j U { z j )  +  f j V ( z j ) \  norm alized 

by \ U ( z j ) \  +  |V { z j ) \  and || ( f j  g j  ) || (by our norm alization || ( f j  g j  ) || =  1). Thus, we see 

th a t a small residual e rro r a t Zj  does not im ply a  small pseudo-error. To achieve a  small 

pseudo-error, \ U ( z j ) \  -I- \ V [ z j ) \  m ust be large, i.e., Zj  m ust not be  nearly-unattainable.

8.2 Error A nalysis o f th e E valuation

In  this section, we transla te  th e  residual erro r bounds from th e  linear solution to  bounds of 

the  pseudo-error of the ra tional continued-fraction form. In  o ther words, w ith the solution
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of Algorithm 4.2 U^k+l\ z ) / V ^ k+^ { z ) ,  we w ant to  o b ta in  a  bound  for the  pseudo-error

Û k+l]{Zj) f j
V ( ^ ) ( z j )  9j

1 +
U V+ V j z j )

(8 .10)

V’(*+1)(2i )

where gj 0. For gj  =  0  the reciprocal form is needed for th e  analysis, b u t since the 

reciprocal forms of (8.6) an d  (8.10) are equivalent, we only use the  form of (8.10) for the 

analysis (i.e., we assum e w ithou t loss of generality th a t gj  ^  0).

In the following analysis, we take advantage o f a  certain  observation simplifies our 

presentation.

Given the  continued-fraction form of the so lution from A lgorithm  4.2,

17<*+1>(*)
F(*+ i )(*)

V'W(z)

(

(8 . 11)

\

f7(,)(z)
- d e t ( S « ( a r ) )

Q mW{z) + V(
\ " w a i f e )  ( u'(” (*) + A<V{z) )

w here as in Corollary 7.1 A ^ ( z )  represents th e  ta il o f th e  i th iteration . (Note th a t  due  to 

lack of space, we use v ^ ( z )  =  6^  ( z ) v ' ^  (z) here and  in the following continued-fraction 

forms).

For Zj £  C&,  y =  n,- +  1 , . . . ,  n i+1,

/  \
U^k+l){zj) 1
V(*+l)(Zj )  ~  V M { Zj)

UU( z j )  +
-  d e t{SW{zj ) )

Q- (i)(2j )  +  V ^ { z j ) ^ ^ d  
vW(z j )  /

(8 .12)

because t'n.+Un. (zj)  =  0, j  =  n,- 4- 1 , . . .  , n t+ i. In  o the r words,

_ U ^ \ z S) „ .+ l 2 . 0 C «
V ( * 4 1 )  V r (*"+ 1 ) ( Z j )  ’ ‘ ’ ’ ’ ’ 3 ’

(8.13)
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For Zj €  C^l\  j  =  Tii -+- 1 , . . .  ,n,-+i, we proceed as follow. We first w rite (8.11) as

U^k+1){z)--------  1---( u ^ ~ lUz) + (8 14)
K (*+i)(z ) F(*-1 )(z) '  K ) ( ’

_____________________ -  d e t (5 ^ ~ lH^))________________________________________________ \

^  v ŵ +̂ ;
(8.15)

w here we have expanded also the (t — l ) t/l iteration . Equivalently,

____________________ -  d e t tS C -1'^ ) ) ________________________________________________ .

^  w  + u - i ) f  \ iu " z >H----------------------------------------- ;« - » /  \ )
0(>)(z)?, '(" I)(z).4W (z) +  2L— i £ l (u'(i)(z)A (i)(z )+  

trb qz)

- 7 (,)«ni+ l,„l+1(2))

Therefore,

/
Cf(*+1)(*i) 1
V(k+l)(Zj ) ~  V(*-1 )(Zj)

(8.17)

because 9 ^ ( z j )  =  0 for z7 6 C ^ . In o th e r words,

From  (8.13) and (8.18), we can conclude th a t the pseudo-error E ( f j , g j , U ^ k+l^(zj),  

V(fc+1)(z j)), j  =  0, of (8.10) is equivalent to  the  pseudo-error E ( f j , g j , U ^ l+l^(zj),

y ( t +1)(zj)) for Zj 0  and the pseudo-error E { f j , g j ,  U ^ ( z j ) ,  V ^ ( z j ) )  for zj  6  C^K

j  = rij +  1 , . . .  , n j  +  tj, 0 < i < k. In th e  following, we first present an error analysis for 

th e  case where Zj §? and followed by a  discussion on unattainability . Then, we give the 

resu lts for the case where Zj £ C^K 

Let

£(.) _  i l l  +  (8 19,
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denote the absolute residual error a t iteration  i. T hen  the local pseudo-error is

E ( r f , to f , (zj),  ( z j ) v ' M  (Z j )) =

1 +

Wi

(8.20)

0M ( z j )«'(’) («,')

i « S ° i • i 0 ( , ) ( ^ ) ^ ( , ) ( ^ ) ^ t ) i

L e m m a  8.1 For Z j ,  j  =  n, +  1 , . . . ,  n t+ i, z j  & C t h e  pseudo-error locally is bounded by

2 i T-ipj inax0<f<, At,+5 -I- 2(t f  -h 3t f )p  
\u'«Hzj)l  +  l 0W(z j )v ' (iHzj)l

3<‘>B + 0 ( j , 3)

(8.21)

Proof: W ith the norm alization ||u 'W (z)|| -+- \\9^  ( z ) v ' ^  (z)|| =  1, it follows from (6.33)

together with the first colum n of (6.73) in Theorem 6.4 th a t

a f ( w f u ' ^ ( z j )  +  r f  O ^ i z j W ^ i z j ) )  =  E Wj -  a f  ( 5 w f  u ™( z j )  + S r f e ^ ( z > '« (zj)),

(8.22)

for j  = n i  + 1 , . . . ,  n , 4- U, where \EWj\ <  2(t* +  3t%)p, and

, - { « L r  U)  , ( i \ ,  » . r  x / f £ l ,  VM „  + l ^ O 0 W ( 2 i y (<)( 2 j ) ||a} >(6w) ’ii'w (zj)  +  Sr)  ; 0 w ( z y ) v  yi)(zj))\ < -----1------------  ̂ J -̂----------------

< M V l ^ f l
~ II r f ) l
^  2 || ( «5rS° faff* ) II

-  ii ( 4 } * f  )n
< 2 i  rip max  \ t .+5 + 0 ( f i 2), (8.23)

0  < l < i

where we use Theorem 6.3 for the bound of the residual. Therefore, the bound for the local 

absolute error is

l e f !  = w f  0^ ( z j ) v ' ^ ( z 3)

s  2 i r f e m a * , < , < ■  Xw  +  2 ( t ?  +  3 1 » ) „  +  q ( > j 2 )  2 4 )

a f  ■ \ w f d ^ ( Zj ) v ' ^ ( z j ) \

Substitu ting  (8.24) into (8.20) get

E ( r f , w f , u ' ^ ( z j ) , e ^ ( z j ) v ^ )(zj )) < max°<*<» At*+5 +  2&  +  3t* )/i +  0 ( p 2).
3 3 a ^ d t i W ^ I  +  l ^ ^ M * - ) ^ - ) ! )

(8.25)

and the result follows. □
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R e m a r k  8 .1  For the first  step (i.e. i  = 0), the error is

« '(0) (z j )v’M  (Zj)) =
2{tAQ +  3 t l ) p

which is error due to Gaussian elim ination alone. I f  the in itia l step size happens to be 

Iq = N  +  1, then the method o f solution corresponds to solving the entire system  using  

Gaussian elim ination. A s  can be seen from  this, at nearly unattainable points za (where 

lix't0'(z^)! 4- \ 0 ( ° ) ( z c r ) \  is sm all), the bound fo r  the pseudo-error using the Gaussian  

Elim ination method can get arbitrarily large, as expected.

L e m m a  8. 2 Consider the points Z j ,  j  =  n* +  1 , +  U, z j  £  C^K If |e y }i <  1 and  

is so small that

i |  d e t (5 « ( z y))| m  +  \9 j \) >  |c f  w f  | ( \ U ^ ( Z j )\ +  |

then the global pseudo-error satisfies

E i f j ^ ^ U ^ i z j l V ^ i z j ) )  <  16r ^ a f E i r f ^ f ^ ^ e ^ i z j ^ i z ^ + O i p 2).
(8.26)

Proof: A t th e  i th iteration we have available 5 ^ ( z )  = s ^ ( z )  ■ ■ ■ s ^ ~ l^(z). So the exact 

rational in terpolant satisfies

(  \

- d e t C ^ C z , ) )f j  1
9j V( i](Zj)

Q - V ' W  + V V i z j ) - ^
w ) ‘ y

.(<)
(8.27)

which implies

w f  ViO(zj)  

For com puted counterpart, we have

det(SW (zy))

F (i)( ^ ) — + U {i){Zj) 
9j

(8.28)

U ^ H z j )
V ^ + ^ i z j ) V W ( z j )

U W { Zj)
-d e t( S W ( z J-))

V

V W ( z j ) U ^ ( z j )  +

O*(0(z .\ 4 . v ^ ( z  \  U ^Q { z ^  + v  (zj ) 0{i){zj)v,ii)iZj) 

- d e t  ( ^ ( z , - ) )

Q ^ i\ Zj) + V ^ ( z j )(— f r + e f )
W- /

(8.29)
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Now, using (8.28) and  th e  equation  C/b)(2 j) 4- V ^ ( z j ) f j / g j  =  / g j  in (8.29), we o b ta in

U«+lHzj )  __ - d * { S W { z j ) ) J j / g j  + t f u (* \ z j ) w f  /9j 
V( '+V(z j )  det { S M ( z j ) ) + e f v W ( z j ) w f / g j

Thus.

(8.30)

u'-'+'Hz,) f s
d e t ( S < 0 ( z , ) )  +  w f / 9j

(8.31)

and

-  det (5 b ) ( z j ) ) f j  +  e f u W { Zj) w f  | +  det (5b) (*,-)) +  t f v ^ Z j ) * ^b)i

<

<

| det (5b) [z j ) ) f j \  -  \ e f u ^ { z j ) w f \  +  \9j  d e t(5 W (2 i))l -  \ e f v < i ) { z j ) w ?  \

~  | d e t (5 ( 0 ( ^ ) ) l ( |/ J | +  |«fc|) -  \ * f w f \ { \ U W { z j )  +  \VM(zj ) \  

If  i |  det(5b)(zy))| ( |/y | +  \9 j \) > (|{ /b)(Zj)\ +  \VM(zj ) \ ) ,  then

2 \ e f \ w f

(8.32)

< |d et(W j))l(l/j[ +  l» l)
b)i.„b)22|eyJK

|d e t(5 b )(z y) ) | ’
(8.33)

because m ax{|/y |, \gj |} =  1. S ubstitu ting  

.(*)i _  zrr-W  „„(»') ../(i4  i =  E { r f , w f ^ { z j ) , d M { z j ) v ' M { z j ) ) — ^ ( 1  +
K  I

u ' W ( Z j )

0b)(zy)t/b)(zy)

=  (8-34>

into (8.33) to obta in

E { f j , 9 j M i+l\ z j ) M i+l)<<Zj))

^  2af E{ r f ,wf ,u '^{ z j ) , 9 ^{ z j ) v ' ^H zj ) ) \ wf \ { \ e^{ z j ) v ' ^{ z j ) \  +  |u ^ (Zj-)|)
a ^ ie b J ^ - j t / b )  (zy)| | d e t(5b )(zy ))|

(8.35)

Thus, w ith |e ^ |  <  1 it follows th a t

l u ^ H z j n  +  i e ^ i z j W ^ H z ^ l  | r f  | +  |u > f>
|0b)(zi )w'(«)(zy)j -  |wb)| (8.36)
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(see Rem ark 8.2 a t the  end o f this chapter). W ith  (8.36) and  a f  =  l /m a x { |r jM|, 

(8.35) becomes

î W i J ‘)i

E { f J,gj , U ^ l \ z j ) M t+l\ z j ))

E { r f  , w^ \ u ' W{z j ) , OW{z j ) v ' M{z j ) )  m a x flu ;^ !, If^D -flu ;^! 4- |r jT> |)

But,

which implies

|d e t (5 (0 (^ ) ) |

w f  = {g]U ^ { z ] ) + f ] V ^ { z ] )) 

rf  = (9j P mli\ z j ) + f j Q m° ){zj ))

\ w f \  <  m ax{|5 i |, [ f j \ H \ U ^  (zj)\  +  I ^ C * ; ) ! )  

= \ U ^ ( z j )\ + \ V ^ { z j )\

(8.37)

(8.38)

(8.39)

(8.40)

Thus.

r j ° |  <  m a x { |^ | , | / ; |} (|P * l,' ( 2i )| +  |C?*"'(zy)|)• (<) ,

max-i‘{ h s f l , | f f ! } <  2115^(^)11, 

because m axdzi;^!, | f ^ |}  <  2 m a x { |u ;^ |, | r ^ |} .  Also, from  (8.40) and (8.41)

.(«•), ^  <  \u( i ){zj )\ +  |F W (2 .)| +  \ P ^ ( Zj )\ +  \Q’w {Zj)\

< 2 | |S « “% ) | | .

\™y\ +  | r f  |

S ubstitu tion  of (8.42) and (8.43) into (8.37) gives 

E U ^ g ^ U ^ ^ V ^ i z j ) )

< 16ay)g(rf,ii>y\u^(zJ0,gW(Zj-yW(zJ-))|lgW(gj-)|| ||S ^ ( Zj)
|d e t (5 (0 (^ ) i

=  1 6 a f  E ( r f , w f , u ™  ( z j ) v ' ^  (z j ))k ( S « (zj))

=  16 a f  E ( r f , w f , u'™ {zj), (2 i) t / (0 (z ;)) (*e(S« (Zj)) +  O (p)).

W ith  Lemma 8.1 and K ( S ^ ( z j ) )  < ripj,  the result follows. □

(8.41)

(8.42)

(8.43)

(8.44)

We now discuss the effect of unattainability. T he above results rely on the fact th a t 

t n i + i,ni+l(zj)  =  0 f°r 3 =  *** +  - - - 1n * +  U, Z j  in (8.11). If we were to  include
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the term —7 ^ ^ + i .n j + i (Zj ) / A ^ ( z j ) ,  which is first ad d ed  to  u'W(Zj-) (see (8.11)), iu our 

analysis, then instead o f  we would have 4°  +  ej-(l>, w here

(ZJ~) rs
j  0 M { z j ) v W  ( Z j )  A W  ( Z j )  ’ ( '

as the local absolute error. Note th a t we can have difficulty  only when the denom inator 

of this expression precisely equals to zero, i.e., A W( Zj )  =  0, in which case, we have the 

calculation of 0 /0 . T h is  A W ( Zj)  corresponds to  the  expression in Corollary 3.1 for checking

unattainable points. W e would not be able to com pute th is  expression exactly. However,

its m agnitude reflects w hether or not a point is nearly unatta inab le . Let us first convert 

this local absolute e rro r into the local point-wise error:

CLj b  ( » * , « / , , «  ( z , ) , v  (z,)) < luKi) { z .) l + l 0 (i)(Zj )v'(i)(Zj)\

l7(,')g/ni-H,nw U j ) l |g j )«>j,) | 
A W ( Z j ) ( \u ' W ( Z j )\ +  \ 0 W ( 2 j )v>W(Z j )\)

=  l7(,)4 + i,« .+1( ^ ) l ^  (8.46)

where.

A («)(^)(|n '(0(2 jj’| + \ e W ( Zj ) v ’W ( Zj)\) ‘ (8'47)

If fl j  is large, then we trea t zj  as a  numerical u n a tta in a b le  point. Thus, near Zj, we should 

expect a large error. However, Zj is still accurately in te rpo la ted  linearly. Notice th a t th is  

expression of f l j  is given a t the local level. One can ap p ly  Lem ma 8.2 to convert these 

expressions to the global level. A discussion on the re la tive  size of f lj is given in §9.3.

We now obtain  a bound for E ( f j , g j , U W ( Zj ), V W ( Zj ) )  for th e  case Zj  € CW.

L e m m a  8 .3  For j  =  n , +  1 , . . . ,  n ,+ i, Zj € CW, the pseudo-error locally is bounded by

d (,)E( r {i~ l) u / ( , - l ) (z ) t / i_1)(z H < (  2 i r-ijjj m ax0</<t Xtl+5 4- rp  \  0 (  2)
^  ' W> [ZjhV [Z])) ~  ^ |u 'C *-i)(zj)| +  |d ^ ) ( z j ) v ^ ) ( z j ) \ ) + 0 { f i  h

(8.48)

Proof: From (6.33), we have

so that

\ a y }w y }| <  i r i i j  max At|+5 +  r p  +  0 ( p 2), (8.50)
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since the first aij^Wj^ is bounded by r p  and, w ith T heorem  6.3, th e  second term  is bounded

by

j  JWi II ( r f  ) II 
„ \ \ {5wV  ) ||
s  ii(®J« f / ' ) n
<  i r i p j  max \ t ,+5 +  0 (p~).

*' C l* ' l  x * ' 40 <l<i (8.51)

Now, = Wj' l \ z j )  4- rj* l 'l (zj)v(l 1 ) ( z j ) so th a t

> ' - lb _ +W(i-D  0(«-l) (Zj-)v ( i - l )  (.Zj)

_________ C l^w f*___________

Wj*~1 ̂  0(,_ 1) ( z j ) v b - 1) ( z j )

i  -nftj max0<t<i At,+5 +  r p
| a ^ W j 1 1 ̂  ~ 1) (Zj) v ( '~ 1) (Zj) |

Substitu ting  (8.52) into (8.20) get

+ 0(/x2). (8.52)

S (,'_I) (rji_ l), w f ~ l) , (2j ) ,  e ^ - 1' ( z ,V {i_l) (zj))  <

1 f  i Tipj max0</<i Ati+5 -4- r/x
+  0 ( / i2), (8.53)

a «  + 1e ^ i z j W ^ i z ^ i

and the  result follows. □

W ith  Lemma 8.3, we have the following corollary o f Lem m a 8.2.

C o ro lla ry  8.1 Consider the points z j, j  =  m  +  1 , . . . ,  n t +  ti, Zj €  I f  |e r i , i ^  1 and

| ej*—1 ̂ lOj-1 ~1 ̂ | is so sm all that

( l / y |  +  M  >  I ^ M " ^  ( | f 7 ( , —l ) ( ^ j ) |  4 -  l ^ ’ - 1^ ) ! ) ,  

then the global pseudo-error satisfies

E U j , 9 j , U {t){ z j ) , V {t)(zj))  < 1 6 -n ^ a ^ E{r {̂ ~ l), w ^ ~ l ) ,u '(,_1)(*,-),u<t_1>(Zj)) + 0 { p 2).

(8.54)

Proof: The proof is sim ilar to  the  proof of Lemma 8.2. □

Thus, a sim ilar point-w ise erro r bound is a tta ined  for th e  case Zj € C® .
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Regarding unatta inab ility , sim ilar to the trea tm en t o f  th e  case where Zj £  C ^ ,  we 

o b ta in  a local absolute e rro r l>, where

£. ( - n  = ______________________ ~ e ( i ) ( z j ) 7 (t~ 1 ]tfn i _ l + l ,n . { z j ) A W  (Z j )______________________

_ ' r W ni+ltni+l{zj ) ) ) '

(8.55)

Notice th a t we m ight encoun ter difficulty when the  denom inato r of th is expression precisely 

equals to zero, i.e., (u'M  ( z j ) A ^  ( z j ) — 7^l^ni+i,n,+l (zi) )  =  *n  wbich case, we have the 

calculation of 0 /0 . T h is  ( u ' ^ ( z j ) A ^ ( z j )  — 7 ^ t /n .+lfli+l (z j ) )  corresponds to th e  expres­

sion in Corollary 3.1 for checking unattainable  points. We would not be able to com pute 

th is expression exactly. However, its m agnitude reflects w hether or not a point is near 

unattainable. Let us first convert th is local absolute error in to  th e  local point-wise error:

a “>E-(r<‘- ‘> „ '« -'> (*■ ) „<•'-■>(*•)) < ~ " l l<°i'~1)»W- 1)( ^ ) » (|- 1)( ^ ) la j {rj , Wj  + | 0 ( ‘ - D ( Z j . ) t , / ( . - i ) ( 2 j . ) |

=  _________________i g (0 ( ^ ) 7 (,~ 1)^ _ 1 + i,ni ( ^ ) l l « i )^ i 1~ 1)|_________________

=  I (8.56)

where

{u'(i){zj ) A ^ { z j ) -  7 ( t ) ^ n t + i , n , + 1 ( 2 y ) ) ( l “ / { i - 1 ) ( ^ ) l  +  1 0 ( i _ 1 ) ( ^ V { i _ 1 ) ( z ; ) l ) '  ^ 8 ' ° 7

I f  f Ij is large, then  we tre a t  Zj as a  num erical unattainable  p o in t. Notice th a t this expression 

of f lj  is given a t the local level. O ne can apply Corollary 8.1 to  convert these expressions 

to the global level. A discussion on the relative size of f i j  is given in §9.3.

We now sum m arize th e  principal result of this thesis in Theorem s 8.1 and 8.2 below.

T h e o re m  8 .1  Tf the conditions o f Lemma 8.2 and Corollary 8.1 are satisfied, then the 

pseudo-error o f Zj, fo r  each i  < k, j =  +  1 , . . . ,  n* -I- ti, is  bounded by

E , t .  u {k+x)(z ) V( k+1)(z-)) < 32tr2f f i maxo<<<«Ah+5 + 3 2 - n / j j ( t ?  + 3t^)p „
t>Uj ,9j ,U [ z j l V  {zj)) _  lu 'W ^O I +  ltfCO ^V C0 ^ ') !  + ° W ) i

(8.58)

i f  Zj g  C ^ ,  and

E l f ,  » £/<*+'>(*■) )) <  32iT^  +  +  Ol u2) (8 59)E U „ 9 „ U  I * , ) , ! '  I * , ) )  _  +  |9 ( i - i ) ( Zj, ) ^ i - , ) ( 2j.) | + V 'J ‘  ). >S -o a )

i f  Zj 6  C « .
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Proof: W ith  (8.13) and (8.18), the result follows d irec tly  from Lemmas 8.1, 8.2, 8.3 and 

Corollary 8.1. □

Note th a t in Theorem  8.1, the  pseudo-error E ( f j , g j ,  ( z j ) ,  y ( fc+1) ( z j ) )  can be large

if 4’j  is large. However, in these situation, the point Zj is e ither a  near-duplicate po in t or 

kW is large (i.e., the  problem  is ill-conditioned). N um erical experim ents th a t illu stra te  

these situa tions are given in C hapter 9.

T h e o re m  8 .2  I f  the conditions o f Lemma 8.2 and Corollary 8.1 are satisfied, then Algo­

rithm 4-2 is weakly stable fo r  Problem 1. 1.

Proof:

From (8.9) and  (8.58), it follows tha t there exists 8j  such th a t

giU (k+1Kzi)  + f j V {k+lHzi)  - - n v
\ W k + ' \ z j ) \  +  \V^+' ) {Zj)\ 3 (8 '60 )

where

32tV2^ |  ^ti+5 +  32TTpj{t* -I- 3t*)n

I < max At(+5 +  I 6r 2ipjn
° - l<1 +  0 {fj?) if z j Z C W .

32i r 2Tpij max At(+5 -|- I 6r 2ipjn

and

Then

and

(8.61)

Thus,

gjU ^ +l)(Zj ) +  = ^( \U^k+l)(zj)\ + \V^k+l)(Zj)\), j  =  0 , . . . ,  N.  (8.62)

Let

f j  =  / / ~<*isign(V(A:+l)(zJ-)) (8.63)

9j = 9j - S j s i g n i U ^ ^ i z j ) ) .  (8.64)

f t t f (*+1)(ft-) +  f j V ( k+l\ Zj )  = 0 ,  j  =  0 , . . . ,  N,  (8.65)

( f t ~ f t  f j - f j )  II =  I K ^ s i g n d / ^ ) ^ ) )  J3- s ig n ( y ( ^ ) ( Zj)))  ||
II ( »  / i ) l l  II ( f t  f j )  II

=  tol- (8-66)
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where |<5y| is bound according to  (8.61). T h a t is, [U(k+1̂ {z), Vr(*+1)(.2)) is the exact solution 

of the problem  (8.65) w ith  pertu rbed  input { ( § j , f j  )}j=o,...,N where the p ertu rb a tio n  is by 

|<5j| in (8.66) and is bounded by (8.61). Similarly, from Theorem  6.2, we know th a t, for 

i  =  0 , . . .  , k ,  j  =  rii +  1 , . . . ,  n ,  +  f t ,

 ----------------- <  •  • r  ■ V - i  .  0  t  A „ + 3  +  0 < „  ) .

From, (5.64), it follows th a t Algorithm 4.2 is weakly stable. □

(8.67)

In the  proof of T hm  8.2, we need to  show th a t b o th  || ( gj — gj f j  — f j ) \ \ /  || ( gj  f j  ) || 

and ||S b )(Zj.) _  1S ( i) (z j) ||/ ||5 b )(z J }|| are small for all well-conditioned problem s. Since the 

first term  || (gj  — gj f j  — f j )  |j/ || (gj  f j  ) || is bounded  using the result of the  bound  for 

the pseudo-error, which in tu rn  requires th a t the b ound  of ||S(l)(zj) — 5 w (zJ- ) | | / | |5 (l)(zJ )|| 

be small in proving it, it follows then  th a t if the  pseudo-error is small, A lgorithm  4.2 is 

weakly stable. Furtherm ore, since a  small bound for || (gj  — gj f j  — f j )  | | /  || ( gj  f j  ) || 

implies the com puted solution is the  exact solution o f a  nearby problem, ano th er way of 

s ta ting  our result is th a t A lgorithm  4.2 computes a  solu tion  which is the exact solu tion  of 

a nearby problem  whenever the problem is well-conditioned.

We conclude th is chap ter by addressing the conditions o f Lemma 8.2 and Corollary 8.1 

which are required for Theorem  8.1 and Theorem 8.2 to  be valid.

R e m a r k  8 .2  Note that the conditions o f Lemma 8.2 (sim ilarly fo r  the conditions o f Corol­

lary 8 . 1), are always satisfied in  that e f  is always sm all since the local interpolation is done 

by Gaussian elim ination and thus the assumption

det(5W (zi ))| (\fj\ +  \9 j \) > I c f u / f l  ( \ U ^ ( z j ) \  +  \VU(zj ) \ )  

is reasonable. Furthermore, i f  |e ^ |  <  1, tf follows that

<

n'W (zj)
^ ( Z j W W  ( Z j )

u ,{l](zj)

+

I d W ( Z j ) v ' W ( Z j )
+ 1  -  1 +

From (8 .68), we get

u ' W ( Z j )

10 W ( Z j ) v ' W ( Z j )
+ 1 - 1  +

< |r f | + h4 l)|
4 ° „ i4 °i + 1*4 ° i
wf \wf Ij 1 J 1

i l l  ̂ k f l  + l<4 0 l
wf lu^l

Z  ̂ |r{0 | + |w}0 l
wf Irnfl

(8.68)

79

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



| t ^ ( z J-)+ flW (zJV W ( z i )| J r f |  +  k f |
IdWf^WCOfz,!  -  I_(*) i

and

- 1 1 +  (0 Wj
<

\w)

k i0 ! +  \wj t] I

It follows from, (8.69) and (8.70) that

[w^l

\ n ^ ( z i )  - Q W ( z j ) * ™  (zj) | J r f  | + ltt>f [
K W,

i»/(t)(̂ -)i + i ^ ( ^ x (0(^)i  ̂M i]\ + M 1}i 
W ' Hz j WW i z j ) !  ~  |w W|

(8.69)

(8.70)

(8.71)
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Chapter 9

Numerical Results

In this chapter, we present and discuss experim ental results to augm ent the pseudo-error 

analysis of A lgorithm  4.2 in C hapter 8. T he reported  experim ents are all typical cases for

the diagonal in th e  ra tional interpolant table.

Algorithm 4.2 was im plem ented in the M ATLAB program m ing language w ith double 

precision arithm etic . MATLAB is an interactive, m atrix-based system for scientific calcula­

tions; it is an  ou tg row th  of the  LINPACK and EISPACK  projects. Due to  the  formulation of 

Algorithm 4.2, M ATLAB, w ith its built-in functions o f  m atrix  com putations, is particularly 

suitable for the  im plem entation.

pseudo-error m easure (8.4) introduced in C h ap ter 8.

Given the original d a ta  {(zj,  / j ,  <^)}j=o,...,;v in  some domain [a, 6] and  range [c, d], we 

first linearly m ap th is d a ta  to the  interpolation dom ain  [—1,1]. For the  range, we linearly 

map the m ajority  o f in terpolation  values, which a re  in th e  range [d, d'], to  the range [—1,1]. 

In other words, we o b ta in  the  interpolation d a ta  {(z j ,  f j ,  gj)}j=o,...,N such th a t

the particu lar classes o f experim ents. Unless s ta ted  otherw ise, all the  rational interpolants 

reported in this ch ap te r are of type [-y, -y — 1], w here AT is an  even num ber of interpolation 

points. In o ther words, all solution paths are the  staircase paths on and im m ediately below

9.1 Scaling  and Pseudo-E rror

In this section, we discuss the scaling of the d a ta  and  we illustrate th e  strength  of the

- 1  <  Zj  <  1 (9.1)

and

(9.2)
9j d’ -d
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Since the range [d, <f] of the m ajority of the in terpolation values is used, the range of f j / g j  

is yet to be determ ined. The meaning of m ajority  is left to the user's discretion since this 

scaling procedure depends heavily on the data . A general guideline is th a t th e  m ajority 

of the d a ta  points is the subset of the d a ta  which requires a higher degree o f accuracy 

com pared to  the  rest of the data.

In the following, we present an interpolation problem  of the function T A N ( z ) .

T he table below depicts the differences between the  relative error (8.3) (denoted as 

R .E .) and th e  pseudo-error (8.4) (denoted as P .E .) for th e  interpolation of th e  T A N ( z )  

function. T he eight interpolation points Zj generated were in the range — i r / 2  < z ' <  tt/2 . 

To illustrate  the  problem  with the conventional relative error measure where th e  range of 

d a ta  is large, we have chosen the fifth point to  be  close to  ir/2  so th a t T A N ( z ' 4 ) is relatively 

large com pared to the o ther points in the  set (see Table 9.1). (Note th a t th e  heading 

U { z j i r /2 ) / V { z j n /2 ) denotes the continued-fraction form; we use this heading for spacing 

reasons only). In  this experiment, we need not scale the  range because the m agnitude of 

the m ajority  of the  function values is around one. I t can b e  seen th a t the relative error

2J TAN(z j i r / 2 ) U { z j n / 2) / V  (zj7t/2) R.E. P .E .
0 .6 7 7 2 7 9 4 0 9 3

-0 .0 9 6 7 7 1 9 4 1 5
0 .9 1 3 2 0 2 7 6 3 5

-0 .7 0 5 6 9 3 5 2 7 1
1 .0 0 0 0 0 0 0 0 0 0
0 .5 3 8 8 7 2 8 0 0 3

-0 .1 1 1 6 7 6 7 6 8 6
0 .2 4 1 2 4 0 2 4 2 0

1 .8 0 0 7 2 1 8 10e+00 
-1 .5 3 1 9 0 7 4 4 7 e -0 1  

7 .2 8 9 0 5 9 3 4 le+ 0 0  
- 2 . 006778747e+00 

4 .491214388e+ 13  
1 . 130236830e+00 

- 1 . 772432828e-01  
3 .9 8 1 8 3 3 1 1 6 e -0 1

- 1 .8 0 0 7 2 1 8 10e+00 
1 -5 3 1 9 0 7 4 4 7 e -0 1  

-7 .2 8 9 0 5 9 3 4 le + 0 0  
2 . 006778747e+00  

-4 .5 2 9 1 9 6 8 7 3 e + 1 3  
- 1 . 130236830e+00 

1 . 7 7 2 4 3 2 8 2 8 e -0 1 
-3 .9 8 1 8 3 3 1 1 6 e -0 1

0 . 0e+00 
3 . l e - 1 5  
3 .O e-15  
6 .6 e - 1 6  
8 .5 e - 0 3  
0 .0 e + 0 0  
3 .6 e - 1 5  
2 .8 e - 1 6

0 . 0e+00 
4 . l e - 1 6  
3 .7 e - 1 6  
2 .2 e —16 
1 .9 e - 1 6  
0 . 0e+00 
5 -4 e —16 
7 .9 e —17

Table 9.1: Experim ent 9.1: E ight Points o f T A N ( z )

a t the fifth point is of size O(10-3 ), which is significantly larger than  the relative error a t 

the o ther points. Furtherm ore, if the vector norm  (8.1) were to be used to  m easure its 

error size, the fifth point would dom inate and thus a  relative error of size O (10~3) would 

result. However, such an  error measure, which only places im portance on large in terpolation  

values, com pletely overshadows how well the o ther points in the set have been in terpolated . 

In contrast, the  pseudo-error measure autom atically  ad justs the  relative im portance of the 

d a ta  according to  its magnitude.
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9.2 Ill-p osed  P o in ts

Ill-posed points, as defined in this section, are the  points associated w ith  th e  singular blocks. 

Here we dem onstra te  the  ability of A lgorithm  4.2 to  handle ill-posed poin ts. W e begin by 

describing a  procedure for generating te s t d a ta  appropria te  for th is dem onstration .

T he  theorem  below describes the in trinsic relationship  between unatta in ab le  points and 

singular blocks (hence singular LRIS’s).

T h e o r e m  9 .1  Let  r (z )  £  H ( L , M )  be the rational interpolant obtained from  its linear 

rational interpolant ( U ( z ) , V ( z ) )  of  type [L,M] interpolating the points {(z j ,  f j ,  g j)}j= o..\, 

where N  = L + M . Suppose that ( U ( z ) , V ( z ) )  accidentally interpolates the next k  points 

{{zj , f j ,9j )}j=N+i„. . ,N+k,  but not  the subsequent k* points {{zj,  f j ,  g j) } j=K+k+i,...,M+k+k', 
where 1 <  fc* <  k. Then these k m, not interpolated by (U{z) , V( z ) ) ,  are unattainable in 

the se t {(Zi, f j ,  gj)}i=Q,...,N+k+k- fo r  all rational interpolants r* 6  1 l(L  + l , M  +  m ), where

k  +  k  * ~ l  -f- 77i.

Proof: Suppose there  is an  r*(z) g 7Z{L 4- l , M  +  m) ,  obtained from its linear inter­

polant (U'{z) ,  V m{z)) in terpolating  the poin ts {{zj ,  fj,gj)}j=o,...,w+k+k‘ - T hen  U m(z)V(z )  — 

V m(z)U(z)  has N  + k  +  1 zeros. This follows because b o th  (U( z ), V( z ) )  and  (U*(z),  V m(z)) 

in terpo late  th e  first N  +  k  4-1 points. B u t U*{z)V(z )  — V*{z)U(z)  6  V ^+ k  because 

deg(U*{z )V(z )  -  V ( z ) U ( z ) )  < max { ( L  +  I) +  M , { M  +  m)  +  L} < L  +  M  + k '  < N  +  jfc. 

Hence, U ' { z ) V{ z )  =  V ' { z ) U{ z )  which implies r*(z) =  r(z) .  But r(z ) does not interpolate 

{izji  f j , 9j)}j=N+k+i,...,N+k+k' as given. □

Theorem  9.1 describes th e  entries contain ing  unattainab le  points in th e  lower triangular 

region B  o f a  square singular block in Fig. 9.1. In  th is  region, an  en try  contains a t least 

one unatta in ab le  point w ith respect to th e  [L, M] entry, and up to  k  u n a tta inab le  points 

in the en try  [L +  k, M  +  fc].

T he  entries [L +  /, M  +  m] where 0 <  I +  m  <  k, a re  inscribed in the  u pper triangular 

region A. Note th a t  Region A  contains no u n a tta inab le  points w ith  respect to the  entry 

[L, M ] since it is constructed  by the ex tra  k  points th a t is accidentally in terpo lated  by the 

en try  [L, M ], We nam e these k points th e  singular points; they axe so called because these 

points create the  singular block. Numerically, we refer to  them as the  ill-posed points. Thus, 

by using Theorem  9.1, we can generate d a ta  sets w ith  singular blocks and  unattainable 

points. By p ertu rb in g  the da ta , ill-posed points are generated.

N ote th a t, as pointed  ou t in Rem ark 2.2 o f C hap ter 2, unatta inab le  poin ts need not
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(UM) m (UM+k)
o-

(L+1.M+k)
A X

£  (L+k,M) ■6 (L+k,M+k)
(L+k,M+1)

Figure 9.1: A square singular block.

be associated with singular blocks. Thus, the entry described in Theorem 9.1 may have 

unattainable points 0  <  cr <  iV, o f its own.

In the following, we present three experiments to illustrate how Algorithm 4.2 handles 

ill-posed points on a solution path. The ill-posed points are located at 2 3  and zg on the 

solution path in all three experiments. The three experiments consist o f  16 points with two 

numerically simulated singular blocks generated by applying Theorem 9.1 o f 2 x 2 located 

at (1,1) and (4,3) in the rational interpolation table along the staircase path.

The data sets are generated as follows. We first obtain a [1,1] type interpolant, call 

it (1x1 (2 ) ,^ !(2 )), from the randomly generated points, z q , z \ , Z 2 - Then, the next point is 

generated as f z / g z  =  u \ (2 3 ) / v \  (2 3 ) +  where C is a small random perturbation. The 

next 4 points, 2 4 , 2 5 , 2 5 , 2 7 , are randomly generated. With these eight points, a rational 

interpolant of type [4,3], call it (u2 ( z ) ,  V2 ( z ) ) ,  is obtained. Lastly, for the second ill-posed 

point, we use (tX2 (z), v 2{ z ) )  to generate the function value of the next point, zg,  i.e., f g / g g  =  

i n i z g ) / V2 ( zg)  +  C2 i and the remaining seven points are generated randomly. With these 16 

points, the task is to construct a rational interpolation of type [8 ,7].

In Experiment 9.2, O(Ci) =  10- 9  and 0 (^2 ) =  10~9, this is to examine the effect of the 

same magnitude ill-posed points. The results are tabulated in Table 9.2. The pseudo-errors 

P.E. are calculated using the final solution type [8 , 7].

Notice in Table 9.2 that without skipping (r =  0 0 ) over ill-posed points, after encoun­

tering and accepting the first ill-posed point 2 3 , the residual error increased dramatically 

and remained large for the remaining points. The stability parameter r ^ ( z j )  behaved sim­

ilarly; this is so because accepting an ill-posed point causes the resulting solution S ^ ( z j )  

to be ill-conditioned at the points that follow. The second ill-posed point zg makes little or
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r  =  I05 r  =  oc
3 Zj f j / d j i rW (*i+1) P.E. i rW (*i+ i) P.E.
0 0 .9 0 0 2 5 8 5 7 2 .5 8 5 5 4 9 9 8 0 7 . 0e+ 00 0 . 0e+00 0 7 . 0e+00 0 . 0e+00
1 -0 .5 3 7 7 2 2 9 7 0 .4 1 3 5 3 8 5 1 1 5 .2 e + 0 1 2 .7 e - 1 6 1 5 -2e+ 01 2 .7 e - 1 6
2 0 .2 1 3 6 8 5 1 7 1 .3 6 1 7 9 1 9 3 2 2 .5 e + 0 2 1 .3 e - 1 6 2 2 . 5e+02 1 .3 e -1 6
3 -0 .0 2 8 0 3 5 0 6 1 .0 2 1 5 3 3 7 2 - 4 . 7 e + l l 5 .6 e - 1 7 3 4 .7 e + l l 5 .6 e - 1 7
4 0 .7 8 2 5 9 7 9 3 -0 .2 9 4 2 6 3 7 4 - 5 . 9 e + l l 6 .7 e - 1 4 4 l-3 e + 1 2 1 . 3 e -0 5
5 0 .5 2 4 1 9 3 6 7 0 .6 2 6 3 3 2 9 9 3 5 . 9e+ 0 3 1 .6 e -1 5 5 4 . le+ 1 2 4 .3 e - 0 7
6 -0 .0 8 7 0 6 4 6 7 -0 .9 8 0 2 7 7 4 0 4 8 .6 e + 0 1 l . l e - 1 4 6 1 .8 e+ 1 9 3 .5 e - 0 5
7 -0 .9 6 2 9 9 2 7 1 -0 .7 2 2 2 1 8 2 4 5 2 . 5 e+ 0 4 9 .0 e - 1 6 7 4 .0 e + 1 8 9 .7 e - 0 8
8 0 .6 4 2 8 1 4 3 3 -0 .0 6 2 2 4 5 0 7 - 6 .6 e + 1 0 3 .4 e - 1 5 8 8 .4 e+ 2 1 1 .6 e - 0 6
9 -0 .1 1 0 5 9 3 2 7 -2 .9 0 2 6 9 8 3 4 - 4 . le + 1 2 2 . l e - 1 4 9 1 .7e+ 21 2 .6 e - 0 5
10 0 .2 3 0 8 6 4 7 0 0 .7 5 6 3 8 4 0 2 6 3 . le + 0 4 9 .4 e - 1 5 10 3 .1 e+ 1 8 4 .4 e - 0 6
11 0 .5 8 3 8 7 4 0 7 -1 .9 6 4 1 5 8 0 5 7 7 .8 e + 0 4 1 . 8 e - 14 11 1 . 0e+19 1 .7 e - 0 6
12 0 .8 4 3 6 2 5 9 4 -0 .1 2 7 1 4 6 1 7 8 2 . 3e+ 0 4 4 .4 e - 1 4 12 5 .4 e+ 1 8 6 .5 e - 0 5
13 0 .4 7 6 4 1 4 4 9 0 .4 1 8 0 1 3 9 6 9 5 . le + 0 3 1 .2 e - 1 5 13 1 .7e+ 20 7 .5 e - 0 7
14 -0 .6 4 7 4 6 7 7 1 1 3 .7 6 4 8 9 2 9 0 10 4 .6 e + 0 3 1 .7 e - 1 4 14 l-2 e + 2 1 1 . 2 e -0 5
15 -0 .1 8 8 5 8 7 5 7 -1 .7 2 7 4 1 3 8 2 11 — 7 .5 e - 1 5 15 — 3 .0 e - 0 6

Table 9.2: Experim ent 9.2: Two lU-posed Points: O(Ci) =  10 9 and O f a )  =  10 9.

no difference to  th e  points th a t follow.

On the o the r hand, by setting  the stability  tolerance to  r  =  105, the  ill-posed poiuts 

were skipped over. Notice th a t for a “singular” block of 2 x 2, a  step size ti =  3 is needed 

to skip over it on a  staircase pa th  so as to avoid accepting an  ill-conditioned LRIS. In 

Table 9.2, we can see th a t the  two ill-posed po in ts are skipped over by a  step size of three.

In Experim ent 9.3, O(Ci) =  10-3  and 0 (^2 ) =  10~8, we exam ine the  effect of a  mild 

ill-posed point following a more ill-posed point. In  Table 9.3, the first ill-posed point a t 

is a mild one com pared to the severity of instab ility  a t the second ill-posed point a t zg. We 

see th a t there is a  d istinct drop in accuracy corresponding to  the  intensity of the instability 

a t these points.

W hen the position of the two ill-posed points is switched, in Experim ent 9.4 we see tha t 

the loss of accuracy caused by the  first ill-posed poin t rem ains for the rest of the points. 

T he now second m ilder ill-posed point has no effect on  the  accuracy a t  all. Thus, it appears 

th a t the effect of ill-posed points on residual errors are  additive (not compounded) if there 

should be more th a n  one ill-posed point along th e  solution path .

From these experim ents, it is seen tha t once an  ill-posed point is accepted, its detrim en­

tal effect lingers for the  rem aining points in th e  set. O n the o ther hand, when the stab ility  

param eter tolerance r  is set appropriately, 105 in  these experim ents, the  two ill-posed points 

are skipped over. Since no ill-posed point is accepted, no detrim ental effect is present.
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>0or-4 
|

IIr- T  =  OC

j f j l 9 j i T(,)(zf+ l) P.E. i r w (*f+i) P.E.
0 -0 .8 1 5 6 0 7 5 9 -3 .8 8 5 3 0 0 3 7 0 6 .9 e+ 0 1 0 .0 e + 0 0 0 6 .9 e + 0 1 O.Oe+OO
1 -0 .7 0 5 6 9 3 5 3 -5 .7 6 3 8 6 1 1 2 1 2 .4e+03 2 . 4 e - l 7 1 2 . 4e+03 2 .4 e - 1 7
2 -0 .6 6 7 6 9 1 8 4 -7 .5 4 7 1 7 7 3 0 2 6 .5 e+ 0 1 4 .9 e - 1 7 2 6 .5 e + 0 1 4 .9 e - 1 7
3 -0 .2 4 8 8 4 6 6 8 -0 .3 2 6 8 4 1 7 9 - 1 .3e+ 06 5 .4 e - 1 6 3 1 . 3e+06 5 .4 e - 1 6
4 -0 .1 5 0 2 2 1 7 2 -0 .0 1 8 7 1 1 2 8 - 1 .7e+ 06 6 .  l e - 1 6 4 2 . 6e+06 3 .2 e - 1 3
5 -0 .1 1 1 6 7 6 7 7 -0 .1 8 1 4 5 1 3 4 3 6 . 2e+04 7 . 5 e - l 6 5 1 .7 e + 0 6 2 .0 e - 1 3
6 -0 .0 9 6 7 7 1 9 4 -0 .0 7 2 9 4 8 8 3 4 7 . 9e+02 9 .4 e - 1 6 6 2 . 2e+06 7 .4 e - 1 4
7 0 .2 2 0 2 2 7 1 5 0 .2 2 1 8 8 7 1 0 5 7 . 3e+02 4 .  l e - 1 6 7 2 .2 e + 0 6 1 .4 e - 1 2
8 0 .2 4 1 2 4 0 2 4 0 .2 4 0 3 3 7 8 4 - 2 . 3e+09 2 .1 e - 1 5 8 4 . 3 e + l l 1 .6 e - 1 2
9 0 .4 0 2 9 8 5 2 0 -1 .7 1 3 5 3 9 8 4 - 3 . le+ 0 9 2 .8 e - 1 6 9 4 . 6 e + l l 9 .8 e - 0 9
10 0 .5 3 8 8 7 2 8 0 -2 .6 8 5 1 7 4 8 3 6 3 .7 e + 0 2 2 .0 e - 1 6 10 4 . 8 e + l l 3 .0 e -0 9
11 0 .6 2 4 2 3 5 6 4 -2 .9 0 8 0 2 7 2 0 7 1 .4e+ 03 8 .3 e - 1 7 11 2 .4 e + 1 6 3 . 2 e -0 9
12 0 .6 6 6 3 0 2 9 2 -0 .1 7 1 8 7 0 2 1 8 4 .7 e + 0 4 6 .6 e - 1 5 12 2 . le+ 1 6 9 .7 e - 0 9
13 0 .6 7 7 2 7 9 4 1 0 .0 9 3 6 3 8 8 0 9 2 .6 e+ 0 3 2 . l e - 1 4 13 1 .3 e + 1 6 5 .9 e - 0 9
14 0 .7 3 9 8 6 5 8 6 1 .6 1 1 4 8 5 8 2 10 2 . 5e+02 2 . l e - 1 6 14 8 .8 e + 1 5 2 .3 e - 0 9
15 0 .9 1 3 2 0 2 7 6 2 .1 7 4 6 8 7 6 3 11 — 1 .2 e - 1 5 15 — 3 . l e - 1 0

Table 9.3: Experim ent 9.3: Two Ill-posed Points: 0 (£ i)  =  10 3 and O (^ )  =  10 8.

T =  10 5 T  =  OO

j *i f i t  9j t r W (*»+ l) P.E. i r W f e + .) P.E.
0 -0 .9 6 8 4 8 0 3 6 0 .4 5 6 2 7 6 4 1 0 1 .7e+ 03 0 .0 e + 0 0 0 1 .7 e + 0 3 0 .0 e + 0 0
1 -0 .9 6 7 2 9 0 1 3 0 .4 5 9 5 6 1 5 2 1 5 . 6e+02 3 . 8 e - l 7 1 5 . 6e+02 3 -8 e - 1 7
2 -0 .8 8 4 8 3 7 8 2 0 .6 9 2 6 9 7 2 8 2 6 . le+ 0 3 6 .6 e - 1 7 2 6 . le + 0 3 6 .6 e - 1 7
3 -0 .8 3 1 8 4 1 8 8 0 .8 4 8 5 6 9 0 1 - 2 . 4e+09 6 .0 e - 1 7 3 2 - 4e+09 6 .O e -1 7
4 -0 .6 9 2 7 8 7 2 7 -0 .0 9 8 4 9 2 1 2 - 1 . 6e+09 7 .3 e - 1 5 4 1 .9 e + 1 0 3 . 3 e -0 8
5 -0 .6 1 9 8 5 0 8 2 0 .4 3 1 7 6 5 9 0 3 1 .5e+03 4 .7 e - 1 5 5 4 . le + 0 8 8 .0 e - 0 9
6 -0 .2 9 3 4 9 9 0 9 0 .7 8 5 6 8 3 2 2 4 1 .4e+03 3 . 7 e - l 6 6 2 .5 e + 1 4 1 .6 e - 0 9
7 -0 .2 6 4 8 6 3 9 2 -0 .4 5 3 7 9 5 0 6 5 5 . 0e+02 1 .7 e - 1 5 7 4 .8 e + 1 3 2 . 2 e -0 9
8 -0 .1 1 6 3 4 3 4 1 3 .1 4 0 7 5 7 8 1 - 2 . 6e+06 2 . 5 e - l 6 8 4 .3 e + 1 3 1 . 9 e - l l
9 -0 .0 9 1 2 8 9 7 0 -1 .3 6 5 9 7 7 9 0 - 4 .7 e+ 0 5 8 .3 e - 1 6 9 2 .3 e + 1 3 1 .4 e - 0 9
10 0 .1 7 3 8 3 6 9 4 0 .7 4 6 5 0 7 2 9 6 1 -5e+03 1 .7 e - 1 5 10 2 .2 e + 1 3 1 .0 e - 0 9
11 0 .2 1 7 0 8 0 7 2 1 .0 2 8 4 5 6 4 8 7 6 .4 e + 0 2 1 .7 e - 1 5 11 2 .0 e + 1 3 2 .0 e - 1 0
12 0 .2 6 2 9 0 2 3 3 1 .0 6 7 9 0 4 4 3 8 5 . 4e+02 2 . l e - 1 5 12 1 .8 e + 1 3 1 .3 e - 1 0
13 0 .3 5 1 2 8 9 3 0 -0 .4 5 5 5 4 6 0 8 9 5 . 4e+02 l . l e - 1 5 13 1 .8 e + 1 3 4 .4 e - 0 9
14 0 .3 8 5 3 3 8 7 9 -1 .0 5 4 4 9 1 7 5 10 2 .3 e+ 0 2 1 .0 e - 1 5 14 1 .7 e + 1 3 1 .4 e - 0 9
15 0 .4 3 5 2 6 8 8 4 -0 .6 6 6 0 1 2 9 3 11 — 1 .2 e - 1 5 15 — 6 .7 e - 1 0

Table 9.4: Experim ent 9.4: Two Ill-posed Points: O(Ci) =  10 8 and  0(^2) =  10~3.

86

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



j zi W f U ( z j ) / V ( z j ) P.E. n*
0 - 3 -3 3 0 .0 e + 0 0 0 .0 e + 0 0
2 - 2 - 2 NaN NaN oc
1 - 1 - 3 3 0 .0 e + 0 0 1

Table 9.5: E xperim ent 9.5: Exam ple 2.1 o f  C h ap te r 2.

j zi f i / 9 ] U ( zi ) / V { Zi) P.E.
0 - 3 -3 3 O.Oe+OO 1 .3 e + 0 0
2 - 2 - 2 2 2 .4 e - 1 7 1 .5 e - 1 6
1 - 1 -3 3 0 . 0e+00 3 . le + 1 5
1 0 0 0 0 . 0e+00 1 . 0e+00

Table 9.6: Experim ent 9.6: Example 2.2 o f C h ap te r 2.

9.3 U n atta in ab le  P o in ts

In  th is section, we exam ine th e  relationship  between u n a tta in ab le  points and Qj  introduced 

in (8.47) and (8.57). We begin  by using th e  first two exam ples in C hap ter 2. Note th a t 

the interpolation dom ain of these exam ples is outside [—1, 1]- For ease of illustration, we 

present these exam ples in th e ir  original domain.

As discussed in detail, th e  unatta inab le  points in Exam ples 2.1 and 2.2 of C hap ter 2 

are z\  =  —2 and z i  =  —1, respectively. T he results of these two exam ples are tabu lated  

in Tables 9.5 and  9.6. N otice th a t in Table 9.5, f l \  =  oo; th is  indicates th a t z\  is an 

unattainab le  point. Indeed, since Exam ple 2.1 is a  small problem  (only three points), the 

numerical solution happens to  be the  exact solution; thus, O i =  oc. Because the factor 

(z — z i )  is present in b o th  th e  num erator and  denom inator o f th e  solution, U { z \ ) / V ( z \ )  =  

N a N  (Not a N um ber). Typically, however, the  numerical so lu tion  is not the exact solution. 

So, a t an unattainable  po in t, such as Z2 in Exam ple 2.2, fIj takes on some large value (see 

Table 9.6).

A n algebraic unatta in ab le  point is clearly defined in D efinition 2.1. W hile we can 

use th is definition num erically if the  num erical solution happens to be  the exact solution 

(e.g. Exam ple 2.1 in Table 9.5), th is is not true  in general. T h e  reason being, any small 

pertu rba tions introduced in th e  original system make the  algebraic unattainable  points 

a tta in ab le  in the algebraic sense (e.g. E xam ple 2.2 in 'Kible 9 .6). U pon exam ining the P .E .  

colum n in Table 9.6 alone, it can  be  concluded tha t all points in  th is exam ple are a tta inab le  

to w ith in  machine epsilon. T hus, the algebraic notion of u n a tta in ab le  points does not carry 

over to the numerical setting .

O n the o ther hand, th e  original d a ta  set could display no unatta inab le  points w ith
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respect to Definition 2.1. B u t w ith  pertu rbations introduced by  rounding errors, the nu­

merical solution may now display unatta inab le  points w ith respect to  Definition 2.1. T hus, 

to deem such points as num erical unattainab le  is meaningful only if these points reveal 

som ething im portan t abo u t the  rationed interpolant, exact and numerical, a t or near these 

points. We study  th is aspect using Experim ent 9.6 (Exam ple 2.2).

To show an  unatta inab le  po in t pictorially, we plo tted  the ra tional interpolant of E xper­

im ent 9.6 in Figure 9.2. To plot the  rational interpolant, we sam pled 100 evenly spaced

U(z)/V(z) -7 - 
D ata /O

-0.5

-1.5

-2.5

-2.5 2 -0.5-3 -1.5 0-1

Figure 9.2: 100 points o f U (z)/V (z)

points in [—3,0]. Notice th a t the  point ( - 1 , - 3 )  is seemingly no t interpolated by the  ra­

tional interpolant. This would indeed be the  case for the exact solution, b u t according to  

Table 9.6, we know the  num erical solution does interpolate a t z2 =  —1. I t  is only when 

we plotted the 100 near points (50 before z2 and 50 after), we see the  rational in terpolant 

interpolates a t  z2 (see F igure 9.3). These 100 near points are {z2 ±t" • 10~10, i  =  1 , . . . ,  50}. 

T he im plication o f Figure 9.3 is th a t there is a  zero and  a  pole very close to  22, bu t not a t  

z2.

C o n je c tu re  9 .1  The m agnitude o f Slj indicates the closeness o f a zero and a pole together 

at Zj. The larger the m agnitude o f f l j ,  the closer they are, with the two collapsing into the  

sam e point at z j when Clj =  oo.
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-1

-1.5

-2

-2.5

-3
-1 -1 -1 -1 -1 -1 -1 -1

Figure 9.3: 100 points near — 1.

W ith  this idea, if the original d a ta  set contains a  zero and  a  pole near an interpolation 

za . then  we report za as a num erical unattainable point.

We now show an exam ple th a t has a  smaller f l j  m agnitude than  th a t in Table 9.6. Once 

again, we used Theorem  9.1 to create unattainable points. Table 9.7 shows the results of 

this experim ent. From Table 9.7 and Figure 9.4, we see th a t  fly of points zg and zg are a t 

least 0 (  107) larger than  the o ther points. However, fig =  5.1 x 107 and fig =  1.7 x 107 are 

not as large as the previous exam ple. Now, plotting the near points of zg = —0.2 as done 

in the last example, shows a  relative gradual change as opposed to th a t of Figure 9.3 (See

j zi f i / d j U (Zi) / V ( Z i) P .E . fly
0 -0 .9 0 1 9 0 6 3 4 4 -2 .4 7 0 7 8 0 2 0 8 e -0 1 2 . 4 7 0 7 8 0 2 0 8 e -0 1 0 .0 e + 0 0 1 . 9e+00
1 -0 .6 5 5 6 0 0 6 0 9 4 . 7 4 3 5 3 5 5 9 9 e -0 2 - 4 . 7 4 3 5 3 5 5 9 9 e -0 2 1 .3 e -1 7 6 .0 e - 0 1
2 -0 .5 4 3 9 2 2 1 9 4 2 . 2 3 4 5 5 4 5 9 2 e -0 1 - 2 . 2 3 4 5 5 4 5 9 2 e -0 1 4 .5 e - 1 7 2 .3 e - 0 1
3 -0 .2 8 8 5 6 7 7 9 1 7 . 6 1 9 3 9 2 4 7 5 e -0 1 - 7 . 6 1 9 3 9 2 4 7 5 e -0 1 1 .3 e -1 6 6 .8 e - 0 1
4 -0 .1 0 0 7 1 5 7 9 1 1 . 274809722e+00 -1 .2 7 4 8 0 9 7 2 2 e + 0 0 0 .0 e + 0 0 6 .4 e - 0 2
5 0 .0 4 4 1 2 1 8 3 1 1 .6 6 1 143578e+00 - 1 .6 6 1 143578e+00 6 .9 e - 1 7 2 . l e - 0 7
6 0 .4 2 6 7 0 8 8 8 7 1 .5 8 9 9 7 3 0 18e+00 -1 .5 8 9 9 7 3 0 18e+00 0 .0 e + 0 0 1 .4 e+ 0 1
7 0 .5 1 0 6 7 7 1 4 4 1 . 323842058e+00 - 1 . 323842058e+ 00 3 .8 e - 1 6 2 .4 e + 0 1
8 0 .6 0 0 0 0 0 0 0 0 2 .0 9 2 7 1 6 4 0 7 e -0 1 - 2 .0 9 2 7 1 6 4 2 0 e -0 1 l . l e - 0 9 5 . le+ 0 7
9 -0 .2 0 0 0 0 0 0 0 0 4 .5 5 0 9 1 6 9 0 8 e -0 1 - 4 .5 5 0 9 1 8 2 7 3 e -0 1 9 . 4 e -0 8 1 .7 e+ 0 7

Table 9.7: Experim ent 9.7: Two numerical unatta inab le  points
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U(z)/V(z) ------
Data O

1.5

0 .5

-0 .5
-0 .8  -0 .6  -0 .4  -0 .2  0 0 .2  0 .4  0 .6  0 .8-1 1

F igure  9.4: U (z ) /V (z )  of E xperim ent 9.7

Figure 9.5). Indeed, we can  also see th a t on the left of zg, the  in te rpo lan t curves upward to  

infinity, indicating a  pole. N ote th a t the 100 near points are o f  th e  sam e closeness as th a t 

of Figure 9.3 (i.e., we use th e  points {29 ±  t - 10-10, i — 1 , . . . ,  50}).

9.4 Close P oin ts

In th is section, we investigate th e  aspect of rational in terpo la tion  w here interpolation points 

are close together. We begin by discussing the concepts o f  close po in ts analytically w ith two 

exam ples to illustrate the  relationship  between the condition num b er of a subm atrix  

and the param eters ipj and  Clj. Numerical examples are  th en  presented to augm ent our 

discussion.

For simplicity, in the  following discussion, we use only two poin ts za and zg for the  

discussion. We dem onstrate  an  intrinsic relationship betw een close interpolation points 

and unattainable points.

Algebraically, a  point za is d istinct from zg if zg — zQ ^  0 - Numerically, however, the  

distinctiveness between two points is not as sharp and clear. Tw o floating point num bers 

zQ and zg are d istinct if for z a ^  0 [37]

\za\ ^ < \ z g - z al  (9-3)
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1.2 

1.1 

1

0.9 

0.8 

0.7 

0.6 

0.5 

0.4
- 0.2 - 0.2 - 0.2 - 0.2 - 0.2 - 0.2 - 0.2 - 0.2

Figure 9.5: 100 points near —0.2.

Should th e  size o f \zg — za | be  smellier th a n  |za |^ ,  then  zg is stored as za .

Since we need to deal w ith close in terpo lation  points, hence identical points, it is best 

to first exam ine w hat th is means algebraically. T h e  following theorem  describes the effect

on the  linear ra tional interpolation when two points e- between zQ and zg tire separated by

an a rb itra rily  sm all d istance ez (i.e., \zg — zQ| =  e: ).

T h e o r e m  9 .2  L e tF  =  { (z j,fj,g j)} j= o ,N j N  > I and let (U (z ), V (z ))  be the linear m tional 

interpolant, interpolating F  be o f type [L, M \ where L = M  i f  N  is even, L = M  4- 1 i f  

N  is odd. A ssum e that M L Kf is nonsingular. Tf at two points z a and zg =  za ez in F , 

fagg — f&ga = t f ,  then the linear solution (U {z), V (z ) )  satisfies

\U (za )\ +  |V (za )j <  4 M max{L, M }.  (9.4)
le/l

Proof: W ith  N  > 1 and  the degree type specified, we have deg(C/(z)) >  0 and deg(V(z)) >

0. W ith  th is condition, we elim inate the  case where the solution is a  polynomial or an 

inverse o f a  polynom ial. Now, (f/(z), V (z)) m ust satisfy th e  conditions:

f a V (z Q) + g a U (za ) =  0, (9.5)

fp V {za  +  fr) +  ggU {zQ +  €=) =  0. (9.6)
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Using Taylor’s expansion on (9.6), it becomes

fp(y{za) +  ^ V { Z;))  +  gB{U{za) +  =  0, (9.7)

where zQ < z* ,z* <  zp. From (9.5) and (9.7), we get

{ fa 9 f f - f 0 9 a ) U { z a ) + f a e z { f 3 ^ V ( z : ) + g p ^ U { z ^ ) ) = O .  (9.8)

So

Similarly,

and

MiU(z*) |  =  \ ( f «9 0 -  f 0 9 a ) U ( z a )\

=  | f a * z U a ^ V { z ' v ) +  90 - ± U { z i ) ) \ ,

<  l /a erl (|/fl| +  Iff/sl) max{L, Af}. (9.9)

(//J0Q ~  /a0 /3 )^U a) + 9a £ z{fd -^V {zZ ) + g p -^U (z* ))  =  0, (9.10)

\* f\\V {za )\ =  \{/09a - f a g 0 )V (za )\

=  19 a e A fB ^ V ( z 'v ) + g p -^ U iz 'J )  I,

<  l0a«sl (l/fll +  l^sl) max{L, Af} ,. (9-11)

W ith  1/ 3 1 +  |<731 < 2, th e  addition of (9.9) and (9.11) yields (9.4). □

R e m a r k  9 .1  Note that fo r  N  =  1 in Theorem 9.2, there are only two points in the data 

set. So the rational interpolant o f type [1,0] that interpolates the two close points is

(U (z), V( z ) )  = { z -  -  zQ, £“£ £ £ ) .  (9.12)
ef  e/

Thus

\U{za )\ + \V {za )\ = +
€f

= \~~9$\ * (I/qI "h |<7a|)

< 2 1— 93 !- (9.13)
ef

T he two variables e- and e / in Theorem  9.2 can be of any value in th e  ranges of |c-| <  2 

and |c / | <  00 . However, it is the sm all values near zero th a t we are interested in. For the  

case where e- =  0 and e /  ^  0 , we have |C/(zQ)| +  IV^Zq)] =  0 , m aking za an  unattainable
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point (Theorem 2.3). In  o th e r words, the solution (I7(z), V( z ) )  can be w ritten  in the form 

((z  — za )U '(z ) ,  (z  — za ) V m(z)). Physically, when two in terpo lation  points having different 

function values collapse into one single point, say a t za , th e n  the  point za is unattainable. 

In o ther words, a rational in terpolant cannot model a  discontinuity.

implies unattainability  a t th a t  point. We capture this phenom enon in the param eter fl. 

Numerical examples will be  given later in this section.

B ut w hat if e/ =  ez =  0? Then the point za is a tta inab le ; since in such a case, we 

simply have a duplicate d a ta  point in the system, not a discontinuity. A duplicate data

system  can still be obtained  sim ply by solving the system  w ith  the  duplicate point removed.

However, numerically, unless the two points are indeed identical, we cannot remove any 

point since two points can be close together bu t not be exac t duplicates. Thus, unless we 

assign a threshold to detect “numerically” equal points, we should trea t all interpolation 

points, including identical points, th e  same way. G aussian  elim ination w ith complete piv­

oting in the algorithm  gives a  solution (U(z),  V{z ) )  which guarantees sm all residual errors. 

This solution, however, is undesirable because a  small change in the  function value a t a 

nearly equal point will cause a  large change in U ( z ) / V (z). Thus, it is im portan t and appro­

priate to warn the user th a t an  ill-conditioned system  is encountered. We do so by reporting 

the condition number kW o f each m atrix of the subsystem  for solving (u^^(z),u^^(z)).

We now illustrate the problem  of close points by two exam ples below. These examples 

show an algebraic case of an  interpolation problem w ith  duplicate points. A lthough in 

practice we may not have exact duplicate points, these exam ples serve to  illustrate the 

lim iting case of an interpolation problem containing close poin ts. We use these two examples 

to dem onstrate how the algorithm  handles close points an d  its consequences. Note th a t we 

use integers in these exam ples so th a t they can be followed easily.

E x a m p le  9 .1  Applying Algorithm 4-2, the first L R IS  o f type  [1,0] o f the data in Table 9.8 

on the staircase path is

interpolating the first two points. This L R IS  is acceptable since k ( s ^ ( z 2)) =  4.

R e m a rk  9 .2  I f  we perturb f \  =  1 to f \  =  1 — e, where e is 0 ( /i) ,  the rational interpolant 

(ti(°)(z),tA°)(z)) o f type [1,0] from  Algorithm 4-2 would be ( z —1,0). Indeed, ( z —1,0) is the 

only solution fo r  any nonzero perturbation e which makes the point zq =  z \ — 1 unattainable

Thus, Theorem 9.2 together with Theorem 2.3 indicate th a t discontinuity a t a point

point results in a duplicate equation in the system (1.5). A minim al solution from such a

(9.14)
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3 0 1 2 3 4

z i 1 1 2 3 4
Si 1 1 2 0 - 1

9) 1 1 1 1 1

Table 9.8: D ata  used to  illustrate  rational in terpolation concepts.

(see Rem ark 9.1). Thus, a sm all change in  the input data can cause a large change in the 

output. More importantly, a sm all change in the inpu t data can cause an attainable point 

to become unattainable.

In fact, since the second po in t is a  duplicate o f the  first, all possible solutions of the 

first LRIS of type [1,0] in Exam ple 9.1 are

or
=(0)

in terpolating  the first two points, where a and  b a re  arb itrary  constan ts. Because of Re­

m ark 9.2, it is im portan t to w arn the  user if the d a ta  set contains duplicate (or close) 

points. We do so by providing the  condition num ber k W of the  m a trix  of solving subsys­

tem  ( u ^ ( z ) , t / ‘)(z)). In  the  Exam ple 9.1, =  oc, which indicates a  duplicate point is

encountered.

N ote th a t a large may resu lt from accepting a  solution th a t  is inside a singular 

block. B ut in such an instance, r ^  would not b e  w ith in  r ,  and A lgorithm  4.2 would reject 

such a solution unless i  is the last iteration. Thus, a  large (except for t =  k) can only 

m ean duplicate (or close) points in the  system .

We now examine a  situa tion  where it m ight cause Algorithm  4.2 to  be  0 ( N 4): If 

A lgorithm  4.2 selects th e  solution w here a =  0 in (9.15) then

t - v ) -  (917)

Such a  LRIS would not be  accepted since det(s(°)(z)) =  0 and hence «(s(°)(z2)) =  oo. So 

A lgorithm  4.2 would increase the  s tep  size by one. Algebraically, th e  next possible LRIS is

s (0) , ) _  (  « (0) (*) (* -  2)pW (z) \  .
5 ( Z ) - U {0)(z) (z — 2) )  (9’18)

in terpo lating  the first th ree points, where (u^°^(z), (z)) =  (cz +  2, z  — c — 3) or (z +

2d, dz  — 3d — 1) and (z) =  e(z — 1) — 1. T he  variables c, d and e a re  a rb itra ry  constants.
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One can see th a t it is possible to  construct an  s ^ ( z )  such th a t  d e t ( s ^ ( z ) )  =  0. In  this 

case, choosing ( u ( ° ) ( z ) , ( z ) )  =  (z 4- 2d ,d z  — 3d — 1) and se ttin g  d  =  0 and e =  — 1 in 

(9.18), we get

t - 2 ) 1) ’ (919)
and hence det(s^°'(z)) = 0 .  I t  is now easy to  see th a t it is possible for our algorithm to be 

0 ( N 4) if every new s ^ ( z )  is selected so th a t det(s(°)(z)) =  0. However, such a scenario 

is unlikely when we choose to  set the a rb itra ry  param eters in G aussian  elimination with 

com plete pivoting to one to  solve for ( t/° )(z ), t/° )(z )) and ( p ^  (z ) , (z ))-

W hen the  close points (or duplicate points) appear together in a cluster, as in Ex­

am ple 9.1. the condition num ber of th e  m atrix  of the subsystem  identifies the problem . 

However, if the close po in ts do not appear together, then we need the  param eter ip to 

identify th is problem. We now illustra te  this in Example 9.2 below.

E x a m p le  9-2 For the data in  Table (9.9), the L R IS  o f type [0,0] is

3 0 1 2 3 4
z i 1 2 1 3 4

Si 1 2 1 0 -1

9} 1 1 1 1 1

Table 9.9: D a ta  used to  illustrate  rational in terpolation concepts.

5(0)U) =  (" 11 (* o 1})  (9'20)

and the second L R IS  o f type [1,1] is

s ( l ) ( z )  =  (  u  - 1 )  ( Z  ~  T  ~  3 ) )  • ( 9 -2 1 )

Note that s^°^(z) is acceptable because r e (s ^ (z i) )  =  2, and that s ^ ( z )  is acceptable because 
«(s^0)(z4)s^H(24)) =  5 .5 .

Exam ple 9.2 contains the  sam e d a ta  as Exam ple 9.1 except for a  change in position of 

the  points z \ and z<i. W ith  th is change, the  solution no longer contains arb itrary  con­

stan ts. Furtherm ore, th e  condition num bers o f the matrices for solving (u^°^(z), t /° '(z ) )

and (u ^ ^ z J jt^ O fz ))  are  1 and  3, respectively. These condition num bers do not indicate 

any problem s with the d a ta . However,

< 9 ' 2 2 >
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results, which indicates th a t z i  is one o f the previous points in terpolated . Thus, from 

Exam ples 9.1 and 9.2, we can see th a t  the  condition num ber o f th e  m atrix  of the subsystem  

and the param eter ^  serve to identify close points in the d a ta  set.

We now present a  numerical experim ent w ith several variations to illustrate the concepts 

of close points as we had ju s t described. This experim ent is constructed  from a known 

rational interpolant of type [5,4]. We first generate 10 in terpo lation  points w ith points 

23,24 only 10-9  apart from each other. Table 9.10 clearly shows th e  large for these two 

close points.

j ZJ f j / 9 j i T{t){Zj+1 ) P.E. rPj
0 -0.80000000 -0.8661676 0 9.7e+00 0.0e+00 3.6e-02 1.0e+00 1.0e+00
1 -0.60000000 -0.9011914 1 3 . le+02 0 .0e+00 5 .4e+00 1.0e+00 1.0e+00
2 -0.40000000 -1.0393922 2 5 .8e+02 2.3e-16 1.3e-01 1.0e+00 1.0e+00
3 -0.20000000 -1.3435272 3 2 .4e+08 1.3e-16 3 .8e+00 1.0e+00 3 .le+07
4 -0.19999990 -1.3435274 3 8 . le+03 3.2e-16 3 .8e+00 1.0e+00 3 .le+07
5 0.20000000 -4.0972028 4 3 .8e+03 4.5e-17 4 .4e-01 1.0e+00 1.0e+00
6 0.40000000 40.8827586 5 2.2e+03 8.6e-16 4 . le-01 1.0e+00 1.0e+00
7 0.60000000 3.4850267 6 1 .4e+03 2 .4e-15 1.7e-01 1.0e+00 1.0e+00
8 0.80000000 1.9732991 7 1.0e+03 1.6e-15 4.4e-01 1.0e+00 1.0e+00
9 1.00000000 1.5000000 8 0.0e+00 6.7e-17 1 .0e+00 1.0e+00 1.0e+00

Table 9.10: Experim ent 9.10: C luster of two close points.

We illustrate Theorem 9.2 by using the  same data  as Table 9.10, except for altering 

J a /  9 a to take on the value 0.5 and thereby introducing a  num erical discontinuity (a rapid 

change in function values). Table 9.11, shows th a t Q3 and increased by a factor of 

1014. Note th a t after the in terpolation a t  the  discontinuity, the  accuracy of the rem aining 

interpolation deteriorates dram atically.

j Z1 Sj /d j t T(X){Zj+ l ) P.E. Slj th
0 -0 .8 0 0 0 0 0 0 0 -0 .8 6 6 1 6 7 6 0 9 .7 e + 0 0 0 . 0e+00 7 . l e - 0 2 1 . oe+oo 1 .0 e+ 0 0
1 -0 .6 0 0 0 0 0 0 0 -0 .9 0 1 1 9 1 4 1 3 . le + 0 2 0 .0 e + 0 0 4 . 5 e+ 0 0 i.o e + o o 1 .0 e+ 0 0
2 -0 .4 0 0 0 0 0 0 0 -1 .0 3 9 3 9 2 2 2 5 . 8e+02 2 .3 e - 1 6 1 . l e - 0 1 1 . 0e+00 1 .0 e+ 0 0
3 -0 .2 0 0 0 0 0 0 0 -1 .3 4 3 5 2 7 2 3 2 . 4e+08 7 . 5 e - l l 4 .7 e + 1 4 1 . 0e+00 5 . 9e+00
4 -0 .1 9 9 9 9 9 9 0 0 .5 0 0 0 0 0 0 3 2 . 0e+ 02 4 . 0 e - l l 1 .5 e + 1 5 1 .0 e+ 0 0 5 .9 e + 0 0
5 0 .2 0 0 0 0 0 0 0 -4 .0 9 7 2 0 2 8 4 1 . 2e+02 4 .0 e - 0 9 1 . 5 e - 0 9 1 .0 e+ 0 0 1 .0 e+ 0 0
6 0 .4 0 0 0 0 0 0 0 4 0 .8 8 2 7 5 8 6 5 2 . 9e+02 8 .7 e - 0 9 2 .7 e - 0 1 1 .0 e+ 0 0 1 .0 e+ 0 0
7 0 .6 0 0 0 0 0 0 0 3 .4 8 5 0 2 6 7 6 1 . 2e+03 2 .6 e - 0 8 2 . 0 e+ 0 0 1 .0 e+ 0 0 1 .0 e+ 0 0
8 0 .8 0 0 0 0 0 0 0 1 .9 7 3 2 9 9 1 7 2 . 0e+03 2 . 2 e -0 8 1 .2 e - 0 1 1 .0 e+ 0 0 1 .0 e+ 0 0
9 1.00000000 1 .5 0 0 0 0 0 0 8 0 .0 e + 0 0 3 . 3 e -0 8 1 .0 e + 0 0 1 .0 e+ 0 0 1 .0 e+ 0 0

Table 9.11: E xperim ent 9.11: An illustration of T heorem  9.2.

We now illustrate the  effect o f th e  param eter ipj when the  close points are located in
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different places. Here, in Table 9.12, we use the identical d a ta  as Table 9.10 except we now 

d istribu te  the two close points in points 23, z%. Notice th a t none o f the  indicates any 

abnorm ality. However, tpa increased dram atically.

j Z1 f j l d j t T (t)(2j+1) P.E. K(0
0 -0 .8 0 0 0 0 0 0 0 -0 .8 6 6 1 6 7 6 0 9 .7 e + 0 0 0 .0 e + 0 0 3 . 6 e -0 2 1 .0 e + 0 0 1 .0e+ 00
1 -0 .6 0 0 0 0 0 0 0 -0 .9 0 1 1 9 1 4 1 3 . le + 0 2 0 . 0e+00 5 . 4e+ 00 1 .0 e + 0 0 1 .0e+ 00
2 -0 .4 0 0 0 0 0 0 0 -1 .0 3 9 3 9 2 2 2 5 . 8e+02 2 .3 e -1 6 1 .3 e - 0 1 1 .0 e + 0 0 1 .0e+ 00
3 -0 .2 0 0 0 0 0 0 0 -1 .3 4 3 6 2 7 2 3 1 . le + 0 2 1 .3 e -1 6 5 . 0 e -0 2 1 .0 e + 0 0 1 .0e+ 00
4 0 .2 0 0 0 0 0 0 0 -4 .0 9 7 2 0 2 8 4 5 . 3e+02 4 .5 e - 1 7 6 .0 e - 0 1 1 . 0e+00 1 .0e+ 00
5 0 .4 0 0 0 0 0 0 0 4 0 .8 8 2 7 5 8 6 5 3 . 6e+02 2 .3 e - 1 6 1 .8 e - 0 1 1 .0 e + 0 0 1.0e+ 00
6 0 .6 0 0 0 0 0 0 0 3 .4 8 5 0 2 6 7 6 3 . 0e+02 2 .4 e -1 5 5 .5 e - 0 1 1 .0 e + 0 0 1.0e+ 00
7 0 .8 0 0 0 0 0 0 0 1 .9 7 3 2 9 9 1 7 1 .5 e + 1 0 l - 6 e - l 5 1 . 4e+ 00 1 .0 e + 0 0 4 .3 e+ 0 0
8 -0 .1 9 9 9 9 9 9 0 -1 .3 4 3 5 2 7 4 7 1 . 6e+03 3 .2 e -1 6 9 . l e - 0 1 4 . 8e+07 4 . 3e+00
9 1 .0 0 0 0 0 0 0 0 1 .5 0 0 0 0 0 0 8 0 .0 e + 0 0 6 .7 e -1 7 1 . 0e+00 1 .0 e + 0 0 1 .0e+ 00

Table 9.12: Experim ent 9.12: An illustration of factor i/fj.

Table 9.13 shows th a t w ith discontinuity appearing in separate locations 23 and z8, Al­

gorithm  4.2 recognizes it as close points. In  Table 9.13, 12s shows no abnorm ality . However, 

ip8 has the sam e large value as in Table 9.12.

j ZJ I i l 9 j i T W (Zi+ l ) P.E. f l j 1>i
0 -0 .8 0 0 0 0 0 0 0 -0 .8 6 6 1 6 7 6 0 9 .7 e + 0 0 0 . 0e+00 7 . l e - 0 2 1 . 0e+00 1 .0e+00
1 -0 .6 0 0 0 0 0 0 0 -0 .9 0 1 1 9 1 4 1 3 . le + 0 2 0 .0 e+ 0 0 4 . 5e+00 1 .0 e + 0 0 1 . 0e+00
2 -0 .4 0 0 0 0 0 0 0 -1 .0 3 9 3 9 2 2 2 5 . 8e+02 2 .3 e -1 6 1 . l e - 0 1 1 .0 e + 0 0 1 .0e+ 00
3 -0 .2 0 0 0 0 0 0 0 -1 .3 4 3 5 2 7 2 3 1 . le + 0 2 1 .3 e -1 6 7 .  le + 0 5 1 . 0e+00 1.0e+ 00
4 0 .2 0 0 0 0 0 0 0 -4 .0 9 7 2 0 2 8 4 5 . 3e+02 4 .5 e - 1 7 4 .5 e - 0 1 1 .0 e + 0 0 1.0e+ 00
5 0 .4 0 0 0 0 0 0 0 4 0 .8 8 2 7 5 8 6 5 3 . 6e+02 2 .3 e -1 6 1 .7 e - 0 1 1 .0 e + 0 0 1.0e+ 00
6 0 .6 0 0 0 0 0 0 0 3 .4 8 5 0 2 6 7 6 3 . 0e+02 2 .4 e -1 5 6 .0 e - 0 1 1 .0 e + 0 0 1 .0e+ 00
7 0 .8 0 0 0 0 0 0 0 1 .9 7 3 2 9 9 1 7 1 .5 e + 1 0 1 .6 e -1 5 1 .3 e + 0 1 1 . 0e+00 5 . 5e+00
8 -0 .1 9 9 9 9 9 9 0 0 .5 0 0 0 0 0 0 7 2 . 8e+02 1 . le - 0 7 3 . 8e+00 4 .8 e + 0 7 5 .5 e+ 0 0
9 1 .0 0 0 0 0 0 0 0 1 .5 0 0 0 0 0 0 8 0 . 0e+00 6 .7 e -1 7 1 .0 e + 0 0 1 .0 e + 0 0 1.0e+ 00

Table 9.13: Experim ent 9.13: A numerical discontinuity a t po in ts 23 and 2g.

To sum m arize, we have illustrated in the above experim ents th a t

1 . the param eter captures close points when they appear together,

2 . the param eter ipj captures close points when they appear in separa te  locations, and

3. the param eter Clj (as also shown in §9.3) captures unattainab le  po in ts in the data.
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9.5 C om parison o f W ern er’s A lgorithm

In this section, we compare the  perform ance of Algorithm 4.2 w ith  W erner’s algorithm  [60]. 

We begin by highlighting W erner’s work expressed in our no ta tion .

W erner’s algorithm  gives the linear ra tio n a l interpolant

If / =  0, then  W erner’s algorithm  produces a  rational in terpo lan t th a t is the same as 

A lgorithm  4.2 for the case where each s tep  siz« is one (i.e., £, =  1), except for a  norm alization 

factor. The step  size of W erner’s algorithm  is not limited to  one; it can vary w ith  different

I. However, th e  different selections o f I for changing its s tep  size are for representation 

purposes only. They serve no significant purposes relating to  stability . As discussed in 

C hap ter 4, for efficiency, I is best to  be set a t  0. So, in the following, only the case I =  0 is 

considered.

T he original algorithm of W erner [60] is s im ilar to A lgorithm  4.2 w ithout skipping over 

ill-posed points on the solution path , excep t occasionally it moves in terpolation points 

forward: if the partial solution - • • s ^ ( z )  of the i th s tep  accidentally interpolates

a t a point zg, where n,- +  1 <  0  < N  (i.e., the  partial so lu tion  |s ^ ( z ^ )  • • • ^ ( z ^ ) !  has 

accidentally interpolated the point a t  zg),  th e n  zg is b rought forth  in the i th step and 

£fij+i,ni+i iz ) *s multiplied by th e  factor (z  — zg) to form (z  — zg )tni+i,ni+1 (z )» which is
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(9.23)

where u ^ ( z )  £  Vi and I is specified by th e  user. W ith (9.23), th e  continued-fraction is

^no+l,nj (z ) (9.24)
^ m + 1 ,7 1 2  ( * )

T he relationship between W erner’s rep resen ta tion  and ours is

VU(z)  = 1,

p mi' \ z )  =  £ni + l,n,.H (z),

q m(i\z) = 0.

(9.25)

(9.26)

(9.27)

T he consequences of W erner’s choice of representation  is th a t  a  polynom ial u ^ ( z )  is used 

to in terpolate the residual of s tep  t, com pared  to  u ^ ( z ) / v ^ ( z )  in our case.
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sim ilar to the  6^ ( z )  function we in troduced. Henceforth, th is  algorithm  is referred to as 

W erner’s algorithm  w ithout reordering.

Later, W erner adopted  a reordering scheme suggested by Graves-M orris [30] to his 

original algorithm  [61]. The reordering scheme is not an  a posteriori reordering of the 

in terpo lation  points; ra ther, it is a  reordering o f the  in terpolation points based on Graves- 

M orris’ error analysis of W erner’s A lgorithm . T here is no proof th a t th is particu lar choice 

of reordering is the  best choice ou t o f  all the  possible com binations [30]. Nonetheless, 

experim ental results do show a m arked improvement over the original algorithm  in many 

cases. Henceforth, W erner’s algorithm  w ith  G raves-M orris’ reordering scheme is referred 

to  as W erner’s algorithm  w ith reordering.

We use the  “relative accuracy” E P S  =  10_ l° in W erner’s algorithm  [61] in double 

precision. In  the im plem entation of th e  algorithm , E P S  is used in two instances [61]: 

to  te s t if the  residuals have been accidentally  in terpolated , and  to test if the point is 

u n a tta in ab le  w here a  modification of th e  algebraic definition of unatta inab le  points is used.

For com parison, the  d a ta  from E xperim ent 9.2 is used. T he results are tabulated in 

Table 9.14. W ithou t reordering, the resu lts  resemble those in E xperim ent 9.2 w ith r  =  oo, 

w here there was no skipping over the ill-posed points. T he differences in th e  pseudo-error is 

due to  different norm alizations of (z). In  particu lar, it is due to  a  different representation 

of th e  in terpolation value: W erner uses f j / g j  as opposed to (g j  f j ) .

W erner’s A lgorithm , P .E .

j z5 f j / 9 j W /O  R eordering Reordering
0 0 .9 0 0 2 5 8 5 7 2 .5 8 5 5 4 9 9 8 0 .0 e + 0 0 0 .0 e + 0 0
1 -0 .5 3 7 7 2 2 9 7 0 .4 1 3 5 3 8 5 1 5 .6 e - 1 7 0 .0 e + 0 0
2 0 .2 1 3 6 8 5 1 7 1 .3 6 1 7 9 1 9 3 0 .0 e + 0 0 0 .0 e + 0 0
3 -0 .0 2 8 0 3 5 0 6 1 .0 2 1 5 3 3 7 2 2 .2 e - 1 6 4 .4 e - 1 6
4 0 .7 8 2 5 9 7 9 3 -0 .2 9 4 2 6 3 7 4 6 .5 e - 0 6 0 .0 e + 0 0
5 0 .5 2 4 1 9 3 6 7 0 .6 2 6 3 3 2 9 9 1 .0 e - 0 6 l . l e - 1 6
6 -0 .0 8 7 0 6 4 6 7 -0 .9 8 0 2 7 7 4 0 l . l e - 0 5 2 .2 e - 1 6
7 -0 .9 6 2 9 9 2 7 1 -0 .7 2 2 2 1 8 2 4 3 .0 e - 0 7 3 .3 e - 1 6
8 0 .6 4 2 8 1 4 3 3 -0 .0 6 2 2 4 5 0 7 2 .9 e - 0 6 0 .0 e + 0 0
9 -0 .1 1 0 5 9 3 2 7 - 2 .9 0 2 6 9 8 3 4 1 . 2 e -0 4 0 -0 e + 0 0
10 0 .2 3 0 8 6 4 7 0 0 .7 5 6 3 8 4 0 2 4 .3 e - 0 6 l . l e - 1 6
11 0 .5 8 3 8 7 4 0 7 -1 .9 6 4 1 5 8 0 5 4 . 2 e -0 6 0 . Oe+00
12 0 .8 4 3 6 2 5 9 4 -0 .1 2 7 1 4 6 1 7 2 . l e - 0 6 0 .0 e + 0 0
13 0 .4 7 6 4 1 4 4 9 0 .4 1 8 0 1 3 9 6 4 . 0 e -0 7 0 .0 e + 0 0
14 -0 .6 4 7 4 6 7 7 1 1 3 .7 6 4 8 9 2 9 0 6 . l e - 0 4 1 .8 e - 1 5
15 -0 .1 8 8 5 8 7 5 7 - 1 .7 2 7 4 1 3 8 2 4 . 8 e -0 5 2 .2 e - 1 6

Table 9.14: Experim ent 9.14: Two Ill-posed Points: 0 ( Ci) =  10 9 and  0(^2) =  10~9.
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W ith  reordering, the pseudo-error is reduced significantly. If  th is  reordering was used 

in A lgorithm  4.2, the low pseudo-error is also apparent for bo th  cases: w ith  and without 

skipping over ill-posed points. T h e  results are tabulated  in Table 9.15. Indeed, since both 

with and w ithout skipping over ill-posed points give identical results, one can conclude that 

no ill-posed points were present.

r  =  10 5 T  =  OO

j *3 S i/9 i i T( 0 (2 j+ 1 ) P.E. i l ) P.E.
0 0 .6 4 2 8 1 4 3 3 -0 .0 6 2 2 4 5 0 7 0 2 .8 e + 0 1 0 . 0e+00 0 2 . 8 e + 0 1 0 . 0e+00
1 0 .5 8 3 8 7 4 0 7 -1 .9 6 4 1 5 8 0 5 l 5 .0 e + 0 1 7 .4 e - 1 7 1 5 .0 e+ 0 1 7 .4 e -1 7
2 0 .8 4 3 6 2 5 9 4 -0 .1 2 7 1 4 6 1 7 2 4 .6 e + 0 1 2 .5 e - 1 7 2 4 .6 e + 0 1 2 .5 e - 1 7
3 0 .9 0 0 2 5 8 5 7 2 .5 8 5 5 4 9 9 8 3 1 - 5e+02 8 .0 e - 1 7 3 1 . 5e+02 8 . Oe-17
4 0 .4 7 6 4 1 4 4 9 0 .4 1 8 0 1 3 9 6 4 2 . 5e+00 2 .3 e -1 6 4 2 . 5e+00 2 .3 e - 1 6
5 -0 .6 4 7 4 6 7 7 1 1 3 .7 6 4 8 9 2 9 0 5 2 .4 e + 0 1 1 .3 e -1 7 5 2 .4 e + 0 1 1 .3 e -1 7
6 -0 .5 3 7 7 2 2 9 7 0 .4 1 3 5 3 8 5 1 6 1 .6 e+ 0 1 1 .2 e -1 6 6 1 . 6 e + 0 1 1 .2 e -1 6
7 0 .2 1 3 6 8 5 1 7 1 .3 6 1 7 9 1 9 3 7 4 . le+ 0 2 2 .6 e -1 6 7 4 . le + 0 2 2 .6 e -1 6
8 0 .2 3 0 8 6 4 7 0 0 .7 5 6 3 8 4 0 2 8 7 . 0e+02 1 .9 e -1 6 8 7 . 0e+02 1 . 9 e -1 6
9 0 .7 8 2 5 9 7 9 3 -0 .2 9 4 2 6 3 7 4 9 3 .7 e + 0 2 4 .3 e - 1 7 9 3 .7 e + 0 2 4 .3 e - 1 7
10 0 .5 2 4 1 9 3 6 7 0 .6 2 6 3 3 2 9 9 10 2 .0 e + 0 1 0 . 0e+00 10 2 .0 e + 0 1 0 . 0e+00
11 -0 .0 2 8 0 3 5 0 6 1 .0 2 1 5 3 3 7 2 11 5 .0 e + 0 1 1 .7 e -1 6 11 5 .0 e + 0 1 1 .7 e -1 6
12 -0 .0 8 7 0 6 4 6 7 -0 .9 8 0 2 7 7 4 0 12 5 .6 e + 0 2 4 .5 e - 1 6 12 5 .6 e + 0 2 4 .5 e - 1 6
13 -0 .1 1 0 5 9 3 2 7 -2 .9 0 2 6 9 8 3 4 13 7 .6 e + 0 1 4 .5 e - 1 6 13 7 .6 e + 0 1 4 .5 e - 1 6
14 -0 .1 8 8 5 8 7 5 7 -1 .7 2 7 4 1 3 8 2 14 2 .9 e + 0 1 7 . Oe-17 14 2 .9 e + 0 1 7 . O e-17
15 -0 .9 6 2 9 9 2 7 1 -0 .7 2 2 2 1 8 2 4 15 — 3 .9 e -1 6 15 — 3 .9 e -1 6

Table 9.15: Experim ent 9.15: D ata  from Experim ent 9.14 afte r reordering.

W erner’s reordering algorithm  perform ed much b e tte r than the one w ithout reordering. 

However, the reordering approach is considered to be not an inductive approach by others

[33], as one cannot add more d a ta  and  proceed to higher degrees since the interpolation 

points need to be reordered. As such, if more points are added, one m ust s ta r t over. 

Nonetheless, using the reordering scheme, W erner’s algorithm  produces accuracy similar to 

the case where r  =  105. W hile it helped in the above experim ent, there  is no proof that 

such a  reordering scheme would remove ill-posed points completely.

To illustrate this, consider th e  experim ent given in Table 9.16, where the  reordering 

did not result in smaller pseudo-errors com pared to the  original order. Thus, the reordered 

sequence of d a ta  may not give sm aller residual errors in general.

W ith  reordered sequence, A lgorithm  4.2 skipped over the ill-posed point. (See Ta­

ble 9.17).

W erner’s algorithm has m ajor problem s when dealing with accidentally interpolated 

points and in identifying unatta inab le  points: T he numerical algorithm  uses the same

100

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



W erner’s Alg., P .E . A lgorithm  4.2 ( r  =  105)
j f i / 9 i W / Reordg. w/o i T W ( Z j + l ) P.E.
3 0 .9 9 . 0 0 0 0 0 0 0 0 0 0 e -0 1 l . l e - 1 6 0 . 0e+00 0 3 .5 e + 0 0 5 - 8 e - 1 7
1 - 0 . 2 1 . 0000000000e+ 06 1 .2 e - 1 0 0 . 0e+00 1 4 . 9e+ 00 0 . 0e+00
0 - 0 . 9 3 . 0 0 0 0 0 0 0 0 0 0 e -0 1 0 .  0e+ 0 0 5 .6 e - 1 7 2 l . l e + 0 1 0 -0 e + 0 0
2 0 .5 3 .0 0 0 0 0 0 0 0 1 0 e - 0 1 1 .0 e - 1 0 5 .6 e - 1 7 3 - 2 . l e - 1 6

Table 9.16: E xperim ent 9.16: W erner’s Reordering Scheme.

( r  =  10P) ( r  =  oc)
j z) I i /  9i t T(<}(*i+ i) P .E . i TW (Zj+l) P.E.
0 - 0 . 9 3 . 0 0 0 0 0 0 0 0 0 0 e -0 1 0 1 . 7e+ 0 0 0 .0 e + 0 0 0 1 .7 e + 0 0 0 . 0e+00
2 0 .5 3 . 0 0 0 0 0 0 0 0 1 0 e -0 1 1 8 .2 e -H 0 0 . 0e+00 1 8 .2 e + 1 0 4 .3 e - 1 7
1 - 0 . 2 1 . 0000000000e+ 06 1 9 . le + 1 0 3 . l e - 1 7 2 9 . 5 e+ 1 0 1 . 2 e -0 6
3 0 .9 9 . 0 0 0 0 0 0 0 0 0 0 e -0 1 1 - 5 .8 e - 1 7 3 - 1 .5 e - 0 6

Table 9.17: Experim ent 9.17: W erner’s Reordering Scheme.

concept as the algebraic algorithm  by sim ple relationships w ith “equals to  0” in the alge­

b ra ic  case replaced by “less th a n  E P S ”. T h e  algorithm  breaks down com pletely in the 

bo rdering  cases where points are  around th e  threshold  o f accidentally in terpo la ted  by the 

p artia l solution. For exam ple, th e  d a ta  points { (—0.9,0.3), (—0.3,0-3), (0.5,0.30000000017), 

(0.9,0.30000000017)} has a  solution U ( z ) / V ( z )  =  (0.3 +0.30000000017)/2  th a t  interpolates 

th e  four points w ithin the specified tolerance. B u t W erner’s algorithm  rep o rts  ‘problem  not 

solvable’ even w ith  th e  reordering scheme. I t  should also be noted th a t W erner’s algorithm  

produced a  solution w ithout any w arning in  th e  four experim ents of th e  previous section 

on close points. Thus, W erner’s algorithm  is not reliable.

Furtherm ore, W erner’s num erical algorithm  [61] does not detect u n a tta in a b le  points 

accurately. In his original paper [60], W erner does not offer any suggestions as to  how to 

trea t unatta inab le  points numerically. Instead , he leaves the in terp reta tion  o f the  algebraic 

definition o f unattainab le points to  the  users. In  his im plem entation of th e  algorithm  [61], 

W erner uses the algebraic definition o f an  u n a tta in ab le  point w ith  a  m inor modification 

using E P S .  As described in  §9.3, this s tra teg y  does not work well numerically.

9.6  C om parison  w ith  G au ssian  E lim ination

In th is  section, we com pare A lgorithm  4.2 w ith  th e  well-known Gaussian e lim ination  m ethod. 

A side from the fact th a t G aussian elim ination is an  0 ( N 3) algorithm , we illu s tra te  th a t it 

may not be a  good choice for rational in terpo la tion  for a  large d a ta  set.

As m entioned in C hap ter 1, the  straightforw ard  way to solve the  linear rational in-
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te rpo la tion  problem to  ob ta in  (U ( z ), V ( z ) )  is to directly solve th e  system  o f equations in 

(1.5) by using the G aussian elim ination  m ethod. Since G aussian  elim ination is known to 

be stable, it always gives small residuals (i.e., \U(zj)gj +  V ( z j ) f j \ , j  =  0 , . . . ,  N  is small) for 

the  linear rational in terpolation problem . However, the goal is to ob ta in  a  small residual 

in the rational form (i.e., we want sm all |U(z}) / V ( z j )  +  f j / g j \ , j  =  0 , . . . ,  N) .  Hence, using 

G aussian elim ination to  solve the  linear rational (1.5), th e  representation  o f the rational 

form is inevitably U( z ) / V ( z ) ,  where U{z)  and V(z)  are polynom ials in the  forms of (1.2).

For small N,  say N  <  20, G aussian elim ination does indeed provide (U{ z ), V{z) )  such 

th a t U{ z ) / V{ z )  gives good results for the  rational in terpolation . I t does not give good 

results only w hen the problem  is ill-conditioned or when th e  problem  contains unatta inab le  

points.

For large d a ta  sets, the representation  o f one polynom ial over ano ther does not seem to 

be a good candidate for the rational in terpo lan t. This is because the  condition num ber of 

the  problem  «:(>!) in (5.1) is large. T he  following two experim ents are designed to illustrate 

th a t th e  representation o f rational function plays an im portan t role in ra tional interpolation 

when th e  num ber of inpu t d a ta  N  is large.

T he first experim ent is constructed  using 30 random ly generated points over z 6 [ -1 ,1 ] . 

We ask the  algorithm s to generate a ra tional function o f th e  degree type [15,14]. We see in 

Table 9.18 th a t the P.E. using G aussian elim ination is considerably larger com pared to th a t 

obta ined  using Algorithm 4.2. For th is  experim ent, the  condition  num ber was 6.5 x 108. 

Note th a t the  large unattainab ility  m easures for G aussian elim ination  H\U (zj ) \  + \ V {zj)\)) 

correspond to the  large pseudo-errors (see Rem ark 8.1).

In  contrast, we note th a t the  P.E. using Algorithm 4.2 was smaller. Here, the represen­

ta tio n  of the  rational function is a  continued-fraction. In  th is form, it separates points into 

sections, where each section is in terpo lated  by a  low degree in terpolant. B u t as pointed 

ou t earlier, low degree U (z) / V (z) gives good rationed in terpolation . In th is experim ent the 

condition of th is problem was a t m ost r  =  105 because k ( S ^ ( z j ) )  <  r  for all t =  0, - • -, k , 

j  = rii 4- 1, • - •, n, +  t{, and =  1, i  =  0, • - •, k.

To fu rther support th a t th e  representation  plays an  im po rtan t role in rational interpo­

lation for large N,  in the  next experim ent, we use a larger N  to  am plify this effect. In th is 

experim ent we use N  =  233 so th a t th e  ra tional interpolant is of type [116,116]. These 233 

d a ta  points are the closing indices of th e  Dow Jones In d ustria l Average Index (D JII) taken 

during  th e  233 business days in 1998. W e first map these d a ta  into the  range [—1,1] using 

(9.2) and  each d a ta  point is evenly d is trib u ted  in [—1,1],
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T he results presented in Table 9.19 illustrate  the differences betw een th e  two formulation 

of the problem . W ith G aussian elim ination, the  lowest P.E. was 0 (1 0 “ l0) and the highest 

P.E. was 0 (1 ) , with the  m ajority  (over 80%) being O(10- 2 ). For th is experim ent the 

condition num ber was 3.1 x  1020. In com parison, Algorithm 4.2 w ith r  =  10', the highest 

P.E. was O (10~14) and lowest was O (10-17). T he condition num ber for this problem was 

a t most r  =  107 because, again, K ( S ^ { z j ) )  <  r  for all i =  0, • • -, k, j  = rii +  1, • ■ • ,71* 4- ti, 

and =  1, i = 0, • - -, k. Clearly, th is experim ent showed th a t  A lgorithm  4.2 with 

a continued-fraction representation perform ed better than  G aussian  elim ination m ethod 

w ith the rational interpolant represented in a  quotient of two polynom ials.

Note th a t the unattainability  m easures (\/{ \U (zj)\ 4- \V(zj ) \ ) )  for G aussian elimination 

are  0(1O 1G) for the m ajority of th e  points. Although we cannot generalize this observa­

tion for all problems w ith large N, when we examined the coefficients o f [U(z ) ,V(z ) )  in 

Experim ent 9.19, it was found th a t  the  coefficients of low degrees (0-20) are very small 

(e.g., the  coefficients of the  degrees 0-3  are O(10-16)). On th e  o the r hand, for the coeffi­

cients of higher degrees (21-116), the coefficients are O(10-3 ). Hence, w ith  Zj £ [—1,1], 

(1/(1 U{zj)\  -I- |V (fj)D ) ^  large for m ost Zj.  Since the m ajority o f  the  coefficients are rela­

tively large, we conclude th a t there  m ust be cancellation error w hen com puting U{zj)  and 

V{zj ) .

9.7  S tab ility  P aram eter T olerance r

In this section, we discuss the significance of the size of the s tab ility  param eter r .

We first note that the pseudo-error bound in Lemma 8.2 (and C orollary 8.1) is bounded 

proportional to ( r ^ - ) 2. It is observed th a t the quadratic com ponent in ( r i fij)2 gives a 

gross overestim ate of the error: T he  reason is th a t the final expression in Lem ma 8.2 (and 

Corollary 8.1) is the result of an application of the inequality k ( S ^ ) ( z j )  < ripj  (one in 

Lem m a 8.2 (or Corollary 8.1)). However, the size of k (S ^ ) (z j )  can  be  substantially  smaller 

th an  r  -ipj. O ur numerical results ind icate th a t operational bound (rt/ij) is more appropriate.

This does not mean th a t the  bounds lack m erit. As pointed ou t by W ilkinson [62], a 

priori bounds are not, in general, quantities th a t should be used in practice. The reason 

being, these bounds are much weaker than  w hat they might have been because o f the 

necessity of restricting the  mass o f detail to  a  reasonable level and  because o f the  lim itations 

im posed by expressing the  errors in term s o f norms. Thus, p ractical erro r bounds should 

usually be determined by some form o f a posteriori error analysis, since th is takes full 

advantage of th e  statistical d is tribu tion  o f rounding errors and o f  any special features.
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G. E. Algorithm 4.2

j f i / 9 j P.E. ** t (») / \ 
r  (* /+ .) P.E. Slj

0 0 .8 3 4 1 8 -1 .2 3 7 3 7 4 9 .7 e - 1 3 3 . 6e+05 0 3 .7 e + 0 0 0 . 0e+00 3 . 0e+02
1 -0 .7 5 3 4 4 -0 .9 3 0 2 5 4 1 .2 e - 1 2 1 . 9e+04 1 2 . 0e+02 5 .8 e - 1 7 4 .4 e + 0 1
2 -0 .9 7 3 1 0 0 .8 6 2 6 7 1 3 .5 e - 1 4 1 .0 e+ 0 3 2 1 . 3e+02 7 .7 e - 1 6 3 .7 e - 0 1
3 -0 .2 6 0 6 1 -0 .2 7 6 5 6 9 l . l e - 1 2 8 . 3e+04 3 2 . 5e+02 8 .7 e - 1 7 2 .5 e - 0 1
4 0 .3 9 7 2 8 0 .7 3 0 8 4 4 7 .2 e - 1 0 2 . 3e+08 4 1 . 8e+ 04 1 .2 e - 1 5 1 . 3e+00
5 0 .7 7 8 6 9 1 .1 2 1 5 6 7

CO10)00 1 .7 e+ 05 5 1 . 2e+03 1 .7 e - 1 3 7 .3 e - 0 2
6 0 .1 8 7 5 4 -0 .2 8 4 0 1 6 1 .3 e - 1 0 8 . 2e+06 6 1 . le + 0 3 3 .5 e - 1 6 4 .2 e + 0 0
7 -0 .6 8 6 6 1 -0 .7 7 6 0 4 2 1 .0 e - 1 2 3 . 4e+04 7 4 .4 e + 0 2 5 .6 e - 1 6 7 . 5 e + 0 1
8 -0 .3 6 6 6 2 0 .6 5 2 7 9 0 2 .5 e - 1 2 6 . le+ 05 8 6 . 8e+02 1 .0 e - 1 5 3 .7 e - 0 1
9 -0 .5 3 3 2 0 0 .5 0 2 3 0 9 1 . 3 e - l l 6 . 8e+05 9 8 . 0e+03 2 .0 e - 1 5 2 . 9e+00
10 -0 .9 8 3 1 5 0 .6 4 5 2 6 5 3 . l e - 1 4 6 . 3e+02 10 9 . 0e+02 2 .7 e - 1 6 1 .7e+ 01
11 -0 .2 0 6 1 9 -0 .4 0 3 7 1 1 2 .9 e - 1 2 7 . 0e+04 11 3 . 5e+03 2 .8 e - 1 6 1 .5 e+ 0 1
12 0 .2 9 9 7 3 0 .3 4 6 7 6 0 7 .5 e - 1 0 1 . 3e+09 12 1 . 7e+03 1 .0 e - 1 4 1 .4 e+ 0 2
13 -0 .8 2 9 9 9 0 .4 7 6 6 6 5 1 .9 e - 1 3 8 . 0e+03 13 6 . 3e+03 1 .9 e - 1 4 4 .0 e - 0 1
14 0 .5 3 7 6 1 4 .1 0 2 5 4 5 1 .5 e - 1 0 1 . le+ 0 7 14 8 .6 e + 0 3 1 . 2 e - 14 1 .2 e+ 0 1
15 0 .9 3 9 4 0 8 .1 1 0 6 1 7 1 .6 e - 1 2 1 . 5e+05 15 1 . 6e+04 1 .0 e - 1 4 6 .8 e + 0 1
16 0 .4 2 9 5 9 -3 .4 0 6 0 0 6 6 . 8 e -0 9 4 . 6e+08 16 6 . le + 0 3 7 .0 e - 1 5 2 .9 e + 0 1
17 0 .5 6 3 9 2 1 .6 9 7 7 0 4 1 .2 e - 1 0 7 . 2e+06 17 4 . le + 0 3 6 .6 e - 1 5 1 . 3e+00
18 -0 .5 2 4 8 7 1 .6 1 0 9 1 8 2 . l e - 1 1 1 . 4e+06 18 1 . 4e+03 8 .2 e - 1 5 2 .6 e + 0 1
19 -0 .6 0 8 5 3 1 .3 2 1 4 9 7 1 .3 e - 1 2 1 . 6e+05 19 9 . 0e+02 1 .2 e - 1 4 2 .3 e + 0 0
20 -0 .4 7 3 5 7 -0 .2 3 1 1 7 8 1 . l e - 1 1 2 . 6e+05 20 1 .7 e + 0 4 1 .4 e - 1 5 1 . le+ 0 0
21 0 .4 2 7 5 7 -1 0 .4 7 2 6 1 0 1 . l e - 0 8 5 .7 e + 0 8 21 7 . 4e+03 2 .8 e - 1 5 1 .0 e+ 0 1
22 0 .9 5 5 1 9 -0 .1 2 1 9 3 8 7 .7 e - 1 3 3 . 8e+04 22 2 .6 e + 0 3 1 .2 e - 1 4 1 .6 e -0 1
23 0 .2 7 4 2 4 -1 2 .8 0 2 5 1 2 4 .3 e - 0 9 1 . 5e+08 23 6 . 3e+02 1 .4 e - 1 4 6 .7 e + 0 0
24 0 .0 9 1 8 4 1 .8 3 9 4 7 0 2 . 5 e - l l 1 . 5e+06 24 8 . 3e+03 1 . l e - 1 4 1 .6 e -0 1
25 0 .6 9611 1 .3 5 5 7 7 7 5 .O e -1 2 4 . 3e+05 25 6 . 2e+03 2 .3 e - 1 4 7 .3 e + 0 1
26 0 .6 0 4 1 9 0 .0 1 1 1 0 2 6 . 0 e - l l 1 . 4e+07 26 6 . 3e+03 1 .8 e - 1 4 9 .8 e - 0 2
27 0 .3 3 6 6 1 1 .5 8 3 5 9 8 2 . l e - 0 8 2 . 4e+09 27 3 .7 e + 0 4 8 .8 e - 1 6 1 .4e+02
28 0 .3 4 1 9 6 -2 .1 4 4 5 7 4 2 .5 e - 0 7 7 . 9e+09 28 1 . 4e+ 04 3 .4 e - 1 6 4 .5 e - 0 1
29 0 .6 4 1 2 8 3 .7 0 5 7 2 7 2 . 7 e - l l 2 . 6e+06 29 — 2 .2 e - 1 4 1 .0 e+ 0 0

Table 9.18: Experim ent 9.18: G .E . vs. Algorithm 4.2 (** =  |t/(g-)|+|v(*-)|) ‘
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1 G. E. Algorithm 4.2

3 Z3 f i / 9 i P.E. ** t (*) / \ P.E. n 7
0 -0.99141 0.78984 1.7e-lG 5 .8e+07 0 2 .3e+02 6.2e-17 1. le+02
1 -0.98283 0.89142 3 .2e-09 3 . le+08 1 2.7e+04 8.2e-16 1.3e+01
2 -0.97424 0.94192 6.0e-08 3 .7e+09 2 1.5e+04 4.0e-16 1. 8e+02
3 -0.96566 0.83923 1.7e-07 1.8e+10 3 8 .2e+04 2.2e-15 8 .0e+00
4 -0.95708 0.82968 5.6e-07 4.0e+10 4 2 .3e+04 6 -7e-16 4.4e+00
5 -0.94849 0.81229 3 .9e-06 3.6e+ll 5 2 .8e+04 1.8e-16 3 .8e+02

100 -0.13304 0.09820 6.8e-01 9.8e+16 100 1.6e+04 1.0e-15 1.2e+02
101 -0.12446 0.03339 1.5e+00 1.2e+17 101 9 .0e+03 2.5e-15 9.6e+01
102 -0.11588 0.35971 1.7e+02 1.5e+17 102 5.7e+03 2.5e-15 8 .4e+00
103 -0.10729 0.46493 1 .2e+00 8.3e+16 103 6 .6e+03 2.5e-15 1 .le-01
104 -0.09871 0.49944 6.2e-01 5.5e+16 104 4 .2e+04 1.2e-15 2.5e-01
105 -0.09012 0.52104 4.4e-01 4 . le+16 105 1.4e+06 7.3e-17 9 .8e+01
106 -0.08154 0.53788 3.7e-01 3.3e+16 106 4 .9e+06 2.3e-15 3 .8e+00
107 -0.07296 0.52385 3.6e-01 2.8e+16 107 1 .le+06 3.0e-15 3 .4e+00
108 -0.06437 0.73260 2.0e-01 2.6e+16 108 3 .9e+05 2.6e-15 4 .4e+01
109 -0.05579 0.73260 2 . le-01 2.5e+16 109 1 .8e+05 3.8e-15 7.3e-01
110 -0.04721 0.79939 1.9e-01 2.5e+16 110 9 .6e+04 4.3e-16 1.2e+04
111 -0.03862 0.91442 1.4e-01 2.6e+16 111 5.7e+04 2.4e-15 4.9e+01
112 -0.03004 0.96044 1.6e-01 3.0e+16 112 3 .6e+04 4.5e-16 2.7e+00
113 -0.02145 0.94978 2.3e-01 3.8e+16 113 2 .4e+04 1.0e-14 3 .4e+01
114 -0.01287 0.84764 4.7e-01 5.4e+16 114 2 .3e+04 3.9e-15 1.6e+01
115 -0.00429 0.85971 1 .5e+00 l.le+17 115 1 .2e+04 8.4e-16 1.8e+01
116 0.00429 0.69697 8.4e-01 1.9e+17 116 1 .7e+04 5.2e-16 8.4e+00
117 0.01287 0.70735 2.3e-01 9.3e+16 117 7 .0e+03 1.2e-15 4.6e+00
118 0.02145 0.68996 8 .9e-02 5.0e+16 118 2 . le+04 5.9e-16 8 .6e+00
119 0.03004 0.78280 9.0e-02 3.5e+16 119 4 .0e+04 6.9e-16 1.8e+01
120 0.03862 0.68479 2.0e-02 2.9e+16 120 1.4e+04 1.8e-15 6.2e-03

228 0.96566 -0.71280 4.0e-07 3 . le+10 228 7 .3e+04 4.3e-15 7 .0e+00
229 0.97424 -0.60415 3 .8e-08 5 .4e+09 229 2 . le+04 9.2e-15 2.0e+00
230 0.98283 -0.59979 2.6e-08 1 .9e+09 230 9 .6e+03 9.9e-15 1.7e+02
231 0.99141 -0.52056 5 .0e-09 3 .4e+08 231 1.5e+05 3.0e-15 7 .le+00
232 1.00000 -0.53582 1.0e-10 2 .0e+07 232 — 8.5e-15 1.0e+00

Table 9.19: Experim ent 9.19: G .E. vs. Algorithm 4.2 (** =  |t/(g )|+|v(s )|)-
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Notice th a t if r  is set to  b e  to o  sm all, th en  r ^ z ^ + i )  <  r  is never achieved, which can 

lead to an 0 (jV 4) algorithm . O n  th e  o th e r hand, if r  is set to  be  too  large, the  degree of 

accuracy of the  in terpolation  is com prom ised. Thus, a balance betw een the too extrem es 

is required.

T he optim al size for r  varies from  experim ents to experim ents. T he following are some 

guidelines for choosing a  su itab le  size for r .  In  a  double precision setting, first use a 

m oderately sm all r  (e.g. r  =  105) for several runs of the  particu la r type of problem  of 

interest. If the  resulting o u tp u t contains large step  sizes, increase r  gradually and repeat 

until the step sizes are sm all or th e  m axim um  allowable size o f r  is reached.

9.8 Sum m ary

T he above experim ents show th a t  A lgorithm  4.2 handles ill-posed points w ithout any diffi­

culties. And, for stab le problem s, A lgorithm  4.2 gives sm all pseudo-errors for the  Cauchy 

problem. However for ill-conditioned problem s, it gives relatively large pseudo-errors. B ut 

for these cases, A lgorithm  4.2 indicates the  points th a t cause instab ility  by using the pa­

ram eters and ipj for close (a n d /o r  duplicate) points. Also, the  param eter fly  alerts the 

user for da ta  containing u n a tta in ab le  points.
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Chapter 10

Summary and Conclusions

In this thesis, we have developed and analyzed an algorithm — A lgorithm  4.2— for numer­

ically com puting rational in terpolants for the Cauchy in terpolation  problem . For interpo­

lating {(zj,  f j ,  gj)},  for j  =  0 , . . . ,  AT, Algorithm 4.2 gives two polynom ials

O ur goal is to solve not th e  linear problem  but ra ther the ra tional (nonlinear) problem. 

In  rational form, we express U ( z ) / V ( z )  as a continued-fraction. This continued-fractiou

There are advantages in expressing U{z ) / V( z )  as a  continued-fraction. Fewer opera­

tions are required for evaluation. More im portantly, when the solution is expressed as a 

continued-fraction, the nonlinear problem  has certain desirable stab ility  properties.

To evaluate the  accuracy of in terpolation by a  continued-fraction, we introduced a 

nonlinear point-wise measure. This measure places greatest em phasis on function values 

o f size 0 (1); it accom m odates large and small values by assigning dim inishing weights to 

them . For small values, it m easures the absolute error of U ( z j ) / V ( z j )  — f j / g j  and for large 

values it measure its inverse (i.e., V ( z j ) / U ( z j )  — gjJ f j ) .

In term s of this point-wise measure, we showed th a t the  continued-fraction representa­

tion gives a small error (we call this the pseudo-error) in all cases, except when the problem 

is ill-conditioned. By definition, we say th a t a problem is well-conditioned if the condition 

num ber defined in (5.61) is not too large. W ith this definition, th e  error bounds are used 

to show tha t A lgorithm  4.2 is weakly stab le for solving the nonlinear problem . T hat is, 

Algorithm  4.2 gives a  good solution whenever the problem  is well-conditioned.

In the stability  proofs, we showed th a t a t z j  the  pseudo-error is bounded by 

0({r ip j )2f i / ( \ u ^ ( z j ) \  -I- |w^H2j)I))- Experimentally, however, we illustrated  in Chapter 9 

th a t the  pseudo-error is bounded instead by 0 { (T ip j) f i/( \u ^  (zj)\  +  (zy)|)). Problems

(10.1)

form is obtained directly from (10.1); we do not need to  expand ( U{z) V( z )  )*.
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which contain nearly duplicate poin ts are  identified a posteriori by large value of ipj a t such 

points'*. Problems which contain nearly unatta inab le  points are identified by large values 

o f  f t j  a t such points, where f t j  includes the  te rm  (|uW (zj)| +  (Z j) |)  in its expression.

T h a t is, small values o f (|u(^(zy)| 4- (ary)|), o r correspondingly large values of f t j ,  imply 

th a t Zj is nearly unattainable . So, if the  problem  does not contain unattainable points, 

fo r  all well-conditioned problem s w here there are no nearly duplicate points and all the 

sub-problem s are well-conditioned, the  pseudo-error is bounded by 0 (rp)  in practice.

We compared Algorithm  4.2 experim entally  w ith two well known algorithm s, namely, 

W erner’s algorithm  and  the G aussian  elim ination m ethod.

We showed th a t W erner’s algorithm  w ithout reordering of interpolation points does 

not interpolate accurately in the  presence o f ill-posed points. W ith  a  certain reordering of 

data , the accuracy of in terpolation improves substan tially  even in the  presence o f ill-posed 

points in the data (Experim ent 9.14). Nevertheless, W erner’s algorithm  (with reordering) 

in com parison with Algorithm  4.2 has a num ber o f disadvantages, namely:

•  The requirem ent of reordering o f in terpolation  points is a  draw back because th e  algo­
rithm  then becomes non-inductive [33] in the  sense th a t one cannot add further d a ta  
and proceed to higher degrees. I t  is not a  restriction, of course, if all the d a ta  is given 
a priori.

•  Even with reordering and th e  resu lting  im provem ent o f accuracy, W erner’s algorithm  
in all our experim ents always gave larger pseudo errors th an  did Algorithm 4.2 (e.g., 
Experim ent 9.16).

•  A proof of the stability  of W erner’s algorithm  is not yet available. In  this direction, it 
has been shown th a t by reordering of the interpolation points [64, 29], algebraically 
one can remove all singular blocks (except possibly the last one) on a solution path . 
A numerical equivalent has not yet been found.

•  As dem onstrated in §9.5, W erner’s algorithm  is not reliable because it does not always 
alert the user when a  problem  is ill-conditioned, nor does it always give a  solution 
when one is available w ith in  th e  specified tolerance.

Algorithm 4.2 m atches the accuracy of G aussian elim ination for interpolation problems 

where AT is small. We showed in §9.6 for in terpolation  problem s where N  is large, A lgorithm  

4.2 interpolates more accurately th a n  G aussian elim ination. Since it is well known th a t 

Gaussian elim ination gives sm all linear residual errors, the  lower interpolation accuracy is 

due to the representation of th e  ra tional function, i.e., a  large condition number o f the 

problem, in this case where one polynom ial over ano ther was used. On the o ther hand,

'F o r cases where the nearly duplicate points appear in a  sequence, k(>) is used instead as illustrated  in
§9-4.
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using the formulation of (5.6), th e  condition num ber of the problem  rem ains small even for 

in terpolation problems w ith large N .

We now address o ther general open questions in rational in terpolation .

T he definition o f an u n a tta in ab le  point in a  numerical se tting  still needs fu rther thought. 

As given in Definition 2.1, an  unatta in ab le  point is described w ith  respect to  its exact inter­

polant of a  certciin type. Numerically, lacking the exact solution, we defined unattainability  

w ith respect to the  com puted solution. A lthough th is may b e  a  na tu ra l extension from 

the original definition, questions abou t the  relationship betw een algebraic and  numerical 

unatta iuab ility  need to b e  addressed.

In  this thesis, we focussed on Cauchy interpolation, w here th e  in terpolation points are 

d istinct. More general form ulations are discussed in the  lite ra tu re . In terpolation points 

a t which the  function values as well as one or more derivatives are specified are called 

the  confluent points. Problem s th a t require finding a  rational function which interpolates 

d a ta  containing confluent po in ts  are called the rational H erm ite in terpo lation  problems 

[8, 21, 23, 32]. O ther nam es such  as th e  oscillatory rational problem  [20, 50], the  multipoint- 

Pade problem  [5] or the  N ew ton-Pade interpolation problem  [9, 36] are also used. There 

are a  num ber of algebraic algorithm s [9, 16, 33, 55] which com pute ra tional interpolants 

allowing confluent points in th e  d a ta . However, the  perform ance of these algorithm s in a 

num erical setting has not yet been studied. Indeed, w ithout app rop ria te  modifications, it 

is clear th a t these algorithm s are  not numerically stable. As such, one o f th e  challenges is 

to develop a numerically s tab le  algorithm  for the rational H erm ite in terpolation  problem.

A nother related problem  is the  Pade interpolation (approxim ation) problem  where all 

the interpolation points are th e  same, w ith  a  function value an d  derivatives specified a t 

th a t point. Note th a t th is in terpo lation  is a special case o f th e  H erm ite interpolation 

and it is different from the  C auchy problem . Numerically fa s t  stable algorithm s [18, 17, 

7, 58, 35] have been developed for th e  Pade interpolation problem . I t  tu rn s  out tha t by 

first in terpolating the  d a ta  by a  polynom ial of sufficient degree, the problem  of rational 

in terpolation becomes one o f P ade  approxim ation (see [32, 12], for exam ple).

So, as long as there are fast algorithm s for stable polynom ial in terpolation, it appears 

th a t they can be used together w ith  fast Pade algorithm s to  develop fast stable algorithm s 

for rational interpolation. U nfortunately, polynomial in terpolation  breaks down when there 

are poles or large function values in th e  da ta . Nevertheless, th e re  may be situations where 

this approach may be  fru itfu l (e.g., w hen th e  interpolation d a ta  is already represented as a 

polynom ial). We leave th is as a  topic for future research.
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T here are other fa s t algorithm s designed for (linear) discrete least squares rational ap ­

proxim ation [14, 55, 56, 57]. It is an  interesting topic to  study th e  behavior of unattainab ility  

when the  interpolation problem  is solved as a  least squares problem  (i.e., L + M  «  N ). As 

a special case, when the  degree o f the  rational form is sufficiently high (i.e., L  4- M  =  N ).  

one can use these algorithm s to  solve the  linear rational in terpolation problem. F urther 

studies are  required to  assess the  perform ance of these algorithm s in the nonlinear case.

T here are also superfast algorithm s [2, 32] requiring 0 { N  log2 N )  operations for com­

puting  rational interpolants for th e  Cauchy problem . However, numerically stable superfast 

algorithm s have not been studied . Thus, the development o f a  s tab le  superfast algorithm  

for the rational in terpolation is ano ther challenging research problem .
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