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Abstract

Although underlay networks mitigate the dual problems of spectrum congestion and

spectrum under-utilization, the bi-directional (primary-to-secondary and secondary-

to-primary) interference issues must be addressed to improve their reliability, cov-

erage and capacity. To address these problems, this thesis investigates beamform-

ing and two-way relaying. Specifically, the two underlay configurations consid-

ered are (a) multi-antenna terminals and one single-antenna two-way relay and (b)

single-antenna terminals and multiple single-antenna two-way relays. First, for

Configuration (a), assuming the availability of perfect channel state information,

the performance of sub-optimal beamforming algorithms is characterized. Specif-

ically, the exact and asymptotic outage probabilities in high transmit power and

interference temperature limit region are derived considering both path loss effect

and small-scale fading. Second, also for Configuration (a), efficient transmitter and

receiver beamforming strategies are developed, e.g., transmit powers, transmitter-

side beamforming and receiver-side beamforming vectors at the two multi-antenna

terminals. Third, for Configuration (b), assuming the availability of second-order

channel statistics, the joint relaying and transmitter designs are developed.

Overall, these research findings show the capability of beamforming and relay-

ing in addressing the bi-directional interferences problems in underlay networks

and thus improving their reliability.
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Chapter 1

Introduction

This thesis explores beamforming and two-way relaying to mitigate the dual prob-

lems of spectrum congestion and spectrum under-utilization. These problems can

be alleviated by the use of underlay cognitive radio networks. However, their relia-

bility, capacity, and coverage depend on bi-directional (primary-to-secondary (P2S)

and secondary-to-primary (S2P)) interference constraints. Therefore, this thesis

uses beamforming and two-way relaying to improve these important performance

measures.

This chapter starts with the current state of wireless communications, then intro-

duces cognitive radio, beamforming and relaying. Next, the motivation, objectives

and significance of this thesis are discussed. Finally, the contributions and outline

of this thesis are discussed.

1.1 Wireless Communications

With the rapid growth of wireless devices, such as smart phones and tablets, wire-

less has recently been the fastest growing segment of telecommunications. For

instance, the global mobile wireless data traffic has increased from 250PetaBytes

to over 2250PetaBytes per quarter from 2010 to 2014 (Fig. 1.1a). And the increase

from the first quarter of 2013 to 2014 is 65%. Such dramatic increases are expected

to continue in the next four years (Fig. 1.1b) [4], e.g. as much as 15.9ExaBytes per

month in 2018, which is over 10-fold of that in 2013 (1.5ExaBytes per month).

This dramatic growth of mobile wireless traffic leads to two critical questions:

1



(a) Global Mobile Data Traffic [3]

(b) Global Mobile Traffic Forecast [4]

Figure 1.1: Global Mobile Data Traffic

2



1. What are the possibilities to release more spectrum for wireless communica-

tions?

2. Is the pre-allocated spectrum currently being used as efficiently as possible?

On the first question, releasing more spectrum appears impossible with current

radio spectrum allocation policies. For example, in UK, radio bands allocated for

2G, 3G and 4G services are fixed (Fig. 1.2). Such fixed spectrum allocations make

it difficult to release additional radio spectrum to meet the dramatic growth, pre-

dicted to be over 10-fold in the mobile data traffic. Therefore, higher frequencies

such as 30GHz-300GHz (millimetre wave) are being considered for next genera-

tion wireless systems. But their feasibility for large scale mobile wireless networks

is contingent upon many technical challenges [5].

Figure 1.2: Spectrum Allocation in the UK [1]

On the second question, it has been reported that many of the currently allocated

spectrum chunks are under-utilized. This may be partly due to the current exclusive-

use-only spectrum access policies [6]. The sparse utilization of the licensed spec-

trum has been shown in the Federal Communications Commission (FCC) experi-

ments [7], e.g., less than 25% licensed spectrum is in heavy use (Fig. 1.3).

Therefore, congestion and under-utilization of spectrum are the critical chal-

lenges. As a remedy, cognitive radio provides intelligent spectrum access policies

to allow the unlicensed users to coexist with licensed users. A brief discussion of

cognitive radio is provided next.

1.1.1 Cognitive Radio

Cognitive radio includes a hierarchical access model [8]. In such a model, the

primary nodes, e.g. the existing network infrastructure, have the highest priority

3



Figure 1.3: Spectrum Utilization [2]

any-time access to the spectrum, which is compatible with the current licensing-

based spectrum access policy [6]. However, to reduce spectrum congestion and

to mitigate spectrum under-utilization, secondary nodes, who have no spectrum

allocated to them for their exclusively use, are allowed to access the spectrum as

long as the interference power levels received at primary nodes are under some

threshold, known as interference temperature limit [8]. This limit is the maximum

interference power that a primary receiver can accept.

Fig. 1.4 shows an example of a cognitive radio network architecture, where

both secondary and primary networks share the licensed radio spectrum. In the

secondary network, the secondary base station (SBS) communicates with the sec-

ondary user (SU), while in the primary network, the primary base station (PBS)

communicates with the primary user (PU). In this network, both primary and sec-

ondary signals may overlap in time/frequency slots (Fig. 1.5). Thus, the coexistence

of both primary and secondary networks gives rise to the bi-directional interferences

issues, e.g., the P2S interference (IP2S) and S2P interference (IS2P), where the later

one (IS2P) must be properly controlled under the interference temperature limit to

protect the primary communication. Depending on the interference tolerance of the

primary nodes, secondary networks can use one of the three modes: (1) interweave,

4



PBS

SBS

PU

SU

IS2P

IP2S

Figure 1.4: Co-existence of Primary and Secondary Networks

(2) overlay, and (3) underlay (see Section 2.1.6), to access the licensed spectrum.

The underlay mode is the main focus of this thesis. However, the beamforming

algorithms developed in this research may also be adapted for the interweave and

overlay modes.

Standardization and Applications of Cognitive Radio

The concept of cognitive radio is officially defined in the IEEE 1900.1 Standard [9].

Its first implementation is in the IEEE 802.22 Standard [10], where the Physical

and Medium Access Control layers are developed for cognitive radio based Wire-

less Regional Area Networks (WRANs) to operate in the television (TV) broadcast

bands without causing interference to TV receivers [11,12]. The reuse of TV bands

for cognitive radio is also enabled in the ECMA 392 [13] standard, which is the first

international standard enabling portable devices to operate in TV band [14].

Other applications of cognitive radio include smart grid networks, public safety

networks and cellular networks. In smart grid networks, IEEE 802.15.4g [14] and

IEEE 802.11af [15] cognitive radio standards address the distance limitation in the

conventional power line communications. In public safety networks, the National

5



Broadband Plan considers cognitive radio to increase the reliability and data rate

[16]. This plan also suggested that TV bands may become available to cellular

operators.

Interference Issues with Underlay Mode

The cognitive radio mode investigated in this thesis is the underlay mode, where

secondary nodes may transmit simultaneously with primary nodes as long as the

interference on the primary nodes is under the interference temperature limit. This

limit is the maximum amount of interference that a primary receiver can tolerate [8].

Frequency

Time

PBS

SBS

Figure 1.5: Transmissions of Primary and Underlay Secondary Base Stations

An example of the underlay mode is shown in Fig. 1.5, where the transmissions

of a PBS and an underlay SBS overlap in both time and frequency domain (dark

area). This overlap gives rise to the mutual interferences between primary and sec-

ondary networks. Moreover, because the S2P interference must be kept below the

interference temperature limit, the secondary transmit power is constrained. This

constraint may limit the coverage area of the secondary network. On the other hand,

the P2S interference will decrease the received single-to-interference-and-noise ra-

tio (SINR), which is critical for the secondary receiver to recover the secondary

transmitter’s signal. Both the constrained secondary transmit power and decreased
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received SINR will result in secondary capacity loss (see Section 2.1.6 for discus-

sion) and reduced secondary communication range, and thus must be addressed.

1.1.2 Beamforming

Beamforming [17], also known as spatial filtering, is a potential solution to man-

age the interference problems. It exploits space diversity to constructively combine

desired signals while reducing interference and noise. Therefore, the achievable

received SINR and thus the data rate can be improved in a fading and interference

wireless environment. Due to these benefits, beamforming has been developed for

the wireless local area network (WLAN) (IEEE 802.11ad [18]) standards, the LTE

cellular communication standards [19], the multiple-input multiple-output (MIMO)

based 4G networks [20, 21], and also being investigated for the 5G wireless net-

works [22].

1.1.3 Relays

Although beamforming mitigates interferences, it dose not necessarily improve the

coverage area of the secondary networks, which is limited because of the constraint

on the transmit power of secondary nodes in order to comply with the interference

temperature limit. However, the coverage may be enlarged by introducing relay

nodes, which use the broadcast nature of the wireless channels to exploit space and

user cooperative diversities [23–25] and hence improve the reliability and coverage

of the traditional point-to-point communications. Therefore, they have also been

included in the WLAN (IEEE 802.11ad [18]) standards, the LTE cellular commu-

nication standards [19, 26], the MIMO based 4G networks [20, 21], and also being

investigated for the 5G wireless networks [22].

1.2 Motivation, Objectives and Significance

Motivation: As mentioned before, the extraordinary wireless data traffic growth

(Fig. 1.1) and the spectrum under-utilization (Fig. 1.3) require intelligent spectrum

access policies. Both problems are mitigated by the use of the underlay mode to
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share the spectrum. Thus, wide scale deployment of underlay secondary networks

has the potential to reduce spectrum congestion and under-utilization. However,

there are many open research problems that arise mainly due to the co-existence of

primary and secondary networks. In particular, due to their simultaneous transmis-

sions, both bi-directional (P2S and S2P) interference signals will limit the coverage

range and reliability of underlay secondary networks. Therefore, successfully ad-

dressing these interference issues will increase the secondary coverage and improve

the reliability. Then, the use of secondary networks can be increased to serve the

expected wireless growth in the coming decades.

Objectives: To address the interference issues and thus to enhance the coverage,

reliability and capacity, this thesis integrates two-way relaying and beamforming

with an underlay network. The main objectives of this thesis include:

1. To characterize the performance of low-complexity sub-optimal beamforming

algorithms. In particular, the outage performance of zero-forcing beamform-

ing and maximal-ratio transmission/reception (ZFB-MRT/MRC) at multi-

antenna underlay terminals is analysed. Although both outage probability and

symbol error probability are common performance measures, outage proba-

bility is selected here because it characterizes the probability of the data loss

and deep fading in wireless links [27], and is independent of signal mod-

ulation techniques (see Section 2.1.2). On the other hand, zero-forcing is

necessarily sub-optimal because the interference temperature limit is not ex-

ploited. That is, the zero-forcing beamforming coefficients are computed to

make the secondary-terminal-to-primary interference (IS2P ) identical to zero.

However, in fact, the primary receiver can tolerate IS2P ≤ Ith, where Ith is the

interference temperature limit. But, outage analysis of zero-forcing demon-

strates the effectiveness of this type of beamforming in addressing the bi-

directional interferences and thus improving the reliability of underlay two-

way relay networks.

2. To develop optimal transmitter/receiver beamforming algorithms for multiple

antenna underlay terminals. As mentioned before, the ZFB-MRT/MRC algo-
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rithm is sub-optimal and thus its capability in improving the reliability is

limited because it does not utilize the fact that the primary nodes have some

interference tolerance (interference temperature limit). Exploiting this fact

provides us with more degrees of freedom in deriving the beamforming vec-

tors. Therefore, optimal transmitter/receiver beamforming algorithms are re-

quired to exploit the interference temperature limit and thus to improve the

reliability of underlay two-way relay networks.

3. To develop optimal distributed beamforming algorithms for cooperative single

antenna underlay relays. Although optimal transmitter/receiver beamforming

will be investigated for multi-antenna terminals, equipping multiple anten-

nas in wireless devices are sometimes difficult due to the size and the cost

constraints [28, 29]. Alternatively, multiple spatially-separated cooperative

single-antenna relays can act as a distributed beamformer. Therefore, optimal

distributed beamforming algorithms are required in such a context to mitigate

the bi-directional interferences and to improve the reliability and capacity.

Significance: Although several cognitive wireless standards, such as IEEE 802.22,

ECMA 392, IEEE 802.15.4g and IEEE 802.11af, have been developed, they all

reuse the vacant TV bands via the interweave mode [12]. Alternatively, the use

of the underlay mode has been suggested [30] because it can reuse not only va-

cant radio bands, but also some occupied radio bands. Thus, it has more poten-

tial in relieving the spectrum congestion and spectrum under-utilization. Currently,

it achieves short-range high data rate with extremely low transmit power in ultra

wideband systems [6, 31]. But those systems are not suitable for communications

over large areas such as a cellular network. Therefore, integrating beamforming

and relaying with underlay cognitive networks is currently receiving significant re-

search interest [32–70]. Thus, the proposed transmitter/receiver and relay design in

this thesis could significantly contribute to the realization of underlay networks to

relieve spectrum congestion and under-utilization.
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1.3 Thesis Outline and Contributions

Outline: Chapter 2 introduces the related basic concepts, techniques, and related

previous researches. Chapters 3 to 5 present the three major contributions of this

thesis. Chapter 6 provides conclusions and future research directions.

Contributions: This thesis investigates beamforming and relaying in underlay net-

works to address the bi-directional (S2P and P2S) interference issues and thus to

improve the system performance, focusing on two amplify-and-forward (AF) relay

configurations: (1) multi-antenna terminals and one single-antenna two-way relay;

and (2) single-antenna terminals and K ≥ 1 single-antenna two-way relays. Spe-

cific contributions are listed as follows.

• The outage probabilities of sub-optimal beamforming algorithms are derived

[71] (Chapter 3). Specifically, mathematically tractable end-to-end (E2E)

SINRs are formulated based on a fixed-gain relay, and thereby the closed-

form exact and asymptotic high transmit power and interference temperature

limit region E2E outage probabilities are derived considering both path loss

and small-scale fading effects, when ZFB-MRT/MRC are employed at the

two terminals. It has been found that only the location of the relay signifi-

cantly impacts the outage. And as the secondary transmit power Ps → ∞,

a diversity of order zero or (min(M1,M2) − 1), where Mj (j = 1, 2) is the

number of antennas at the two secondary terminals, respectively, is achieved

if the interference temperature limit Ith is finite or if the ratio Ith
Ps

is a constant.

Besides, simulation results show that beamforming is effective in addressing

the bi-directional interference issues in underlay two-way relay networks and

improving the reliability. This promotes us to investigate the optimization of

beamforming vectors and power allocations in Chapters 4 and 5.

• Transmitter/receiver designs are developed for the first configuration to im-

prove the reliability assuming perfect knowledge of the channel gains [72]

(Chapter 4). Specifically, the optimal receiving (Rx) beamforming vectors

are derived first in closed-form and proven to be independent of the transmit

powers and transmitting (Tx) beamforming vectors. Then the optimal and
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low-complexity sub-optimal Tx beamforming vectors and transmit powers

are developed, which can improve the achievable SINR by as much as 20 dB.

• Joint transmitter and relay designs are developed for the second configu-

rataion to improve the reliability assuming partial knowledge of the channel

gains [73] (Chapter 5). Specifically, the optimal relay gain and transmitter

powers are developed through numerical computations when there is only one

relay. Since in this case, no beamforming is performed, the phase distortion

in the signal introduced by the complex channel gain is not explored. There-

fore, the achievable SINR is very limited, e.g., lower than 0 dB regardless of

the interference temperature limit. Then, for K > 1 relays, the optimal and

low-complexity sub-optimal transmitter powers and relay gains, which form

the distributed beamforming vector, are developed. And simulation results

show that they can improve the achievable SINR by 10 dB or more.

Overall, the thesis results demonstrate how beamforming and relaying address

the bi-directional interference problems in underlay secondary networks and thus

pave the way to improve the performance of secondary networks.

∼
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Chapter 2

Background

The first part of this chapter reviews wireless channels, outage probability, multiple

antenna networks, beamforming algorithms, relay networks and cognitive modes.

The second part reviews algorithmic complexity, interior-point algorithms and semi-

definite relaxation (SDR).

2.1 Wireless communications

Wireless communications use electromagnetic signals for transmission of data, voic-

e, video and other information. Most critical technical challenges of wireless com-

munications are:

1. Multi-path propagation (i.e. multiple radio signals reaches the receiving an-

tenna through multiple paths due to reflections, refractions, and other effects);

2. Spectrum limitations (wireless bandwidth is limited, as discussed in Sec-

tion 1.1);

3. Energy limitations (portable handsets are battery operated).

The above challenges are the classical ones where only primary networks exist.

The context in this thesis is somewhat different and includes the co-existence of

primary and secondary networks. Thus, interference issues dominate the overall

network reliability and design.

Before dealing with these interference issues, we introduce background material

on wireless channels, outage probability, multiple antenna networks, beamforming,
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relay networks and cognitive modes.

2.1.1 Wireless Channels

Wireless channels refer to the medium between the transmitter and the receiver,

which introduce random variations in both the amplitude and phase of the transmit-

ted signal. The fundamental effects of wireless channels include large-scale fading

and small-scale fading [74]. These effects are modelled as a complex channel coef-

ficient/gain h ∈ C. The knowledge of h is referred to as channel state information

(CSI). With this channel gain h, the baseband received signal, without including

interference signals, is typically represented as,

y = hs + w, (2.1)

where s ∈ C is the transmitted signal, and w ∈ C is the additive white Gaussian

noise (AWGN). AWGN is an additive thermal noise, which has uniform power

across the frequency band.

The large-scale and small-scale fading effects are embodied in the average of

the inverse power (E
{

1
|h|2

}

) over larger time scales (seconds) and the instantaneous

envelop (|h|) over small time scales (milliseconds) of the complex channel gain h

in (2.1) [74].

Large-scale Fading and Small-scale Fading

Large-scale fading, including path loss and shadowing, causes slow signal changes

in outdoor environments. While path loss refers to the signal power attenuation

due to the increase in the distance between the transmitter and receiver, shadowing

is the power attenuation due to the obstacles interposed between the transmitter

and receiver, which is modelled by a random variable superposed on the path loss

model. If the AWGN component in (2.1) is neglected, then the large-scale fading

effect including both path loss and shadowing, or equivalently the average of the

inverse power (E
{

1
|h|2

}

) over larger time scales (seconds) can be modelled by the

log-distance model (2.2) [74].
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E

{
1

|h|2
}

dB

= LdB =

(
PT
PR

)

dB

= L(d0)dB + 10n log10

(
d

d0

)

+X, (2.2)

where L is the loss of the average received power (PR = E{|y|2}), for a given

transmitted power (PT = E{|x|2}), d0 is the reference distance, n is the path loss

exponent, L(d0)dB is the path loss at the reference distance, and X ∼ N (0, σ2
X) is

the shadowing random variable, both X and σX are in decibel scale. Note that, the

sum of the first two terms in (2.2) is the path loss effect, which is the average of the

power loss, or equivalently E
{

1
|h|2

}

, over all times and thus is only related to the

distance between the transmitter and receiver.

In contrast to large-scale fading, small-scale fading refers to changes in the sig-

nal due to reflections and scatters in indoor, macrocellular and microcellular out-

door environments. These reflections and scatters result in multiple copies of the

transmitted signal arriving at the receiver. Those copies may interfere construc-

tively or destructively, which results in the distortion in both amplitude and phase

in the received signal. Commonly used statistical models to characterize such fad-

ings include Rayleigh and Rician models. The Rayleigh fading model is suitable for

channels without a dominant line-of-sight component. Here, the real and imaginary

parts of the complex channel gain h in (2.1) has independent Gaussian distribu-

tion with zero mean and equal variance. And its envelope |h| follows the Rayleigh

distribution with the probability density function (PDF) given by [75],

f|h|(x) =
2x

Ω
e−

x2

Ω , 0 ≤ x ≤ ∞, (2.3)

where Ω is the average envelop power. The Rician fading model fits well when there

exists a dominant line-of-sight component. In this case, the real and imaginary parts

of the complex channel gain h in (2.1) are independent N (a, b)-distributed. Then,

its envelope |h| has the Rician distribution with the PDF given by [75],

f|h|(x) =
x

b
e−

x2+2a2

2b I0

(√
2ax

b

)

, 0 ≤ x ≤ ∞, (2.4)

where I0(·) is the modified Bessel function of the first kind [148, Eq. (8.406.3)].
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Channel Estimation

Since wireless channel introduces random variations to the transmitted signal, the

CSI, e.g., h in (2.1), is often required to recover the desired signal at the receiver.

This can be obtained through channel estimation processes, such as pilot-based

channel estimation [76–83]. In pilot-based channel estimation, transmitter inserts

pilots, which are pre-designed known symbols, into specific time and frequency

locations of the signal. The receiver uses the pilot symbols to extract CSI via various

estimators, such as maximum likelihood (ML) estimator [80] and minimum-mean-

square-error (MMSE) estimator [81–83].

2.1.2 Outage Probability

As a result of the channel fading effect, the received signal may fall below certain

threshold required for satisfactory performance. This event is called outage. There-

fore, outage probability is a popular performance measure of wireless communica-

tions [25, 84–93]. To determine the outage probability, the received signal model,

which includes the desired signal, interference and noise, must be considered. and

can be generically represented as,

y(t) = hx(t) + h1s(t) + ω(t) (2.5)

where h = βejφ and h1 = β1e
jφ1 are the complex fading channel gains, x(t) and

s(t) are the desired and interference signals, respectively, and ω(t) is the zero-mean

AWGN with powerN0. Based on this model, the instantaneous SINR (γ) is defined

as,

γ =
|β|2Ps

|β1|2Pi +N0

. (2.6)

where Ps , |x(t)|2 and Pi , |s(t)|2. When the SINR (γ) is below a predefined

threshold (γth), the system is said to be in outage [94]. Therefore, the outage prob-

ability is defined as,

Pout = Pr[γ ≤ γth] =

∫ γth

0

p(γ)dγ, (2.7)

where p(γ) is the PDF of the received SINR (γ).
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Beside outage probability, other performance measures for wireless commu-

nications include Shannon capacity (also known as ergodic capacity) and average

symbol error probability. Shannon capacity (C) gives the maximum data rate that

can be transmitted over the channel with any arbitrarily small error probability,

while given a modulation technique, average symbol error probability is the proba-

bility that a symbol of data is received with error averaged over the distribution of

the received SINR [27]. Then, the Shannon capacity (C) and the average symbol

error probability (P̄s) for the signal model (2.5) are calculated as [27],

C =

∫ ∞

0

B log2(1 + γ)p(γ)dγ, (2.8)

P̄s =

∫ ∞

0

Ps(γ)p(γ)dγ, (2.9)

whereB is the bandwidth, and Ps(γ) is the symbol error probability in AWGN with

SINR γ.

From (2.7), (2.8) and (2.9), it is clear that all these performance measures re-

quire the PDF of the received SINR. And outage probability is selected in the thesis

because:

1. It characterizes the probability of data loss in fading channels [27];

2. It is only related to the distribution of the received SINR, and is independent

of the modulation techniques and the bandwidth.

2.1.3 Multiple Antenna Networks

Multiple antenna networks consist of nodes that use multiple antennas for trans-

mission and/or reception. An example of a multiple antenna link in a flat-fading

channel is shown in Fig. 2.1, where the transmitter is equipped with m ≥ 1 anten-

nas and the receiver is equipped with n ≥ 1 antennas. Then, the received signal

vector y ∈ Cn×1 is given as,

y = Hx+w, (2.10)

where x ∈ Cm×1 is the transmitted signal vector, H ∈ Cn×m denotes the Rayleigh

fading channel matrix with independent and identically distributed (i.i.d) elements
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hij ∼ CN (0, 1) (i = 1, 2, ..., n; j = 1, 2, ..., m), where CN (0, 1) is the com-

plex Gaussian distribution with zero mean and unit variance, and w ∈ Cn×1 is the

AWGN vector with i.i.d CN (0, σ2) distributed elements.

1

2

m

1

2

n

yx

m transmit antennas n receive antennas

H

Figure 2.1: Multiple-Input Multiple-Output (MIMO) Link

Since multiple antenna nodes can transmit a symbol vector x (2.10), instead of

one single symbol at a time, x can be appropriately designed to mitigate wireless

channel impairments and resource constraints, thereby achieving spatial diversity

gain, spatial multiplexing gain and interference reduction [95].

• Spatial diversity gain is achieved by transmitting a single data stream over

multiple MIMO links, resulting in several observations of the same transmit-

ted signal at the receiver. Appropriately combining these multiple observa-

tions may result in improved reliability.

• Spatial multiplexing refers to splitting a high-rate data signal into multiple

independent low-rate streams and then transmitting each stream from a dif-

ferent transmit antenna. By doing this, the wireless data rate at higher signal-

to-noise ratios (SNRs) is improved. This increase is called the spatial mul-

tiplexing gain. Accordingly, the channel capacity (C) for the system shown

in Fig. 2.1 is proportional to the smaller number of transmit antennas and

receive antennas, C = min(m,n) log2 SNR bits/s/Hz, if a linear receiver is

used [96]. In this case, the spatial multiplexing gain is min(m,n).
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• Interference reduction is achieved by exploiting the spatial dimensions to sep-

arate signals for different nodes sharing time and frequency resources, and re-

sults in improved reliability. One potential solution to interference reduction

is beamforming.

2.1.4 Beamforming Algorithms

Originally, beamforming involved changing the antenna directions physically to

radiate or receive greater energy in a target direction while attenuating energy in

other directions [17, 97]. In those earliest beamforming, the antenna dish and feed

operate as a spatial integrator [17] to form a ”beam”, where the frontal energy of

the antenna is constructively summed while the energy from other directions are

destructively added.

Currently, with the development of smart antennas [98], signal processing (or

beamforming) algorithms are used to create the desired gain pattern while keeping

antennas fixed. These algorithms generate a set of coefficients (called beamforming

vector) to weigh the signal samples before transmission or after reception. Such

linear or non-linear beamforming algorithms can thus be employed at multi-antenna

nodes during transmitting or receiving (Figs. 2.2 and 2.3).

...

A

Desired Signal

Noise/Interference

Figure 2.2: Tx Beamforming

In Fig. 2.2, the transmitter A, equipped with m > 1 antennas, uses Tx beam-

forming to transmit a signal vector x ∈ Cm×1 through channel H ∈ Cn×m. With
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...

B

Desired Signal

Noise/Interference

Figure 2.3: Rx Beamforming

linear Tx beamforming, the signal y received at the destination is given as,

y = HBtxx+ n, (2.11)

where Btx ∈ Cm×m is the Tx beamforming matrix, and n ∈ Cn×1 is the AWGN

vector.

In Fig. 2.3, the receiver B applies Rx beamforming to its received signal y ∈
Cn×1 to recover the desired signal x ∈ Cm×1. The resulting signal ŷ is given as,

ŷ = Brx(Hx+ n), (2.12)

where Brx ∈ Cm×n is the Rx beamforming matrix, H ∈ Cn×m and n ∈ Cn×1 are

the complex channel matrix and the AWGN vector, respectively.

Both matrices Btx and Brx can be generated via different beamforming algo-

rithms. Given the availability of CSI, zero-forcing beamforming (ZFB), maximal-

ratio combining/transmission (MRC/MRT), and combined ZFB and MRC/MRT

(ZFB-MRC/MRT) are of great interest and popular due to their simplicity in im-

plementation.

Zero-forcing beamforming (ZFB)

When done at the transmitter, ZFB is also known as channel inversion [99, 100],

and the beamforming matrix Btx in (2.11) is given as [75],

Btx = αHH(HHH)−1, (2.13)
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where α is a scale factor to satisfy the power constraint.

Accordingly, when applied at the receiver side, Brx is given as,

Brx = (HHH)−1HH . (2.14)

While conventional ZFB ((2.13) and (2.14)) eliminates only the interference sig-

nals, to further mitigate the background noise, regularized zero-forcing beamform-

ing was developed in [99,100]. And the corresponding Tx beamforming matrix Btx

is calculated as [74],

Btx = αHH(HHH + βI)−1, (2.15)

where α is a scale factor to satisfy the power constraint, and β is the regularizing

factor determined by both the transmit power and noise power.

Maximal-ratio combining/transmission (MRC/MRT)

MRC/MRT are widely investigated in MIMO systems [47, 91, 101–110] because it

can maximize the received signal-to-noise ratio (SNR) [75, 111].

MRC, at the receiver side, is one of the most popular diversity-combining meth-

ods, where multiple received signals are weighted and linearly combined to maxi-

mize the SNR [75]. It computes the Rx beamforming matrix Brx as,

Brx = HH . (2.16)

Similar to MRC, the transmitter can weigh different signal components to pre-

cancel the effect of the wireless channel and thus to maximize the received SNR

[111]. This is known as MRT, and the Tx beamforming matrix Btx is given as,

Btx = HH . (2.17)

ZFB and MRT/MRC (ZFB-MRT/MRC)

Combined ZFB and MRC (ZFB-MRC) is often used at the receiver in interference

MIMO scenarios (Fig. 2.4) because it is capable of mitigating the interference sig-

nals while maximizing the desired signal power. An example of such a network is

shown in Fig. 2.4, where there is a NA-antenna transmitter A sending message to
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Figure 2.4: MIMO Network with Interference

G
H

Brx

G⊥

Figure 2.5: Explanation of ZFB-MRC

the NB-antenna receiver B through the flat fading MIMO channel H ∈ CNB×NA .

Concurrently, the interference generated by anNC-antenna transmitter C is received

at B via the flat fading MIMO channel G ∈ CNB×NC .

In such a system, the receiver B can apply ZFB-MRC to nullify the interference

from C and to maximize the signal power from A. To achieve these dual goals, the

Rx beamforming matrix should be chosen as the projection of the signal channel H

to the subspace G⊥, which is orthogonal to the interference channel G [112, 113],

as shown in Fig. 2.5. Therefore, the Rx beamforming matrix Brx is calculated via,

Brx = G⊥H
H . (2.18)

Similar processes can be applied at the transmitter to nullify interference signals

to other users while maximizing the signal power at the target user. This is called
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ZFB-MRT and its corresponding Tx beamforming matrix is selected as,

Btx = HHG⊥, (2.19)

where H is the matrix of the channels to the target user and G is the interference

channel matrix.

Since ZFB-MRT/MRC can nullify the interferences and also maximize the de-

sired signal power, they are employed at the two multi-antenna secondary terminals

in our study (Chapters 3 and 4) as sub-optimal beamforming algorithms.

Distributed Beamforming

While the preceding beamforming algorithms are often applied at co-located mul-

tiple antennas in a single node, distributed beamforming is applied at spatially sep-

arated single-antenna nodes, e.g., a set of K > 1 single-antenna relays act as a

distributed beamformer.

Consider a one-way multi-relay network, as shown in Fig. 2.6, consisting of one

source A, one destination B, and multiple AF relays. All the nodes are equipped

with one single-antenna. Let hs ∈ CK×1 and hd ∈ C1×K be the flat fading channel

vectors, with the ith element denoting the complex channel gain from the source

A to the ith (i = 1, 2, ..., K) relay and from the ith (i = 1, 2, ..., K) relay to the

destination B, respectively. Usually, the ith relay can obtain hsi and hdi through

channel estimation processes [80–83].

A B

hs

hd

Figure 2.6: One-Way Multi-Relay Network

In such a network, signal transmission from A to B requires two consecutive

time slots: (1) A broadcasts to relays in the first slot, and (2) every relay multiplies
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Figure 2.7: Relay Networks

its received signal with a relay gain ωi ∈ C (i = 1, 2, ..., K) and forwards the re-

sultant to the destination B simultaneously in the second slot. Although each relay

is equipped with only one antenna, all the antennas together form a virtual antenna

array. Therefore, the set of gains ωi (i = 1, 2, ..., K) are the beamforming coeffi-

cients. If the relays can communicate CSI (hsi and hdi) and their received signals

to each other, preceding beamforming algorithms can be applied here. Otherwise,

distributed beamforming is employed with the optimum ωi (i = 1, 2, ..., K) given

as, [74]

ωi = β
h∗sih

∗
di

1 + Ps|hsi|2 + Pi|hdi |2
, (2.20)

where Ps and Pi are the transmit power of the source and the ith relay, respectively,

and β is a scale factor to fulfil the power constraint. Such distributed beamform-

ing in this spatially-separated relays are studied in Chapter 5, where the underlay

network is a peer-to-peer network (see Section 5.2).

2.1.5 Relay Networks

Although beamforming can mitigate interference, it might not be capable of enlarg-

ing the coverage due to the restrictions on the transmit power of secondary nodes.

A solution is to use intermediate nodes (relays) to forward the signal hop-by-hop.

The basic relay configuration consists of a source node (S), a destination node (D),

and one or several intermediate nodes (relays). Direct S to D transmissions may

not be possible because: (1) the S-D distance is greater than the transmission range,

(2) fading and shadowing in the S-D link is excessive. In this context, two types of

relaying may be used.

1. Multi-hop Relaying (Fig. 2.7(a)), where the message is forwarded by a set of
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relays hop-by-hop to enlarge the communication coverage area.

2. Cooperative Relaying (Fig. 2.7(b)), where the message from S is repeated by

multiple relays simultaneously and D receives multiple copies of the message.

In both types, relay nodes process their received signal from the previous hop

and forward the resultant to the next hop. Two widely used relaying algorithms are

Amplify-and-Forward (AF) relaying and Decode-and-Forward (DF) relaying [74].

AF v.s. DF

In Fig. 2.7(b), the received signal at a relay node is represented as,

r = hsrxs + nr (2.21)

where xs ∈ C is the transmitted signal with |xs|2 = P , nr ∈ C is the zero-mean

AWGN with variance N0, and hsr ∈ C is the complex source-to-relay channel

gain. This signal r will first be processed at the relay and then forwarded to the

destination. To process the signal, various schemes are available, e.g., AF and

DF [74].

• Amplify-and-Forward: the relay node only multiplies its received noisy sig-

nal r with a coefficient/gain β, which is chosen to comply with some con-

straint, such as the power constraint Pr. Therefore, the coefficient β is cal-

culated from β2|r|2 ≤ Pr, if the instant channel gain hsr is known, and β is

given by,

β =

√

Pr
P |hsr|2 +N0

, (2.22)

which is also called CSI-assisted gain [114]. But if the instant channel gain

hsr is not known and only the average power of the channel gain E{|hsr|2}
is available, the relay gain β should be selected such that the average power

β2E{|r|2} does not exceed Pr. Therefore, the relay gain is given as,

β =

√

Pr
PE{|hsr|2}+N0

. (2.23)

In this case, the relay is called fixed-gain relay [115].
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• Decode-and-Forward: the relay node decodes r and outputs x̂s, then re-

encodes x̂s, and forwards the resultant to the destination. This decoding and

re-encoding process can be denoted by Q(r), where Q(•) denotes the decod-

ing and re-encoding function.

Although AF relaying has the disadvantage of amplifying noise, it has the ad-

vantage of low processing complexity compared to DF relaying and also avoids

error propagation to the destination. Therefore, this thesis is limited to AF relaying.

However, the beamforming algorithms developed may be extended to DF cases.

One-Way v.s. Two-Way Relaying

Consider a relay network consisting of two transceivers (A and B) and one relay.

All nodes work in the half-duplex mode, where the node can transmit and receive,

but does only one of them at a time [116]. The use of half-duplex nodes however

presents an inefficiency. Suppose A and B are not directly linked, but exchange

information only through the relay (R). Therefore, this exchange requires four time

slots for a one-way relay and only two time slots for a two-way relay (Fig. 2.8).

A
a

R

a

b

B
Slot 1

Slot 2

Slot 3

b
Slot 4

A
a

R
b

a⊕ba⊕b

B

(a) One-Way Relay (b) Two-Way Relay

Figure 2.8: One-Way and Two-Way Relay Protocols

Thus, while the conventional one-way relay requires four time slots for mutual

information exchange, direct exchange between two nodes A and B without a relay

requires only two time slots. This increase in the transmission time (Fig. 2.8(a)) is

referred to as a spectral efficiency loss. This loss arises due to the fact that the relay

can only operate in the half-duplex mode.
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One method to reduce this loss is to use full-duplex nodes, which can transmit

and receive simultaneously [116]. These are not commercialized yet, but under

research and development now [117]. Another way to compensate for this spectral

efficiency loss is a two-way relay (Fig. 2.8(b)) [76], which requires only two time

slots for mutual information exchange. This is achieved by using network coding,

which works as follows. In the first time slot, A and B transmit simultaneously

and the relay receives the combination of the messages from A and B. Then in the

second time slot, the relay broadcasts this combination, and knowing CSI and the

message sent by themselves, A and B can recover their desired message from the

relayed signal [74]. In this case not only resources but also messages are shared

between nodes.

In this thesis, we focus on a two-hop relay network to allow bi-directional in-

formation exchange (S→D and D→S) to exploit the spectral efficiency of two-way

relays because it can provide nearly twice spectral efficiency as conventional one-

way relay [76].

2.1.6 Cognitive Modes

As mentioned before, secondary nodes can access the licensed spectrum via one

of the three modes: (1) interweave, (2) overlay, and (3) underlay. They are briefly

described and compared next.

Interweave [74]

This mode allows secondary nodes to transmit only when primary nodes are not

transmitting, which results in temporarily unused licensed spectrum bands. They

are known as spectrum holes (if any). Those spectrum holes must be detected by

secondary nodes, such as using the energy detection method [160]. Also, they must

be ready to stop transmissions if a primary node resumes transmissions. Therefore,

interweave mode implies that the primary receivers have zero interference toler-

ance, and no interference issues exist in this mode since secondary and primary

nodes will not transmit simultaneously.
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Overlay [74]

This mode requires secondary nodes to act as relays to assist primary’s transmis-

sion. In return, they can transmit their own signals as long as the interference on

primary receivers is under the interference temperature limit. Because secondary

nodes must allocate some energy to relay primary signals, the energy left for their

own transmission is reduced. Moreover, secondary nodes must adjust their transmit

powers to comply with the interference temperature limit. Consequently, secondary

capacity, coverage and reliability are affected.

Underlay [74]

In the underlay mode, secondary nodes are allowed to transmit simultaneously with

primary nodes as long as its interference on primary receivers is under the interfer-

ence temperature limit. To comply with this S2P interference constraint, channel

gains between primary and secondary nodes are required, which can be obtained

via some appropriate channel estimation processes [118, 119].

Compared with interweave and overlay, the underlay mode has the following

advantages.

• Underlay nodes have lower operation complexity compared to overlay nodes

because underlay nodes adjust their transmissions only to comply with the in-

terference temperature limit, while overlay nodes must adjust their transmis-

sions both to comply with the interference temperature limit and to cooperate

with primary nodes;

• Underlay nodes have any-time access to the licensed spectrum because they

can transmit even if primary nodes are transmitting.

To further quantify performance differences, we next compare the three modes

in terms of capacity measured in bits/s/Hz under certain assumptions.

Comparison of cognitive modes

It has been shown that the underlay mode has a lower outage probability than the

interweave mode, e.g., 10−2 and 10−1, respectively, in [120], and can provide com-

27



parable data rates as the overlay mode, where the secondary node uses DF scheme

to forward the primary information [121]. However, the underlay mode considered

in [120] used a wide spectrum band, and a comparison of these three modes has not

been done. Therefore, a quick comparison is provided here based on the following

assumptions.

We assume both the primary and secondary networks consist of only one single-

antenna half-duplex transmitter-receiver pair. Timing synchronization between the

primary and secondary nodes is perfect. Channels are non-fading with AWGN lev-

els of N0. Since in the interweave mode, the secondary transmitter is allowed to

transmit only when the primary transmitter is not transmitting, we denote κ as the

probability that the primary transmitter is idle. Then, at a given time, if the primary

transmitter is idle, the secondary transmitter can transmit with its maximum avail-

able power no matter under which mode it works. But, if the primary transmitter

is transmitting, the secondary transmitter can transmit only under the overlay or

underlay mode and its transmit power must be adjusted to comply with the interfer-

ence temperature limit.

With those assumptions, when there are secondary transmissions, the primary

data rate is reduced to,

R1 = log2(1 +
Pp

Ps +N0
), (2.24)

where Pp and Ps are the primary and secondary transmit powers, respectively. How-

ever, the performance penalty of the primary network must be kept within the ac-

ceptable bounds. Therefore, the primary data rate must be kept above the minimum

primary data rate, which is given as [121],

Rmin
1 = ρlog2(1 +

Pp
N0

), (2.25)

where ρ is the minimum ratio. This minimum primary data rate is used to calculate

the maximum secondary transmit power, which is the smaller one of the maximum

available transmit power and the interference temperature limit in this case.

The capacity of the secondary network, which is computed via C = log2(1 +

SINR)bits/s/Hz is chosen as the performance comparison metric. Details of cal-

culating the capacity for each mode are discussed in Appendix A. Fig. 2.9 plots the
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Pp = Pmaxs = 3dBm, κ = 50%, Rmin1 = 0.8log2(1 +
Pp
N0

)
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Figure 2.9: Secondary Capacity of Interweave, Overlay, and Underlay Modes

capacities of the three cognitive modes as functions of the noise power N0. The

primary transmit power (Pp) and the maximum available secondary transmit power

(Pmax
s ) are both set to 3 dBm. And the idle probability κ and the minimum ratio

ρ are set to 50% and 0.8, respectively. Clearly, subject to the assumptions made

above, the underlay cognitive mode has the highest capacity. Therefore, the moti-

vation to investigate the underlay cognitive networks is clear.
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Although the underlay mode has the benefits of any-time spectrum accesses

and low-complexity operation, its performance is highly impacted by the inter-

ference due to the primary transmissions and the low transmit power due to the

interference temperature limit. The resulting performance degradation in terms

of capacity, based on the assumptions made above, is shown in Fig. 2.10, where

κ = 0 and the capacity is computed by C = log2(1 +
Ps

Pp+N0
)bits/s/Hz. The sec-

ondary transmit power (Ps) is determined by the smaller one of its maximum value

(10 dBm) and the interference temperature limit, which is calculated from Rmin
1 ,

where ρ ∈ {0, 0.2, 0.4, 0.6, 0.8}. When ρ = 0, the primary network acts just as

an interference source and no constraint on the S2P interference exists. Clearly,

with larger ρ, or equivalently smaller interference temperature limit, and larger Pp,

the underlay capacity degrades more. Thus, significant performance penalty on the

underlay network occurs due to the primary interference and the interference tem-

perature limit. Therefore, interference mitigation techniques, such as relaying and

beamforming, are needed.

2.2 Algorithms

Since this thesis develops optimal transmitting/receiving and relaying designs, re-

lated optimization algorithms are introduced in this section, including the concept

of complexity, interior-point algorithms and semidefinite relaxation (SDR).

2.2.1 Complexity

Complexity of an algorithm is a measure of resources, such as energy and size

of silicon chip area, required. It is often expressed in terms of floating-point op-

erations [122]. Typical operations include addition, subtraction, multiplication and

division [123]. For wireless communications, computational time is crucial because

of the need for low latency [111]. Therefore, low-complexity, i.e., less running time

and energy, algorithms are preferable for wireless communications. In this thesis,

running time is selected as the complexity measure of an algorithm.

The running time of an algorithm is the number of primitive operations [124],
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given a particular input. It is usually estimated in worst-case scenarios and in the

asymptotic sense. Therefore, given an input of size n, the running time of an algo-

rithm is presented by O(f(n)), which refers to the set of functions satisfying

O(f(n)) ={g(n) : ∃c, n0 > 0, such that 0 ≤ g(n) ≤ cf(n), ∀n ≥ n0}. (2.26)

For example, O(n) means that the running time is asymptotically no worse than cn.

2.2.2 Interior-Point Algorithms

In this section, we review interior-point (IP) algorithms, which are widely used to

solve convex optimization problems with both equality and inequality constraints.

The generic problem is expressed as,

(P-2.1) minimize f0(x)

subject to fi(x) ≤ 0, i = 1, ..., m

Ax = b,

where f0, ... fm : Cn → C are convex and twice continuously differentiable, A ∈
Cp×n, and b ∈ Cp×1. Given this problem is solvable, the IP algorithms work as

follows [125].

First, (P-2.1) is converted into an equivalent unconstrained problem. To this

end, Lagrange multipliers λ = [λ1, λ2, ..., λp]
T and logarithmic barrier functions

−(1/t)log(−fi(x)) (i = 1, 2, ..., m) are used to incorporate the equality and in-

equality constraints into the objective function, where t is the penalty parameter.

Consequently, the following unconstrained optimization problem is obtained,

(P-2.2) minimize f0(x) + λT (Ax− b) +

m∑

i=1

−(1/t)log(−fi(x)).

Clearly, (P-2.2) is only an approximation of (P-2.1) and the approximation accu-

racy increases as the penalty t increases. Therefore, the basic idea behind interior-

point algorithms is to solve a sequence of unconstrained optimization problems as

(P-2.2) iteratively and increasing t by µ > 1 at each iteration until the approxima-

tion accuracy threshold ǫ is achieved (m/t < ǫ). The solution of the previous iter-

ation is used as the initial point of the current one [125]. The main steps are given

31



in IP Algorithm. To realize the IP algorithms, various mathematical methods are

developed, and their running time is given as O(max(k, n)4n1/2 log(1/ǫ)) [126],

where n is the length of x, k = m + p with m being the number of inequality

constraints and p being the number of equality constraints (e.g., the length of b).

Algorithm IP Algorithm: Interior-Point Algorithm

Input: strictly feasible x, t := t(0), µ > 1, accuracy threshold ǫ > 0

1 while m/t ≥ ǫ do

2 Compute x⋆(t) by solving (P-2.2), starting at x;

3 x := x⋆(t);
4 t := µt;

end

2.2.3 Semidefinite Relaxation

While interior-point algorithms handle convex problems, semidefinite relaxation

(SDR) [126] is powerful for non-convex optimization problems, particularly non-

convex quadratically constrained quadratic programs (QCQPs) in the form as,

(P-2.3) minimize xHCx

subject to xHGix ≥ gi, i = 1, ..., m

xHFix = fi, i = 1, ..., p

xHLix ≤ li, i = 1, ..., q

where C, Gi, Fi, and Li are general Hermitian matrices. Because (P-2.3) is non-

convex, it is very difficult to solve, which means that it can not be solved in poly-

nomial time, or equivalently the running time (2.26) required to solve this problem

is not a polynomial expression of the problem size [126]. However, an approxima-

tion technique can be used to solve this problem by first converting (P-2.3) to an
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equivalent problem in the form as,

(P-2.4) minimize Tr(CX)

subject to Tr(GiX) ≥ gi, i = 1, ..., m

Tr(FiX) = fi, i = 1, ..., p

Tr(LiX) ≤ li, i = 1, ..., q

X � 0, rank(X) = 1

where X = xxH . Although (P-2.4) is still nonconvex, it becomes convex when the

constraint rank(X) = 1 is dropped. Therefore, (P-2.4) is approximated by (P-2.5),

which is called SDR.

(P-2.5) minimize Tr(CX)

subject to Tr(GiX) ≥ gi, i = 1, ..., m

Tr(FiX) = fi, i = 1, ..., p

Tr(LiX) ≤ li, i = 1, ..., q

X � 0

Note that (P-2.5) can be solved by an interior-point algorithm. Let X⋆ be the

optimal solution to (P-2.5). If rank(X⋆) = 1, then there must be a x⋆ such that

X⋆ = x⋆x⋆H , and x⋆ is the optimal solution to (P-2.3). Otherwise, we must extract

a x⋆, which is feasible to (P-2.3), from X⋆ [126]. One widely used method to

extract x⋆ is called eigenvalue approximation [126], which works as follows. First,

decomposite X⋆ by eigenvalues λ1 ≥ λ2 ≥ ...λr, where r = rank(X⋆). Then,

choose λ1 and its corresponding eigenvector q1 to build x̃ =
√
λ1q1 as the solution

to (P-2.3) if it is feasible. Otherwise, map x̃ to its ”nearby” feasible point to (P-2.3)

as the solution.

Note that, it has been shown in [126,127] that if (P-2.5) has only two constraints,

it always has a rank-1 solution, rank{X⋆
j } = 1, whenever (P-2.5) is feasible.
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2.3 Prior Related Research

As mentioned before, cognitive networks are susceptible to the bidirectional (P2S

and S2P) interference signals. To deal with the S2P interference, power allocation,

i.e. adjusting the power levels at various nodes, has been studied [128, 129], and

various beamforming algorithms have been developed [32–40] based on the follow-

ing criteria: 1) the minimization of the transmit power; 2) the minimization of the

interference to primary nodes; 3) the maximization of the worse received SNR at

the secondary nodes; and 4) the minimization of a weighted sum of S2P interference

and minimum SNR.

Although beamforming is capable of mitigating interferences in underlay net-

works, the coverage area does not increase, which is due to low transmit power.

To address this problem, underlay relaying has been introduced [41–70, 113, 130–

133, 161]. Among them, [47, 51–70, 132] analysed the outage performance for dif-

ferent relaying and beamforming algorithms. [51–68] focused on relay selection

strategies, while [47,69,70,132] studied beamforming in underlay one-way DF re-

lay networks, where Rx beamforming was investigated in [47, 132] and distributed

beamforming was analysed in [69, 70].

Besides analysis of outage performance, transmit design problem in AF relay

networks, e.g., beamforming and power allocation, which has been extensively in-

vestigated [134–145] for conventional non-cognitive cases, has been studied re-

cently [41, 41–50, 162] for cognitive networks. Of these, [41–45, 47, 48] studied

beamforming in one-way relay networks, while [46, 49, 50] considered two-way

relays.

Note that, most of those previous researches focused on one-way relays and

only on the S2P interferences, while neglected the P2S interference. Therefore, this

thesis considers both interferences and focuses on two-way relaying.

2.4 Conclusion

This chapter reviewed related topics, including wireless channels, outage probabil-

ity, multiple antenna networks, different beamforming algorithms, relaying schemes
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and protocols, and the cognitive modes. Complexity, interior-point algorithms, and

semidefinite relaxation, were discussed. And some of the related previous research

was also reviewed.

∼
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Chapter 3

Outage Analysis of ZFB-MRT/MRC

Underlay Two-Way Relay Systems

As mentioned before, this thesis explores beamforming and two-way relaying tech-

niques to mitigate the bi-directional interferences and thus to enhance coverage, re-

liability and capacity of the underlay networks. Thus, the performance of underlay

beamforming and two-way relay networks must be characterized. Specifically, this

chapter studies the outage performance of ZFB-MRT/MRC for two multi-antenna

terminals and one single-antenna AF fixed-gain relay node. Although the ZFB-

MRT/MRC scheme can completely nullify some S2P and P2S interference signals,

it does not exploit the interference temperature limit, or equivalently, it does not

use the fact that the primary receiver can tolerate interference as much as the in-

terference temperature limit. However, it offers mathematical tractability and the

resulting analysis yields important insights. Therefore, considering both path loss

effect and small-scale fading, the closed-form exact and asymptotic E2E outage

probabilities are derived first1. Then, the two-way outage probability, which is the

probability of failure in either communication direction, is analysed via simulations.

3.1 Introduction

Although underlay networks can reduce spectrum congestion by reusing the li-

censed spectrum bands simultaneously with primary nodes, they usually have re-

duced coverage range and limited data rate due to the interference constraints. How-

1A version of this chapter has been accepted for publication in IEEE Commun. Lett. (2015).
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ever, the coverage can be enhanced by introducing relays, and the interference sig-

nals can be mitigated by using beamforming if the underlay nodes are equipped

with multiple antennas. Therefore, this chapter analyses the outage performance of

beamforming in underlay two-way relay networks of multi-antenna terminals.

3.1.1 Prior Related Research

Outage probabilities of underlay relay networks have been extensively investigated

recently in [47, 51–70, 132, 161], where only one-way relaying was considered.

With various relay selection strategies, the outage probabilities were characterized

for DF relaying [51–61] and AF relaying [62–68], respectively.

However, the performance analysis of beamforming in underlay relay systems

has only been studied in [47, 69, 70, 132]. With multi-antenna secondary receivers,

the performance of Rx beamforming was studied in [47,132]. With multiple cooper-

ative relays, distributed beamforming was investigated in [69, 70]. It is worthwhile

to mention that all of theses studies were limited to DF single-antenna one-way

relay and neglected the impact of the P2S interference.

3.1.2 Motivation and Contribution

To the best of our knowledge, the performance of beamforming for underlay two-

way AF relay networks considering both S2P and P2S interferences has not yet

been analysed previously. Therefore, this chapter will fill this gap. Specifically, the

outage performance of ZFB-MRT/MRC for two multi-antenna terminals (SU1 and

SU2) and one single-antenna fixed-gain relay (R) (Fig. 3.1) is analysed.

The relay is limited to one single-antenna and fixed-gain because multiple an-

tennas in some relays may be difficult due to the size and the cost constraints [28,29]

and fixed gain provides us with mathematically tractable SINR expression. On the

other hand, although for underlay networks, ZFB-MRT/MRC is necessarily sub-

optimal because the interference temperature limit is not exploited (that is, ZFB-

MRT computes the beamforming vector to make the interference at the primary

receiver IS2P identical to zero; however, the primary receiver can tolerate interfer-

ence IS2 ≤ Ith), it is employed here due to its mathematical tractability.
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In this configuration (Fig. 3.1), two-time slots are required for mutual informa-

tion exchange between SU1 and SU2. Although, the SUj-to-primary and primary-

to-SUj (j = 1, 2) interference signals are mitigated via ZFB-MRT and ZFB-MRC,

respectively, the primary-to-R interference in time slot one will propagate to SU1

and SU2 in time slot two. All these effects are considered in our outage analysis.

To be more specific, the contributions of this chapter can be enumerated as follows.

1. Assuming both path loss effect and small-scale fading, the exact and asymp-

totic E2E outage probabilities are derived in closed-form considering the P2S

interference residual and the S2P interference constraint [71].

2. It has been found that the distances between the relay and primary/secondary

terminals are critical to the outage, while the distances between the primary

and secondary terminals do not affect the outage at all.

3. In high secondary transmit power region, with ZFB-MRT/MRC, the diversity

order is zero if the interference temperature limit is fixed. However, if the in-

terference temperature limit is proportional to the secondary transmit power,

a diversity of order min(M1,M2)− 1 is achieved, where M1 and M2 are the

number of antennas equipped at the two secondary terminals, respectively.

4. The effectiveness of beamforming in addressing the interferences and im-

proving the reliability of underlay two-way relay networks are shown via

simulation results. For instance, the outage probabilities could be as low as

10−4 if the two secondary terminals are equipped with 16 antennas and the lo-

cations between the relay and the primary nodes are 1.5 times of the locations

between the relay and the secondary terminals.

5. Simulation results of two-way outage probabilities also show the similarity

between cognitive and non-cognitive two-way relay networks. Both of their

two-way outage probabilities are determined by the weakest link [146].

This chapter is organized as follows. Section 3.2 introduces the details of the sys-

tem configuration and signal flow. Section 3.3 derives the closed-form exact and
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Figure 3.1: Multi-Antenna Underlay Two-way Relay Network

asymptotic E2E probabilities and verifies them via simulations. Section 3.4 anal-

yses the two-way outage probabilities via simulations. And Section 3.5 concludes

this chapter.

3.2 System Configuration and Signal Flow

System Configuration

In our underlay two-way relay set-up (Fig. 3.1), the two secondary terminals SUj

are equipped with Mj ≥ 2 antennas (j = 1, 2), respectively, and the AF relay R is

equipped with only one antenna. In real applications, these two secondary terminals

could be two wireless access points in two separate homes or two microcell base

stations. And they are connected temporally by the relay, which is a single-antenna

mobile device, such as a personal digital assistant (PDA). The primary network is

modelled as one transmitter (A) and receiver (B). All the nodes are half-duplex

nodes. And perfect time synchronization is assumed between the primary and sec-

ondary networks, which was also adopted in [47,70]. Thus, our results characterize

the maximum interference power scenario.

Both path loss effect and small-scale fading are assumed throughout this chap-

ter. Consider any two nodes x and y with nx and ny antennas at a distance dx,y

in Fig. 3.1. The channel from x to y is thus denoted by a Cny×nx matrix with
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independent and identical distributed CN (0, λx,y) entries, where λx,y accounts for

the path loss effect and satisfies λx,y ∝ d−ωx,y , where ω is the path loss exponent.

Based on these, vectors gj ∈ CMj×1, hj ∈ CMj×1 and fj ∈ CMj×1 (j = 1, 2)

are the reciprocal SUj ↔R channel, the SUj →B and A→SUj interference chan-

nels with gji ∼ CN (0, λSUj ,R), hji ∼ CN (0, λSUj ,B) and fji ∼ CN (0, λA,SUj
)

(i = 1, 2, ...,Mj), respectively. hr ∼ CN (0, λR,B) and fr ∼ CN (0, λA,R) are the

R→B and A→R interference channels, respectively. In order to simplify the repre-

sentations in the following analysis, we define λ0 = λA,R, λj = λSUj ,R (j = 1, 2),

and λ3 = λR,B.

Because full CSI requirement, e.g., all the secondary-to-secondary (S2S), P2S

and S2P channels, necessitates a large overhead, we assume that every secondary

node x∈{SU1, SU2, and R} obtains CSI only of channels involving itself, e.g.,

x→B, A→x, x→R/SUj (if x=SUj /R, j = 1, 2), via a suitable channel estimation

process [118]. With this assumption, SUj can calculate its own beamforming vec-

tors. We also assume that R calculates its relay gain G and feeds it back to SUj

(j = 1, 2).

Without loss of generality, zero-mean complex AWGN with N0 variance at ev-

ery receiving node and unit symbol power are assumed as well. The notations, Ith,

Ps and Pp are used to denote the interference temperature limit, and the transmit

powers at SUj (j = 1, 2) and A, respectively.

Signal Flow

Since the two-way relay requires two consecutive time slots, in time slot one, SUj

(j = 1, 2) and A simultaneously transmit symbols sj and x(1), respectively. Then,

the signal yr and interference signal x
(1)
int received at R and B are then given as,

yr =
√

Psg
T
1 m1s1 +

√

Psg
T
2 m2s2 +

√

Ppfrx
(1) + nr, (3.1)

x
(1)
int =

√

Psh
T
1m1s1 +

√

Psh
T
2m2s2, (3.2)

where nr ∈ C is the AWGN component and mj ∈ CMj×1 (j = 1, 2) are the

normalized Tx beamforming vectors at SUj , which is derived via ZFB-MRT. Ac-

cording to the principle of ZFB-MRT, mj (j = 1, 2) is chosen as the projection of
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the SUj →R channel gj onto the sub-space Φj = I − h∗

jh
T
j

‖hj‖2
, which is orthogonal to

the SUj →B interference channel hj . Therefore, it is computed as,

mj =
Φjg

∗
j

√

gTj Φjg
∗
j

, (3.3)

where the denominator is the normalizing factor. Since with ZFB-MRT, the SUj-

to-B (j = 1, 2) interference signal is completely mitigated, e.g., hTj mj = 0, it

is guaranteed that the P2S interference in this time slot is under the interference

temperature limit, |x(1)int|2 = 0 < Ith.

In the second time slot, A transmits symbol x(2), and simultaneously R transmits

Gyr, where G ∈ C is the relay gain. Then the interference signal x
(2)
int at B and the

signal vector yj received at SUj (j = 1, 2) are given as,

x
(2)
int =hrGyr, (3.4)

yj =
√

PsGgjg
T
j mjsj

︸ ︷︷ ︸

Self-Interference

+
√

PsGgjg
T
j̄ mj̄sj̄

︸ ︷︷ ︸

Signal

+
√

PpGgjfrx
(1) +

√

Ppfjx
(2)

︸ ︷︷ ︸

P2S Interference

+Ggjnr + nj
︸ ︷︷ ︸

Noise

,
(3.5)

where nj ∈ CMj×1 is the vector of AWGN at SUj , and j̄ = 1, if j = 2, and vise

versa.

Knowing G and gj (j = 1, 2), SUj can eliminate the self-interference part
√
PsgjGg

T
j mjsj in its received signal yj perfectly. After the self-interference can-

cellation and Rx beamforming, the resulting signal ŷj is represented as,

ŷj =
√

PsGd
T
j gjg

T
j̄ mj̄sj̄

︸ ︷︷ ︸

Signal

+GdTj gjnr + dTj nj
︸ ︷︷ ︸

Noise

+
√

PpGd
T
j gjfrx

(1) +
√

Ppd
T
j fjx

(2)

︸ ︷︷ ︸

P2S Interference

(3.6)

where dj ∈ CMj×1 (j = 1, 2) are the normalized Rx beamforming vectors, which

is calculated via ZFB-MRC as,

dj =
Ψjg

∗
j

√

gTj Ψjg
∗
j

, (3.7)

where Ψj = I − f∗

j f
T
j

‖fj‖2
is the sub-space orthogonal to the A→SUj interference

channel fj (j = 1, 2).
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Although ZFB-MRC can nullify the A →SUj (j = 1, 2) interferences com-

pletely, e.g.,
√
Ppd

T
j fjx

(2) = 0, the accumulated interference still exists, e.g.,
√
PpGd

T
j gjfrx

(1). Therefore, it must be considered in performance analysis.

After substituting the beamforming vectors mj and dj into (3.6), the received

SINR (Sj) at SUj (j = 1, 2) is represented as,

Sj =
Ps‖gj̄‖2ρhj̄

‖gj‖2ρfj

‖gj‖2ρfj
(Pp|fr|2 +N0) +

N0

|G|2

(3.8)

where , ρhj
= 1 − |hT

j g∗

j |
2

‖hj‖2‖gj‖2
, ρfj

= 1 − |fT
j g∗

j |
2

‖fj‖2‖gj‖2
. Depending on how the relay

gain G is calculated, CSI-assisted or fixed-gain, the received SINR may result in

different representations.

With CSI-assisted relaying, SUj (j = 1, 2) are required to communicate mj to

the relay (R) such that R can adapt its relay gainG before each transmission. In this

case, G should be chosen such that the R→B interference is below the interference

temperature limit Ith, e.g., |x(2)int|2 ≤ Ith. Therefore, the CSI-assisted relay gain

GCSI-assisted must satisfy,

|GCSI−assisted|2 =
Ith

|hr|2[Ps|gT1 m1|2 + Ps|gT2 m2|2 + Pp|fr|2 +N0]
. (3.9)

Substituting (3.9) into (3.8) results in the CSI-assisted SINR (SCSI-assisted
j ) as,

SCSI-assisted
j =

Ps‖gj̄‖
2ρh

j̄

Pp|fr|2+N0

Ith‖gj‖
2ρfj

N0|hr|2

Ps(‖g1‖2ρh1
+‖g2‖2ρh2

)

Pp|fr|2+N0
+

Ith‖gj‖2ρfj
N0|hr|2

+ 1
. (3.10)

With fixed-gain relaying, SUj (j = 1, 2) is required to send only the average

(E{|gTj mj|2}) to R, which has the benefit of reduced overhead compared with CSI-

assisted relaying since such averages are more static. In this case, the fixed relay

gain Gfixed-gain should be chosen such that E{|x(2)int|2} ≤ Ith, which implies that,

|Gfixed-gain|2 =
Ith

E{|hr|2}[PsE{|gT1 m1|2}+ PsE{|gT2 m2|2}+ PpE{|fr|2}+N0]
.

(3.11)

Accordingly, by substituting (3.11) into (3.8), the fixed-gain SINR (Sfixed-gain
j )

is obtained as (3.12), where γjR = γ̄‖gj‖2ρhj
, γRj = γ̄‖gj‖2ρfj

, γ3 = γ0|fr|2,
C = γ̄

|Gfixed|2
, γ̄ = P

N0
, and γ0 =

Pp

N0
.
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Sfixed-gain
j =

γj̄RγRj
γRj(γ3 + 1) + C

. (3.12)

Besides the benefit of reduced overhead, the fixed-gain relaying also provide us

with mathematically tractable SINRs ((3.12)), while the CSI-assisted relaying re-

sults in mathematically intractable SINRs ((3.10)). Therefore, the following outage

analysis focuses on the fixed-gain case. However, our numerical comparisons for

both cases are also provided. For simplicity, we use G and Sj to represent Gfixed-gain

and Sfixed-gain
j , respectively, hereafter.

3.3 E2E Outage Probability Analysis

In this section, the closed-form exact and asymptotic E2E outage probabilities based

on fixed-gain relaying is derived. The asymptotic outage probabilities are in the

sense of Ps → ∞ and Ith → ∞, respectively.

3.3.1 Exact E2E Outage Probability

To analyse the exact E2E outage probability, we start with characterizing the statis-

tics of γjR and γRj (j = 1, 2) in (3.12). And the following theorem is obtained.

Theorem 3. 1. The random variables γjR and γRj (j = 1, 2) are Gamma(Mj −
1, γ̄λj) distributed.

Proof. We start with deriving the distribution of γjR = γ̄‖gj‖2ρhj
(j = 1, 2). To

find its cumulative distribution function (CDF), the CDFs and PDFs of ‖gj‖2 and

ρhj
(j = 1, 2) must be obtained first.

To find the CDF of ρhj
(j = 1, 2), we first define ĥj =

hj√
λSUj,B

and ĝj =

gj√
λj

(j = 1, 2). Both ĥj and ĝj are thus CN (0, 1) distributed and ρhj
remains

unchanged when hj and gj are replaced by
√
λSUj ,Bĥj and

√
λjĝj , respectively. It

has been proven in [147] that the random variableX =
|ĥT

j ĝ∗

j |
2

‖ĥj‖2‖ĝj‖2
is Beta(1, Mj−1)

distributed and is independent from both ĝj and ĥj because X is the normalized

correlation between ĝj and a uniformly distributed variable υ =
ĥj

‖ĥj‖
. Since the

Beta distribution has the property that ifX ∼ Beta(α, β), then 1−X ∼ Beta(β, α),
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ρhj
= 1−X is Beta(Mj − 1, 1)-distributed, whose CDF Fρhj

(ρ) and PDF fρhj
(ρ)

are given as,

Fρhj
(ρ) =

B(ρ;Mj − 1, 1)

B(Mj − 1, 1)
, (3.13)

fρhj
(ρ) =

ρ(Mj − 2)

B(Mj − 1, 2)
, (3.14)

where 0 < ρ < 1, B(·, ·) is the Beta function, and B(·; ·, ·) is the incomplete Beta

function.

On the other hand, the random variable Yj = ‖gj‖2 is a sum of Mj absolute

square CN (0, λj) terms and as such is Gamma(Mj , λj) distributed, whose CDF

FY (y) and PDF fY (y) are given as,

FY (y) =P (Mj,
y

λj
), (3.15)

fY (y) =
yMj−1e

− y
λj

λ
Mj

j Γ(Mj)
, (3.16)

where y > 0, Γ(·) is the Gamma function, and P (·, ·) is the regularized lower

incomplete Gamma function. Then by expanding P (s, x) = 1 − ∑s
i=1

xs−ie−x

(s−i)!
,

given s is a positive integer, the CDF of γjR (j = 1, 2) is derived as,

FγjR(γ) =

∫ ∞

0

Fρhj

(
γ

γ̄y

)

fYj(y)dy

=

∫ γ
γ̄

0

fYj (y)dy+

∫ ∞

γ
γ̄

(
γ

γ̄y
)Mj−1 yMj−1e

− y
λj

∫∞

0
tMj−1e−tdtλ

Mj

j

dy

=P (Mj,
γ

γ̄λj
) +

γMj−1e
− γ

γ̄λj

(γ̄λj)
Mj−1 Γ(Mj)

=1−
Mj∑

i=1

γMj−ie
− γ

γ̄λj

(γ̄λj)
Mj−i (Mj − i)!

+
γMj−1e

− γ
γ̄λj

(γ̄λj)
Mj−1 Γ(Mj)

=1−
Mj−1
∑

i=1

γMj−1−ie
− γ

γ̄λj

(γ̄λj)
Mj−1−i (Mj − 1− i)!

=P (Mj−1,
γ

γ̄λj
) (3.17)

Therefore, γjR is Gamma(Mj − 1, γ̄λj)-distributed. The proof for γRj is analogous

and omitted here.
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Using the statistics of γjR and γRj (j = 1, 2), we then derive the exact E2E

outage probability (P out
j , j = 1, 2) in Theorem 3. 2.

Theorem 3. 2. Given γth > 0 as the minimum SINR required at SUj , the E2E

outage probability P out
j (γth) = Pr[Sj ≤ γth] at SUj (j = 1, 2) is given by,

P out
j (γth) = 1− 2

Mj̄∑

i=2

Mj̄−i∑

k=0

k∑

l=0

e
−

γth
γ̄λ

j̄ (γth
λj̄
)
M1+M2−i+k−1

2

(Mj − 2)!(Mj̄ − i− k)!(k − l)!

×
( C
λj
)
M1+M2−i−k−1

2 (γ0λ0)
l

γ̄(M1+M2−i−l−2)(γthγ0λ0
λj̄

+ γ̄)l+1
KMj−Mj̄+i+k−1

(

2

√

Cγth
γ̄2λ1λ2

)

(3.18)

Proof. To derive the E2E outage probabilities P out
j (j = 1, 2) is equivalent to char-

acterize the statistics of the random variable Sj . Therefore, without loss of gener-

ality, we derive the CDF FS1
(γ) (γ > 0) of S1 here since the CDF of S2 can be

obtained similarly.

In Theorem 1, we have proven that γjR and γRj (j = 1, 2) are identically dis-

tributed. Although given a j (j = 1, 2), they are correlated because both of them

contain the term ‖gj‖2, they will not appear in Sj simultaneously. For instance, S1

only contains γ2R and γR1. Therefore, we simplify the notation as γ1 = γR1 and

γ2 = γ2R here.

On the other hand, since fr ∼ CN (0, λ0), γ3 follows the Exp( 1
γ0λ0

) distribution,

whose CDF Fγ3(γ) and PDF fγ3(γ) are given as,

Fγ3(γ) =1− e
− γ

γ0λ0 , fγ3(γ) =
1

γ0λ0
e
− γ

γ0λ0 , (3.19)

where γ > 0. Knowing both the CDFs and PDFs of γj (j = 1, 2, 3), FS1
(γ) is

derived via (3.20).

FS1
(γ) =

∫ ∞

0

∫ ∞

0

Fγ2

((

γ3 + 1 +
C

γ1

)

γ

)

fγ3(γ3)fγ1(γ1)dγ3dγ1 (3.20)

By replacing Fγ2

((

γ3 + 1 + C
γ1

)

γ
)

in (3.20) with the expansion P (s, x) = 1 −
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e−x
∑s−1

t=0
xt

t!
, given s is a positive integer, we obtain (3.21),

FS1
(γ) =1−

M2∑

i=2

∫ ∞

0

∫ ∞

0

e
−(γ3+1+ C

γ1
) γ
λ2γ̄ ( γ

γ̄λ2
)M2−iγM1−2

1

(M1 − 2)!(M2 − i)!(γ̄λ1)M1−1γ0λ0

×
(

γ3 + 1 +
C

γ1

)M2−i

e
−

γ3
γ0λ0 e

−
γ1
γ̄λ1 dγ3dγ1

=1−
M2∑

i=2

M2−i∑

k=0

k∑

l=0

(
M2 − i

k

)(
k

l

)
( γ
γ̄λ2

)M2−ie
− γ

γ̄λ2CM2−i−k

γ0λ0(γ̄λ1)M1−1(M1 − 2)!(M2 − i)!

×
∫ ∞

0

γl3e
−γ3(

γ
γ̄λ2

+ 1

γ0λ0
)
dγ3

∫ ∞

0

γM1−M2+i+k−2
1 e

−( γC
γ̄λ2γ1

+
γ1
γ̄λ1

)
dγ1

=1− 2

M2∑

i=2

M2−i∑

k=0

k∑

l=0

e
−

γth
γ̄λ2 (γth

λ2
)
M1+M2−i+k−1

2

(M1 − 2)!(M2 − i− k)!(k − l)!

×
( C
λ1
)
M1+M2−i−k−1

2 (γ0λ0)
l

γ̄(M1+M2−i−l−2)(γthγ0λ0
λ2

+ γ̄)l+1
KMj−Mj̄+i+k−1

(

2

√

Cγth
γ̄2λ1λ2

)

(3.21)

where the second equality follows the use of the Binomial expansion, and the third

equality follows [148, Eq. (3.351.3)] and [148, Eq.(3.471.9)].

Note that (3.18) includes only λi (i = 0, 1, 2, 3), which is determined by the

distances between the relay (R) and all the other nodes in the system (SU1, SU2,

A, and B). Therefore, we can claim that only the location of the relay impacts the

outage.

3.3.2 Fixed Relay Gain

According to (3.11), it is clear that only the amplitude of the relay gain |G| matters.

Therefore, we assume that the relay gain G is positive real-valued. Then, to calcu-

late the fixed relay gain G from (3.11), E{|gTj mj |2} (j = 1, 2) must be calculated

first, which is equivalent to E{‖gj‖2ρhj
} from (3.22) by substituting mj , ρhj

, and

Φj (j = 1, 2).
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|gTj mj |2 =
|gTj Φjg∗

j |2
gTj Φjg

∗
j

= gTj Φjg
∗
j

= ‖gj‖2 −
gTj h

∗
jh

T
j g

∗
j

‖hj‖2

= ‖gj‖2(1−
|hTj g∗

j |2
‖hj‖2‖gj‖2

)

= ‖gj‖2ρhj
. (3.22)

Since it has been proven in Theorem 3. 1 that ρhj
(j = 1, 2) is Beta distributed

with parameter Mj − 1 and 1, and independent from both gj and hj , it is true

that E{‖gj‖2ρhj
} = E{‖gj‖2}E{ρhj

} and E{ρhj
} =

Mj−1

Mj
. Secondly, because

‖gj‖2 ∼ Gamma(Mj , λj) (j = 1, 2), hr ∼ CN (0, λ3) and fr ∼ CN (0, λ0), we

have E{|hr|2} = λ3, E{|fr|2} = λ0 and E{‖gj‖2} =Mjλj (j = 1, 2). Substituting

all these into (3.11), we obtain the fixed relay gain as,

G =

√

Ith
E{|hr|2}[PsE{|gT1 m1|2}+ PsE{|gT2 m2|2}+ PpE{|fr|2}+N0]

=

√

Ith
λ3[Psλ1(M1 − 1) + Psλ2(M2 − 1) + Ppλ0 +N0]

. (3.23)

3.3.3 Asymptotic E2E Outage Probability with Ith → ∞

In this section, we derive the asymptotic E2E outage probability in high interfer-

ence temperature limit region (Ith → ∞), in which case the underlay network is

equivalent to a conventional two-way relay network with the primary A being an in-

terference source. In this case, all the secondary nodes can transmit unconstrained.

To derive the asymptotic E2E outage probability in such a scenario, the expan-

sion (3.24) of Kν(z) is required.

Kν(z) =
1

2
(
1

2
z)−ν

ν−1∑

p=0

(ν − p− 1)!

p!

(

−1

4
z2
)p

+ (−1)ν+1

×
(z

2

)ν
∞∑

p=0

(
z2

4

)p [
ln
(
z
2

)
− 1

2
ψ(p+ 1)− 1

2
ψ(ν + p+ 1)

]

p!(ν + k)!
(3.24)
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where ψ(x) is the diagamma function. Since in (3.18), the order ν of Kν(·) is given

by (Mj−1)−(Mj̄−i−k), there are three possible cases to consider: (1)(Mj−1)−
(Mj̄−i−k) < 0, (2)(Mj−1)−(Mj̄−i−k) = 0, and (3)(Mj−1)−(Mj̄−i−k) >
0. For the first two cases, we find that, if Ith → ∞, KMj−Mj̄+i+k−1 (·) = 0 by

substituting C = γ̄
G2 and (3.23) into (3.24) and using the Kν(z) = K−ν(z) property

of Kν(z). For case (3), the second term in (3.24) converges to zero with Ith → ∞,

and only the first term left, where the non-zero terms are only when Mj̄− i−k = 0

and p = 0.

Therefore, combining all these three cases, the asymptotic E2E outage proba-

bility with Ith → ∞ is given as,

P out
j (γth; Ith → ∞) = 1−

Mj̄∑

i=2

Mj̄−i∑

l=0

e
−

γthN0
Psλj̄ (N0γth)

Mj̄−i(γ0λ0)
l

λ
Mj̄−i

j̄
P
Mj̄−i
s (Ppλ0γth

Psλj̄
+ 1)(l+1)(Mj̄ − i− l)!

, (3.25)

where j = 1, 2. According to (3.25), it is clear that as Ith → ∞, the E2E outage

probability will converge to a constant. Therefore, the diversity order is zero in this

case.

3.3.4 Asymptotic E2E Outage Probability with Ps → ∞

In this section, we derive the asymptotic E2E outage probabilities in high transmit

power region (Ps → ∞) for two cases: (1) when Ith is fixed and (2) Ith = aPs,

a > 0. To simplify the notations in this section, we define α1 =
λ3
Ith

[λ1(M1 − 1) +

λ2(M2 − 1)], α2 =
λ3
Ith

(Ppλ0 +N0), and b = γthN0

λ1λ2
(α1 +

α2

Ps
).

(1) Fixed Ith

In this case, to derive the asymptotic E2E outage probability, we first substitute

(3.23) into (3.18). By doing this, we found that, the non-zero term in the sums

in (3.18) is when k = 0 due to the fact that with Ps → ∞,
(

α1 +
α2

Ps

)

→ α1,
(

e
−

N0γth
λ
j̄
Ps

)

→ 1,
[

(Ppλ0γth
λj̄Ps

+ 1)(l+1)
]

→ 1. Therefore, we obtain the asymptotic
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E2E outage probability P out
j (γth;Ps → ∞) (j = 1, 2) as,

P out
j (γth;Ps → ∞) = 1− 2

Mj̄∑

i=2

(
α1γthN0

Ithλ1λ2

)Mj+M
j̄
−i−1

2

(Mj − 2)!(Mj̄ − i)!
KMj−Mj̄+i−1

(

2

√

α1N0γth
Ithλ1λ2

)

(3.26)

Obviously, with fixed Ith the E2E outage probability converges to a constant ((3.26))

in the high Ps region. Therefore, the diversity order is zero in this case.

(2) Ith = aPs

In this case, we obtain the asymptotic E2E outage probability P out
j (γth;

Ith
Ps

=

a, Ps → ∞) (j = 1, 2) in the following theorem.

Theorem 3. 3. If Ith
Ps

= a > 0, (min{M1,M2} − 1) diversity can be achieved

in high transmit power region (Ps → ∞), and the corresponding asymptotic E2E

outage probability is given by,

P out
j (γth;

Ith
Ps

= a, Ps → ∞) = φ(M1,M2)

(
b1
Ps

)min(M1,M2)−1

, (3.27)

where b1 =
N0γthα1

aλ1λ2
and φ(M1,M2) is given in (3.28).

φ(M1,M2) =







−∑Mj̄

i=1

(−1)i−1(Mj−Mj̄−1)!

(Mj̄−i)!(Mj−2)!(i−1)!
if Mj > Mj̄

−∑Mj̄

i=1

(−1)i[ln( b1
Ps
)−ψ(1)−ψ(i)]

(Mj̄−i)!(Mj−2)!(i−1)!
if Mj =Mj̄

−∑Mj̄

i=1 ϕ(i) if Mj < Mj̄

(3.28)

ϕ(i) =







(−1)
Mj−M

j̄
+i

[ln( b1
Ps
)−ψ(1)−ψ(Mj−Mj̄+i)]

(Mj−1)!(Mj̄−i)!(Mj−Mj̄+i−1)!
if Mj − 1 > Mj̄ − i

2ψ(1)−ln( b1
Ps
)

(Mj−1)!(Mj̄−i)!
if Mj − 1 =Mj̄ − i

(Mj̄−Mj−i)!

(Mj−2)!(Mj̄−i)!
if Mj − 1 < Mj̄ − i

Proof. Without loss of generality, the outage probability at SU1 is used here. We

first substitute Ith = aPs into (3.26), which results in,

P out
1 (γth) = 1− 2

M2∑

i=2

( b1
Ps
)
M1+M2−i−1

2

(M1 − 2)!(M2 − i)!
KM1−M2+i−1

(

2

√

b1
Ps

)

. (3.29)

To derive P out
1 (γth;

Ith
Ps

= a, Ps → ∞) from (3.29), the expansion (3.24) of Kν(·)
is also required. Besides, we also need to consider three cases: (1) M1 > M2,

(2)M1 =M2, and (3)M1 < M2.
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Case (1): If M1 = M2, M1 − 1 − M2 + i > 0 always holds. Therefore, after

applying (3.24), the lowest term of 1
Ps

is given by (M2 − 1) when the index p

in the second term of (3.24) is zero.

Case (2): If M1 > M2, M1 − 1 −M2 + i > 0 still always holds, and the lowest

term of 1
Ps

is given by (M2 − 1) when the index p in the first term of (3.24)

takes value of i− 1.

Case (3): If M1 < M2, there are two possible cases depending on the value of the

index i in (3.29): (a)M1 − 1 −M2 + i ≥ 0 and (b) M1 − 1 −M2 + i < 0.

For case (a), the lowest term of 1
Ps

is given by (M1 − 1) with the index p in

the second term of (3.24) being zero. For case (b), using the Kv(·) = K−v(·)
property, the lowest term of 1

Ps
is given by (M2 − 1) with the index p in the

first term of (3.24) being i− 1.

Therefore, Theorem 3. 3 is obtained by collecting all the analysis for the three cases

above.

Comparatively, in this case, the underlay setup is equivalent to the conventional

two-way relay networks consisting of two multi-antenna terminals and one single-

antenna fixed gain AF relay [84]. In [84], MRT/MRC are applied at the two termi-

nals to exploit the channel gj (j = 1, 2) and a diversity of order min(M1,M2) is

achieved in high transmit power region. But in our study, ZFB-MRT/MRC applied

at the two terminals will cause the diversity loss since only part of gj (j = 1, 2),

which is orthogonal to the interference channels hj and fj (j = 1, 2) is exploited.

Therefore, in our study the diversity order is min(M1,M2) − 1. In other words,

the orthogonality requirement to enforce ZFB results in a small loss of degrees of

freedom.

3.3.5 Results and Discussions

This section provides numerical results to validate the preceding analysis. The

parameters N0 and Pp are set to 0 dBm and 10 dBm, respectively. And the path

loss exponent ω is set to 3.5. In order to show the impact of the distance between
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the relay and the primary nodes, we also assume that dSUj ,R = d (j = 1, 2) and

dA,R = dR,B = d1.

Figs. 3.2 and 3.3 show the E2E outage probabilities as a function of the transmit

power Ps with d1 = d and d1 = 1.5d for M1 = M2 = 16 and M1 = 8,M2 = 16,

respectively. For comparisons, simulation results of CSI-Assisted gain are provided

as well, where R adapts its relay gain via (3.9). It is shown that fixed gain outper-

forms CSI-Assisted gain. This is because with CSI-Assisted gain, the relay gain is

chosen such that the interference power at B below Ith in each transmission, while

fixed gain considers the average interference power. It is also shown that when R is

located further (d1 = 1.5d) from A and B, lower outage is achieved.

d1 = d
γth = 0dB
Pp = 10dBm
Ith = −5dBm
M1 =16, M2 =16

d1 = 1.5d
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Figure 3.2: P out
e2e v.s. Ps with Ith = −5 dBm, M1 =M2 = 16

Figs. 3.2 and 3.3 also show that employing ZFB-MRT/MRC, the E2E outage

probabilities of underlay two-way relay networks can be lower than 10−4 with

fixed-gain relays, 16 antennas at both secondary terminals and d1 = 1.5d , respec-

tively. Therefore, this shows the effectiveness of beamforming in addressing the

bi-directional interference issues and improving the reliability of under two-way

relay networks.

Another observation from Fig. 3.3 is that when Ps < 20 dBm, the E2E outage

probability along the direction from the node with more antennas to the one with

less antennas, e.g., SU2 →SU1, outperforms the other direction. Therefore, we
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Figure 3.3: P out
e2e v.s. Ps with Ith = −5 dBm,M1 = 8,M2 = 16

claim that equipping more antennas at the transmitter benefit more than equipping

more antennas at the receiver. This is reasonable due to the following reason. Since

ZFB-MRC nullifies the A-to-SUj (j = 1, 2) interferences in the second time slot,

the outage performance is dominated by the ratio of the signal power to the A-

to-R interference power in the first time slot. And with ZFB-MRT, the secondary

terminals can transmit with their maximum power since the SUj-to-B (j = 1, 2)

interferences are nullified and thus with more antennas at the transmitter, higher

signal-to-interference-ratio at the relay is achieved. However, when increasing Ps,

the outage probabilities along both directions converge to the same outage floor.

Fig. 3.4 plots the E2E outage probabilities as functions of Ith for M1 =M2 = 8

and M1 = 8, M2 = 16, respectively. Note that, when Ith ≤ 10 dBm, equipping

more antennas at the receiver results in lower outage probability, e.g., P out
2 in M1 =

8,M2 = 16 outperforms P out
2 in M1 = M2 = 8. However, with increasing Ith, the

outage probabilities at SU2s in both setups converge to the same outage probability

floor since both SU1s are equipped with 8 antennas.

Fig. 3.5 verifies Theorem 3. 3 with Ith set as 0.001Ps. Note that, the E2E outage

probabilities at SU1 and SU2 overlap in both symmetric (M1 = M2 = 8) and

asymmetric (M1 = 8, M2 = 16) systems.

52



M1 = 8, M2 = 16

M1 =M2 = 8

P out2

P out1

γth = 3dB
Pp = 10dBm
Ps = 10dBm

−5 0 5 10 1510−8

10−7

10−6

10−5

10−4

10−3

10−2

10−1

100

Ith(dBm)

P
ou
t

e2
e

Fixed Gain, Analytic
Fixed Gain, Simulation
Fixed Gain, Asymptotic

Figure 3.4: P out
e2e v.s. Ith with d1 = 1.5d and Ps = 10 dBm

Ith = 0.001Ps

0 5 10 15 20 25 30 35 40 45 50 55 6010−12

10−11

10−10

10−9

10−8

10−7

10−6

10−5

10−4

10−3

10−2

10−1

100

101

102

M1 =4, M2 =2

M1 =M2 =4

Ps (dBm)

P
ou
t

e2
e

Exact E2E Outage Probability
Approximation

Figure 3.5: P out
e2e v.s. Ps with d1 = 1.5d and Ith = 0.001Ps

53



3.4 Two-way Outage Probability

Since the secondary terminals SU1 and SU2 exchange information simultaneously

via two-way relay, the successful transmission requires that both SU1 and SU2 can

receive information from each other successfully. Therefore, we define the two-

way outage probability (P out
two−way) as the probability that the minimum of the two

SINRs at the two secondary nodes is below the threshold (γth).

P out
two−way = Pr[min(S1, S2) ≤ γth] (3.30)

According to (3.12), S1 and S2 are dependent via ‖g1‖2, ‖g2‖2, and γ3. More-

over, each of S1 and S2 includes independent variables ρhj
and ρfj

(j = 1, 2). Thus,

P out
two−way appears mathematical intractable. Therefore, only simulation results are

given in the following section.

3.4.1 Simulation Results and Discussions

This section provides simulation results to analyse the two-way outage probability

in the underlay two-way relay network Fig. 3.1. Similar to Section 3.3.5, the pa-

rameters N0 and Pp are set to 0 dBm and 10 dBm, respectively. And the two-way

outage probabilities are obtained through 1010 channel realizations.

Fig. 3.6 shows the outage probability as functions of the transmit power (Ps)

with the interference temperature limit Ith set to 3 dBm under symmetric (M1 =

M2 = 8) and asymmetric (M1 = 8, M2 = 16) system configurations, respectively.

For comparison, the E2E outage probabilities at the two secondary terminals are

shown as well.

Similar to the E2E outage probabilities, with the transmit power (Ps) being large

enough, e.g., over 20 dBm, the two-way outage probability converges to a constant

due to the impact of the interference constraint. Moreover, as shown in Fig. 3.6,

it overlaps the E2E outage probabilities in symmetric system configurations. In

asymmetric system configurations, it coincides with the communication along the

direction from the terminal with less antennas to the terminal with more antennas,

e.g., along the SU1 → SU2 direction, which is the worse one between the two

directions. Therefore, cognitive two-way relay networks is similar to conventional
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Figure 3.6: Two-way Outage Probability v.s. Ps with Ith = −5 dBm

cognitive two-way relay networks in the sense that the two-way outage probability

is determined by the E2E outage probability of the weakest communication link

[146]. This suggests us to develop beamforming algorithms to maximize the worse

SINR in the next two chapters.

Fig. 3.7 shows the two-way outage probability as functions of the interfer-

ence temperature limit (Ith) with the transmit power Ps set to 3 dBm, 10 dBm, and

20 dBm, respectively. Simulations are run with both symmetric (M1 = M2 = 8)

and asymmetric (M1 = 8, M2 = 16) system configurations.

Note that, as shown in Fig. 3.7, with the same transmit power (Ps), in low inter-

ference temperature limit region, e.g., Ith ≤ 5 dBm, the two-way outage probability

with M1 = 8, M2 = 16 outperforms that with M1 = M2 = 8. However, these

two two-way outage probabilities converge together as the interference temperature

limit (Ith) increases. This means that, equipping more antennas at one secondary

terminal only benefits in low interference temperature limit region.

3.5 Conclusion

This chapter characterized the outage performance of ZFB-MRT/MRC in underlay

two-way relay networks when both path loss effect and small-scale fading were
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taken into consideration. While eliminating the SUj →B and A→SUj (j = 1, 2,)

interferences completely, ZFB-MRT/MRC does not use the fact that the primary

receiver can tolerate interference as much as the interference temperature limit.

Therefore, it is not an optimal underlay beamforming algorithm. However, by in-

vestigating its outage performance, the following insights are obtained.

1. The location of the relay significantly impacts the outage. Therefore, the

choice of relocation for the relays from the primary nodes is highly beneficial.

Thus, if relay selection is possible from a pool of available nodes, which have

the same distance from the underlay terminals, the node with the longest

distance from the primary nodes should be selected.

2. With Ith → ∞ and fixed Ps or Ps → ∞ and fixed Ith, the diversity order

is zero. But if Ith
Ps

is fixed, a diversity of order (min(M1,M2) − 1), where

Mj (j = 1, 2) is the number of antennas at the secondary terminal SUj , is

achieved when Ps → ∞.

3. Simulation results showed that even with sub-optimal beamforming, ZFB-

MRT/MRC, the E2E outage probabilities of underlay two-way relay net-

works can be lower than 10−3 and 10−4 for CSI-assisted and fixed-gain re-
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lays, respectively. Therefore, beamforming is effective in addressing the bi-

directional interference issues and improving the reliability of under two-way

relay networks.

4. Simulation results also showed that cognitive two-way relay networks are

similar to conventional non-cognitive two-way relay networks in the sense

that the two-way outage probability is determined by the E2E outage proba-

bility of the weakest communication link [146]. This promotes us to develop

beamforming algorithms to maximize the worse SINR in the next two chap-

ters.

∼
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Chapter 4

Cognitive Beamforming in Underlay

Two-Way Relay Networks with

Multi-Antenna Terminals

Chapter 3 has shown that for an underlay two-way relay and two multi-antenna

terminals, sub-optimal beamforming (ZFB-MRT/MRC) improves outage probabil-

ities, e.g., as low as 10−3 with a CSI-assisted relay and 10−4 with a fixed-gain relay.

Thus, even better performance can be expected from optimal beamforming algo-

rithms. Therefore, this chapter develops optimal transmitter/receiver design, e.g.,

transmit powers, and Tx and Rx beamforming vectors at the two secondary termi-

nals to improve the outage performance and the reliability and capacity considering

both P2S and S2P interferences. The Rx beamforming vectors are found in closed-

form, while the transmit powers and Tx beamforming vectors are derived by the

proposed optimal algorithm (JTBPA). To reduce the computational complexity, the

use of sub-optimal Tx beamforming algorithms, MRT and ZFB-MRT, are proposed,

and the transmit powers are optimized to partially recover the performance losses

due to the use of sub-optimal beamforming vectors1.

4.1 Introduction

Although it has been shown in Chapter 3 that, with ZFB-MRT/MRC, the outage

probabilities of underlay two-way relay networks can be improved, this improve-

1A version of this chapter has been submitted to IEEE Trans. Cognitive Commun. and Network

(2015).
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ment is limited due to not exploiting the interference temperature limit. That is,

the weighting coefficients of ZFB-MRT are computed to make the S2P interference

(IS2P ) identical to zero. However, the primary receiver can tolerate IS2P ≤ Ith.

Therefore, more sophisticated optimal beamforming algorithms are needed to fur-

ther improve the outage probabilities and thus the reliabilities of underlay two-way

relay networks.

4.1.1 Prior Related Research

As mentioned before, underlay networks suffer from the bi-directional (S2P and

P2S) interferences, and thus their communication coverage range is shortened and

the capacity is degraded. To address the S2P interferences, power allocation, i.e.

adjusting the power levels at various nodes, has been studied in [128, 129], and

various beamforming algorithms have been studied extensively based on different

criteria [32–40]. For a single secondary transmitter-receiver pair, optimal beam-

forming vectors were derived by using a rotation matrix to maximize the received

SINR [35], and by using a bi-section search and an interior-point algorithm to

maximize the energy efficiency [40]. For a secondary network consisting of one

secondary base station and multiple secondary receivers, beamforming algorithms

were developed in [32–34, 36–38]. [32] derived orthogonal beamforming vectors

by the Gram-Schmidt algorithm, while [33, 34] generated the optimal beamform-

ing vectors by using an interior-point algorithm to maximize the number of nodes

served under the QoS constraint [33], and to maximize the worse received SINR

at multiple secondary receivers [34]. [37] also developed the optimal beamforming

vectors by using an interior-point algorithm for: 1) the minimization of the transmit

power; 2) the minimization of the interference to primary nodes; 3) the maximiza-

tion of the worse received SNR at the secondary nodes; and 4) the minimization of

a weighted sum of interference and minimum SNR. [36] derived the optimal beam-

forming vectors through a convex optimization based on the Karush-Tuhn-Tucker

conditions to maximize the sum rate of the secondary receivers. [38] derived the

optimal beamforming vectors by using the uplink-downlink duality and the sub-

gradient method to maximize the worse SINR of some secondary nodes under the
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QoS constraints of other secondary nodes. Besides, beamforming in secondary net-

works consisting of multiple secondary base stations was investigated in [39] via

the generalized Benders decomposition to minimize the overall transmit power. It

is worth to mention that, most of the studies did not consider the P2S interference.

Then, to both enlarge the limited coverage and mitigate the S2P interferences,

both beamforming and AF relaying were studied in [41–47]. Beamforming at the

multi-antenna secondary base station and the one-way relay was studied to maxi-

mize the data rate [41]. Distributed beamforming via multiple cooperative single-

antenna AF relay nodes were investigated in [42–46]. Of these, [42–45] maxi-

mized the received SNR or minimized the interference at the primary receivers for

one-way relays and [46] considered two-way relays. A sub-optimal beamforming,

MRT, for an underlay multi-antenna transmitter-receiver pair and a single-antenna

one-way relay node was studied in [47]. However, all these studies neglected the

P2S interferences as well.

4.1.2 Motivation and Contribution

Since previous research treated one-way relays and neglected the P2S interferences,

the performance improvements with two-way relay and optimal beamforming have

not been determined. Thus, this chapter investigates beamforming considering both

P2S and S2P interferences in an underlay two-way relay network of two multi-

antenna secondary terminals (SU1 and SU2) and a single-antenna half-duplex two-

way AF relay. Particularly, cognitive beamforming vectors and transmit powers for

SU1 and SU2 are developed to maximize the worse of the two received SINRs at

SU1 and SU2. This worse SINR maximization is selected here as the criterion be-

cause it determines the two-way outage probability [146]. And the cognitive beam-

forming involves both Tx beamforming and Rx beamforming. The contributions of

this chapter are listed as follows.

1. The closed-form optimal Rx beamforming vectors are derived to mitigate the

primary-to-SUj (j = 1, 2) interferences [72].

2. The optimal transmit powers and Tx beamforming vectors are jointly derived
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by our proposed bi-section search based optimal algorithm (JTBPA) [72]. In

each iteration, JTBPA equivalently converts the non-convex NP-hard feasi-

bility problem into two interference minimization problems, which can be

solved by semidefinite relaxation (SDR).

3. To reduce the computational complexity required by JTBPA, optimal power

allocation is developed when two low-complexity sub-optimal Tx beamform-

ing algorithms, MRT and ZFB-MRT, are employed [72].

4. An assessment of the relative merits of the algorithms proposed in this chapter

is provided through extensive simulation and numerical results. For instance,

JTBPA increases the achievable SINR by as mush as 20 dB compared with

no Tx beamforming and equal power allocation (EPA). Moreover, ZFB-MRT

with and without optimal power allocation has only 1 dB and 2 dB gap from

JTBPA, respectively, while their required running time is only 1% of that

required by JTBPA.

This chapter is organized as follows. Section 4.2 introduces the details of the sys-

tem configuration and signal flow, then formulates the optimization problem. Sec-

tion 4.3 derives the optimal Rx beamforming vectors and relay gain. Section 4.4

develops the optimal Tx beamforming and power allocation algorithm (JTBPA) and

the optimal power allocation for sub-optimal Tx beamforming algorithms. Sec-

tion 4.5 conducts simulations to assess our proposed algorithms. And Section 4.6

concludes this chapter.

4.2 System Configuration, Signal Flow and Problem

Formulation

System Configuration

The same system configuration in Chapter 3 is adopted in this chapter (Fig. 4.1),

where the secondary network consisting of one single-antenna AF relay node (R)

and two multi-antenna terminals (SU1 and SU2) coexists with the primary network
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Figure 4.1: Multi-Antenna Underlay Two-Way Relay Network

of one single-antenna transmitter-receiver pair (A-B). SU1 and SU2 are equipped

with M1 and M2 antennas, respectively. All nodes are half-duplex.

We assume flat fading and identically and independently CN (0, 1)-distributed

channel coefficients. This chapter uses the following notations. gj ∈ CMj×1 (j =

1, 2) are the reciprocal channels between SUj and the relay R. hj ∈ CMj×1 (j =

1, 2) and hr ∈ C are the interference channels from SUj and R to B, respectively.

fj ∈ CMj×1 (j = 1, 2) and fr ∈ C are the interference channels form A to SUj and

R, respectively.

We assume that the instantaneous CSI of all the channels is perfectly known at

every node. This perfect CSI assumption may be realized by involving a central

control device and has also been adopted in [42–45]. This device collects CSIs,

which are obtained through an appropriate channel estimation scheme [118, 119]

at nodes in Fig. 4.1, and then broadcasts them out before each round of mutual

information exchange between SU1 and SU2, e.g., every 4µs (the symbol duration

in WLAN networks) [158]. The overhead for this CSI collection and broadcast

process in real applications increases linearly with the number of antennas and the

required updating rate. The updating rate may be reduced if the nodes are not

mobile. It also depends on how the CSI is collected and broadcast. For instance,

if the estimated CSIs are directly communicated, the overhead will depend on the

accuracy required to represent the complex channel gains. But if a codebook [159],
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which is a table of quantized CSIs and each CSI associated with a reference number,

is used and shared between nodes in the system, the central control device only

collects and broadcasts this reference number and thus the overhead will be reduced.

Under this perfect CSI assumption, both SUj (j = 1, 2) and the relay R can calculate

all the transmit parameters, such as the beamforming vectors, transmit powers and

relay gain.

Moreover, AWGN noise of zero mean and σ2 variance are assumed at every

receiving node, and unit symbol power is assumed as well. As in [47,69,132], per-

fect time synchronization is assumed between the primary and secondary networks,

which will lead to the maximum interference power.

Signal Flow

When using the two-slot two-way relay (Fig. 4.1), SUj (j = 1, 2) transmits the

signal
√
Pjmjsj to the relay R in the first time slot, where Pj is the transmit power,

sj is the symbol to be transmitted, and mj ∈ CMj×1, ‖mj‖2 = 1, is the normalized

Tx beamforming vector. Simultaneously, A transmits x(1) to B with transmit power

PP . Therefore, the signal yr and the interference x
(1)
int received at the relay R and B

are given as,

yr =
√

P1g
T
1 m1s1 +

√

P2g
T
2 m2s2 +

√

Ppfrx
(1) + nr, (4.1)

x
(1)
int =

√

P1h
T
1m1s1 +

√

P2h
T
2m2s2, (4.2)

where nr ∈ C is the AWGN at the relay.

In the second time slot, A transmits x(2) to B with transmit power PP . Mean-

while, the relay R multiplies its received signal yr with a complex relay gain Gejθ

and broadcasts the resultant. Since only the signal power levels are considered,

e.g., SINR and interference power at B, the phase θ component in the relay gain is

irrelevant (see (4.6) and (4.8)). For this reason, we set θ = 0 and model the relay

gain as a positive real-valued scale G. Then the interference signal x
(2)
int at B and the
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signal vector yj (j = 1, 2) received at SUj are given as,

x
(2)
int =hrGyr, (4.3)

yj =
√

PjGgjg
T
j mjsj

︸ ︷︷ ︸

Self-Interference

+
√
Pj̄Ggjg

T
j̄ mj̄sj̄

︸ ︷︷ ︸

Signal

+
√

PpGgjfrx
(1) +

√

Ppfjx
(2)

︸ ︷︷ ︸

P2S Interference

+Ggjnr + nj
︸ ︷︷ ︸

Noise

,
(4.4)

where nj ∈ CMj×1 is the AWGN vector at SUj , and j̄ = 1, if j = 2, and vise versa.

Knowing gj , mj and G, SUj (j = 1, 2) can subtract the self-interference part
√
PjGgjg

T
j mjsj from (4.4) perfectly and then apply the Rx beamforming. There-

fore, after the self-interference cancellation and Rx beamforming, the resulting sig-

nal ŷj is represented as,

ŷj =
√
Pj̄Gd

T
j gjg

T
j̄ mj̄sj̄

︸ ︷︷ ︸

Signal

+
√

PpGd
T
j gjfrx

(1) +
√

Ppd
T
j fjx

(2)

︸ ︷︷ ︸

P2S Interference

+GdTj gjnr + dTj nj
︸ ︷︷ ︸

Noise

,
(4.5)

where dj ∈ CMj×1 (j = 1, 2) is the Rx beamforming vector satisfying ‖dj‖2 = 1.

Then, from (4.5), the instantaneous SINR at SUj (j = 1, 2) can be calculated

as,

SINRj =
Pj̄G

2dHj Gjdjm
H
j̄ Gj̄mj̄

dHj (G
2∆Gj + Fj)dj

, (4.6)

where Gj = g∗
jg

T
j , ∆ = Pp|fr|2 + σ2, and Fj = Ppf

∗
j f

T
j + σ2IMj

. And from (4.2)

and (4.3), the interference powers at B in time slot 1 and 2 are calculated as,

P
(1)
I =P1m

H
1 H1m1 + P2m

H
2 H2m2, (4.7)

P
(2)
I =|hr|2G2(P1m

H
1 G1m1 + P2m

H
2 G2m2 +∆), (4.8)

where Hj = h∗
jh

T
j (j = 1, 2).

Problem Formulation

As mentioned in Section 4.1, we aim at deriving the relay gain G, transmit powers

Pj (j = 1, 2), Tx beamforming vectors mj (j = 1, 2) and Rx beamforming vectors

dj (j = 1, 2) to maximize the worse SINR at the two terminals. Recall that, since
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the secondary nodes work in the underlay mode, their interference received at B

(P
(1)
I and P

(2)
I ) must be lower than the interference temperature limit (Ith). Mean-

while, we restrict the transmit powers Pj (j = 1, 2) under their maximum values

Pmax
j . Putting all these conditions together, the optimization problem is formulated

as,

(P-4.1) max
Pj , G,mj ,dj

min{SINR1, SINR2}

s. t. ‖mj‖2 = 1, ‖dj‖2 = 1, (4.9a)

P1 ≤ Pmax
1 , P2 ≤ Pmax

2 , (4.9b)

P
(1)
I ≤ Ith, P

(2)
I ≤ Ith, (4.9c)

j = 1, 2.

There are two ways to implement this in a practical setup. First, SU1 or SU2

can solve (P-4.1) using our proposed algorithms and then broadcast the results to

the relay and the other terminal. This method, however, will introduce additional

overhead, time delay and quantization errors when sending the complex beamform-

ing vectors. Second, all the nodes, the relay R and the terminals SUj (j = 1, 2),

individually solve (P-4.1) prior to a data exchange session (e.g., 4µs in WLAN

networks) [158].

4.3 Optimal Relay Gain and Rx Beamforming Vec-

tors

In this section, we derive the optimal relay gain G and Rx beamforming vectors

dj (d = 1, 2) as follows. Since among the constraints (4.9a)-(4.9c), only P
(2)
I ≤

Ith depends on the relay gain G, when the optimal value of (P-4.1) is achieved,

P
(2)
I = Ith must hold. Because otherwise, if (P-4.1) achieves its optimal value

SINRo and P
(2)
I < Ith, we can always find a Ĝ > G such that P

(2)
I = Ith, and

this Ĝ will increase both SINR1 and SINR2, which will leads to a worse SINR

min(SINR1,SINR2) larger than SINRo. Therefore, G should be chosen as,
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G =

√

Ith
|hr|2(P1m

H
1 G1m1 + P2m

H
2 G2m2 +∆)

. (4.10)

Then if we substitute (4.10) into (4.6), SINRj (j = 1, 2) can be reformulated

as,

SINRj =
Pj̄RγRj

P1R + P2R + (γRj + 1)∆
, (4.11)

where PjR = Pjm
H
j Gjmj , and γRj =

Ithd
H
j Gjdj

|hr|2dH
j Fjdj

(j = 1, 2) are the signal powers

from SUj to R and the SINR from R to SUj , respectively. Then, the following

lemma is obtained.

Lemma 4. 1. SINRj in (4.11) increases with the increase in γRj .

Proof. See Appendix B.1 for proof.

Lemma 4.1 implies that the optimal value of (P-4.1) is achieved when γRj (d =

1, 2), which is determined by dj only, achieves its maximum value. Thus, the Rx

beamforming vectors dj (j = 1, 2) should be chosen to maximize γRj . It is known

that the generalized Rayleigh-Ritz ratio in the form as
dH
j Gjdj

dH
j Fjdj

is maximized when

dj is computed via (4.12) by exploiting the definition of Gj [149]. Apparently,

according to (4.12), the selection of the Rx beamforming vectors (dj , j = 1, 2)

is independent of the selection of Pj and mj (j = 1, 2). Once dj (j = 1, 2) is

determined, the Sherman-Morrison formula [150] can be applied to compute the

maximum value γmaxRj as (4.13).

dj =
(Ppf

∗
j f

T
j + σ2IMj

)−1g∗
j

|(Ppf ∗
j f

T
j + σ2IMj

)−1g∗
j |
. (4.12)

γmaxRj =
Ith
|hr|2

(‖gj‖2 −
Pp|fTj g∗

j |2
σ2(σ2 + Pp‖fj‖2)

) (4.13)

For simplicity, we denote γmaxRj in (4.13) as γj (j = 1, 2) hereafter and reformu-

late (P-4.1) into,

66



(P-4.2) max
P1, P2,m1,m2

min{ γ1P2R

P1R + P2R + (γ1 + 1)∆
,

γ2P1R

P1R + P2R + (γ2 + 1)∆
}

s. t. ‖mj‖2 = 1, j = 1, 2, (4.14a)

P1 ≤ Pmax
1 , P2 ≤ Pmax

2 , (4.14b)

P1m
H
1 H1m1 + P2m

H
2 H2m2 ≤ Ith. (4.14c)

which is an optimization problem with regard to the transmit powers Pj(j = 1, 2)

and Tx beamforming vector mj (j = 1, 2). The solution to (P-4.2) will be devel-

oped in the next section.

4.4 Tx Beamforming and Power Allocation

In this section, we first develop the optimal algorithm (JTBPA) for (P-4.2) to jointly

derive the optimal Tx beamforming vectors mj and transmit powers Pj (j = 1, 2).

Then, to reduce the high computational complexity, we also propose to use low-

complexity, sub-optimal Tx beamforming algorithms ZFB-MRT and MRT. In this

case, mj (j = 1, 2) has closed-form solution and we then optimize Pj (j = 1, 2) to

partially mitigate the performance losses due to the suboptimal mj (j = 1, 2).

4.4.1 Optimal Joint Tx Beamforming and Power Allocation

Since (P-4.2) is a non-convex optimization problem, we start with the following

lemma, which helps us to find the optimal Tx beamforming vectors and power

allocation.

Lemma 4. 2. There exists an optimal solution (P o
1 , P

o
2 , m

o
1, m

o
2) to (P-4.2) such

that the corresponding optimal SINRs at the two terminals satisfying SINRo1 =SINRo2.

Proof. See Appendix B.2 for proof.
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By applying Lemma 4.2, (P-4.2) is reformulated to an equivalent problem,

(P-4.3) max
P1, P2,m1,m2

γ1P2R − γ2P1R

(γ1 − γ2)∆

s. t. ‖mj‖2 = 1, j = 1, 2, (4.15a)

P1 ≤ Pmax
1 , P2 ≤ Pmax

2 , (4.15b)

P1m
H
1 H1m1 + P2m

H
2 H2m2 ≤ Ith, (4.15c)

Φ(P1R, P2R) = 0, (4.15d)

where

Φ(P1R, P2R) = γ1P
2
2R − γ2P

2
1R + (γ1 − γ2)P1RP2R

+ γ1(γ2 + 1)∆P2R − γ2(γ1 + 1)∆P1R. (4.16)

Notice that, (P-4.3) is a QCQP with quadratic equality constraint, which is gen-

erally non-convex and NP-hard [126]. And to solve (P-4.3), three cases need to

be considered: (1) γ1 > γ2, (2) γ1 = γ2 and (3) γ1 < γ2. Since γ1 = γ2 is a

zero-probability event, we neglect this case here, and focus on the other two cases.

CASE 1: γ1 > γ2

In this case, (P1, P2, m1, m2) should be chosen such that (P1R, P2R) satisfies

both γ1P2R − γ2P1R > 0 and Φ(P1R, P2R) = 0. Clearly, Φ(P1R, P2R) = 0 is a

hyperbolic curve passing the origin point (P1R, P2R) = (0, 0), and it is easy to

prove that the points (P1R, P2R) on this hyperbolic curve Φ(P1R, P2R) = 0 always

satisfies γ1P2R − γ2P1R > 0 when PjR > 0 (j = 1, 2). Therefore, given γ1 > γ2,

there must exist a solution (P1, P2, m1, m2) such that Φ(P1R, P2R) = 0 and the

optimal value of (P-4.3) is achieved.

CASE 2: γ1 < γ2

With the similar analysis as in CASE 1, the same conclusion can be obtain,

given γ1 < γ2.

Therefore, there must exist an optimal (P1, P2, m1, m2) such that the corre-

sponding (P1R, P2R) is on the hyperbolic curve Φ(P1R, P2R) = 0. Therefore, we

propose a bi-section search based optimal algorithm (JTBPA) to jointly find the

optimal Tx beamforming vectors mj and transmit powers Pj (j = 1, 2). This bi-

section search is performed in the range [tlow, tup], where tlow and tup are the lower
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and upper bounds to the optimal value of (P-4.3). The lower bound tlow could be

simply chosen as zero since the SINR should always be positive, while the upper

bound tup could be chosen as the optimal value of (P-4.4), which drops the con-

straint (4.15c) in (P-4.3) and maximizes the objective function with regard to PjR

(j = 1, 2).

(P-4.4) max
P1R, P2R

γ1P2R − γ2P1R

(γ1 − γ2)∆

s. t. P1R ≤ Pmax
1 Tr(G1), (4.17a)

P2R ≤ Pmax
2 Tr(G2), (4.17b)

Φ(P1R, P2R) = 0 (4.17c)

In (P-4.4), the first two constraints result from the fact that the maximum value

of PjR = Pjm
H
j Gjmj (j = 1, 2) equals to the multiplication of Pmax

j and the

principle eigenvalue of Gj , which is Tr(Gj) according to the definition of Gj .

It is worth mentioning that the objective function γ1P2R−γ2P1R

(γ1−γ2)∆
of (P-4.4) implies

that (P1R, P2R) should be located as far from the line P2R = γ2
γ1
P1R as possible.

On the other hand, to satisfy the constraint (4.17c), (P1R, P2R) should be on the

hyperbolic curve Φ(P1R, P2R) = 0 as well. Since when P1R ≥ 0 and P2R ≥ 0,

Φ(P1R, P2R) = 0 monotonically increases and has only one cross point with P2R =

γ2
γ1
P1R at (0, 0), the distance from points (P1R, P2R) on the hyperbolic curve to the

line P2R = γ2
γ1
P1R increases with the increase in P1R. Otherwise, Φ(P1R, P2R) = 0

and P2R = γ2
γ1
P1R would have another cross point when P1R > 0 and P2R > 0.

Therefore, let (Pmax
1 Tr(G1), P

(1)
2R ) and (P

(2)
1R , P

max
2 Tr(G2)) be the cross points of

P1R = Pmax
1 Tr(G1) and P2R = Pmax

2 Tr(G2) with Φ(P1R, P2R) = 0, respectively,

then the one satisfying both (4.17a) and (4.17b) must be the optimal solution to

(P-4.4), which is Step 2 in JTBPA.

Once the initial range of the bi-section search is determined, at each iteration,

given SINR1 =SINR2 = tmid =
tup+tlow

2
, (P1Rmid

, P2Rmid
) is obtained by solving the

equations
γ1P2Rmid

−γ2P1Rmid

(γ1−γ2)∆
= tmid and Φ(P1R, P2R) = 0. Once (P1Rmid

, P2Rmid
) is

determined, all we need to do is to check if there is a (P1, P2, m1, m2) such that

both Pjm
H
j Gjmj = PjRmid

(j = 1, 2), and P1m
H
1 H1m1 + P2m

H
2 H2m2 ≤ Ith
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Algorithm JTBPA: Optimal Joint Beamforming and Power Allocation

Input : G1, G2, H1, H2, F1, F2, ∆, hr, Ith, Pmax
1 , Pmax

2

Output: SINR, P1, P2, m1, m2, d1, d2, G

1 Compute γj and dj , (j = 1, 2) using (4.13) and (4.12), respectively;

2 Compute (Pmax
1 Tr(G1), P

(1)
2R ) and (P

(2)
1R , P

max
2 Tr(G2)) being the cross

points of P1R = Pmax
1 Tr(G1) and P2R = Pmax

2 Tr(G2) with Φ(P1R, P2R) = 0
respectively. Chose the one satisfying both (4.17a) and (4.17b) as the

solution to (P-4.4), compute its optimal value and set the result to tup;

3 tlow = 0, tmid =
tup+tlow

2
, told

mid = Inf ;

4 while |tmid − told
mid| > η do

5 told
mid = tmid;

6 Calculate (P1Rmid
, P2Rmid

) such that both
γ1P2Rmid

−γ2P1Rmid

(γ1−γ2)∆
= tmid and

(4.15d) are satisfied;

7 Find m̂H
j Hjm̂j and m̂j by solving (P-4.6) using SDR (j = 1, 2);

8 if m̂H
1 H1m̂1 + m̂H

2 H2m̂2 ≤ Ith then

tlow = tmid;

Pj = ‖m̂j‖2, mj =
1√
Pj

m̂j , (j = 1, 2);

9 else tup = tmid;

10 end

11 tmid =
tup+tlow

2
;

end

12 G =
√

Ith
|hr|2(P1m

H
1
G1m1+P2m

H
2
G2m2+∆)

;

13 return SINR, P1, P2, m1, m2, d1, d2, G.
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are satisfied. This is equivalent to solve the feasibility problem,

(P-4.5) find m̂1, m̂2

s. t. ‖m̂j‖2 ≤ Pmax
j , j = 1, 2, (4.18a)

m̂H
1 H1m̂1 + m̂H

2 H2m̂2 ≤ Ith, (4.18b)

m̂H
j Gjm̂j = γjRmid

, j = 1, 2, (4.18c)

where m̂j =
√
Pjmj (j = 1, 2). If such a (P1, P2, m1, m2) can be found, tlow is

updated to tmid. Otherwise, tup is updated to tmid.

Note that (P-4.5) is still a NP-hard, non-convex feasibility problem since it con-

tains both quadratic inequality and equality constraints [126]. However, we can

convert it into two Mj-dimensional (j = 1, 2) interference minimization problems

(P-4.6).

(P-4.6) min
m̂j

m̂H
j Hjm̂j

s. t. ‖m̂j‖2 ≤ Pmax
j , (4.19a)

m̂H
j Gjm̂j = γjRmid

, (4.19b)

j = 1, 2,

where m̂H
j Hjm̂j (j = 1, 2) is the SUj →B interference power in the first time slot.

Then, if we define Xj = m̂jm̂
H
j (j = 1, 2), (P-4.6) is equivalent to,

(P-4.7) min
m̂j

Tr(HjXj)

s. t. Tr(Xj) ≤ Pmax
j , (4.20a)

Tr(GjXj) = γjRmid
, (4.20b)

X � 0, rank{X} = 1. (4.20c)

which can be solved by SDR technique [126]. In SDR, the rank-1 constraint

(4.20c) is dropped and the optimal solution X⋆
j to the resultant problem is found via

interior-point algorithms [125]. Note that, it has been shown in [126,127] that with

only two constraints, the SDR of (P-4.7) always has a rank-1 solution, rank{X⋆
j } =

1, whenever the optimization problem is feasible. Therefore, X⋆
j is also optimal to

(P-4.7) and the optimal solution m̂⋆
j to (P-4.6) can be extracted from X⋆

j . Once
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the optimal m̂H
j Hjm̂j (j = 1, 2) of (P-4.6) is found, we compare the sum of them

with the interference temperature limit Ith. If m̂H
1 H1m̂1 + m̂H

2 H2m̂2 ≤ Ith, it is

equivalent to that (P-4.5) is feasible, otherwise (P-4.5) is not feasible.

4.4.2 Optimal Power Allocation with Different Tx Beamforming

Although JTBPA optimally computes Pj and mj (j = 1, 2), the bi-section search

and the use of SDR result in high computational complexity (see Table 4.1). There-

fore, low-complexity alternatives are desirable. To this end, we use two widely-

used, low-complexity Tx beamforming strategies (MRT and ZFB-MRT). These

strategies yield closed-form matrix expressions for the beamforming vectors. Con-

tingent upon their beamforming vectors, we will optimize the power allocation to

partially compensate for the performance loss. Note that whilst such a two-stage

solution is necessarily sub-optimal, significant complexity savings are possible.

MRT

According to the principle of MRT, the Tx beamforming vector mMRT
j (j = 1, 2)

is chosen as (4.21) to maximize the received signal power at the relay R.

mMRT
j =

g∗
j

‖gj‖
. (4.21)

ZFB-MRT

According to the principle of ZFB-MRT, we first find the sub-space Ψj = I− h∗

jh
T
j

‖hj‖2

(j = 1, 2), which is orthogonal to the SUj →B interference channels hj (j = 1, 2),

then project gj onto Ψj (j = 1, 2). Thus, the Tx beamforming vector mZFB−MRT
j

(j = 1, 2) is computed via,

mZFB−MRT
j =

Ψjg
∗
j

√

gTj Ψjg
∗
j

, (4.22)

Since the use of the sub-space Ψj (j = 1, 2) eliminates the interference from

SUj’s transmission to B, the interference constraint in the first time slot ((4.23b))

is always satisfied. In principle, this allows for an arbitrary increase in the transmit

powers (Pj , j = 1, 2) at the terminals.
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Optimal Power Allocation (OPA)

To derive the optimal power allocation (P1, P2), we can first substitute the sub-

optimal Tx beamforming vectors mj (j = 1, 2), which are determined by either

(4.21) or (4.22), into (P-4.3). Then, the optimal power allocation problem (P-4.8)

is obtained.

(P-4.8) max
P1, P2

P2γ1P̃2R − P1γ2P̃1R

(γ1 − γ2)∆

s. t. P1 ≤ Pmax
1 , P2 ≤ Pmax

2 , (4.23a)

a1P1 + a2P2 ≤ Ith, (4.23b)

Φ(P1, P2) = 0, (4.23c)

where P̃jR = mH
j Gjmj , aj = mH

j Hjmj (j = 1, 2), and

Φ(P1, P2) =γ1P̃2R
2
P 2
2 − γ2P̃1R

2
P 2
1 + (γ1 − γ2)P̃1R

˜P2RP1P2

+ γ1(γ2 + 1)∆P̃2RP2 − γ2(γ1 + 1)∆ ˜P1RP1.
(4.24)

Pmax2

Pmax1

a1P1 + a2P2 = Ith

Optimal Power Allocation
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Figure 4.2: Optimal Power Allocation

It is easy to prove that with the optimal power allocation (P1, P2), at least one

of the three constraints (4.23a) and (4.23b) is satisfied with equality, because oth-

erwise we can increase P1 or P2 to achieve a better solution. Consequently, the

optimal power allocation (P1, P2) lies on the red solid line in Fig. 4.2, which is
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formed by (4.23a) and (4.23b). Therefore, the optimal power allocation (P1, P2)

must be the cross point of the red solid line and the hyperbolic curve Φ(P1, P2) = 0,

and this cross point must be the one among (4.25a)–(4.25c) satisfying both (4.23a)

and (4.23b). (4.25a)–(4.25c) are the cross points (P
(1)
1 , P

(1)
2 ), (P

(2)
1 , P

(2)
2 ) and

(P
(3)
1 , P

(3)
2 ) of Φ(P1, P2) = 0 with P1 = Pmax

1 , P2 = Pmax
2 , and a1P1+a2P2 = Ith,

respectively.

P
(1)
1 =

−ξ1 −
√

ξ21 − 4ζ1̺1
2ζ1

, P
(1)
2 = Pmax

2 , (4.25a)

P
(2)
1 = Pmax

1 , P
(2)
2 =

−ξ2 +
√

ξ22 − 4ζ2̺2
2ζ2

, (4.25b)

P
(3)
1 =

−ξ3 −
√

ξ23 − 4ζ3̺3
2ζ3

, P
(3)
2 =

Ith
a1

− a1
a2
P

(3)
1 , (4.25c)

where ξ1 = (γ1 − γ2)P̃1RP̃2RP
max
2 − γ2(γ1 + 1)∆P̃1R,

ζ1 = −γ2 ˜P1R
2
,

̺1 = γ1 ˜P2R
2
Pmax2

2 + γ1(γ2 + 1)∆ ˜P2RP
max
2 ,

ξ2 = (γ1 − γ2)P̃1RP̃2RP
max
1 + γ1(γ2 + 1)∆P̃2R,

ζ2 = γ1 ˜P2R
2
,

̺2 = −γ2 ˜P1R
2
Pmax2

1 − γ2(γ1 + 1)∆ ˜P1RP
max
1 ,

ξ3 = −2Itha1γ1 ˜P2R
2

a22
+

(γ1 − γ2) ˜P1RIth
a2

− γ1(γ2 + 1)∆ ˜P2Ra1
a2

−γ2(γ1 + 1)∆ ˜P1R,

ζ3 =
γ1P̃2R

2
a21

a22
− γ2P̃1R

2 − (γ1 − γ2) ˜P1R
˜P2Ra1

a2
,

̺3 =
γ1P̃2R

2
I2th

a22
+
γ1(γ2 + 1)∆P̃2RIth

a2
.

4.4.3 Complexity Analysis

This section analyses and compares the complexity of JTBPA and sub-optimal Tx

beamforming with optimal power allocation in terms of running time. Since JTBPA

does a bi-section search and applies SDR at each iteration, its running time can be

estimated as follows. The worst-case total number of iterations required by the

bi-section search is given as log2(
tup−tlow

η
) [124], where tup and tlow are the initial
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upper and lower bounds of the bi-section search, respectively, and η is the stopping

criteria. At each iteration, SDR requires running time of O(M4.5
1 log(1/ǫ)) and

O(M4.5
2 log(1/ǫ)) to solve two interference minimization problems, respectively,

given ǫ > 0 being the approximation accuracy threshold required in the interior-

point algorithm in SDR [126]. Therefore, the total running time of JTBPA is given

as O(log2(
tup−tlow

η
) log(1/ǫ)max(M1,M2)

4.5).

For both MRT and ZFB-MRT, only matrix multiplication is utilized, which re-

quires running time of O(M2
j ) to compute the Tx beamforming vectors mj (j =

1, 2). Then, the optimal power is obtained through numerical calculations, which

requires constant time. Therefore, the running time of MRT or ZFB-MRT with

optimal power allocation is significantly lower than JTBPA. A clear comparison is

shown in Table 4.1

Table 4.1: Comparison of Running Times

Algorithms Running Times

JTBPA O(log2(
tup−tlow

η
) log(1/ǫ)max(M1,M2)

4.5)

MRR with Optimal Power O(max(M1,M2)
2)

ZFB-MRT with Optimal Power O(max(M1,M2)
2)

4.5 Results and Discussions

This section presents the simulation results to compare (1) JTBPA, (2) ZFB-MRT

with optimal power allocation (ZFB-MRT-OPA), (3) ZFB-MRT with maximum

power (ZFB-MRT-MP), (4) MRT with optimal power allocation (MRT-OPA), (5)

Ideal and (6) equal power allocation (EPA). The Ideal case includes only the con-

ventional two-way relay network (SU1, SU2 and R) without any interference con-

straints. In this case, MRC is the optimal RX beamforming strategy for SUj (j =

1, 2) to receive signals in the second time slot because it maximizes the received

signal power at SUj . Then, in terms of Tx beamforming in the Ideal case, MRT is

selected since it can maximize the SUj →R (j = 1, 2) signal in the first time slot.

And the maximum available power are selected at both SUj (j = 1, 2) and R. In the

EPA case, mj is set to 1√
Mj

1 (j = 1, 2), where the denominator is the normalizing
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factor, and Pj (j = 1, 2) is set to P , where P = min( Ith
|hT

1
m1|2+|hT

2
m2|2

, Pmax) and

Pmax is the maximum available power. Schemes (1)-(4) and (6) use the optimal Rx

beamforming and relay gain (Section 4.3). The average achievable SINR over 103

channel realizations is chosen as the performance metric.

All the plots are generated with N0 = 0 dBm and Pp = 3 dBm. And each

channel coefficient is CN (0, 1) distributed. To observe the impact of the maximum

transmit power, we assume Pmax
1 = Pmax

2 = Pmax and choose 3 dBm and 10 dBm,

respectively.

Achievable SINR v.s. Interference Temperature Limit Ith

M1 =M2 = 8
Pp = 3dBm
Pmax1 = Pmax2 = 3dBm

Ideal

EPA
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Figure 4.3: SINR v.s. Ith with M1 =M2 = 8 and Pmax
1 = Pmax

2 = 3 dBm

Figs. 4.3 to 4.5 plot the average SINR as functions of Ith. Note that the pro-

posed JTBPA provides over 10 dB SINR improvement over EPA. As well, the gap

between JTBPA and the Ideal case decreases with the increase in Ith, e.g., a less

than 4 dB gap exists when Ith = 6 dBm in Fig. 4.4. The reason for this SINR gap

improvement is that at low interference temperature limit, while beamforming at

SUj (j = 1, 2) partially eliminates SUj →B interferences, the R→B interference

dominates and hence relay transmit power must be low. But when B has higher in-

terference tolerance, Ith = 6 dBm, the relay can transmit with higher power. There-

fore, beamforming and power allocation exploit not only the spatial diversity, but
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also the interference temperature limit to improve the achievable SINR.

From Figs. 4.3 to 4.5, it is clear that ZFB-MRT-OPA can achieve almost the

same performance as JTBPA in low interference temperature limit region (e.g.,

Ith ≤ 2 dBm with the maximum transmit power of 10 dBm and Ith ≤ −2 dBm

with maximum transmit power of 3 dBm). Fig. 4.3 also shows that with the in-

crease in the interference temperature limit (Ith), the gap between ZFB-MRT-OPA

and JTBPA increases. This is because using ZFB-MRT, SUj (j = 1, 2) causes

no interference at B, therefore, the interference constraint is not exploited. The

SINR loss due to not exploiting the interference constraint can be small when Ith is

low, e.g., less than 0.5 dB when Ith = −10 dBm (Fig. 4.3). But when the primary

receiver (B) has higher interference tolerance, e.g., Ith = 6 dBm, this SINR loss

increases, e.g., 1 dB. However, this problem can be mitigated by either increasing

the maximum transmit powers (Fig. 4.4) or equipping more antennas (Fig. 4.6).

With ZFB-MRT, optimal power allocation or maximum power transmission, a

less than 1 dB SINR gap exists throughout the entire interference temperature limit

region ([−10 dBm, 6 dBm]). This 1 dB gap is because optimal power allocation

provides a balance between terminals’ and relay’s transmissions. In other words,

the relay node can transmit with a higher power than that when ZFB-MRT-MP is

applied at the two terminals.

When comparing the performance of MRT-OPA in Figs. 4.3 and 4.4, increasing

the maximum transmit power dose not benefit the achievable SINR, which is lower

than the SINR obtained by JTBPA by over 5 dB when Ith ≤ −4 dBm. But, as the

interference temperature limit (Ith) increases, MRT-OPA converges to JTBPA. This

is reasonable because MRT aims at maximizing the desired signal power. There-

fore, the interference factor is not taken into consideration. Consequently, to satisfy

the interference constraint in low Ith region, the transmit power can not be high,

regardless of the maximum available transmit power.

Achievable SINR v.s. Number of Antennas M

Fig. 4.6 shows the average SINR as functions of the number of antennas, where

M1 = M2. Obviously increasing the number of antennas results in higher SINR
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Figure 4.6: SINR v.s. Number of Antennas with Ith = −5 dBm and Pmax
1 =

Pmax
2 = 10 dBm

as more antennas yield increasing spatial degrees of freedom. Thus the SINR gap

between JTBPA and the ideal case is reduced from around 12 dB to 10 dB. There-

fore, the capability of cognitive beamforming in suppressing interferences from/to

the primary network is evident. As well, with the increase in the number of anten-

nas, the SINR gap between ZFB-MRT-OPA/ZFB-MRT-MP and JTBPA has been

reduced from over 2 dB with 2 antennas to less than 1 dB with 8 antennas. This

is because, although ZFB-MRT does not exploit the interference temperature limit,

the SINR loss due to not having Tx optimal beamforming coefficients can be par-

tially overcome by exploiting more path diversities with more antennas. On the

other hand, a large SINR gap, e.g.over 6 dB, exists between MRT-OPA and JTBPA

even when more antennas are equipped and more spatial diversities are exploited in

MRT. This is because with Ith =−5 dBm, the transmit power determined by MRT-

OPA is still relatively low since MRT has no control on the SUj-to-B (j = 1, , 2)

interference. Finally, it is obvious that since in EPA, no beamforming is performed,

the achievable SINR remains relatively low, e.g., less than −14 dB, regardless of

the increase in the number of antennas. Consequently, the gap between EPA and

the ideal case is more than 22 dB.
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Running Times Comparison

Table 4.2 shows the comparison of the total running time of 100 channel realizations

in a computer equipped with Intel(R)i7-3770CPU at 3.4GHz using JTBPA, ZFB-

MRT-OPA and MRT-OPA. In this comparison, Ith, Pmax
j (j = 1, 2) are set to 0 dBm

and 10 dBm, respectively. Clearly, over 99% running time is saved by using sub-

optimal beamforming vectors. Besides, the time complexity of JTBPA increases

with the increasing number of antennas, while these of the other two are more or

less invariant.

Table 4.2: Running Times

JTBPA ZFB-MRT-OPA MRT-OPA

M1 =M2 = 4 73.463s 0.014s 0.018s

M1 = 4, M2 = 8 90.774s 0.010s 0.010s

M1 =M2 = 8 110.707s 0.010s 0.009s

4.6 Conclusion

This chapter focused on the transmitter/receiver design for underlay two-way relay

networks with multi-antenna terminals. Particularly, considering both S2P and P2S

interferences, optimal transmit power, Tx and Rx beamforming have been devel-

oped to maximize the worse received SINR. The main contributions of this work

are as follows:

1. The optimal Rx beamforming vectors were derived in closed-form and were

proven independent of the transmit powers and the Tx beamforming vectors.

2. A bi-section search based algorithm (JTBPA) was proposed to jointly find

the optimal Tx beamforming vectors and power allocation. To reduce the

high computational complexity of JTBPA, the use of low-complexity sub-

optimal Tx beamforming schemes, MRT and ZFB-MRT, was proposed and

the corresponding optimal power allocation was derived.

3. Simulation results showed that JTBPA can provide over 20 dB SINR im-

provement from the EPA approach, where no beamforming is performed and
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the transmit power is equally allocated. Besides, ZFB-MRT only has a small

SINR loss from JTBPA, e.g., only a less than 1 dB and 2 dB SINR gaps exists

when the optimal and the maximum transmit powers are used, respectively,

while significantly saves the computational time, e.g., over 99%.

∼
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Chapter 5

Distributed Beamforming in

Underlay Two-Way Relay Networks

with Single-Antenna Nodes

While Chapter 4 investigated beamforming for multi-antenna terminals in an un-

derlay network, this chapter considers multiple single-antenna relay nodes using

partial CSI. In this configuration, the spatially separated relays form a distributed

beamformer. Then, considering both P2S and S2P interferences, optimal algo-

rithms (Single-Relay Optimal Algorithm (SRO) and Multi-Relay Optimal Algo-

rithm (MRO)) are proposed first to find the optimal power allocation and relay gains

for single-relay and multi-relay systems, respectively. Besides, two low-complexity

sub-optimal algorithms (Simple Power Allocation (SPA) and Two-Phase Search

(TPS)) are also proposed to reduce the high computational complexity of MRO1.

Moreover, the MRO and TPS algorithms are further adapted for non-cognitive two-

way relay networks.

5.1 Introduction

Although Chapter 4 developed the optimal power allocation and Tx and Rx beam-

forming algorithms for multi-antenna underlay networks, sometimes multiple an-

tennas in wireless devices may be difficult due to the size and the cost constraints

[28,29]. Therefore, this chapter investigates the transmit and relay design for single-

1A version of this chapter has been published in IEEE Trans. Signal Process., 62, 5950-5961 (2014).
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antenna networks, where multiple spatially separated relays are available. In this

context, multiple spatially-separated relays allow their antenna gain adjustments

(i.e., distributed beamforming) to exploit multi-user cooperative diversity [23–25],

and thus to provide more robust communications in presence of fading and interfer-

ence [74].

5.1.1 Prior Related Research

In conventional non-cognitive two-way AF relay networks, where no interference

issues exists, the joint distributed beamforming and power allocation problem has

been extensively investigated for single-antenna systems [138, 140–142, 144, 145].

Optimal distributed beamforming algorithms have been proposed to minimize the

transmit power [140,141] and to maximize the worse available SNR [141,142,144]

under total and individual power constraints. And all these studies assumed the

availability of perfect instantaneous CSI.

For cognitive systems, this problem has been investigated for overlay [113,130–

133] and underlay [44, 46, 49, 50], respectively. While [44] investigated one-way

relays, [46, 49, 50] considered two-way relays. However, the P2S interference was

neglected in those works, and the availability of perfect CSI was assumed.

5.1.2 Motivation and Contribution

Since distributed beamforming for underlay two-way relay networks has only been

investigated in [46,49,50] and only the S2P interference and perfect CSI were con-

sidered there, this chapter investigates distributed beamforming for such networks

taking into consideration both P2S and S2P interferences and assuming the avail-

ability of only partial CSI. Specifically, there are multiple cooperative AF relay

nodes (Ri, i = 1, 2, ..., K) assisting communications between the two secondary

terminals (SU1 and SU2). In this configuration, the beamforming vector is formed

by the relay gains. We aim at jointly designing the transmit power and relay gains

to maximize the worse average SINR between SU1 and SU2. Moreover, only partial

CSIs, which include the perfect CSI of SUj ↔Ri (j = 1, 2, i = 1, 2, ..., K) chan-

nels and the second-order statistics of all the other channels, are assumed at SUj .
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Such a partial CSI assumption can reduce the heavy channel estimation and CSI

communication overhead required by full CSI. The contributions of this chapter are

given as follows.

1. An optimal algorithm (SRO) [73] is proposed to compute the optimal relay

gain and transmit powers for single relay systems. Although it is optimal, its

capability of improving the achievable SINR is very limited, e.g., less than

0 dB, since beamforming is impossible when there is only one single-antenna

relay.

2. An exhaustive-search based optimal algorithm (MRO) [73] is proposed to

find the optimal relay gains (distributed beamforming vectors) and power al-

locations for multi-relay systems. To reduce the computational complexity,

two sub-optimal algorithms (SPA and TPS) [73] are also proposed, both of

which first find a sub-optimal power allocation and then derive the optimal

relay gains given that sub-optimal power allocation.

3. Simulation results show that since distributed beamforming is performed,

MRO can increase the achievable SINR by over 10 dB compared to no beam-

forming and equal power allocation (EPA). Moreover, the two sub-optimal

algorithms (SPA and TPS) achieve near optimal SINRs, e.g., the SINR gaps

from MRO are as low as 1 dB, while save 90% running time.

4. The MRO and TPS algorithms are adapted to solve the joint distributed beam-

forming and power allocation problems for non-cognitive two-way relay net-

works, where only partial CSI is available [151].

This chapter is organized as follows. Section 5.2 introduces the details of the

system configuration and signal flow, then formulates the optimization problem.

Section 5.3 develops the necessary conditions for the joint distributed beamforming

and power allocation problem. Section 5.4 derives the SRO algorithm to compute

the optimal relay gain and transmit powers for single-relay systems. Section 5.5

develops the optimal (MRO) and sub-optimal (SPA and TPS) algorithms to find

the relay gains and power allocations for multi-relay systems. Section 5.6 extends
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the MRO and TPS algorithms into non-cognitive two-way relay networks. And

Section 5.7 concludes this chapter.

5.2 System Configuration, Signal Flow and Problem

Formulation

System Configuration

SU2

g1

g2

R1
R2

RK
......

SU1

A

B

hp

f1

fr

f2

h1

h2

hr

Figure 5.1: Single-Antenna Underlay Two-Way Relay Network

The underlay two-way relay network considered in this chapter is shown in

Fig. 5.1, where there are two secondary terminals (SU1 and SU2) and K AF relay

nodes Ri (i = 1, 2, ..., K) coexisting with one primary transmitter(A)-receiver(B)

pair. All nodes work in the half-duplex mode. In real applications, this secondary

network can be one Peer-to-Peer (P2P) network, which includes a group of devices,

such as laptops, smartphones, or tablets. These devices are connected with each

other directly without any base station. And the two secondary terminals are any

two devices in that group wishing to exchange information, while the remaining

devices act as the relays. SU1 and SU2 require bidirectional data exchange. Because

no direct link exists between them, they can exchange information with each other

only by using the K relays Ri (i = 1, 2, ..., K).

A stationary flat fading scenario with AWGN is assumed for every channel in
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the system, and all channels are independent of each other. The following notations

are used throughout this chapter to represent wireless channels in the system. gji ∈
C (j = 1, 2; i = 1, 2, . . . , K) are the reciprocal channels between SUj and Ri.

fri ∈ C (i = 1, 2, ..., K) and fj ∈ C (j = 1, 2) are the interference channels from

A to the relay Ri and SUj , respectively. hri ∈ C (i = 1, 2, ..., K) and hj ∈ C

(j = 1, 2) are the interference channels from Ri and SUj to B, respectively.

We assume that rather than perfect CSI, only partial CSI is available at the sec-

ondary terminals SUj (j = 1, 2), which involves: (1) the second-order statistics

(SOS) of all the channels, such as E{gjgHj }; and (2) perfect instantaneous CSI of

the channels gj from SUj (j = 1 2) itself to the relays obtained via an appropriate

channel estimation scheme [118, 119]. The assumption of the availability of partial

CSI is because the provision of full instantaneous CSI at all nodes can sometimes

be difficult in practical systems due to the time-variant nature of wireless chan-

nels [152] and the heavy overheads necessary for channel estimation and feedback.

Therefore, the provision of partial CSI is less burdensome than providing full CSI.

Similar to Chapter 4, we may use a central control device to collect the SOS values

of all the channels and broadcast them to the two secondary terminals. Since the

SOS values are more static than instant CSIs, they can be updated less frequently,

e.g., every 4ms, which is 1000 symbol durations (4µs) in WLAN networks [158].

Therefore, the associated overhead only depends on the number of relays and how

the channel SOSs are communicated, estimated SOSs or reference numbers in a

codebook (see Section 4.2).

Moreover, to reduce the cooperation overhead, the transmit powers at SUj (j =

1, 2) and all the relay gains are calculated at the secondary terminals SU1 and SU2,

and a feedback channel may be employed to deliver the beamforming coefficients

to the relays. These ideal assumptions allow us to establish the achievable perfor-

mance levels of beamforming and two-way relays.

Moreover, AWGN is assumed at every receiving node and unit symbol power

are assumed. We also assume perfect time synchronization between the primary

and secondary networks.
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Signal Flow

With AF two-way relay nodes, one round information exchange between SU1 and

SU2 requires two consecutive time slots. In the first time slot, A transmits symbol

x(1) to B with power Pp. In the meantime, SUj broadcasts its symbol sj to the relays

by using power Pj (j = 1, 2) through the reciprocal channels gj . Consequently, the

ith (i = 1, 2, ..., K) relay receives signal ri and the primary receiver B receives

interference signal x
(1)
int as,

ri =
√

P1g1is1 +
√

P2g2is2 +
√

Ppfrix
(1) + nri , (5.1)

x
(1)
int =

√

P1h1s1 +
√

P2h2s2, (5.2)

where nri ∈ C is the zero-mean AWGN of variance σ2
r .

In the second time slot, A transmits symbol x(2) still with power Pp, while each

relay multiplies its received signal ri (i = 1, 2, ..., K) with a complex coefficient ωi,

and broadcasts the resulting signal to SUj (j = 1, 2). Therefore, the interference

signal x
(2)
int at B and the signal yj (j = 1, 2) received at SUj are given as,

x
(2)
int =

√

P1ωHrg1s1 +
√

P2ωHrg2s2 +
√

PpωHrfrx
(1) + ωHrnr, (5.3)

yj =
√

PjωGjgjsj
︸ ︷︷ ︸

Self-Interference

+
√
Pj̄ωGjgj̄sj̄

︸ ︷︷ ︸

Signal

+
√

PpωGjfrx
(1) +

√

Ppfjx
(2)

︸ ︷︷ ︸

P2S Interference

+ ωGjnr + nj
︸ ︷︷ ︸

Noise

,
(5.4)

where gj = [gj1, gj2, . . . , gjK ]
T , fr = [fr1 , fr2, . . . , frK ]

T , ω = [ω1, ω2, . . . , ωK ],

nr = [nr1 , nr2 , . . . , nrK ]
T , Gj = diag{gj}, hr = [hr1 , hr2 , . . . , hrK ]

T , Hr =

diag{hr}, nj ∈ C (j = 1, 2) is the AWGN at SUj of zero mean and variance

σ2
j , and j̄ = 1 if j = 2, and vise versa. Note that, ω is also referred to as the

beamforming vector throughout this chapter.

By knowing gj and sj , SUj (j = 1, 2) can eliminate its self-interference per-

fectly, resulting in the self-interference-free signal,
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ỹj =
√
Pj̄ωGjgj̄sj̄

︸ ︷︷ ︸

Signal

+
√

PpωGjfrx
(1) +

√

Ppfjx
(2)

︸ ︷︷ ︸

P2S Interference

+ωGjnr + nj
︸ ︷︷ ︸

Noise

. (5.5)

Because only partial CSI is available at the terminals, the SINR at SUj (j =

1, 2) is considered, which is given as,

SINRj =
Pj̄ωAωH

ω(Bj +BNj
)ωH + σ̂2

j

, (5.6)

where

A ,E{G1g2g
H
2 GH

1 } = E{g1g
H
1 } ◦ E{g2g

H
2 },

Bj ,PpE{Gjfrf
H
r GH

j } = PpE{gjgHj } ◦ E{frfHr },

σ2
fj
=PpE{fjf ∗

j },

BNj
,σ2

rE{GjG
H
j } , σ2

rdiag{E{gjig∗ji}},

σ̂2
j ,σ

2
fj
+ σ2

1 .

Accordingly, the average interference powers at B in time slot one (P
(1)
I ) and

two (P
(2)
I ) are given as,

P
(1)
I =a1P1 + a2P2, (5.7a)

P
(2)
I =ω(P1C1 + P2C2 +C3)ω

H , (5.7b)

where

a1 ,E{h1h∗1}, a2 , E{h2h∗2},

C1 ,E{Hrg1g
H
1 HH

r } = E{g1g
H
1 } ◦ E{hrhHr },

C2 ,E{Hrg2g
H
2 HH

r } = E{g2g
H
2 } ◦ E{hrhHr },

C3 ,PpE{Hrfrf
H
r HH

r }+ σ2
rE{HrH

H
r }.

Problem Formulation

Our goal is to design the transmit powers Pj (j = 1, 2) and the distributed beam-

forming coefficients ωi (i = 1, 2, ..., K) such that the two-way outage probabil-

ity is minimized, or equivalently, the worse average SINR (min(SINR1,SINR2)) is
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maximized. Meanwhile, both P
(1)
I and P

(2)
I must be kept under the interference

temperature limit Ith, and P1 and P2 should not exceed their maximum available

levels, namely Pmax
1 and Pmax

2 , respectively. Therefore, the optimization problem

is formulated as,

(P-5.1) max
P1, P2,ω

min{SINR1, SINR2}

s. t. ω(P1C1 + P2C2 +C3)ω
H ≤ Ith, (5.8a)

a1P1 + a2P2 ≤ Ith, (5.8b)

P1 ≤ Pmax
1 , P2 ≤ Pmax

2 , (5.8c)

where SINR1 =
P2ωAωH

ω(B1 +BN1
)ωH + σ̂2

1

,

SINR2 =
P1ωAωH

ω(B2 +BN2
)ωH + σ̂2

2

.

Since we consider only average SINRs, the update of the transmit powers and

relay gains is less frequent, e.g., 1000 rounds information exchange between SU1

and SU2. Therefore, we assume that either SU1 and SU2 solve this optimization

problem by our proposed algorithms in the next sections and then broadcasts the

results to the relays and the other terminal.

5.3 Necessary Conditions

The optimization problem (P-5.1) is not trivial. However, three necessary condi-

tions for the optimal solution can be found as follows.

Lemma 5. 1. (P-5.1) is an SINR balancing problem because there is one optimal

solution (P1, P2, ω) such that (P-5.1) achieves its optimal value with SINR1=SINR2.

Proof. See Appendix C.1 for details.

Lemma 5. 2. Let (P opt
1 , P opt

2 , ωopt) be one optimal solution to (P-5.1). Then at

least one of the three inequality constraints in (5.8b) and (5.8c) are satisfied with

equality.

Proof. See Appendix C.2 for details.
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Figure 5.2: Five Cases of Potential Optimal (P1, P2) Pairs. (a) Case I: a1P1 +
a2P2 = Ith is inside the rectangular from (0, 0) to (Pmax

1 , Pmax
2 ). (b) Case II: a1P1+

a2P2 = Ith is outside the rectangular when P2 > Pmax
2 . (c) Case III:a1P1+ a2P2 =

Ith is outside the rectangular when P1 > Pmax
1 . (d) Case IV: a1P1 + a2P2 = Ith is

outside the rectangular when Pj > Pmax
j , j = 1, 2. (e) Case V: a1P1 + a2P2 = Ith

is outside the rectangular.

According to Lemma 3.2, there are five possible cases, as shown in Fig. 5.2,

where the optimal power allocation (P1, P2) must lie on a line, which is referred to

as the potential optimal power allocation (POPA) line throughout this chapter.

Lemma 5. 3. Let (P opt
1 , P opt

2 , ωopt) be one optimal solution to (P-5.1). Then the

inequality constraint (5.8a) is satisfied with equality.

Proof. See Appendix C.2 for details.

5.4 Optimal Relaying and Power Allocation for Sin-

gle Relay Systems

Since generally the optimization problem (P-5.1) is non-convex and difficult to

solve, we start with the case where there is only one relay (K = 1) assisting the

communication between SU1 and SU2, and the multi-relay case (K > 1) will be

treated in the next section.
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5.4.1 Optimal Relay Gain and Power Allocation

In a single-relay system, all vectors and matrices become scales and are thus pre-

sented in lower-case letters throughout this section. Then the optimization problem

(P-5.1) becomes,

(P-5.2) max
P1, P2, ω

min{P2|g1|2|g2|2|ω|2

∆|g1|2|ω|2 + σ̂2
1

,
P1|g1|2|g2|2|ω|2

∆|g2|2|ω|2 + σ̂2
2

}

s. t. |hr|2(P1|g1|2 + P2|g2|2 +∆)|ω|2 ≤Ith, (5.9a)

a1P1 + a2P2 ≤ Ith, (5.9b)

P1 ≤ Pmax
1 , P2 ≤ Pmax

2 , (5.9c)

|gj|2 ,E{|gj|2}, |fj |2 ,E{|fj|2}, j =1, 2,

|hr|2 ,E{|hr|2}, |fr|2 ,E{|fr|2}, ∆ ,Pp|fr|2 + σ2
r .

From (P-5.2), it is clear that the phase of ω has no impact on the solution.

Therefore, we assume that ω takes only a positive real value. Furthermore, applying

Lemma 5.1 and Lemma 5.3, the original three dimensional optimization problem

(P-5.2) turns into a two dimensional optimization problem as,

(P-5.3) max
P1, P2

|g1|2|g2|2(P2σ̂
2
2 − P1σ̂

2
1)

∆(|g1|2σ̂2
2 − |g2|2σ̂2

1)

s. t. Φ(P1, P2) = 0, (5.10a)

a1P1 + a2P2 ≤ Ith, (5.10b)

P1 ≤ Pmax
1 ,P2 ≤ Pmax

2 , (5.10c)

|ω|2 = P2σ̂2
2 − P1σ̂2

1

(P1|g1|2 − P2|g2|2)∆
> 0. (5.10d)

where

Φ(P1, P2) , |hr|2|g2|2σ̂2
2P

2
2 −|hr|2|g1|2σ̂2

1P
2
1 +(|hr|2|g1|2σ̂2

2−|hr|2|g2|2σ̂2
1)P1P2

+ (∆|hr|2σ̂2
2 +∆Ith|g2|2)P2 − (∆|hr|2σ̂2

1 +∆Ith|g1|2)P1, (5.11)

To solve (P-5.3), there are three possible cases to consider:

1) CASE 1: |g1|2σ̂2
2 > |g2|2σ̂2

1

In this case, in order to keep both SINRs and |ω|2 positive, (P1, P2) must satisfy
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Figure 5.3: Single-Relay System, Case 1: |g1|2σ̂2
2 > |g2|2σ̂2

1

σ̂2
1

σ̂2
2

<
P2

P1
<

|g1|2
|g2|2

(5.12)

Moreover, we find that the constraint Φ(P1, P2) = 0 is a hyperbolic curve,

which always lies between the lines P2 =
σ̂2
1

σ̂2
2

P1 and P2 =
|g1|2

|g2|2
P1 in the first phase,

as shown in Fig. 5.3. Therefore, once the constraint (5.10a) is satisfied, (5.10d)

must be satisfied. Thus, (P-5.3) is equivalent to,

(P-5.4) max
P1, P2

|g1|2|g2|2(P2σ̂2
2 − P1σ̂2

1)

∆(|g1|2σ̂2
2 − |g2|2σ̂2

1)

s. t. Φ(P1, P2) = 0,

a1P1 + a2P2 ≤ Ith,

P1 ≤ Pmax
1 , P2 ≤ Pmax

2 .

Since Lemma 5.2 implies that the optimal power allocation should lie on the

POPA line, in this case, the optimal power allocation (P1, P2) should be the cross

point of Φ(P1, P2) = 0 and the POPA line, which must be one of (5.13a)–(5.13c).

An example of this case is shown in Fig. 5.3.
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P
(1)
1 =

−ξ1 −
√

ξ21 − 4ζ1̺1
2ζ1

, P
(1)
2 = Pmax

2 , (5.13a)

P
(2)
1 =Pmax

1 , P
(2)
2 =

−ξ2 +
√

ξ22 − 4ζ2̺2
2ζ2

, (5.13b)

P
(3)
1 =

−ξ3 −
√

ξ23 − 4ζ3̺3
2ζ3

, P
(3)
2 =

Ith
a1

− a1
a2
P

(3)
1 , (5.13c)

where

ξ1 =|hr|2(|g1|2σ̂2
2 − |g2|2σ̂2

1)P
max
2 −∆(|hr|2σ̂2

1 + Ith|g1|2),

ζ1 =− |hr|2|g1|2σ̂2
1 ,

̺1 =|hr|2|g2|2σ̂2
2P

max
2

2 + (|hr|2σ̂2
2 + Ith|g2|2)∆Pmax

2 ;

ξ2 =|hr|2(|g1|2σ̂2
2 − |g2|2σ̂2

1)P
max
1 +∆(|hr|2σ̂2

2 + Ith|g2|2),

ζ2 =|hr|2|g2|2σ̂2
2 ,

̺2 =− |hr|2|g1|2σ̂2
1P

max
1

2 − (|hr|2σ̂2
1 + Ith|g1|2)∆Pmax

1 ;

ξ3 =− 2Itha1|hr|2|g2|2σ̂2
2

a22
− |hr|2σ̂2

2 + Ith|g2|2
a2

∆a1 − (|hr|2σ̂2
1 + Ith|g1|2)∆

+
(|g1|2σ̂2

2 − |g2|2σ̂2
1)Ith|hr|2

a2
,

ζ3 =
|hr|2|g2|2σ̂2

2a
2
1

a22
− (|g1|2σ̂2

2 − |g2|2σ̂2
1)|hr|2a1

a2
− |hr|2|g1|2σ̂2

1 ,

̺3 =
|hr|2|g2|2σ̂2

2I
2
th

a22
+

(|hr|2σ̂2
2 + Ith|g2|2)Ith∆

a2
;

Once the optimal transmit powers (P1, P2) are found for this case, the corre-

sponding optimal relaying coefficient ω can be found via,

ω =

√

P2σ̂
2
2 − P1σ̂

2
1

(P1|g1|2 − P2|g2|2)∆
(5.14)

2) CASE 2: |g1|2σ̂2
2 < |g2|2σ̂2

1

The analysis of this case is similar to that of CASE 1, and the same solution is

obtained.

3) CASE 3: |g1|2σ̂2
2 = |g2|2σ̂2

1

Although the probability that this case occurs is nearly zero, when it does happen

we have the following approach to find out the optimal solution.
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According to the SINR balancing property, we know that (P1, P2, ω) must fulfil

both P1σ̂2
1 = P2σ̂2

2 and |ω|2 = Ith
|hr|2(P1|g1|2+P2|g2|2+∆)

. Therefore, in this case, (P-5.4)

is equivalent to,

(P-5.5) max
P2

P2|g1|2|g2|2Ith
2|hr|2|g1|2σ̂2

2σ̂
2
1P2 + σ̂2

1|g1|2∆Ith + |hr|2σ̂2
1∆

s. t. P2 ≤
Ithσ̂2

1

a1σ̂2
2 + a2σ̂2

1

, P2 ≤
σ̂2
1

σ̂2
2

Pmax
1 , P2 ≤ Pmax

2 ,

which obviously achieves its optimal value only when

P2 = min(
σ̂2
1

σ̂2
2

Pmax
1 , Pmax

2 ,
σ̂2
1Ith

a1σ̂2
2 + a2σ̂2

1

). (5.15)

Once P2 is determined, P1 and ω can be found via,

P1 =
σ̂2
2

σ̂2
1

P2, (5.16)

ω =

√

Ith
|hr|2(P1|g1|2 + P2|g2|2 +∆)

. (5.17)

Algorithm SRO: Closed-Form Solution for Single-Relay System

Input : ∆, |hr|2, |g1|2, |g2|2, σ̂2
1 , σ̂2

2 , a1, a2, Pmax
1 , Pmax

2 , Ith
Output: P1, P2, ω

1 if |g1|2σ̂2
2 = |g2|2σ̂2

1 then

2 P1 =
σ̂2
2

σ̂2
1

P2, P2 = min(
σ̂2
1

σ̂2
2

Pmax
1 , Pmax

2 ,
σ̂2
1
Ith

a1σ̂22+a2σ̂
2
1

), ω =
√

Ith
|hr|2(P1|g1|2+P2|g2|2+∆)

;

3 else

4 Compute the following three cross points (P
(1)
1 , P

(1)
2 ), (P

(2)
1 , P

(2)
2 ),

and (P
(3)
1 , P

(3)
2 ) according equations (5.13a)–(5.13c)

5 Choose the point on the POPA line.

6 ω =

√

P2σ̂22−P1σ̂21
(P1|g1|2−P2|g2|2)∆

;

7 end

8 return P1, P2, ω.

To conclude the analysis above, we generate the SRO Algorithm to compute the

optimal power allocation and relay gain in a single-relay system.
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5.4.2 Results and Discussions

In this section, we assess the SRO algorithm in single-relay systems through sim-

ulations. Since it is critically important to show the performance gain achieved by

SRO, we compare it to a system with equal power allocation and simple AF relay-

ing. We label this benchmark system as EPA. It allocates equal powers to the two

secondary terminals, P1 = P2 = min( Ith
a1+a2

, Pmax
T ) where Pmax

T is the maximum

available power, and computes the relaying coefficient as ω = Ith
E{|hr |2}

.

In the simulations, we assume that wireless channels are flat fading and their

complex channel gains are generated via the method used in [44] as,

f =

√

1

1 + α
f̄ +

√
α

1 + α
f̃, (5.18)

where f̄ ∼ CN (0, 1) and f̃ ∼ CN (0, 1) are the mean and variable components of

the complex channel gain, respectively. Accordingly,α is the uncertainty describing

how much the complex channel gain varies from its mean value. Obviously, with

a larger α, the channel fluctuates more severely between samples. Same α value

is assumed for all channels in each simulation run. We further assume that Pp =

Pmax
1 = Pmax

2 =3 dBm. All AWGNs are of 0 dBm power.

The average SINR v.s. Ith curves with two different α values, −5 dB and

−20 dB, are shown in Fig. 5.4, where a higher SINR can be achieved with a more

stable channel, say α =−20 dB, compared with α =−5 dB. This result is reason-

able because besides gj , SUj (j = 1, 2) knows only the SOS of other channels.

Besides, a constant SINR gap between α =−20 dB and α =−5 dB exists when

Ith is lower than 2 dBm. Since Ith has increased to 2 dBm, the α =−5 dB curve

converges to the α =−20 dB curve. This result occurs because the increase of

Ith moves the limitation of the power allocation from the constraint on P
(1)
I to its

maximum value Pmax, as shown in Fig. 5.5 and Fig. 5.6.

Moreover, in Fig. 5.4, the relatively low achievable optimal SINR in single-relay

systems is not surprising, because in SRO, the relay gain takes only a real value, so

that the phase distortions of the signals introduced by the wireless channels have not

been taken into account. As a result, the relays’ capability to improve the system

performance is limited, e.g., only less than 1 dB improvement form EPA.
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5.5 Joint Distributed Beamforming and Power Allo-

cation for Multiple Relay Systems

While the previous section derived the optimal relay gain and power allocation for

single-relay systems, this section develops joint distributed beamforming and power

allocation algorithms for multi-relay systems.

5.5.1 Optimal Joint Distributed Beamforming and Power Allo-

cation

When multiple relays are present in the secondary network, we need to solve (P-5.1)

to find an optimal distributed beamforming vector ω and power allocation (P1, P2).

However, since (P-5.1) is a non-convex optimization problem, it is difficult to solve.

Therefore, we start with introducing a slack variable t to (P-5.1), and convert it to,
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(P-5.6) max
P1, P2,ω, t

t

s. t.
P2ωAωH

ω(B1 +BN1
)ωH + σ̂2

1

≥ t,

P1ωAωH

ω(B2 +BN2
)ωH + σ̂2

2

≥ t,

ω(P1C1 + P2C2 +C3)ω
H = Ith,

a1P1 + a2P2 ≤ Ith,

P1 ≤ Pmax
1 , P2 ≤ Pmax

2 .

This problem is still a non-convex optimization problem. But, if we fix the

transmit powers (P1, P2), which satisfies a1P1 + a2P2 ≤ Ith, P1 ≤ Pmax
1 , P2 ≤

Pmax
2 , and define the Hermitian and positive definite matrix C , P1C1 + P2C2 +

C3, the corresponding optimal beamforming vectorω can be found by our proposed

MBSS algorithm. In MBSS, we first decompose ω as ω ,
√
pω̃C−1/2, where

‖ω̃‖2 = 1, p ≥ 0, and C−1/2 is the inverse of C1/2. According to Lemma 5.3, it

is clear that p should take value of Ith to satisfy ω(P1C1 + P2C2 +C3)ω
H = Ith.

Substituting p and ω =
√
pω̃C−1/2 into (P-5.6), we obtain the equivalent problem

as,

(P-5.7) max
ω̃, t

t

s. t.
ω̃Â1ω̃

H

ω̃B̂1ω̃H
≥ t,

ω̃Â2ω̃
H

ω̃B̂2ω̃H
≥ t, (5.19)

‖ω̃‖2 = 1, t > 0.

where 





Â1 = P2IthC
−1/2AC−1/2,

Â2 = P1IthC
−1/2AC−1/2,

B̂1 = IthC
−1/2(B1 +BN1

)C−1/2 + σ̂2
1I ,

B̂2 = IthC
−1/2(B2 +BN2

)C−1/2 + σ̂2
2I .

(5.20)

Obviously, (P-5.7) simultaneously maximizes two generalized Rayleigh-Ritz

ratios, which can be done by using a bi-section search [125] along the variable t

in the range [tlow, tup], where tlow and tup are the upper and lower bounds to the
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Algorithm MBSS: Modified Bi-Section Search

Input : P1, P2, A, B1, BN1
, B2, BN2

, σ̂2
1 , σ̂2

2 , C1, C2, C3, Ith
Output: t, ω
Internal Variables: tu, tl, tm, ω̃m

1 Compute C = P1C1 + P2C2 +C3;

2 Compute C1/2 and C−1/2 such that C1/2C1/2 = C;

3 Compute Â1, Â2, B̂1, B̂2 by using (5.20);

4 Compute (ti, ω̃i), i = 1, 2 such that ti = λmax(Âi, B̂i), where ω̃i is the

corresponding normalized eigenvector to λmax(Âi, B̂i);
5 if t1 < t2 then

tup = t1, ω̃mid = ω̃1, tlow =
ω̃midÂ2ω̃

H
mid

ω̃midB̂2ω̃
H
mid

;

6 else if t1 > t2 then

tup = t2, ω̃mid = ω̃2, tlow =
ω̃midÂ1ω̃

H
mid

ω̃midB̂1ω̃
H
mid

;

7 else

tup = t1, t′1 =
ω̃2Â1ω̃

H
2

ω̃2B̂1ω̃
H
2

, t′2 =
ω̃1Â2ω̃

H
1

ω̃1B̂2ω̃
H
1

;

8 if t′1 ≥ t′2 then tlow = t′1, ω̃mid = ω̃2;

9 else tlow = t′2, ω̃mid = ω̃1

10 end

11 end

12 if tup ≤ tlow then tmid = tup;

13 else

14 while |tup − tlow| > η do

15 tmid =
tup+tlow

2
, ω̃mid = 0

16 if (P-5.8) with t = tmid is feasible then tlow = tmid, ω̃mid = any

solution of (P-5.8)

17 else tup = tmid

18 end

end

19 end

20 if tmid ≤ 0 then t = 0, ω = 0;

21 else t = tmid, ω =
√
Ithω̃midC

−1/2

22 end

23 return t, ω.
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optimal value of (P-5.7). In this bi-section search, given a t = tmid =
tlow+tup

2
, it is

required to check if there exists an ω̃ such that tmid is achievable. If an ω̃ can be

found, then we update tlow as tlow = tmid, otherwise we update tup as tup = tmid.

This is equivalent to solve a feasibility problem [125] as (P-5.8), which can be done

by using an interior-point algorithm [125].

(P-5.8) Find ω̃

s. t.
ω̃Â1ω̃

H

ω̃B̂1ω̃H
≥ tmid,

ω̃Â2ω̃
H

ω̃B̂2ω̃H
≥ tmid, ‖ω̃‖2 = 1.

Since it has been shown that, at each iteration, the feasibility problem can be

solved by an interior-point algorithm, what left is to determine the initial range of

the bi-section search. This can be done as follows. Because both ω̃Â1ω̃
H

ω̃B̂1ω̃H
and ω̃Â2ω̃

H

ω̃B̂2ω̃H

are generalized Rayleigh-Ritz ratios, whose maximum values are their principle

generalized eigenvalues, λmax(Â1, B̂1) and λmax(Â2, B̂2), respectively. Thus, the

smaller of λmax(Â1, B̂1) and λmax(Â2, B̂2) gives an initial upper bound tup to the

bi-section search. When computing the initial lower bound tlow, since Âj and B̂j

(j = 1, 2) are positive definite matrices, ω̃Â1ω̃
H

ω̃B̂1ω̃H
and ω̃Â2ω̃

H

ω̃B̂2ω̃H
should always be pos-

itive and thus tlow could be chosen as 0. However, our proposed MBSS algorithm

starts with a tighter lower bound, which is calculated as follows. Let ω̃′ be the prin-

ciple eigenvector corresponding to min(λmax(Â1, B̂1), λmax(Â2, B̂2)). Then sub-

stitute ω̃′ into the other Rayleigh-Ritz ratio, e.g., if λmax(Â1, B̂1) < λmax(Â2, B̂2),

substitute ω̃′ into ω̃Â2ω̃
H

ω̃B̂2ω̃H
. If ω̃′Â2ω̃′H

ω̃′B̂2ω̃′H
< tup, we set tlow = ω̃′Â2ω̃′H

ω̃′B̂2ω̃′H
. Otherwise, tup

must be the optimal value of (P-5.7).

The above procedure of solving (P-5.7) is concluded in the modified bi-section

search (MBSS) algorithm, where η is the predefined stopping threshold of the bi-

section search. As mentioned before, our MBSS algorithm starts with a good initial

value computed from the upper and lower bounds given by steps 4-11, which might

give the optimal solution directly.

Since the optimal beamforming vector ω can be found via MBSS, given a power

allocation (P1, P2), an exhaustive search along the POPA line can be performed to

find the optimal beamformer and power allocation for the multi-relay system. This

process is concluded in the MRO Algorithm.
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Algorithm MRO: Optimal Power Allocation and Beamforming for Multi-

Relay systems

1 Quantify (P1, P2) along the POPA line;

2 For each point (P1, P2), solve (P-5.7) by using MBSS, and store the optimal

value t,ω;

3 Compare all t’s, choose the largest one, and output the corresponding

P1, P2, ω as optimal power allocation and beamforming vector.

5.5.2 Low-Complexity Sub-Optimal Algorithm I: Simple Power

Allocation (SPA) Algorithm

Although MRO can jointly find the optimal distributed beamforming vector ω and

power allocation (P1, P2), it has high computational complexity in terms of run-

ning time (see Section 5.5.4). Therefore, we propose a low-complexity sub-optimal

algorithm (SPA) in this section to reduce the running time required by MRO.

Algorithm SPA: Simple-Power-Allocation Approach

1 Quantify (P1, P2) along the POPA line;

2 for each pair of (P1, P2) do
Steps 1-11 in MBSS algorithm

end

3 Choose (P SubOpt
1 , P SubOpt

2 ) with the largest min{tlow, tup};

4 Solve (P-5.7) with (P1, P2) = (P SubOpt
1 , P SubOpt

2 ) using MBSS, which

returns ωSubOpt;

5 Return (P SubOpt
1 , P SubOpt

2 ) and ωSubOpt as the sub-optimal power allocation

and beamformer.

SPA first finds a sub-optimal power allocation (P SubOpt
1 , P SubOpt

2 ) as follows.

Since steps 4-11 in MBSS give a lower bound or even the optimal value to (P-5.7),

we can quantify the POPA line, and apply steps 4-11 in MBSS at each power allo-

cation, then choose the power allocation with the highest lower bound as the sub-

optimal power allocation. Once (P SubOpt
1 , P SubOpt

2 ) is determined, MBSS is applied

to find the sub-optimal ω corresponding to this sub-optimal power allocation.

Note that, although SPA also does an exhaustive search, no complex algorithm,

such as interior-point algorithms, is applied at each iteration. Therefore, SPA’s

running time reduces significantly compared to that of MRO (see Section 5.5.4).
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5.5.3 Low-Complexity Sub-Optimal Algorithm II: Two-Phase

Search (TPS) Algorithm

To further eliminate the exhaustive search in SPA, we propose a two-phase search

(TPS) algorithm in this section. It first finds a sub-optimal power allocation (Phase

I) and then finds the corresponding sub-optimal beamforming vector ω (Phase II).

Algorithm TPS: Two-Phase Search

1 Compute (P 0
1 , P

max
2 ) and (Pmax

1 , P 0
2 ), the cross points of a1P1 + a2P2 = Ith

with P2 = Pmax
2 and P1 = Pmax

1 , respectively;

2 Phase I: Solve (P-5.10), (P-5.11) and (P-5.12) by using combined bi-section

search and interior-point algorithm, and choose the one with the largest

optimal value, compute the corresponding (P SubOpt
1 , P SubOpt

2 );

3 Phase II: Let (P1, P2) = (P SubOpt
1 , P SubOpt

2 ). Solve (P-5.7) by using MBSS

which will return ωSubOpt;

4 Return (P SubOpt
1 , P SubOpt

2 ) and ωSubOpt as the sub-optimal power allocation

and beamformer.

Phase I: Sub-Optimal Power Allocation Search

To find the sub-optimal power allocation, we first decompose the beamforming

vector as ω ,
√
pω̃, where ‖ω̃‖2 = 1. According to the SINR balancing property, p

should take the value of
P2σ̂22−P1σ̂21

ω̃[P1(B1+BN1
)−P2(B2+BN2

)]ω̃H . Then substituting ω ,
√
pω̃

and p into (P-5.1) and applying the SINR balancing property, the original problem

is converted to,

(P-5.9) max
P1, P2, ω̃

ω̃Aω̃H(P2σ̂
2
2 − P1σ̂

2
1)

ω̃[σ̂2
2(B1 +BN1

)− σ̂2
1(B2 +BN2

)]ω̃H

s. t. ‖ω̃‖2 = 1, p > 0, (5.21a)

Φ(P1, P2, ω̃) = 0, (5.21b)

a1P1 + a2P2 ≤ Ith, (5.21c)

P1 ≤ Pmax
1 , P2 ≤ Pmax

2 . (5.21d)

Φ(P1, P2, ω̃) =k1P
2
2 + k2P1P2 + k3P

2
1 + k4P2 + k5P1, (5.22)
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where

k1 =σ̂
2
2ω̃C2ω̃

H ,

k2 =σ̂
2
2ω̃C1ω̃

H − σ̂2
1ω̃C2ω̃

H ,

k3 =− σ̂2
1ω̃C1ω̃

H ,

k4 =σ̂2
2ω̃C3ω̃

H + Ithω̃(B2 +BN2)ω̃
H ,

k5 =− σ̂2
1ω̃C3ω̃

H − Ithω̃(B1 +BN1)ω̃
H .

Given an ω̃, the equality constraint (5.21b) Φ(P1, P2) = 0 becomes a hyper-

bolic curve, which passes (0, 0). Similar to the analysis in the single-relay case,

in order to keep both SINRs and p positive, the power allocation (P1, P2) must

be chosen such that P2

P1
is in the range between

σ̂2
1

σ̂2
2

and
ω̃(B1+BN1

)ω̃H

ω̃(B2+BN2
)ω̃H . Indeed,

Φ(P1, P2) = 0 is always inside this range. Therefore, given an ω̃, the optimal

value of (P-5.9) is achieved at the cross point of Φ(P1, P2) = 0 and the POPA line.

However, this cross point is a complicated function of ω̃. Thus, we use the first-

order Taylor series around point (0, 0) to approximate the original hyperbolic curve

Φ(P1, P2) = 0 in the first phase, which gives,

P2 =
∂Φ(P1, P2)

∂P1

∣
∣
∣
∣
(P1=0,P2=0)

P1 =
−k5
k4

P1. (5.23)

Accordingly, the sub-optimal power allocation is chosen as the cross point of (5.23)

and the POPA line, which is represented as a function of ω̃. Consequently, (P-

5.9) can be approximated by an optimization problem regarding to ω̃, which will

be formulated as follows. As the POPA line must be one of the five cases shown

in Fig. 5.2, we use the most complicated case (case (d)), shown in Fig. 5.7, as an

example, where the POPA line has three segments. Since the cross point of (5.23)

and the POPA line could happen in either segment, we approximate (P-5.9) by a

new optimization problem for each segment.

Segment 1: from (0, Pmax
2 ) to (P 0

1 , P
max
2 )

In this segment, the cross point of (5.23) and the POPA line is given as,

P1 = −k4
k5
Pmax
2 , P2 = Pmax

2 . (5.24)
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Figure 5.7: An Example of TPS Phase I for Multi-Relay System with ω̃[σ̂2
2(B1 +

BN1
)− σ̂2

1(B2 +BN2)]ω̃
H > 0

Substituting (5.24) into (P-5.9), an approximate problem is obtained as,

(P-5.10) max
ω̃

IthP
max
2

ω̃Aω̃H

ω̃[σ̂2
1C3 + Ith(B1 +BN1

)]ω̃H

s. t. Pmax
2

ω̃[σ̂2
2C3 + Ith(B2 +BN2

)]ω̃H

ω̃[σ̂2
1C3 + Ith(B1 +BN1

)]ω̃H
< P 0

1 .

Segment 2: line a1P1 + a2P2 = Ith with P1 from P 0
1 to Pmax

1

In this segment, the cross point of (5.23) and the POPA line is given as,

P1 = −k4
k5
P2, P2 =

Ith
a1

· a1k5
a2k5 + a1k4

. (5.25)

Then, (P-5.9) is approximated by,

(P-5.11) max
ω̃

f(ω̃)

s. t. P 0
1 < f1(ω̃) < Pmax

1 ,

where f(ω̃) and f1(ω̃) are given in (5.26a) and (5.26b).

f(ω̃) =
I2thω̃Aω̃H

ω̃[a1(σ̂2
2C3 + Ith(B2 +BN2

)) + a2(σ̂2
1C3 + Ith(B1 +BN1

)]ω̃H

(5.26a)

f1(ω̃) =
ω̃[σ̂2

2C3 + Ith(B2 +BN2
)]ω̃H

ω̃[a1(σ̂2
2C3 + Ith(B2 +BN2

)) + a2(σ̂2
1C3 + Ith(B1 +BN1

)]ω̃H
Ith

(5.26b)
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Segment 3: from (Pmax
1 , P 0

2 ) to (Pmax
1 , 0)

In this segment, the cross point of (5.23) and the POPA line is given as,

P1 = Pmax
1 , P2 = −k5

k4
Pmax
1 . (5.27)

Then, (P-5.9) is approximated by,

(P-5.12) max
ω̃

IthP
max
1

ω̃Aω̃H

ω̃[σ̂2
2C3 + Ith(B2 +BN2

)]ω̃H

s. t.
ω̃[σ̂2

2C3 + Ith(B2 +BN2
)]ω̃H

ω̃[σ̂2
1C3 + Ith(B1 +BN1

)]ω̃H
Pmax
1 < P 0

2 .

It is obvious that the fractions in (P-5.10), (P-5.11) and (P-5.12) are Rayleigh-

Ritz ratios. Therefore, the nested bi-section search and interior-point algorithm

can be employed to solve these problems. Once (P-5.10), (P-5.11) and (P-5.12)

are solved, we choose the one with the largest optimal value and use the cor-

responding beamforming vector ω̃ to compute the sub-optimal power allocation

(P SubOpt
1 , P SubOpt

2 ) via the corresponding equation from (5.24), (5.25), and (5.27).

Phase II: Sub-Optimal Beamforming Vector Search

Once (P1, P2) = (P SubOpt
1 , P SubOpt

2 ) is determined,the sub-optimal beamforming

vector ωSubOpt can be derived by solving (P-5.7) with the MBSS algorithm.

5.5.4 Complexity Analysis

The complexity of the proposed three algorithms (MRO, SPA and TPS) are analysed

and compared in terms of running time in this section.

Since all these algorithms employ our proposed MBSS algorithm, we start with

the analysis of the running time required by it. In MBSS, a bi-section search is

executed, whose worst-case total number of search points is given as log2(
tup−tlow

η
)

[124], where η is the stopping threshold, and [tlow, tup] is the initial searching in-

terval. In each iteration, an interior-point algorithm is used to find the optimal so-

lution, which requires running time of O(K4.5 log(1/ǫ)), given the approximation

accuracy ǫ > 0 [126]. Therefore, MBSS requires O(log2(
tup−tlow

η
)K4.5 log(1/ǫ))

running time. Besides, MRO, SPA and TPS all need to compute the generalized

eigenvalues of two K ×K matrices, which requires the running time of O(K3).
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Accordingly, MRO requires running time of O(N log2(
tup−tlow

η
)K4.5 log(1/ǫ)),

where N is the total number of quantization power allocations (P1, P2). Although

SPA also performs an exhaustive search along the POPA line, in each iteration, only

the generalized eigenvalues of two Rayleigh-Ritz ratios are computed. In addition,

MBSS is executed only once in the entire process. Therefore, the SPA running

time is O(NK3 + log2(
tup−tlow

η
)K4.5 log(1/ǫ)). Unlike MRO and SPA, TPS allo-

cates sub-optimal power directly by using an approximation process, and requires

at most four executions of the nested bi-section search and interior-point algorithm.

Accordingly, the TPS running time is O(log2(
tup−tlow

η
)K4.5 log(1/ǫ)).

A clear comparison of the running time required by these three algorithms is

shown in Table 5.1 Obviously, both of TPS and SPA reduce the impact of N on the

total running time, and thus the computational complexity is reduced dramatically

by using either of the two sub-optimal algorithms. For example, if N takes value

of 100, both TPS and SPA can reduce over 90% running time, compared with the

optimal method.

Table 5.1: Comparison of Running Times

Algorithms Running Times

MRO O(N log2(
tup−tlow

η
)K4.5 log(1/ǫ))

SPA O(NK3 + log2(
tup−tlow

η
)K4.5 log(1/ǫ))

TPS O(log2(
tup−tlow

η
)K4.5 log(1/ǫ))

5.5.5 Results and Discussions

This section assesses our proposed three algorithms (MRO, SPA and TPS) through

simulations. We also compare our algorithms to a system with the EPA approach.

For multi-relay systems, EPA allocates equal powers to the two secondary termi-

nals, P1 = P2 = min( Ith
a1+a2

, Pmax
T ) where Pmax

T is the maximum available power,

and restricts each Ri →B (i = 1, 2, ..., K) interference under Ith/K. Therefore, the

ith (i = 1, 2, ..., K) relay computes its relaying coefficient as ωi =
Ith

KE{|hri |
2}

.

In the simulations, we generate the channel coefficients using the same method
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as those in single-relay systems,

f =

√

1

1 + α
f̄ +

√
α

1 + α
f̃. (5.28)

Therefore, their second-order statistics are computed as,

E{|f |2} =
1

1 + α
(|f̄ |2 + α), (5.29)

E{ffH} =
1

1 + α
(f̄ f̄H + αI). (5.30)

We further assume that all AWGN components follow CN (0, 1) distribution, and

Pp = Pmax
1 = Pmax

2 =3 dBm. The (P1, P2) trajectory in MRO is quantified with a

step size of 0.001.

Figs. 5.8 to 5.13 compare MRO, SPA, TPS, and EPA with different α values in

10-relay and 20-relay systems from the SINR and power allocation perspectives,

respectively.

Achievable Average SINR v.s. Interference Temperature Limit Ith

As shown in Figs. 5.8 and 5.9, just like the single-relay case, a higher SINR is

synonymous with more stable channels, such as α =−20 dB. Unlike the single-

relay systems, the phase distortions are compensated for by the MRO beamforming

vector. Consequently, joint distributed beamforming and power allocation dramat-

ically improves the SINR, e.g., over 10 dB more than EPA. Additionally, Figs. 5.8

and 5.9 indicate that more relays facilitating the communication achieves higher

SINRs. However, the number of relays only mildly affects the optimal power allo-

cation (see Figs. 5.10 to 5.13). The reason is that the interference limit P
(1)
I , which

is unrelated to the number of relays, significantly impacts power allocation.

When comparing SPA with MRO, Figs. 5.8 and 5.9 show that their SINR gap is

less than 0.8 dB and 1.5 dB with α =−20 dB and α =−5 dB, respectively. More-

over, the SPA power allocations have larger differences when α =−5 dB, as shown

in Figs. 5.10 to 5.13. These differences are due to the sub-optimal SPA power allo-

cations. Indeed, the true optimal solution might have a slightly lower lower bound.

Unlike SPA, TPS achieves SINRs closer to the optimal values, with SINR gap

less than 0.12 dB. Moreover, TPS even provides almost the same power allocation

as MRO, as shown in Figs. 5.10 to 5.13.
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Figure 5.8: SINR v.s. Ith in a 10-relay system
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Figure 5.10: P1 v.s. Ith in a 10-relay System
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Figure 5.11: P2 v.s. Ith in a 10-relay System
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Figure 5.12: P1 v.s. Ith in a 20-relay System
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Figure 5.13: P2 v.s. Ith in a 20-relay System
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Running Times Comparison

Table 5.2 shows the comparison of the total running time of 100 channel realizations

in a computer equipped with Intel(R)i7-3770CPU at 3.4GHz using MRO, SPA and

TPS. In this comparison, Ith, Pmax
j (j = 1, 2) are set to 0 dBm and 3 dBm, respec-

tively. And the channel uncertainty α is set to −20 dB. The quantization step is set

to 0.001. Clearly, over 97% running time is saved by using sub-optimal algorithms.

Table 5.2: Running Times

MRO SPA TPS

K = 10 446.338s 0.021s 2.520s

K = 20 601.744s 1.716s 1.503s

5.6 Extension to Non-Cognitive Two-Way Relay Net-

works

In this section, the MRO and TPS algorithms are extended into non-cognitive two-

way relay networks with the knowledge of partial CSI.

5.6.1 System Configuration, Signal Flow and Problem Formu-

lation

System Configuration

The non-cognitive two-way relay network is shown as the secondary network in

Fig. 5.1 which consists of only terminals SUj (j = 1, 2) and AF two-way relay

nodes Ri (i = 1, 2, ..., K). The channel assumptions and notations in the cognitive

case (Section 5.2) are adopted here.

Signal Flow

The mutual information exchange between SU1 and SU2 also requires two time

slots. In the first time slot, SU1 and SU2 broadcast their symbols sj (j = 1, 2) with

power Pj simultaneously. Then, the ith (i = 1, 2, ..., K) relay receives signal ri as,
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ri =
√

P1g1is1 +
√

P2g2is2 + nri , (5.31)

where nri ∈ C is the AWGN at Ri with zero mean and σ2
ri

variance.

In the second time slot, the ith relay multiplies ri with a complex coefficient

ωi, then broadcasts the result to SUj (j = 1, 2). Then the two signals y1 and y2

received at SU1 and SU2 respectively are given as,

y1 =
√

P1ωG1g1s1
︸ ︷︷ ︸

self-interference

+
√

P2ωG1g2s2
︸ ︷︷ ︸

signal

+ωG1nr + n1
︸ ︷︷ ︸

noise

, (5.32)

y2 =
√

P1ωG2g1s1
︸ ︷︷ ︸

signal

+
√

P2ωG2g2s2
︸ ︷︷ ︸

self-interference

+ωG2nr + n2
︸ ︷︷ ︸

noise

, (5.33)

where nj ∈ C is the zero mean AWGN at SUj of σ2
j variance, ω = [ω1, ω2, , ..., ωK],

nr = [nr1 , nr2 , . . . , nrK ]
T , and Gj = diag{gj}.

Partial CSI is also assumed here. Thus, SUj (j = 1, 2) only knows (1) the

instantaneous CSI, gj , between the relays and itself, and (2) the SOS of all the

other channels, E{gjgHj }. Therefore, the self-interference part in (5.31) and (5.32)

can be eliminated perfectly. After this self-interference cancellation, the received

signals become,

ỹ1 =
√

P2ωG1g2s2 + ωG1nr + n1, (5.34)

ỹ2 =
√

P1ωG2g1s1 + ωG2nr + n2, (5.35)

We further assume identical noise powers, σ2
ri

= σ2
1 = σ2

2 = σ2, and unit

symbol powers, E{|s1|2} = E{|s2|2} = 1. The transmit powers Pj (j = 1, 2)

and the relay coefficients ωi (i = 1, 2, ..., K) are calculated at the two terminals,

then SUj (j = 1, 2) transmits the relay coefficients to the relays via an error-free

feedback channel.

Problem Formulation

Our aim is to design the transmit powers Pj (j = 1, 2) and the relay coefficients

ωi (i = 1, 2, ..., K) to maximize the worse of the average SNRs at both terminals

(min(SNR1, SNR2)). Meanwhile the total transmit power in each time slot P
(i)
T
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(i = 1, 2) should be kept below the maximum value Pmax
T . With these concerns, an

optimization problem is formulated as,

(P-5.13) max
P1, P2,ω

min{SNR1, SNR2} s.t. P
(i)
T ≤ Pmax

T ,

where SNR1 and SNR2 are given as,

SNR1 =
P2ωAωH

σ2(ωD1ωH + 1)
, (5.36)

SNR2 =
P1ωAωH

σ2(ωD2ωH + 1)
, (5.37)

where A = E{G1g2g
H
2 GH

1 } = E{g1g
H
1 } ◦E{g2g

H
2 }, Dj = E{GjG

H
j }, j = 1, 2.

And P
(i)
T (i = 1, 2) are given as,

P
(1)
T =P1 + P2, (5.38)

P
(2)
T =ω(P1D1 + P2D2 + σ2IK)ω

H . (5.39)

Similar to the cognitive case, it can be proven that there is an optimal solution

(P1, P2, ω) to (P-5.13) such that SNR1 = SNR2. Besides, at the optimal solution,

both P1 + P2 ≤ Pmax
T and ω(P1D1 + P2D2 + σ2IK)ω

H ≤ Pmax
T should be

satisfied with equality. The proofs are similar to those for Lemma 5.1, Lemma 5.2,

and Lemma 5.3, respectively.

5.6.2 Optimal and Sub-Optimal Distributed Beamforming

As shown in (P-5.13), this optimization problem is non-convex [125] with 2(K +

1) variables. To find the optimal solution, we first propose an exhaustive search

algorithm [151], which is an extension of the MRO algorithm. Secondly, to reduce

the computational complexity, we propose a sub-optimal algorithm [151], which is

an extension of the TPS algorithm.
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Optimal Distributed Beamforming

By applying SNR1 = SNR2 and P1 + P2 = Pmax
T , we first rewrite the optimization

problem (P-5.13) as,

(P-5.14) max
P1, P2,ω

P1ωAωH

σ2(ωD2ωH + 1)

s.t. P1(ωD1ω
H + 1) = P2(ωD2ω

H + 1), (5.40a)

P1 + P2 = Pmax
T , (5.40b)

ω(P1D1 + P2D2 + σ2IK)ω
H = Pmax

T . (5.40c)

Substituting (5.40a) and (5.40b) into (5.40c), the variable P2 can be eliminated

and we have ωDωH = 2(Pmax
T − P1), where D = (2P1D1 + σ2IK) is a positive-

definite real-valued diagonal matrix. If P1 is given, then (P-5.14) is reduced to an

optimization problem regarding to the variable ω only. Following the analysis in

the cognitive case, we define ω =
√
pω̃D−1/2, where ‖ω̃‖2 = 1 and p should take

value of 2(Pmax
T − P1) to satisfy (5.40c). Then, we can reformulate (P-5.14) as,

max
ω̃

P1pω̃Âω̃H

σ2ω̃(pD̂2 + IK)ω̃H
s.t. ‖ω̃‖2 = 1, (5.41)

where, Â = D−1/2AD−1/2 and D̂2 = D−1/2AD−1/2. Since ω̃Âω̃H

ω̃(pD̂2+IK)ω̃H
is

a generalized Rayleigh-Ritz Ratio maximization problem, its maximum value is

the principal generalized eigenvalue of the two matrices, λmax{Â, pD̂2 + IK},

and ω̃ should be chosen as the corresponding normalized principle eigenvector.

Accordingly, given P1, the achievable average SNR is given by,

SNR
opt
(P1) =

P1p

σ2
λmax{Â, pD̂2 + IK}. (5.42)

Therefore, to find the optimal solution to (P-5.13), we can first quantify P1 in

the range [0, Pmax
T ]. At each P1, we solve the corresponding optimization problem

(5.41), and choose P1 with the largest SNR
opt
(P1) as the optimal power allocation

for SU1. Then, the optimal P2 and ω could be calculated according to (5.40b) and

ω =
√
pω̃D−1/2, respectively.
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Sub-Optimal Distributed Beamforming

In this section, we propose a sub-optimal distributed beamforming method. It is an

extension as of TPS, and also uses an approximation process to find a sub-optimal

P1 directly, then compute λmax{Â, pD̂2 + IK} and its corresponding eigenvec-

tor, which leads to the sub-optimal achievable average SNR and the sub-optimal

beamforming vector.

To find the sub-optimal P1, we start with rewriting the beamforming vector ω

as ω =
√
pω̂, where ‖ω̂‖2 = 1. Substituting it to (5.40a), p is represented as,

p =
P2 − P1

ω̂(P1D1 − P2D2)ω̂H
. (5.43)

Then substituting (5.43) into (P-5.14), the original optimization problem is equiva-

lent to,

(P-5.15) max
P1, P2, ω̂

ω̂Aω̂H

σ2ω̂(D1 −D2)ω̂H
(P2 − P1)

s.t. ‖ω̂‖2 = 1, (5.44a)

P2 − P1

ω̂(P1D1 − P2D2)ω̂H
> 0, (5.44b)

P1 + P2 = Pmax
T , (5.44c)

Φ(P1, P2, ω̂) = 0, (5.44d)

where Φ(P1, P2, ω̂) = k1P
2
2 + k2P1P2 + k3P

2
1 + k4P2 + k5P1,

k1 = ω̂D2ω̂
H , (5.45a)

k2 = ω̂(D1 −D2)ω̂
H , (5.45b)

k3 = −ω̂D1ω̂
H , (5.45c)

k4 = ω̂(Pmax
T D2 + σ2IK)ω̂

H , (5.45d)

k5 = −ω̂(Pmax
T D1 + σ2IK)ω̂

H . (5.45e)

Similar to the analysis in Phase I of TPS, given an ω̂, (P-5.15) can achieve its

optimal value at the cross point (P1, P2) of (5.44c) and Φ(P1, P2) = 0. To simplify

the representation of (P1, P2), we use the first order Taylor series around point (0, 0)
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to approximate the original hyperbolic curve Φ(P1, P2) = 0 in the first phase. The

approximation function is given as,

P2 =
∂Φ(P1, P2)

∂P1

∣
∣
∣
∣
(P1=0,P2=0)

P1 =
−k5
k4

P1 =
ω̂(Pmax

T D1 + σ2IK)ω̂
H

ω̂(Pmax
T D2 + σ2IK)ω̂H

P1.

(5.46)

Then the cross point of (5.44c) and (5.46), is represented as,

P1 =
ω̂(D2P

max
T + σ2IK)ω̂

H

ω̂[Pmax
T (D1 +D2) + 2σ2IK ]ω̂H

Pmax
T , P2 = Pmax

T − P1. (5.47)

Substituting (5.47) into (P-5.15), the optimization problem is reformulated as,

max
ω̂

Pmax
T

2ω̂Aω̂H

σ2ω̂[Pmax
T (D1 +D2) + 2σ2IK ]ω̂H

, s.t. ‖ω̂‖2 = 1. (5.48)

Obviously, the optimal value of (5.48) is
Pmax
T

2

σ2
λmax{A, Pmax

T (D1+D2)+2σ2IK}.

And it is achieved when ω̂ is taken as the corresponding normalized eigenvector.

Once ω̂ is obtained, the sub-optimal power allocation (P1, P2)
SubOpt us determined

via (5.47), and the corresponding sub-optimal beamformer ωSubOpt should be re-

calculated using the method as solving (5.41).

To sum up, in this sub-optimal method, only two steps are required: 1) to search

for sub-optimal power allocation (P1, P2)
SubOpt approximately, and 2) to search for

the sub-optimal beamformer ωSubOpt, given this sub-optimal power allocation.

5.6.3 Results and Discussions

This section shows the simulation results and compares the optimal and sub-optimal

methods for non-cognitive two-way relay networks. The channel and noise are

generated using the same method as those in Section 5.5.5. In the optimal method,

P1 is quantified with a step size of 0.001. To observe the impact of the number of

relays, we generate 10-relay and 20-relay systems.

Fig. 5.14 and Fig. 5.15 show the power allocation versus Pmax
T curves for 10

relays and 20 relays, respectively. It is shown that the uncertainty α of the channel

and the number of relays have only a slight impact on the power allocation. This is

because power allocation is mainly decided by the constraint P1 + P2 = Pmax
T .

Fig. 5.16 and Fig. 5.17 plot the achievable average SNR versus Pmax
T curves

for 10 relays and 20 relays, respectively. Clearly, under the assistance from more
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Figure 5.14: Transmit Power v.s. Pmax
T in a 10-Relay System
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relays, higher SNR can be achieved because more spatial diversities are exploited.

It is also shown that there is nearly a 2 dB gap between α =−20 dB and α =−5 dB

cases in both 10-relay and 20-relay systems. Therefore, in a comparatively stabler

channel scenario where α is small, higher SNR can be achieved.

When comparing the performances of the sub-optimal method and the optimal

method, it is shown in Fig. 5.14 and Fig. 5.15 that both methods give almost the

same power allocation. And the sub-optimal method can also give a near opti-

mal SNR as shown in Fig. 5.16 and Fig. 5.17. However, the sub-optimal method

can reduce the computational time dramatically. For instance, running in a com-

puter equipped with Intel(R) i7-3770 CPU at 3.40GHz, the suboptimal method only

spends 10−3 of the time required by the optimal method where the quantifying step

is set to 0.001 and the power constraint Pmax
T is set to 6 dBm. So we get complexity

saving of 3-orders of magnitude.

5.7 Conclusion

This chapter investigated joint distributed beamforming and power allocation in

underlay two-way relay networks with only single-antenna nodes. Considering both

S2P and P2S interferences and assuming the availability of partial CSI, optimal

(SRO and MRO) and sub-optimal (SPA and TPS) algorithms were developed to

generate the distributed beamforming vectors and to compute the transmit powers.

The main contributions include:

• For a single relay, the optimal relay gain and power allocation were devel-

oped through numerical computations. However, since no beamforming is

performed in this case, the achievable SINR is relatively low, e.g., lower than

0 dB.

• For K > 1 relays, an exhaustive-search algorithm (MRO) was proposed for

the optimal distributed beamforming vector and power allocation. To reduce

the computational complexity, two sub-optimal algorithms (SPA and TPS)

were also proposed, which can reduce over 90% running time compared to

MRO.
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• Simulation results showed that MRO can improve the achievable SINR by

over 10 dB, and only a small SINR gap exists between SPA, TPS and MRO.

For instance, TPS differs only 0.15 dB from MRO, while SPA differs from

MRO less than 0.8 dB and 1.5 dB in stabler channels and more fluctuating

channels, respectively.

• The MRO and TPS algorithms were further extended into non-cognitive two-

way relay networks with the knowledge of partial CSI.

∼
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Chapter 6

Conclusions and Future Work

6.1 Conclusion

Next-generation wireless systems must not only address the problem of spectrum

congestion but also increase the utilization of spectrum. To achieve these goals,

spectrum must be more efficiently and more frequently used. An obvious way to do

so is to allow the licensed spectrum bands to be accessed by unlicensed (secondary)

nodes. Such access policies are covered under the umbrella of underlay cognitive

radio. In such underlay secondary networks, interference issues are critical and

must be mitigated. This thesis thus investigated (1) beamforming (exploiting space

diversity via multiple antennas); and (2) two-way AF relaying (exploiting space di-

versity and improving spectral efficiency while enlarging the geographical coverage

via intermediate nodes).

In the resulting underlay two-way AF relay networks, taking both P2S and S2P

interferences into consideration, this thesis: (1) showed the effectiveness of beam-

forming in addressing the bi-directional interference issues and thus in improving

the reliability, and (2) developed new beamforming algorithms for underlay net-

works. Specific contributions are as follows.

• Chapter 3 characterized the performance of sub-optimal beamforming algo-

rithms, ZFB-MRT/MRC, in underlay two-way relay networks consisting of

multi-antenna terminals considering both path loss and small-scale fading

effects. Specifically, the closed-form exact and asymptotic E2E outage prob-

abilities were derived, which showed that (1) only the location of the relay
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significantly impacts the outage, and (2) as the secondary transmit power

Ps → ∞ or the interference temperature limit Ith → ∞, the diversity order

is zero, but if Ith
Ps

is a constant, a diversity of order (min(M1,M2) − 1) is

achieved as Ps → ∞. Moreover, simulation results also showed that beam-

forming can provide a preferable outage, e.g., as low as 10−4. Therefore,

beamforming is effective in addressing the bi-directional interference issues

in underlay two-way relay networks.

• Chapter 4 investigated the transmitter/receiver designs for the underlay two-

way relay network with multi-antenna terminals to improve the reliability.

Specifically, assuming perfect knowledge of CSI, the optimal Rx beamform-

ing vectors were derived in closed-form first. Then the optimal Tx beamform-

ing vectors and transmitter powers were generated jointly via our proposed

optimal algorithm (JTBPA), which exploits both the spatial diversity and the

interference temperature limit and improves the achievable SINR by as much

as 20 dB. Next, to reduce the computational complexity, the two beamform-

ing strategies (MRT and ZFB-MRT) were employed and the corresponding

optimal power allocation was derived. Simulation results showed that ZFB-

MRT has only less than 2 dB SINR loss compared to that of JTBPA. On the

other hand, the time-complexity savings are significant, e.g., as much as 99%.

• Chapter 5 studied the transmitter and relay design for two single-antenna ter-

minals and K ≥ 1 single-antenna relays. In this configuration, the set of

spatially-separated relays act as a beamformer, where the relay gains form

the beamforming vector. And a form of partial CSI, using seconder-order

channel statistics, is used to compute the relay gains. When K = 1, the op-

timal relay gain and transmitter powers were derived via numerical computa-

tions. But the achievable SINR is very limited in this case, e.g., lower than

0 dB, because no beamforming is performed and thus no spatial diversity is

exploited. However, when K > 1, the optimal power allocation and relay

gains (distributed beamforming vector) were computed via the optimal algo-

rithm MRO, which can improve the achievable SINR by 10 dB or more. Due
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to its high computational complexity, two low-complexity sub-optimal algo-

rithms (SPA and TPS) were proposed as well. Both of the two sub-optimal

algorithms dramatically reduce the computational complexity, by over 90%

running time, and provide near optimal achievable SINR, e.g., the SINR gaps

from MRO are less than 1 dB.

The above contributions demonstrate the benefits of beamforming and relay

techniques and provide us with following insights.

1. Two-way relays in underlay networks help to address the problem of limited

transmit powers due to the S2P interference constraint and to provide higher

spectral efficiency compared to that of one-way relays.

2. Beamforming in underlay two-way relay networks can control both S2P and

P2S interferences while exploiting the interference temperature limit. There-

fore, beamforming can improve the communication reliability, e.g., the out-

age probability can be as low as 10−4 with sub-optimal beamforming al-

gorithms (ZFB-MRT/MRC) in Chapter 3 and the achievable SINR can be

improved by over 20 dB and 10 dB via optimal beamforming algorithms in

Chapter 4 and Chapter 5, respectively.

Overall, the research findings in this thesis facilitate the use of underlay cogni-

tive radio in real applications.

6.2 Future Research Directions

This thesis has shown the capability of beamforming in addressing the bi-directional

interference issues and improving the reliability in underlay two-way relay net-

works. It also opens up many interesting questions to extend the researches in this

thesis.

1. This thesis assumed the availability of true CSI at all nodes. However, in

real applications, estimated CSI, which is the sum of true CSI and Gaussian

error terms [153–156], must be used. In such a scenario, the impact of the
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Gaussian error term must be characterized through performance analysis. To

further overcome its impact, effective beamforming algorithms and transmit-

ter/receiver, relay design must be developed.

2. This thesis assumed that the relays are limited to the AF mode and a single-

antenna. This assumption enabled the analysis and design of the algorithms.

However, it can be relaxed in several ways, e.g., the relays can be AF or

DF types and have more than one antenna. With multi-antenna relays, the

availability of more spatial degrees of freedom can be exploited to mitigate

primary-to/from-relay interferences. Also, DF relaying can avoid the inter-

ference propagation from the first time slot to the second time slot. Therefore,

more sophisticated beamforming algorithms can be developed to improve the

reliability.

3. This thesis focused on half-duplex nodes only. This is because all radio nodes

currently operate the half-duplex mode. However, if full-duplex nodes are

available, spectral efficiency will be doubled and hence the development of

such nodes is being researched recently. In full-duplex nodes, the received

signal is subject to self-interference [157]. Therefore, self-interference and

P2S and S2P interferences must be mitigated by beamforming. Thus, new

beamforming algorithms can be developed.

4. This thesis considered only one secondary link. If multiple secondary links

exist, inter-pair interferences must also be considered. In this case, beam-

forming and transmitter/receiver, relay design must be developed to address

both the bi-directional interference issues in underlay networks and the inter-

pair interference among secondary users.

∼
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Appendix A

Comparison of Interweave, Overlay,

and Underlay Modes

For the system mentioned in Section 2.1.6, the capacities when using the three

cognitive modes are computed as follows.

Capacity of the interweave cognitive network

The secondary transmitter is allowed to transmit only when the primary transmitter

is idle. Therefore, the secondary transmitter can transmits with its maximum avail-

able power Pmax
s once it gets the spectrum. Thus, the capacity of the interweave

cognitive network Cinterweave is given as,

Cinterweave = κlog2(1 +
Pmax
s

N0

) (A.1)

Capacity of the overlay cognitive network

Two cases need to be considered: (1) when the primary transmitter is active; and

(2) when the primary transmitter is idle.

• When the primary transmitter is active

In the overlay cognitive network, the secondary transmitter needs to assist

primary communication. Therefore, AF relaying is assumed at the secondary

transmitter and one-round communication thus requires two consecutive time

slots:
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1. In time slot one, the primary transmitter transmits message x by using

power Pp, where |x|2 = 1. Consequently, the secondary transmitter

receives signal r, and the primary receiver receives signal y
(1)
p ,

r =
√

Ppx+ n1 (A.2)

y(1)p =
√

Ppx+ n(1)
p (A.3)

where n1 and n
(1)
p are the AWGN of power N0.

2. In time slot two, the secondary transmitter amplifies signal r to power

Ps1 ≥ 0 then transmits the resultant, and its own message s, |s|2 = 1,

with power Ps2 = Pmax
s − Ps1 ≤ Pmax

s . Consequently, the transmitted

signal is

√
Ps1

Pp+N0
r+
√
Ps2s, where

√
Pp +N0 is the normalizing factor.

Thus the secondary receiver receives signal ys and the primary receiver

receives signal y
(2)
p ,

ys =

√

Ps1
Pp +N0

r +
√

Ps2s+ n2 (A.4)

y(2)p =

√

Ps1
Pp +N0

r +
√

Ps2s+ n(2)
p (A.5)

where n2 and n
(2)
p are the AWGN of power N0.

Then the primary receiver decodes the sum yp of y
(1)
p and y

(2)
p to obtain the

message x.

yp =
√

Ppx+ n(1)
p +

√

Ps1
Pp +N0

r +
√

Ps2s+ n(2)
p (A.6)

Therefore, the data rate of the primary network is given as,

R1 =
1

2
log2(1 + SINRp)

=
1

2
log2(1 +

Pp + αPs1
(1− α)Ps1 + Ps2 +N0

) (A.7)

where α = Pp

Pp+N0
, and the factor 1

2
is due to the use of two time slots. Solving

the equation R1 = Rmin
1 using the fact that Ps1 + Ps2 = Pmax

s , the power Ps1
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used to forward the primary message and the power Ps2 used to transmit the

secondary message are,

Ps1 =min(
(22R

min
1 − 1)(N0 + Pmax

s )− Pp

22R
min
1 α

, 0) (A.8)

Ps2 =P
max
s − Ps1 (A.9)

Then according to (A.4), the capacity of the secondary network when the

primary transmitter is active is,

C
(1)
overlay =

1

2
(1− κ)log2(1 +

Ps2
Pp + Ps1 +N0

), (A.10)

where the factor 1
2

is due to the use of two time slots.

• When the primary transmitter is idle

When the primary transmitter is idle, the secondary transmitter can transmit

with its maximum available power Pmax
2 . Therefore, the capacity of the sec-

ondary network in this case is,

C
(2)
overlay = κlog2(1 +

Pmax
s

N0

). (A.11)

Therefore, the overall capacity of the overlay cognitive networks is,

Coverlay =
1

2
(1− κ)log2(1 +

Ps2
Pp + Ps1 +N0

) + κlog2(1 +
Pmax
s

N0
). (A.12)

Capacity of the underlay cognitive network

To compute the capacity of the underlay cognitive network, two cases need to be

consider as well: (1) when the primary transmitter is active; and (2) when the pri-

mary transmitter is idle.

• When the primary transmitter is active

Since in the underlay cognitive network, the secondary nodes do not assist

the primary nodes transmission, thus the secondary transmitter only needs

to adjust its transmit power Ps to comply with the interference constraint

such that the data rate of the primary network is Rmin
1 . Using the equation
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Rmin
1 = log2(1 + Pp

N0+Ps
), when the primary transmitter is active, the sec-

ondary transmit power is compute as,

Ps = min(
Pp

2R
min
1

−1
−N0, P

max
2 ). (A.13)

Thus, the capacity of the underlay cognitive network in this case is given as,

C
(1)
underlay = (1− κ)log2(1 +

Ps
Pp +N0

). (A.14)

• When the primary transmitter is idle

When the primary transmitter is idle, the secondary transmitter can transmit

with its maximum available power Pmax
2 . Therefore, the capacity of the sec-

ondary network in this case is,

C
(2)
underlay = κlog2(1 +

Pmax
s

N0
). (A.15)

Therefore, the overall capacity of the overlay cognitive networks is,

Cunderlay = (1− κ)log2(1 +
Ps

Pp +N0

) + κlog2(1 +
Pmax
s

N0

). (A.16)
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Appendix B

Proof of Lemmas in Multi-Antenna

Cognitive Networks

B.1 Proof of Lemma 4.1

Since SINRj > 0 and γRj > 0, we have,

∂SINRj

∂γRj
=
γj̄R[γ1R + γ2R + (γRj + 1)∆]−∆γj̄RγRj

[γ1R + γ2R + (γRj + 1)∆]2
(B.1)

=
γj̄R[γ1R + γ2R +∆]

[γ1R + γ2R + (γRj + 1)∆]2
> 0. (B.2)

Thus, SINRj increases with γRj .

B.2 Proof of Lemma 4.2

Let (P o
1 , P

o
2 , m

o
1, m

o
2) be an optimal solution to (P-4.2). Without loss of generality,

we assume that SINRo
1 <SINRo

2. Therefore the corresponding optimal value SINRo

of (P-4.2) satisfies SINRo =SINRo
1.

Define κ =
SINRo

1

SINRo
2

, then κ < 1 and SINRo = κSINRo
2. Define a new power

allocation P̃1 = κP o
1 , P̃2 = P o

2 . (P̃1, P
o
2 , m

opt
1 , mopt

2 ) is also a feasible point of

(P-4.2), and the resulting S̃INR1 > SINRo
1 and S̃INR2 > SINRo. This contradicts

that (P o
1 , P

o
2 , m

o
1, m

o
2) is an optimal solution to (P-4.2).

148



Appendix C

Proof of Lemmas in Single-Antenna

Cognitive Networks

C.1 Proof of SINR Balancing Property

Assume (P opt
1 , P opt

2 , ωopt) is one optimal solution to (P-5.1) and the corresponding

optimal SINRs are not equal, e.g. SINR
opt

1 6= SINR
opt

2 . Without loss of generality,

we assume that SINR
opt

1 > SINR
opt

2 .

Define κ ,
SINR

opt
2

SINR
opt
1

which satisfies κ < 1. If we reduce P opt
2 to P̃2 , κP opt

2 , it is

obvious that (P opt
1 , P̃2, ω

opt) is also a feasible solution to (P-5.1) and

S̃INR1 = κ
P opt
2 ωoptA(ωopt)H

ωopt(B1 +BN1
)(ωopt)H + σ̂2

1

= SINR
opt

2 .

Therefore, (P opt
1 , P̃2, ω

opt) is another optimal solution.

C.2 Proof of POPA Line

Assume (P opt
1 , P opt

2 , ωopt) is an optimal solution to (P-5.1) with the optimal value

SINR
opt

. Further assume that (5.8b) and (5.8c) are satisfied with inequality, a1P
opt
1 +

a2P
opt
2 < Ith, P opt

1 < Pmax
1 , and P opt

2 < Pmax
2 .

Define κ , min{Pmax
1

P opt
1

,
Pmax
2

P opt
2

, Ith
a1P

opt
1

+a2P
opt
2

} which satisfies κ > 1. Next, we

define,

P̃1 , κP opt
1 , P̃2 , κP opt

2 , ω̃ ,
1√
κ
ωopt .

(P̃1, P̃2, ω̃) is also a feasible point of (P-5.1), and min{SINR1(P̃2, ω̃), SINR2(P̃1,

ω̃)} > SINR
opt

, which contradicts with that (P opt
1 , P opt

2 , ωopt) is an optimal solu-
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tion to (P-5.1). Therefore, at least one of the three inequalities in (5.8b) and (5.8c)

should be satisfied with equality at the optimal point.

C.3 Proof of Lemma 5.3

Assume (P opt
1 , P opt

2 , ωopt) is an optimal solution to (P-5.1) with the optimal value

SINR
opt

. Further, we assume that (5.8a) is satisfied with inequality.

Define κ , Ith/[ω
opt(P opt

1 C1 + P opt
2 C2 + C3)(ω

opt)H ], which is obviously

larger than 1. Then define a new beamforming vector ω̃ ,
√
κωopt. (P opt

1 , P opt
2 , ω̃)

also satisfies the constraints (5.8b) and (5.8c). And the constraint (5.8a) is satisfied

with equality. We even have,

SINR1(P
opt
2 , ω̃) > SINR1(P

opt
2 ,ωopt),

SINR2(P
opt
1 , ω̃) > SINR2(P

opt
1 ,ωopt),

which contradicts with that (P opt
1 , P opt

2 , ωopt) is an optimal solution to (P-5.1).
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