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Abstract 

There are many road construction companies in Canada that possess numerous 

fleets of heavy equipment. A big portion of the operating cost of these fleets is 

consumed by maintenance operations. This thesis focused on the cost of 

maintenance operation for a road construction company. The objective of this 

research is to propose a systematic approach to predict the maintenance cost of 

road construction equipment. This research initially intended to collect and pre-

process the maintenance work database. Then, trend analysis was conducted in 

order to obtain a better understanding of maintenance costs. Moreover, this 

research intended to find the probable correlations between maintenance cost and 

other attributes of maintenance work. To obtain a better model for each of the 

available equipment classes, data mining analysis was used to compare different 

algorithms. These trend analyses and models will help the equipment manager to 

take decisions related to equipment maintenance cost.  
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Chapter 1: Introduction 

1.1 Background 

In the arena of road construction, equipment management has flourished as a 

crucial topic. Equipment management mainly consists of financial, operational 

and mechanical aspects of equipment (Vorster, 2009). The main responsibility of 

an equipment manager is to support the construction work by providing the 

required equipment on time and within an affordable budget. To make the 

equipment available for different construction projects at a reasonable price, the 

financial and mechanical aspects of equipment are very important. The equipment 

manager has to ensure that all the required mechanical work, such as repair and 

maintenance, and replacement of equipment, is being done according to an 

established schedule (Vorster, 2009). Also the manager has to confirm that the 

equipment is owned and operated at the optimum cost. The operational cost 

consists of fuel costs, tire costs, operator’s wages and maintenance costs. As the 

maintenance cost is a big portion of the total operating cost, budgeting 

maintenance costs for upcoming years has become very significant. These 

equipment maintenance costs differ for different types of equipment. Also even if 

the equipment is the same, the costs can differ depending on the manufacturer. In 

summary, budgeting or predicting the maintenance cost for upcoming years is 

complicated, which is the main concern of this research. 

The partner in this research, Standard General Inc., is a major road construction 

contractor that has been serving Edmonton for more than 40 years. The company 

does road construction for the city of Edmonton and surrounding areas using 
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different types of road construction equipment. For tracking and maintaining 

equipment, the company uses an equipment management system (M-Track) 

developed in collaboration with the National Sciences and Engineering Research 

Council of Canada (NSERC)/Alberta Construction Research Chair. The system 

tracks repair and maintenance work as well as supports inventory management, 

shop labour timesheets and equipment parts purchasing management. The system 

doesn’t provide any decision support such as trend analysis of equipment 

maintenance costs, budget of maintenance work, comparison of different types of 

equipment and replacement analysis. For proper equipment maintenance 

management, it is essential for an equipment manager to budget for maintenance 

work. In the current practice of the company, the maintenance cost budget is 

being performed on the basis of the last one or two year’s equipment inspection 

information and the current need of the maintenance work of company. This 

budgeting is being conducted without any prediction analysis and does not follow 

any analytical method.  

As equipment maintenance is a labour-oriented job and a big portion of the 

operational budget is consumed by maintenance activity, the company has 

become concerned with improving its maintenance work system. In the 

preliminary phase, different strategies for improving the equipment maintenance 

system for Standard General Inc. were reviewed.  Many meetings and discussions 

were conducted. From these meetings it was determined that equipment 

maintenance cost could be the area of improvement on which this research should 

focus.  
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1.3 Research Objectives 

In the maintenance cost database, there are different attributes and these attributes 

could correlate with the equipment maintenance cost. There are different ways 

and algorithms to correlate these attributes with equipment maintenance cost. For 

predicting equipment maintenance cost it is important to find out the systematic 

approach to correlate the attributes with maintenance cost. The objective of this 

research is to propose a methodology for predicting maintenance cost of road 

construction equipment. This objective will be achieved by accomplishing the 

following sub-objectives: 

1. Analyze the trend of maintenance cost for all available equipment classes 

to assess the behaviour of the cost.  

2. Finding general trends of maintenance cost for different types of 

equipment from the datasets.  

3. Apply alternative algorithms or methods for prediction analysis of 

maintenance cost for each equipment class. 

4. Evaluate the performance of alternative algorithms and recommend best 

performers which are better suited to capture available data. 

5. Assess the commonality between different algorithms and whether certain 

ones can be used for all equipment classes. 

1.4 Research Methodology 

In order to accomplish the proposed research objective and sub-objectives, the 

following approach is followed: 
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 The maintenance operation of road construction equipment is reviewed from 

general perspective as well as from the perspective of Standard General Inc. 

The internal procedure of different types of maintenance work is analyzed to 

understand the pros and cons of the current procedure. 

 The database system for the maintenance operation of Standard General Inc. 

in the MS SQL Server is reviewed. Also, it is necessary to be familiar with M-

Track software, which operates the database. 

 Literature on different maintenance systems of construction equipment, 

maintenance cost forecasting methods and concepts of different algorithms 

that could be used for this research work are studied and reviewed. 

 Equipment maintenance data of road construction equipment is imported and 

then processed according to this research work’s requirements.  

 A trend analysis of the maintenance cost for each available class of equipment 

(between equipment class number 200 and 299) is done to visualize the 

behavior of maintenance cost. 

 Two approaches (Life-to-date and Part-cost-based regression analysis) of 

cumulative cost modeling (CCM) for each available class of equipment 

(between equipment class 200 and 299) are undertaken. 

 A data mining analysis is conducted by running different algorithms through 

Waikato Environment for Knowledge Analysis (WEKA) software. The main 

purpose of this analysis is to identify the better algorithms for each available 

equipment class. 
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 All the models are evaluated and validated to determine which algorithm is 

best for each available equipment class. 

The total data collection and analysis process which is conducted in this research 

is summarized in Figure 1. The content of Figure 1 is divided into three parts. 

Numbers (1) and (2) are elaborated in sections 3.4 and 3.5 of Chapter 3, and 

number (3) is discussed in section 4.2 of Chapter 4. 

 

 

 

 

 

 

 

 

 

Figure 1: Summary of research work 

1.5 Thesis Organization 
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and methodology of this research. 

Chapter 2 contains the literature review on different types of maintenance work 

for construction equipment, forecasting maintenance costs, cumulative cost 

modeling, data mining analysis and the algorithms that could be used in this 

Multiple 

Data Sets  

Collection  

 

Preparation 

of Tables for 

Different 

Components 

of Total 

Maintenanc

e Cost 
 

(1) 

Data 

Warehousing 

 

MS SQL 

Server  

(M-

Track) 

(2) 

Pre-

processing 

of 

Database  

Cumulative 

Cost 

Modeling 

 (3) 

Best 

Model for 

Each of 

the 

Equipment 

Class 

(3) 

General 

Trend 

Analysis          

 

(3) 

Data 

Mining 

Analysis 

Training  

Evaluation 

& 

Validation 



6 
 

research work. Also different methods of model evaluation and validation are 

reviewed in this chapter. 

Chapter 3 consists of data collection and the pre-processing part. This chapter first 

describes the data management system in the M-Track software and the 

equipment maintenance operation of Standard General Inc. Then the data 

warehousing system for this research is illustrated. Lastly the pre-processing of 

dataset is described with illustrations. 

 Chapter 4 presents the analysis part of this research. Here, the first summary of 

the analysis part is presented and then it is elaborated in different sections. The 

trend analysis part is presented with graphs of maintenance cost vs. hour meter 

reading for different equipment classes. Then the cumulative cost modeling part is 

presented with the description of pros and cons of this process from this particular 

dataset’s point of view. After that, the data mining part is illustrated. Lastly, all 

the models are evaluated and validated to determine which model or 

algorithm/algorithms is/are best for this maintenance dataset. 

Chapter 5 presents the summary, contributions and limitations of this research. It 

also provides recommendations for future research. 
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Chapter 2: Literature Review 

2.1 Introduction 

Each and every company has its own way of doing maintenance work for 

equipment. As maintenance cost depends on the total process of maintenance 

activities, each company wants to figure out its own approach about predicting or 

forecasting maintenance cost for budgeting purposes. Different scholars have 

offered different theories and concepts not only about general forecasting but also 

about maintenance cost forecasting. This chapter includes descriptions of different 

researchers’ points of view about maintenance activity and costs, forecasting, 

different algorithms used for maintenance cost forecasting, and model evaluation 

and validation. 

2.2 Maintenance Activity and Maintenance Costs for Heavy 

Equipment 

In the early period many companies used to do run-to-failure repairs. This is 

known as reactive maintenance. This approach restores equipment to working 

order in the least possible time. These companies that rely on reactive 

maintenance usually keep reserve machines, large spare parts inventories, and use 

worker reassignments to deal with breakdowns (Sheu, 1994). But breakdown, in 

many cases, causes delays in completing a project, which causes reductions in 

hourly production. Many factors influence the hourly production rate of a 

machine, e.g., weather condition, operator efficiency, and equipment availability. 

Within these factors the most controllable factor is equipment availability (Rapp 
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& George, 1998). Therefore, good companies conduct periodic inspections and 

service to identify and eliminate potentially time-consuming breakdowns. These 

periodic inspections and servicing, which are scheduled by an inspector, are 

called Planned Maintenance (PL) or Predictive Maintenance. Also, in the 1950s, 

to reduce unscheduled breakdowns, progressive companies have introduced 

preventive maintenance (PM) (Peng, 2012). PM is scheduled maintenance work 

suggested by manufacturers to keep equipment in the best possible operating 

condition (Nunnally, 2000). According to Panagiotidou & Tagaras (2007) 

preventive maintenance policies helps to improve reliability and to reduce 

maintenance related cost. PM was a major advance which gave managers some 

control over equipment breakdowns. Previously equipment failures were taken as 

acts of nature, and there was nothing to do before breakdown (Peng, 2012). 

There is another type of maintenance work which is called total productive 

maintenance (TPM). TPM was first practiced by Japanese firms in the 1970s, but 

American companies became familiar with TPM in late 1980s, when two of 

Seiichi Nakajima’s books, Introduction to TPM (Nakajima, 1988) and TPM 

Development Program (Nakajima, 1989) became available in English. Nakajima 

(1989) said that the two objectives of TPM are zero breakdowns and zero defects. 

To achieve these objectives, operators are involved in maintenance work which 

makes them care as much about the equipment as they do about their jobs (Peng, 

2012). Machine operators are trained and become responsible for some basic 

maintenance work, but still there is a maintenance department in the company to 
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handle major repairs and PM, sets the standard for maintenance work and trains 

operators (Peng, 2012). 

Though TPM is very useful in many cases, most of the equipment-owning road 

construction companies do mainly three types of maintenance work: PM, 

predictive maintenance and reactive maintenance. These maintenance works 

become the most important part of the operating cost calculation. Depending on 

the methodology used in each company, the amount of maintenance cost varies. 

Maintenance cost is considered to be the highest percentage of costs for operating 

a piece of equipment (Peurifoy & Schexnayder, 2002). Also maintenance cost is 

hard to predict, and decisions regarding maintenance costs affect the hourly rate 

and economic life of a machine (Vorster, 2009). If economic life is increased, 

then the ownership cost will decrease, but to follow this approach, maintenance 

costs have to be increased. An equipment manager cannot control many 

influencing factors of maintenance costs such as weather conditions and 

unexpected breakdowns.  On the other hand, maintenance cost estimates are 

greatly affected by working conditions, type of work, the operator’s skill and the 

policy regarding operators (Vorster, 2009). Therefore proper maintenance cost 

estimates or accurate forecasting of maintenance budgets for coming years has 

become a big challenge for most equipment managers. The research for this thesis 

is being conducted to help equipment managers to forecast future equipment 

maintenance costs.   
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2.3 Forecasting Analysis 

A forecasting analysis can be qualitative or quantitative. This analysis is used to 

determine what will happen in the future and is based on past experience or 

information from a database. A forecast is basically a prediction of what will take 

place in the future and according to Makridakis (1989), planning is an important 

aspect of forecasting. A plan is a decision-making tool that can be used to shape 

the future of an event. Forecasting, on the other hand, is basically used to 

understand whether or not that plan will work properly. 

2.3.1 Qualitative Forecasting 

Qualitative forecasting is made on the basis of opinion and judgment of related 

people or experts. Qualitative forecasting is most important when a past database 

is not available or when it has to be forecasted far into the future (Kim, 1989). 

The Jury of Executive Opinion is a formalized qualitative forecasting method in 

the equipment management arena (Wilson et. al., 1994). Most of the time the jury 

can give a better forecast than any one jury member can. There are also other 

qualitative methods and most do not require extensive understanding of 

mathematical methods. There are some basic disadvantages of qualitative 

forecasting. According to Kim (1989), in most cases qualitative analysis is biased 

and not always accurate over time. Kim also says that providing judgment for any 

good forecasting requires years of experience. Also, Makridakis (1989) said that 

people who give judgment on forecasting generally become overly optimistic. 

However, qualitative judgment is required in most of the decision-making 
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problems, such as selecting the best method of prediction analysis for a particular 

company (Mitchell, 1998).   

2.3.2 Quantitative Forecasting 

The quantitative method is used to predict maintenance and repair costs when past 

data is available because it is more appropriate than basing the decision on the 

judgment of related experts or people (Kim, 1989). There are lots of algorithms 

that have been proposed in last couple of years to get accurate forecasting by 

quantitative analysis.  Quantitative methods that could be used for equipment 

management include naïve, moving average, exponential smoothing, time series 

analysis, and regression (Makridakis et al., 1989).  Among these methods, 

regression is the most common method, which is usually accurate over a medium-

range prediction horizon (Makridakis et al., 1989). Regression analysis is a 

statistical analysis which shows the relationship of a dependent variable to one or 

more independent variables. A relationship with only one dependent variable is 

called a simple regression analysis. A relationship with more than one 

independent variable is called a multiple regression analysis. There are also linear 

and nonlinear regression analyses. The selection of the trend line depends mostly 

on the data points. Although the quantitative forecasting method is more accurate 

than the qualitative method, as it is based on an actual database, there are some 

disadvantages, too (Makridakis et al., 1989). The qualitative method’s main 

shortcomings are that it depends on the previous database for forecasting and that 

its long-range forecasting is questionable (Mitchell, 1998). Despite these 
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drawbacks, the quantitative analysis is mostly used to forecast maintenance costs, 

and it has also been used in this research. 

2.4 Maintenance Cost Forecasting 

Most of the equipment owning company uses different constant repair cost or 

modified constant repair cost methods for forecasting equipment maintenance 

cost. Cox (1971) proposed estimating equipment repair costs as a percentage of 

purchase prices. Cox included multiplication factors for type of service (easy, 

medium, or severe). The Caterpillar company recommended a method close to the 

one proposed by Cox (Caterpillar, 1995). For machines whose lifespan would be 

more than 10,000 hours, Caterpillar added an additional factor, but this factor is 

applicable for the machine’s entire lifespan. These methods are used to simplify 

the forecasting analysis, but oversimplification could cause a huge difference 

between the actual and forecasted value. 

Blaxton, Fay, Hansen & Zuchristian (2003) proposed a formula for calculating 

unscheduled maintenance cost as following 

Unscheduled Maintenance Cost = 

 
                                                                               

                    
 …... (1) 

Halpin & Senior (2011) proposed a guideline to forecast repair costs using the 

following formula: 

Repair factor X (delivered price-tire) / 1000= estimated hourly repair reserve... (2)     

Repair factors are also mentioned in a table in section 13.10 in his book. 

Herbert Nichols (1976) said that an hourly repair cost can be calculated by 

multiplying factors for type of equipment, work conditions, total hours of use, 



13 
 

years of useful life, temperature, operator style, maintenance quality, type of use, 

luck, equipment quality and pace of work. These factors are multiplied with each 

other and then multiplied by 1/10,000th of the purchase price of the machine to 

obtain an hourly cost.  

According to Nunnally (2000), the repair cost is the highest single item of 

operating costs for most construction equipment, which is dependent on the use of 

the equipment, operating conditions and the maintenance standard. He proposed 

an equation for hourly repair cost which is 

Hourly repair cost=  
          

                  
X

                    

              
 ................................. (3) 

Where, lifetime repair cost=lifetime repair cost factor X (initial purchase cost – 

tires cost) 

Lifetime repair cost factors are given in a table of his book.  

Hours operated= Expected equipment life in hours 

Year Digit= Year of operating. 

Sum of years digit= Sum of the years digit of the expected life. Such as, if one 

equipment has 5-year life, then sum of years digit=1+2+3+4+5= 15.  

Vorster (2009) proposed a method to prepare database and regression analysis for 

forecasting maintenance costs. Maintenance costs usually tend to increase with 

the age of the equipment, so for devising an economical budget for the upcoming 

year, proper prediction of maintenance cost is crucial. From various literature 

reviews and also from Vorster’s (2009) point of view, it was found that repair or 

maintenance costs of equipment can be represented by a second order polynomial 

with the following form: 
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MCLD= A x WD +B x WD
2
...................................................................................

 
(4) 

Where  

MCLD  = life-to-date maintenance cost at age WD  

WD = life-to-date hours worked by the machine 

A = coefficient that describes the linear increase of cost with age 

B = coefficient that describes the exponential increase of cost with age 

An example of the corresponding trend line of the equation is presented in Figure 

2. In this research, similar trend lines have been built based on available data, 

which is described in Chapter 4. 

 

Figure 2: Trend of maintenance cost (Vorster, 2009) 

2.5 Equipment Cumulative Cost Modeling (CCM) 

Vorster (1980) proposed a cumulative cost model (CCM), which provides 

numerical and graphical solutions to many equipment management problems. 

Graphical solutions help the decision-manager to better understand the problem. 
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Figure 3 shows a CCM model where the abscissa of the CCM graph is the 

equipment age and the ordinate of the CCM graph is the cumulative cost. By 

drawing tangents, the optimization point can be determined. Optimum economic 

life, L*, is the tangent to the cumulative cost curve drawn from the origin 

(Mitchell, Hildreth & Vorster, 2011). After that age, the operating cost for 

equipment usually becomes higher and higher. 

 

Figure 3: Cumulative cost model (Vorster, 1980) 

There are several managerial decisions that can be supported by CCM such as 

equipment purchase decisions, preventive maintenance strategies, decisions about 

replacing equipment, and forecasting repair costs (Mitchell, 1998). Two 

approaches of CCM are used in this research; the literature review of those two 

approaches is described in the following two sections.  
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2.5.1 Life-to-Date Cost Analysis 

The life-to-date (LTD) repair cost is one of the approaches for CCM analysis 

which is easy to understand as well as to use in any managerial decision-making 

situation. The first condition for this analysis is that the equipment for which the 

data will be analyzed by the LTD method should be of a similar type and size 

working under the same operating conditions (Mitchell et al., 2011).  If the 

operating condition changes, the repair cost could also be changed on the basis of 

the equipment status (Nunnally, 2000).  When the equipment is grouped in this 

way, the maintenance cost varies as a function of the equipment’s age.  

For each data point in the LTD method, the cumulative maintenance cost of a 

machine should be paired with hour meter reading or equipment age (H). If the 

data is available, the machines should be analyzed at different ages to spread the 

data points uniformly throughout the lifetime of the type of the equipment. To 

avoid the unwanted influence of a machine over other machines, the same number 

of data points need to be used for each machine (Mitchell et al., 2011). For 

example, if most of the machines in an equipment class have cumulative cost data 

up to a 6,000 hour meter reading, and 12 data points are needed, then the data 

points of each machine should be collected at intervals of every 500 hour meter 

reading. The graph should be plotted with the cumulative maintenance cost as the 

ordinate and hour meter reading (Age) as the abscissa. A second-order nonlinear 

curve has to be plotted through the origin from the data points (Figure 4). 

Through this graphical analysis the coefficients A and B for Equation 5 can be 

determined. 
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CMCT=A*HT+B*HT
2
........................................................................................... (5) 

CMCT= cumulative maintenance cost at any age HT 

HT= age of equipment at any time T 

 

Figure 4: Life-to-date approach for cumulative cost model  

After plotting the graph of CMC vs. age, the total maintenance cost and average 

maintenance cost per hour at any time can be extracted. For calculating the 

average maintenance cost per hour at any age, HT, a straight line has to be plotted 

from H0 to CMCT. The slope of the straight line is the average of maintenance 

costs.  

There are some drawbacks to the LTD approach. The first is that equipment data 

should be available from zero hour meter reading. That means that if the data is 

not available from the starting of the machine’s run, then that machine’s data 

cannot be used. In many cases a company buys used equipment from another 

company. It is common that many companies do not store data about their 
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equipment, but when they start storing data it is determined that none of the 

existing equipment has databases from the zero hour meter reading. The LTD 

approach is not workable in these cases, though it provides the most accurate 

picture of maintenance cost over the age of the equipment.   

2.5.2 Period-Cost-Based Analysis 

Another approach of the CCM is the period-cost-based (PCB) analysis, where it is 

necessary to have data about maintenance costs for the same type of machines for 

any particular period of time. The time period is the number of hours worked by 

the machine from any starting point HA to the end point HB (Figure 5).  

For a second order polynomial equation, HM is actually the mean of HB and HA. 

The slope m is the marginal maintenance cost at equipment age HM. The equation 

of the curve in Figure 5 is the same as described in Equation 5. The differential 

equation at HM would be 

m= A+2*B*HM.................................................................................................... (6) 

This is similar to the linear regression equation  

Y=C + D*x........................................................................................................... (7) 

From Equation 6 and 7 it can be found that      

C=A...................................................................................................................... (8) 

D=2*B.................................................................................................................. (9) 

It is easy to obtain the value of A and B from Equations 8 and 9 after obtaining 

the value of C and D from PCB analysis. Then, the equation of the cumulative 

maintenance cost with respect to the equipment age can be determined from 

Equation 5. 
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Figure 5: Period-cost-based approach for cumulative cost model  

2.6 Data Mining Analysis 

The world is being overwhelmed by data. It has been found in one study that the 

amount of data stored in all the databases in the world is being doubled every 20 

years (Witten, Frank & Hall, 2011). But having a huge database is not very 

helpful if no knowledge can be extracted from it. Discovering new knowledge 

about an attribute from the pattern analysis of a database and /or prediction 

analysis is called data mining (Tan, Carrillo, Anumba, Bouchlaghem, Kamara & 

Udeaja, 2007). Fayyad, Piatetsky-Shapiro & Smyth (1996) state that discovered 

knowledge which is drawn from data mining analysis has to be formerly 

unknown, non-trivial and valuable to the customer. 

In many research studies, data mining analysis was included to explore new 

knowledge from stored data. To evaluate the applicant’s credit score Huang, Chen 
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& Wang (2007) built a credit scoring model using data mining analysis. For 

developing prediction models for breast cancer survivability Delen, Walker & 

Kadam (2004) used two popular data mining algorithms (artificial neural 

networks and decision trees) along with a more commonly used statistical method 

(logistic regression). Saraee, Waheed, Javed & Nigam (2005) used data mining 

techniques including relevance analysis, association rules mining and clustering to 

identify the general trends and probable solutions related to heart disease or heart 

attacks. In other words, data mining analysis has been utilized in many diversified 

fields. 

Data mining analysis is becoming a popular decision-making support tool in a lot 

of research related to construction management. Soibelman & Kim (2002) used 

data mining as a tool in their research to identify valuable, applicable and 

unidentified patterns to help construction managers analyze huge amounts of 

construction management data. Fan (2007) used data mining technology for 

automated knowledge generation and decision support analysis utilizing large 

amounts of equipment operational data for Standard General Inc. He proposed 

non-parametric outlier mining algorithms for this decision support analysis. 

Gonzalez-Villalobos (2011) helped the construction managers at an industrial 

construction enterprise in the bidding process by doing data mining to extract 

embedded trends and arrangements of the bidding process. Liao & Perng (2008) 

found a pattern of occupational injuries in the construction industry from the 

historical database by using data mining analysis. Their research will help to 

develop an efficient inspection policy and injury prevention plan. Hammad (2009) 
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proposed that data mining analysis can be used to enhance the efficiency of labour 

estimating practices. His PhD thesis proposed a data mining approach which was 

expected to provide companies with knowledge-based dynamic estimating units 

that always reveal the most up-to-date changes. Kumar (2013), in his M.Sc. 

thesis, predicted scaffold man-hours with respect to different related attributes by 

creating a linear regression equation in data mining software.  Much research has 

already been conducted to improve the efficiency of data mining in industry, and 

studies are still being carried out. The algorithms built by data mining analysis 

can be classified by their results (Gonzalez-Villalobos, 2011), which are: 

2.6.1 Clustering 

Clustering is an unsupervised learning method that makes it possible to group 

records based on similarity (Foss & Zaiane, 2002). It depends mainly on the 

perception of minimizing the distances between data points in the same group and 

maximizing the distances between data points in different groups. Ankerst, 

Breunig, Kriegel & Sander (1999) mentioned that clustering is appropriate to 

initially organize a set of data into different groups to apply further analysis by 

other data mining algorithms.  

2.6.2 Association 

The second kind of unsupervised technique is association analysis. It is used most 

frequently to discover the shopping pattern in different stores and credit card 

transaction databases (Hammad, 2009). For Association Rules, two factors must 

be measured (Witten & Frank, 2005): the support and the confidence of the rule. 

Support calculates the number of occurrences for which the association rule can 
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forecast accurately. On the other hand, confidence measures the strength of the 

rule by a percentage which actually shows the precision of the rule (Gonzalez-

Villalobos, 2011). 

2.6.3 Classification 

Classification is a supervised data mining technique where a class or attribute 

needs to be predicted on the basis of a model which has to be trained by the 

previously known dataset (Oracle, 2008). In this case, classification requires a 

labeled dataset which needs to be split into training and testing datasets. Then a 

prediction model is built on the basis of the training data set and is evaluated by 

the testing dataset (Hammad, 2009). If the test results are not up to a satisfactory 

level then the model needs to be changed. The models are usually trained with the 

help of different algorithms and then evaluated by testing data set to know which 

algorithm’s model could give the best prediction output. The best model is used to 

predict output for unlabeled new data. In this research work, eight algorithms 

have been applied to build models and then the models have been compared to 

each other. A brief literature review of these algorithms is described below. 

Linear Regression 

Linear regression is a method that creates a relationship between a dependent and 

one or more independent variables by developing a linear equation that fits best to 

observe data (Crossman, n.d). If the relationship is with only one independent 

variable then it is called “simple linear regression”. If the relationship is with 

multiple variables then it is called “multiple linear regression”. In the software 

WEKA (Waikato Environment for Knowledge Analysis) linear regression is 

http://sociology.about.com/bio/Ashley-Crossman-38827.htm
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basically multiple linear regression where an attribute is predicted on the basis of 

best suitable other attributes. The common equation for multiple linear regression 

is 

Y= a0+a1x1+ a2 x2+….+anxn + ɛ............................................................................(10) 

Where x1, x2…xn are the attributes , a0, a1, ….an are unknown parameters and ɛ is 

a random variable  (Sahoo & Jha, 2013). 

Second Order Nonlinear Regression 

Nonlinear regression is a nonlinear model where a dependent variable depends on 

one or multiple independent variables nonlinearly (IBM, 2011).  Nonlinear 

regression is usually used where linear regression does not fit properly with the 

observational data. If the observational data seems to have a curvature 

relationship then it is better to use nonlinear regression rather than linear 

regression. Within nonlinear regression, second order nonlinear regression is the 

easiest and most popular method to use in any trend analysis problem. 

The usual equation for second order nonlinear regression analysis is  

y= ax
2
+bx+c...................................................................................................... (11) 

Where dependent variable y has a curvature relationship with independent 

variable x, and a, b and c are constants. 

Least Median Square 

Least Median Square is a regression analysis. One of the ways to make a 

regression more robust is to minimize the median of the squares of the difference 

between the data points and the regression line, which is called the Least Median 

Square method (Witten et al., 2011). Let’s consider a set data point (xi, yi) Where, 

http://www.google.ca/search?tbo=p&tbm=bks&q=inauthor:%22Ian+H.+Witten%22&source=gbs_metadata_r&cad=8
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yi= xi a1* + a2* + ei  ............................................................................................ (12) 

   

 i= 1,……,n 

Here a1*and a2* are unknown parameter vectors that have to be estimated. Let’s 

assume an arbitrary parameter vector (a1, a2) and ith residual ri= yi – (xi a1 + a2). 

The minimization of the median of the squared residuals is entitled by the Least 

Median Square method (Mount, Netanyahu, Romanik, Silverman & Wue, 2007). 

Conjunctive Rule 

The Conjunctive Rule is a decision making rule which implements a single rule 

learner that predicts either a numeric or a nominal class value (Witten et al., 

2011).  In the conjunctive rule method, least values for many attributes have to be 

assigned and reject any result which does not meet the minimum value on all of 

the attributes (Devasena, Sumathi, Gomathi & Hemalatha, 2011). The conjunctive 

rule utilize the AND logical to correlate the attributes. Here the resultant is the 

distribution of the available classes in the dataset or mean for a numeric value of 

the classes. The test instances, which are usually not used to build the model, are 

utilized to check the accuracy of the model by the default class distribution/value 

(Witten et al., 2011). 

Decision Stump 

Decision stump is a machine learning model which is actually a one-level 

decision tree. It has only one interior node and uses only one attribute to predict 

(Sammut, 2011). This method is a weak learner or base learner which is in most 

of the cases used in a combined classifier (Witten et al., 2011). But decision 

stumps individually performs unexpectedly well on some commonly used 

http://www.google.ca/search?tbo=p&tbm=bks&q=inauthor:%22Ian+H.+Witten%22&source=gbs_metadata_r&cad=8
http://www.google.ca/search?tbo=p&tbm=bks&q=inauthor:%22Ian+H.+Witten%22&source=gbs_metadata_r&cad=8
http://www.google.ca/search?tbo=p&tbm=bks&q=inauthor:%22Ian+H.+Witten%22&source=gbs_metadata_r&cad=8
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datasets. Its main properties are high biasness and low variance which can make 

the method perform much better as they are less intending to over-fitting 

(Sammut, 2011). In this method the main thing is selecting the best attribute 

which has best score defined as       

Score (A) = 
             

 
  (Ai & Langla, 1992)....................................... (13) 

For this equation on a training set of size n, the number of times the concept (C) 

and the attributes (A) have the same value (A=C) and different values (A≠C) have 

to be calculated. 

M5Rule 

The M5Rule is basically a regression rule obtained from model trees. In this 

method, a model tree is applied to the full training dataset, and the best leaf is 

selected and made into a rule. Then that tree is redundant. All data instances 

utilized by the rule are also discarded and removed from the dataset. This 

procedure is applied to the remaining instances and finished when all instances 

are enclosed by one or more rules (Holmes, Hall & Frank, 1999).  

There are mainly two stages in M5Rule analysis- building the initial tree using a 

splitting criterion, and pruning the tree. A decision tree algorithm is used to build 

an initial tree. Then a splitting criterion is used. The splitting criterion is based on 

calculating the reduction of standard deviation at a node for each possible test 

(Wang & Witten, 1996). This splitting criterion can be called the standard 

deviation reduction (SDR) 

          ∑
|  |

| |          ...................................................................... (14) 
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Here, T is the set of instances that reach the node and    donates the     subset out 

of one potential test. After investigating all possible tests, the method chooses the 

test which maximizes the SDR value (Quinlan, 1992). In this way, sometimes an 

expanded tree which needs to be pruned backward can be built up. 

In the pruning process, first the average of the absolute difference between the 

actual target value and the predicted value from the model has to be calculated for 

each of the training examples that reach the node. This absolute difference has to 

be multiplied by a factor (n+v)/(n-v) to reduce the effect of unseen cases (Wang & 

Witten, 1996). Here, n is the number of the training set and v is the number of 

parameters in the model at the same node. This is called error estimation in the 

pruning process. 

In this method a linear regression model is computed for each interior node of the 

unpruned tree using the parameters that are tested in the sub tree below that node. 

This linear model is simplified by dropping parameters to reduce the estimated 

error. The parameters have to be eliminated one by one until the error estimate 

decreases. On the basis of the lowest error estimate, the M5Rule chooses either 

the sub-tree or the simplified linear model. When the estimated error is lower for 

the linear model, then the sub-tree at this node is pruned to a leaf (Wang & 

Witten, 1996). 

REP Tree 

The REP Tree is a decision tree which uses information gain or variance 

reduction and prunes in the prediction process (Ali, Tickle & Pang, 2008). As the 

decision tree in most of the cases faces an over-fitting problem caused by the 
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noised training data, a pruning process is required to remove the sub-trees 

resulting from the noise (Park, Hsiao-Rong Tyan, & Kuo, 2006). The REP tree is 

a fast-pruning algorithm which can deal with the noisy training data in a very 

effective way.  

Multilayer Perceptron 

Multilayer Perceptron (MLP) is a popular neural network. It is an artificial neural 

network that is used widely for pattern recognition and interpolation (Noriega, 

2005). MLP is a supervised learning algorithm, so it requires a sufficient amount 

of input and output data. MLP is broadly used for pattern classification because it 

gains knowledge about how to convert input data into a desired output (Panchal, 

Ganatra, Kosta & Panchal, 2011).  

2.7 Model Training and Testing Options 

There are several options or methods for using datasets for training and testing 

models, such as using the same dataset for testing and training, percentage split, 

cross-validation. Among these methods, cross-validation and percentage split are 

used in most cases. 

Cross-validation is a popular statistical method of evaluating algorithms or 

models. There are several forms of cross-validation but the basic one is a k-fold 

cross-validation. In this method, the data is randomly split into k-folds of 

approximately equal size. Then, k-1 folds are used for the training model and the 

remaining fold is used for testing. This procedure is repeated k times and each 

fold is utilized for testing once (Duan, Keerthi & Poo, 2003). For estimating and 

predicting scaffold man-hours, Chandan (2013) used cross-validation as a testing 
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and training option. To estimate the performance of classifiers, Delen et al. (2004) 

used a stratified 10-fold cross-validation approach. Duan et al. (2003) also used a 

10-fold cross-validation approach in data mining to predict breast cancer 

survivability. 

In the percentage split method, the total dataset is divided into two parts. One part 

is used as testing and the other part is utilized as training data. This split of data 

can be random or ordered. The main advantage of percentage split is that the 

training model cannot see the testing data, so proper testing or evaluation of a 

model is possible in this mode. For the application of data mining techniques in 

the medical field, specifically in the areas of heart disease or heart attacks, Saraee 

et al. (2005) split the medical data into two parts for training and testing. For 

medical image classification, Antonie, Zaiane & Coman (2001) used 90 percent 

of the data for training models and the remaining 10 percent for testing in data 

mining analysis. 

2.8 Model Evaluation and Validation 

Models can be built according to the developer’s needs. But to implement this in 

the real world, the model developer must first conduct a model evaluation and 

validation. A model evaluation compares model results with the data from field 

experiment results or the real data from observations (Drinking Water Source 

Protection, 2013). The main goal of evaluation is to provide useful feedback about 

the model results to different users, including sponsors, clients, supervisors, team 

leader and other relevant parties (Trochim, 2006). The evaluation is useful if it 

helps the users to make constructive decisions.   
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The model validation is the process of calculating the accuracy of a simulation or 

prediction model and its associated prediction, compared to what the output 

would be in the real world (Gore, 2010). A model is basically developed for a 

specific purpose or purposes. A model can be said to be satisfactorily validated if 

it can satisfy all the purposes within a certain range (Sargent, 2013). It might 

happen that a model can satisfy some purposes or conditions but not all of them. 

In these cases it has to be specified first which conditions have to be satisfied and 

the range of satisfaction for each condition. If any of the required conditions 

cannot be satisfied by the model, then the model has to be deemed invalid 

(Sargent, 2013). 

There are many different ways of evaluating a model depending on the model and 

the function of the evaluation. The most important basic types of evaluations are 

formative and summative evaluation (Trochim, 2006). A formative evaluation 

usually improves or strengthens the model, but a summative evaluation examines 

the outcome of the model. Some examples of formative evaluations are need 

assessment and implementation evaluation, and some examples of summative 

evaluations are outcome evaluation, cost-benefit analysis, and impact evaluation 

(Trochim, 2006). 

There are qualitative and quantitative approaches for model validation. For the 

quantitative approach of validating a model, the occurrence distribution for all 

conditions of the real world system have to be compared with the occurrence 

distribution for the same conditions of the simulated model (Viet, Fourichon, 

Jacob, Guihenneuc-Jouyaux & Seegers, 2006). The qualitative approach is one of 
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the most commonly used to validate a model which is most likely biased in many 

occasions and for which no solid conclusions can be found from relatively 

complex models (Campbell & Bolton, 2005). Though qualitative methods such as 

graphical comparison of model output and experimental real data are commonly 

used in engineering, the quantitative method provides a systematic way to 

calculate errors and uncertainty of a prediction model with the occurrence in the 

real field (Ling & Mahadevan, 2013). For quantitative validation, usually the total 

database has to be divided into two parts: one part for training and the other part 

for testing. Hammad (2009) used 85 percent of the database randomly for 

building a model by data mining. He used the rest for testing. 

The choice of proper model evaluation and validation approach depends on the 

model, purpose of the model and the database. Hammad (2009) calculated 

estimating error of his data mining model for validating it.  Mitchell (1998) used a 

coefficient of determination (R
2
) for evaluation and cross-validation of his model. 

As the database is not large enough, he preferred cross-validation instead of 

splitting the database. Poveda (2008) compared the crisp output obtained for each 

data with the actual output by calculating the percentage error. There are many 

other ways of evaluating or validating a model. In this research work, five model 

evaluation or validation methods have been used: mean absolute error, root mean 

absolute error, relative absolute error, root relative squared error and correlation 

coefficient. All are briefly discussed below.  
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2.7.1 Mean Absolute Error and Root Mean Squared Error 

The mean absolute error (MAE) is a parameter which is used to measure how 

close predictions are to the corresponding observation. It is the average difference 

between the values which are obtained from the prediction or forecasting model 

and the corresponding observed real value (Willmott & Matsuura, 2005). 

MAE=
                 

 
.................................................................................... (15) 

Mean squared error is the average of the squared difference between the model 

prediction value and the corresponding observed real value. The root mean 

squared error (RMSE) is just the square root of the mean square error (Willmott & 

Matsuura, 2005). So the equation is 

RMSE=√
                   

 
 ........................................................................... (16) 

The RMSE provides relatively high value to large errors because the errors are 

squared before they are averaged. This means that the RMSE is most valuable 

when large errors are unwanted. 

The RMSE is always larger than or equal to the MAE. If the RMSE is equal to the 

MAE, then all the errors or individual differences are of the same magnitude. 

According to Willmott & Matsuura (2005), the RMSE is badly chosen for any 

validation because it depends on three characteristics of a set of errors (error 

magnitudes, square root of the number of errors (n
1/2

) and the average of the error 

magnitude), whereas the MAE depends on only one (the average of the error 

magnitude). 
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2.7.2 Root Relative Squared Error and Relative Absolute Error 

The Root Relative Squared Error (RRSE) is calculated by dividing the Root Mean 

Squared Error (RMSE) of the prediction model by the RMSE obtained from 

predicting the mean of the actual value, and then multiplying by 100. 

RRSE=√
                      

  ̅             ̅     
   (Witten et al., 2011).................................. (17) 

Where, P= Prediction from the model 

A= Actual value  

 ̅= Mean of Actual Value 

RRSE means how much better is the prediction of the developed model with 

respect to the prediction of the mean of the actual value. Smaller values for the 

RRSE are always better and values greater than 100 percent indicate that the 

model is doing worse than predicting the mean of actual value. 

Relative absolute error (RAE) can be calculated in the same way. RAE acquires 

the total absolute error and divides it by the total absolute error of the mean of the 

actual value (GeneXpro Tools, n.d.). 

RAE=
                    

  ̅            ̅    
%   (Witten et al., 2011) ………………………….. (18) 

Where, P= Prediction from the model 

A= Actual value  

 ̅= Mean of Actual Value 

2.7.3 Correlation Coefficient  

Correlation coefficient is the comparison between the variance of the prediction 

value and the variance of the actual value. It is a single number between +1 to -1 

http://www.google.ca/search?tbo=p&tbm=bks&q=inauthor:%22Ian+H.+Witten%22&source=gbs_metadata_r&cad=8
http://www.google.ca/search?tbo=p&tbm=bks&q=inauthor:%22Ian+H.+Witten%22&source=gbs_metadata_r&cad=8
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that gives a good idea about how closely one variable is related to another 

variable and it is denoted by “r” (Higgins, 2006). It is also called Pearson’s 

Correlation Coefficient because the calculation method was developed by Karl 

Pearson. The correlation coefficient will be +1 or –1, if the two variables are in an 

ideal linear relationship, and will be 0 if there is no linear relationship between the 

variables (Witten et al., 2011). The equation for the correlation coefficient is 

given below.  

Correlation Coefficient= 
∑       ̅̅ ̅     ̅  

√∑       ̅̅ ̅ 
 ∑      ̅   

 ..................................................... (19) 

Where, 

Pi = Prediction value for the ith test instance 

 ̅ = Average of the prediction value. 

  = Actual value for the ith test instance 

 ̅ = Average of the actual value 

From equation 19 it can be understood that the Correlation Coefficient evaluates 

predicted values (Pi) by comparing them with actual values (Ai). 

2.9 Conclusion 

This chapter has reviewed many different scholars’ methods and algorithms. The 

chapter also included discussions about the way in which many researchers have 

forecasted maintenance costs. It also reviewed the methods and algorithms that 

were used for maintenance cost forecasting, model evaluation and validation. On 

the basis of this knowledge, the main analyses were conducted. These analyses 

will be discussed in Chapter 4. 

http://www.google.ca/search?tbo=p&tbm=bks&q=inauthor:%22Ian+H.+Witten%22&source=gbs_metadata_r&cad=8
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Chapter 3: Data Collection and Pre-processing 

3.1 Introduction 

Alberta is the fourth largest province in Canada. It has 31,000 km of highways 

which form an extensive network throughout the province. This province has 

226,000 kilometres of public roads – approximately 22% of the total national 

network (Government of Alberta, 2013). To build and maintain these road 

networks, many road construction contractors have been working in Alberta for a 

long time. One of the contractors is Standard General Inc., which has many years 

of experience in road construction. The company usually owns and sometimes 

rents equipment for this road construction work. Standard General Inc. has to 

spend huge amounts of money every year to maintain its fleet of different types of 

equipment. The company stores its data in an MS SQL server and needs to utilize 

the database to forecast maintenance costs for budgeting and replacement 

purposes.  A primary step of this knowledge-discovering research work was to 

extract the data from the database and maintain a data warehousing system. 

Various obstacles came up during the data extraction and pre-processing stage of 

the research work. These obstacles consumed large portion of the research time. 

In this chapter, the background and the whole process of the data extraction and 

pre-processing are discussed. The complications faced during the first 10 to 12 

months of this research for data preparation are described in the following 

sections. 
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Section 3.2 discusses how Standard General Inc. manages the equipment 

management database with the software M-Track. This section explains the total 

structure of M-Track. 

Section 3.3 explains how Standard General Inc. usually maintains its heavy 

equipment. The section also describes the current practice that M-Track uses to 

obtain the total cost of the different maintenance work.  

Section 3.4 introduces this research work’s data warehousing system. It explains 

how different types of maintenance cost data were collected to obtain the total 

maintenance cost of the equipment. 

Section 3.5 describes the total work of pre-processing the database. To modify the 

database according to the research interest, several steps of modification were 

taken. These steps are explained with examples.  

Section 3.6 presents the conclusion of this chapter. 

3.2 Construction Equipment Data Management by M-Track 

Data collection is a pre-requisite of every job for any big construction company. 

A construction contractor collects data on a daily basis for management of 

operation, repair, maintenance and purchase. The development of computer 

technology and digital control encourages large contractors to invest and 

implement these technologies in a data collection and distribution system (Fan, 

2007). Standard General Inc. had taken an initiative to implement an equipment 

management software called M-track. The system has been in place since 1997 

and since then it has been redeveloped several times. The system is a client-server 

application with the server part as a database on the MS SQL server. The system’s 
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main features are purchasing and inventory management; shop labour time 

management; equipment maintenance services such as running repairs, preventive 

maintenance, and planned maintenance. The M-track data management system is 

shown in Figure 6. 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6: Data management system of M-track 
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maintenance of all of the equipment. The company mainly performs three types of 

maintenance work on equipment: 

 Running repairs – repair work that has to be done due to the breakdown of 

equipment. 

 Planned maintenance – equipment is inspected annually. On the basis of 

the severity of the problem and the equipment budget, maintenance work 

is ordered and performed. If these mechanical deficiencies cannot be 

repaired, the equipment may break down. 

 Preventative maintenance – regular and periodic maintenance work that is 

suggested by the manufacturer to keep the equipment in the best possible 

working condition (Nunnally, 2000). 

Maintenance costs consist of costs for labour and parts. The system supports the 

time entry of labour work where the labour hour for both running repair and 

planned maintenance can be found. Parts cost due to running repair and planned 

maintenance can be found in the purchase order and on the inventory tables. It is 

easy to obtain the labour and parts cost for preventive maintenance as both are 

available in a separate table in a good structured way. The structure to get the total 

maintenance cost of a piece of equipment from M-Track is shown in Figure 7.  
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Figure 7: Structure of total maintenance cost of equipment (M-Track) 

3.4 Data Warehousing 

One of the advantages of the data warehousing system is the integration of data 

that is distributed in different systems of the company. For this research work 

only one database was used. From this database, required datasets for obtaining 

the total maintenance cost of equipment were imported into Microsoft Access. 

From the collected datasets, a different query was done to obtain different 

components of the equipment maintenance cost. The total maintenance cost 

comes from three different labour costs (running repair (RR), planned 

maintenance (PL) and preventive maintenance (PM)), and four different parts 

costs (purchase order (PO), internal transfer (IT), cash purchase (CP) and 

preventive maintenance (PM)) as shown in Table 01. The purchase order, internal 

transfer and cash purchases are done for both RR and PL. A sample dataset of 

different components of maintenance cost is shown in Table 1. The process of 

preparing tables for different components of total maintenance cost from the SQL 

server is shown in Figure 8. 
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Figure 8: Summary of data warehousing system 
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Table 1: Sample data of different components of equipment maintenance cost 

(Bayzid, Al-Hussein & Mohamed, 2013). 

Equipm

ent 

Unit No 

Time 

Stamps 

Hour 

Meter 

Readi

ng 

Labour Cost ($) Parts Cost($)   

RR 
P

L 
PM 

 
PO_ RR 

PO_ 

PL 
IT_ RR 

I

T

_ 

P

L 

C

P_ 

C

P

_ PM 

R

R 

P

L 

217-401 9/17/2001 2091 

        

1,076.25  

                        

-    

             

105.00  

 

            

549.55  

                        

-    

               

35.85  

                        

-    

                        

-    

                        
-

    

               

55.23  

217-401 4/22/2002 2224 

       

4,908.75  

                        

-    

            

420.00  

 

        

3,189.30  

                        

-    

            

453.60  

                        

-    

                        

-    

                        

-

    

             

514.66  

217-401 9/16/2002 2406 

        

1,897.50  

                        

-    

             

105.00  
 

               

45.96  

                        

-    

                        

-    

                        

-    

                        

-    

                        

-

    

               

38.52  

217-401 5/9/2003 2487 

             

918.75  

                        

-    

             

315.00  

 

                        

-    

                        

-    

               

63.45  

                        

-    

                        

-    

                        

-

    

              

312.15  

217-401 10/14/2003 2671 

        

1,653.75  

                        

-    

             

105.00  

 

       

6,987.00  

                        

-    

               

27.60  

                        

-    

                        

-    

                        

-

    

               

44.67  

217-401 5/18/2004 2698 

       

2,362.50  

                        

-    

             

315.00  

 

            

754.69  

                        

-    

            

807.60  

                        

-    

                        

-    

                        
-

    

             

531.43  

 

3.5 Data Pre-processing 

In the database of M-Track, running repair and planned maintenance cost data 

were stored with respect to timestamps. Just for preventative maintenance, both 

the hour meter reading and timestamp were stored for each of the readings, but for 

this study the odometer or hour meter reading should always be present with 

respect to different maintenance cost data. So, by matching up the preventive 

maintenance’s timestamp to that of the other maintenance, a common database for 

all of the maintenance cost data with respect to the hour meter reading was 

prepared. This process is discussed in Figure 9 and a sample of the dataset is 

presented in Table 1. 

Data entry is error-prone. So, data inconsistency and missing data are common in 

most of the database. These kinds of irregularities have to be figured out and then 
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proper ways need to be found to resolve them. In this application some similar 

outliers were encountered, such as a change of the hour meter reading when the 

hour meter was replaced, mistakes during entry of hour meter readings, etc., 

which are illustrated in Table 2. In the third row of Table 2, problems due to the 

replacement of the hour meter are shown. This was resolved by adding the hour 

meter reading with the last reading of the previous hour meter. In the sixth row of 

Table 2, an outlier due to misleading hour meter reading is shown. This was 

solved by taking the average of just the previous hour meter reading and the next 

hour meter reading. Although these approaches do not give the accurate hour 

meter reading, it is close to the actual number.  

Table 2: Illustration for hour meter reading correction (Bayzid et al., 2013) 

Equipment 

Unit No 

Event 

Id Time Stamp 

Hour meter Reading 

(From the database) 

Hour Meter Reading 

(Corrected) 

205-404 117148 20/03/2009 520 520 

205-404 119452 03/02/2010 547 547 

205-404 121987 16/02/2011 2 549 

205-404 123530 12/01/2012 108 655 

230-405 108686 10/04/2006 6783 6783 

230-405 109934 16/10/2006 255 7046.5 

230-405 111093 09/04/2007 7310 7310 
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Figure 9: Summary of data preparation 
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After solving the problems related to maintenance data, all components of 

maintenance cost are added to get total maintenance cost. Then Cumulative 

maintenance cost and maintenance cost/hour is calculated as per the following 

equations. 

Cumulative Maintenance Cost (CMC) at HT=TMC1+ TMC2 + TMC3….. + 

TMCT……………………………………………………………………………………………………………..…. (20) 

Where, HT = Hour meter reading at any time T. 

 TMCT= Total Maintenance Cost at any time T 

Maintenance Cost/ Hour= (CMCT - CMC1)/ (HT – H1)…………..…………… (21) 

 Where, CMC1 and H1 are first available cumulative maintenance cost and hour 

meter reading for any piece of equipment. 

An example of the calculations is given in Table 3 which is extension of Table 1. 

Total maintenance cost of Table 3 is obtained from the summation of all the 

components of maintenance cost from Table1. 

Table 3: Sample of calculation of maintenance cost in $/ hour   

Equipment 

Unit 

Number 

Hour Meter 

Reading 
Total Maintenance 

Cost in $ 
Cumulative 

Maintenance Cost in $ 
Maintenance 

Cost in $/Hour 

217-401 2091 1,214.63 1,284.63 
 

217-401 2224 6,324.25 7,608.88 47.55 
217-401 2406 1,391.33 9,000.21 24.49 
217-401 2487 1,072.98 10,073.19 22.19 
217-401 2671 5,878.80 15,951.99 25.29 
217-401 2698 3,180.87 19,132.86 29.40 
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3.6 Conclusion 

In most cases, the hardest part of quantitative research work is collecting data and 

pre-processing it according to the research interest. This chapter described the 

scenario of the database, how the database is being managed by M-Track, and M-

Track itself. Then examples were given for describing the complications 

regarding the database and how it was solved.  In the beginning of the research 

work it was thought that with only one database, data warehousing and pre-

processing of database would not be complicated. But afterwards it was found 

that though the research is based on only one database, it was a bit hard to figure 

out the way to rearrange or pre-process it for this research work. After several 

discussions with experienced personnel, the problems were solved one by one. 

Though it took a long time, developing the pre-processed database provided a 

strong foundation to go forward with the research work. 

 

 

 

 

 

 

 

 

 



45 
 

Chapter 4: Prediction Models for Equipment 

Maintenance Cost 

4.1 Introduction 

Prediction models of equipment maintenance cost were proposed by many 

researchers in different ways. Some of those models were briefly discussed in 

Chapter 2. In this chapter, first a general trend analysis is discussed and then the 

prediction analysis is explained. The general trend analysis is done to organize the 

procedure of prediction analysis and to obtain a basic concept about which 

equipment classes have sufficient and reasonable datasets to use for prediction 

purposes. After trend analysis, prediction analysis was done first by cumulative 

cost modeling (CCM) and then data mining analysis was conducted. The last step 

was to compare, evaluate, and validate these methods and algorithms. The total 

analyses of this research and the outcomes of all analyses are discussed in the 

following sections: 

Section 4.2 presents the steps of the analysis work for this research. Here the 

whole analysis work is summarized in one figure. 

Section 4.3 describes the general trend of different equipment classes. The usual 

and unusual trends are discussed here. 

Section 4.4 displays how CCM can be used for this database. 

Section 4.5 presents the data mining part. In this section, prediction analysis by 

most popular algorithm, second-order nonlinear regression, is discussed first. 

Then, data mining analysis using the Waikato Environment for Knowledge 

Analysis (WEKA) for seven other algorithms is elaborated. 
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Section 4.6 explains how these algorithms or models were evaluated and/or 

validated. This part is fully based on the illustration of the results from the 

analyses of the previous sections.  

Section 4.7 presents the conclusion about the outcomes of these analyses.  

4.2 Summary of Analysis Work 

From the prepared database that is described in Chapter 3, two types of analyses 

were conducted: general trend analysis and prediction analysis. Prediction 

analysis was done by CCM and data mining analysis. The total process of these 

analyses is presented in one figure (Figure 10). This figure is elaboration of part 

(3) of Figure 1. Also, different portions of this figure will be elaborated in the 

following sections of this chapter. 
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Figure 10: Summary of analysis work study 
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4.3 General Trend Analysis  

When the pre-processed database was ready, the first step was to explore the trend 

of maintenance cost for different equipment classes. Similar equipment was 

grouped into equipment classes. In this research work, the analysis was conducted 

on the basis of equipment class, because it was assumed that within the same class 

the behaviour of the equipment was almost the same. According to the needs of 

the company, the research work was driven on all available equipment classes 

between class numbers 200 and 299. Fifteen equipment classes were found, which 

provided sufficient data for trend analysis within this interval. 

Cumulative cost analysis was taken as a primary initiative of this research work 

for the basic trend analysis. After generating some graphs of cumulative 

maintenance cost vs. hour meter reading, it was realized that for this trend 

analysis the approach was not a good option. As the fleet of equipment consists of 

old and brand new equipment, maintenance cost data for many equipment units 

were not available from the zero hour meter reading. For this reason the trends in 

the graph show up individually by piece of equipment, not by the class of 

equipment, as seen in Figure 11 for equipment class 240-Graders (150 to 225 hp). 
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Figure 11: Cumulative cost analysis 

After cumulative cost analysis, a cost-per-hour analysis was attempted.  In Figure 

12 to Figure 14 the trends of maintenance cost per hour are illustrated for three of 

the available equipment classes. For each of the figures, the top graph shows the 

trends of different equipment units within the same equipment class and the 

bottom graph shows the trend of all the equipment units together as an equipment 

class.   

According to Mitchell et al. (2011) variability of repair cost with respect to hour 

meter reading can be explained more rightly by grouping the equipment as an 

equipment class. In the statistical analysis, using larger dataset creates less 

influence of a particular machine which is performing unexpectedly well or poor. 

Also according to Vorster (2009) when the group size is large, more confidence 

can be provided on the target output. For this reason, more importance was given 

on the equipment class for trend analysis, CCM and data mining analysis. 
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The illustrated problem mentioned previously in this section was solved in a cost-

per-hour analysis, but the trends of maintenance cost per hour were not always as 

they are described in the literature review. Usually the trend of maintenance cost 

increases when the equipment becomes older, but in some equipment classes of 

equipment this did not happen. Figure 12 presents an upward trend for the 

maintenance cost per hour of graders (150 to 225 hp). Figure 13 presents the same 

upward trend for a cement spreader and concrete paver. However, in Figure 14 

the trend is unusual compared with the one in the literature review, because it 

shows a trend of decreasing maintenance cost per hour with respect to the hour 

meter reading. This kind of unfamiliar trend was found for 4 (equipment class 

217, 219, 243 and 253) out of 15 equipment classes. These trend analyses for all 

of the available equipment classes are presented in Appendix 1. To find out the 

reasons behind this unfamiliar trend, a couple of meetings with an expert in this 

particular field were conducted. By analyzing the data and from their own points 

of view it was found that, for most of the cases the initial high preventive or 

planned maintenance could be the main reason behind these downward trends. 

This maintenance works is usually done when the company buys used equipment. 
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Figure 12: Cost-per-hour trend analysis for equipment class 240, graders (150 to 

225 hp) 
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Figure 13: Cost-per-hour trend analysis for equipment class 262, cement spreader 

and concrete paver 
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Figure 14: Cost-per-hour trend analysis for equipment class 217, vibratory roller 

(doubles) drum of 80+ (Bayzid et al., 2013) 
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equipment units in an equipment class is required. However, most of the 

equipment classes have 5 to 15 equipment units and very few equipment classes 

contain more than 2 equipment units with enough amounts of data instances to 

carry LTD and PCB analyses. When all the available equipment classes were 

explored for LTD and PCB analysis, only two equipment classes (class 240 and 

262) were found compatible for these analyses.  

Sample data for the LTD analysis of equipment class 240, graders (150 to 225 

hp), is shown in Table 4. Only 3 equipment units were found which are suitable 

for the LTD analysis. The age or hour meter readings were divided by 1000 to 

obtain A and B values in Equation 5 in the literature review. Cumulative 

maintenance cost values were collected for every 1000 hour meter readings. For 

equipment class 240, maintenance cost data were collected from 1000 hr to 8000 

hr (every 1000 hour value) for all of the equipment units so that data could be 

evenly distributed throughout the range of ages. Plotting the dataset for equipment 

class 240 and the corresponding regression analysis are shown in Figure 15. From 

this figure it can be found that the value of A is 1021.7 and B is 4342.1. The value 

of goodness of fit (R
2
) is 0.9388, which indicates a good curve fit for this dataset.  

Table 4: Sample data for LTD analysis (equipment class 240, graders (150 to 225 

hp)) 

LTD 

Equipment Unit No 
Age or Hour Meter 

Reading (1000 hour) 
LTD Maintenance Cost($) 

240-404 1.028 1263.975 

240-404 2.115 29,127.00 

240-404 3.159 50,493.00 

240-406 1.049 2,436.00 

240-406 2.024 13,203.00 

240-406 3 19,347.00 

240-407 1.162 5,301.00 

240-407 2.019 15,657.00 

240-407 3.134 30,196.50 
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Figure 15: LTD analysis for equipment class 240, graders (150 to 225 hp) 
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Table 5: Sample data for PCB analysis (equipment class 240, graders (150 to 225 

hp)) 

PCB 

Equipment 

Unit No 

2009-2010 

Maintenance 

Cost ($) 

Start 

2009 

meter 

reading 

End 2010 

meter 

reading 

Step 
Midpoint 

(1000 hr) 

2009-2010 

Maintenance 

Cost($)/ 1000 

hour 

240-404 44,961.00 5986 7845 1859 6.9155 24,185.58 

240-405 89,481.00 10936 13102 2166 12.019 41,311.63 

240-406 50,323.50 5150 7481 2331 6.3155 21,588.80 

240-407 41,670.00 3134 5236 2102 4.185 19,823.97 

240-481 54,099.00 11880 12625 745 12.2525 72,616.10 

240-709 61,864.50 3924 5336 1412 4.63 43,813.38 

 

 

Figure 16: PCB analysis for equipment class 240, graders (150 to 225 hp) 

After obtaining the values of A and B, equations from PCB and LTD analyses can 

be plotted in one figure. These two regression trend lines are compared visually in 

Figure 17. Although the two methods used different equipment unit’s data, the 

cumulative cost equations for the two methods are quite similar; this is visible in 

Figure 17. From these two equations, cumulative maintenance costs can be 

predicted. As an example, to predict the cumulative maintenance cost for 16000 

y = 2797.2x + 2611

R² = 0.5361

0

10000

20000

30000

40000

50000

60000

0 2 4 6 8 10 12 14

M
a

in
te

n
a

n
ce

 C
o

st
 P

e
r 

1
0

0
0

 h
rs

Hour Meter Reading(1000 hrs)

240, Grader(150 to 225hp), PCB Analysis



57 
 

hours, the LTD and PCB equations provide values of $331,028.80 and 

$399,817.60, which are not too far from one another. 

The trend line of PCB and LTD analyses and the comparison between them for 

equipment class 262, cement spreader and concrete paver, is presented in 

Appendix 2. 

 

Figure 17: Comparison of LTD and PCB analysis for equipment class 240, 

graders (150 to 225 hp) 

For predicting maintenance cost by regression analysis, these two approaches of 

CCM could be very useful, especially the PCB method, because for much of the 

equipment, the data from the point of starting the service is not available. 
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y = 1021.7x2 + 4342.1x

y = 1398.6x2 + 2611x

0

50000

100000

150000

200000

250000

300000

350000

0 2 4 6 8 10 12 14 16

C
u

m
u

la
ti

ve
 M

ai
n

te
n

an
ce

 C
o

st
 in

 $

Hour Meter Reading(1000 hrs)

240, Grader(150 to 225 hp)

LTD

PCB



58 
 

 Only a few equipment classes have more than 2-3 equipment units that have 

maintenance cost data from a zero hour meter reading. 

 It was very hard to find any particular one or two year’s maintenance cost 

data for sufficient equipment units of one equipment class. Only two 

equipment classes within all of the concerned classes have a sufficient 

amount of equipment data for a particular one or two years, which is 

mandatory for PCB analysis.  

4.5 Data Mining Analysis 

During general trend analysis it was found that there are only 15 equipment 

classes between equipment class numbers 200 and 299 which have adequate 

realistic datasets for this data mining analysis.  

Testing and Training Option 

One of the steps in performing data mining analysis is to decide on data splitting 

for training and testing. Two common ways are percentage split and cross 

validation. Percentage split is for dividing the dataset into two parts, one part for 

training and other part for testing. In cross validation the data is divided into k-

folds where one fold is used for testing and k-1 folds are utilized for training. The 

total process is repeated for k times (Duan et al., 2003). The objective of this 

prediction analysis is to predict the upcoming year’s maintenance cost, so there is 

no justification for using cross-validation, as it does not help to train and test data 

to predict for upcoming years. In cross validation there is no way to separate just 

the last one or two year’s data for testing. On the other hand, with percentage 

split, one can test the model by only last year’s data and train the model using the 
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previous year’s data. So by using the percentage split option, a good prediction 

model for upcoming years could be built. In this analysis, for each class of 

equipment the last one or two years of data were taken for testing the model and 

the rest of the data were used for training the model.  

Attributes for Analysis 

Four attributes were used for predicting maintenance cost/hour. The attributes are 

a) Manufacturer of the equipment (Manufacturer) 

b) Working year of equipment (Year) 

c) Hour meter reading of equipment (Hour Meter) 

d) Purchase price of the equipment (Purchase Price) 

In this data mining part, first the most frequently used second order nonlinear 

regression analysis was conducted using MS Excel. After that, seven other 

algorithms were analyzed using WEKA software. 

4.5.1 Second Order Nonlinear Regression Analysis 

In this section, the prediction analysis of equipment maintenance cost using a 

second order nonlinear regression analysis is illustrated. Here, as an example of a 

training set, the partial data of equipment class 222 (Wheel Loaders, 4cy) is 

presented in Table 6. Also last year’s data as a testing set is shown in Table 7. 

Training data were used to build the second order polynomial equation by MS 

Excel graphical analysis (Figure 18) and then the equation was evaluated and 

validated by test data. 
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Table 6: Sample of training set data for equipment class 222, wheel loaders (4cy) 

Manufacturer Year 
Hour Meter 

Reading 

Purchase 

Price($) 

Maintenance Cost 

($)/Hour  

Komatsu 2001 11093 127,500.00 9.54 

Komatsu 2002 12081 127,500.00 12.75 

Komatsu 2003 12694 127,500.00 47.14 

Komatsu 2004 13840 127,500.00 33.60 

Komatsu 2005 14958 127,500.00 37.65 

CAT 2010 1507 203,087.43 8.04 

CAT 2010 1713 203,087.43 13.28 

CAT 2010 2168 203,087.43 12.19 

 

Table 7: Testing set data for equipment class 222, wheel loaders (4cy) 

Manufacturer Year Hour 

Meter 

Reading 

Purchase 

Price ($) 

Maintenance 

Cost($)/Hour 

Maintenance 

Cost($)/Hour (Predicted 

from equation)  (Actual)  

Komatsu 2012 22374 127,500.00 37.82 42.39 

CAT 2012 2744 304,631.14 9.55 13.09 

CAT 2012 3644 304,631.14 17.55 15.45 

CAT 2012 3897 304,631.14 16.71 16.09 

 

From the equation generated in MS Excel, graphical analysis for equipment class 

222 (wheel loaders, 4cy), the maintenance cost was predicted for last one year, 

which is presented in the last column of testing set (Table 7).   

 

Figure 18: Second order nonlinear regression analysis by testing dataset for 

equipment class 222, wheel loaders (4cy) 
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There is also actual maintenance cost-per-hour data for each of the instances in 

Table 7. The graphical comparison of actual and predicted maintenance cost data 

is presented in Figure 19. Figure 19 shows that the predicted values of equipment 

class 222 are close to the actual value. So, by this graphical analysis, a decision 

can be taken that, for equipment class 222 the second order nonlinear regression 

equation may be used for prediction of the maintenance cost. All other graphs for 

second order nonlinear regression analysis are presented in Appendix 3. 

 

Figure 19: Comparison of actual value with prediction value for equipment class 

222, wheel loaders (4cy) 
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Table 8: Calculation of model evaluation and validation methods for second order 

nonlinear regression analysis of equipment class 222, wheel loaders (4cy) 

Methods Values 

Mean Absolute Error 1.80543 

Root Mean Absolute Error 2.060584 

Relative Absolute Error 31.10545 

Root Relative Squared Error 29.37491 

Correlation Coefficient 0.913711 

 

4.5.2 WEKA Analysis 

WEKA is machine learning software developed at the University of Waikato, 

New Zealand (Hall et al., 2009). It is popular software for data mining analysis. 

The main two user interfaces of WEKA are Experimenter and Explorer. A large 

number of algorithms exist in WEKA that can be used in Experimenter to make 

comparisons and determine the best algorithm for a particular type of dataset. 

Also, Explorer can build models for almost all of the algorithms. For this database 

Explorer and Experimental have been used to determine which algorithm is the 

best out of seven algorithms. 

4.5.2.1 Explorer 

In Explorer, after uploading a dataset a statistical summary can be visualized, this 

is effective to get a primary idea about the dataset (Figure 20). The top figure 

shows minimum, maximum, mean and standard deviation values of a dataset for 

an attribute. The bottom figure shows the bar chart of all the available attributes.  
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Figure 20: An example of a statistical output from the software WEKA 
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After loading the input data, the relationship of one attribute with other attributes 

can be visualized in the “Visualize” function, which is shown in Figure 21. It is 

possible to see all the relationships separately such as in Figure 22, where the 

maintenance cost/hour vs. hour meter reading is visualized for equipment class 

213 (vibratory compactor (50+hp)). 

 

Figure 21: Relationship of maintenance cost with other attributes in the 

“Visualize” function for equipment class 213, vibratory compactor (50+hp) 

 

Figure 22: Relationship of maintenance cost to hour meter reading in “Visualize” 

function for equipment class 213, vibratory compactor (50+hp) 
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Figure 23: Explorer output of least median square classifier for equipment class 

213, vibratory compactor (50+hp) 

In the classifier of Explorer, seven algorithms were used to build the best model 

for each of the 15 equipment classes. Explorer provides correlation coefficient 

and different error calculations of each model by comparing testing data with the 
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built model. A sample of the Explorer output for the classifier is shown in Figure 

23. 

Classifier error can be visualized in the WEKA Explorer by comparing the actual 

and predicted maintenance cost/hour value which is shown in Figure 24. In Figure 

24, one big cross is visible, which shows that the actual value is big while the 

predicted value is small, or vice versa. 

 

Figure 24: Error visualization of least median square algorithm for equipment 

class 213, vibratory compactor (50+hp) 

For each of the seven algorithms, the root relative squared error was listed (Table 

9) and compared to get the best algorithm for each of the available classes. Then 

this best model was used in Experimenter as the base model. 

P
re

d
ic

te
d

 M
a
in

te
n

a
n

ce
 C

o
st

 i
n

 $
/H

o
u

r 

Maintenance Cost in $/Hour 



67 
 

 

Table 9: Root relative squared error of equipment class 213, vibratory compactor 

(50+hp) 

Algorithms Root Relative Squared Error 

Least Median Square 78.8 

Linear Regression 80.8 

Conjunctive Rule 94.2 

Decision Stump 93.8 

M5Rule 80.8 

REP Tree 79.8 

Multilayer Perceptron 64.37 

4.5.2.2 Experimenter 

The best algorithm determined in Explorer was used in experimenter as the base 

algorithm to compare it with other algorithms. Pared T-Tester was used to verify 

whether the base algorithm was the best one or whether there was another, better 

algorithm. From Table 9 it can be seen that multilayer perceptron has the least 

root relative squared error. Figure 25 shows that for equipment class 213 

multilayer perceptron was taken as a base algorithm. 

In Figure 25, “v” means victory of any classifier compared with the base one, and 

“*” means the classifier is worse than the base one. However, in this analysis 

none of the classifiers were found to be better or worse than the base one. This 

was shown for all of the available equipment classes. The size of the data set was 

too small for T-Test to work properly; T-Test requires a bigger data set. Hence, a 

decision about using an algorithm for a certain equipment class was made on the 

basis of the results from WEKA Explorer. 
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Figure 25: Output of WEKA Experimenter for equipment class 213, vibratory 

compactor (50+hp) 

4.6 Model Evaluation and Validation 

The second order nonlinear regression analysis in MS Excel and seven other 

algorithms in WEKA were evaluated and validated by five different measures- 

mean absolute error, root mean squared error, relative absolute error, root relative 

squared error and correlation coefficient. For the equipment class, the last one or 

two years of data were taken as a testing set and the rest were taken as a training 

set. The main purpose of the evaluation was to find out which of the eight selected 

algorithms is best for an equipment class, but validation was used to attempt to 
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find an algorithm or algorithms that can be implemented for a certain equipment 

class.  

4.6.1 Comparison of Different Algorithms 

The errors and correlation coefficient have been compared for all eight algorithms 

for all available equipment classes, such as for class 213 the errors and correlation 

coefficients are presented in Table 10. From Table 10 it can be understood that 

multilayer perceptron is the best algorithm for this class. Also in this evaluation 

section an attempt was made to find which algorithm or algorithms are close to 

the best that can be used as a substitute for the best algorithm. For example, least 

median square can be used for equipment class 213 because it is close to the best 

algorithm.  

Table 10: Comparison of correlation coefficient and different errors for equipment 

class 213, vibratory compactor (50+hp) 

Algorithms 

Mean 

Absolute 

Error 

Root Mean 

Squared Error 

Relative 

Absolute 

Error 

Root Relative 

Squared Error 

Correlation 

Coefficient 

Second Order 

Nonlinear Regression 
6.85 7.77 110.3 107.1 0.134 

Least Median Square 3.27 5.72 52.8 78.8 0.61 

Linear Regression 4.03 5.86 65.0 80.8 0.59 

Conjunctive Rule 3.72 6.84 60.0 94.2 0.33 

Decision Stump 3.76 6.81 60.5 93.8 0.33 

M5Rule 4.04 5.86 65.0 80.8 0.59 

REP Tree 3.96 5.79 63.7 79.8 0.57 

Multilayer 

Perceptron 
3.17 4.6 51.08 64.37 0.75 
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Table 11 and Table 12 show the best case as well as the worst case of the model 

evaluation and validation part. The best case is shown in Table 11, where for 

equipment class 222 (Wheel Loader, 4cy), almost all the algorithm’s error 

percentage is very low and the correlation coefficient is almost 1. In Table 12, for 

equipment class 240 (grader (150 to 225 hp)), almost all types of error are more 

than 100 and the correlation coefficient is 0 or close to 0. From the comparison of 

errors in both Table 11 and Table 12 it can be seen that M5Rule is the best one. 

Though the M5Rule is best for equipment class 240 it should not be used for this 

equipment class as the percentage of error for both the relative absolute error and 

root relative squared error is close to 100%. 

Table 11: Comparison of correlation coefficient and different errors for equipment 

class 222, wheel loader (4cy) 

Algorithms 

Mean 

Absolute 

Error 

Root Mean 

Squared Error 

Relative 

Absolute 

Error 

Root Relative 

Squared 

Error 

Correlation 

Coefficient 

Second Order Nonlinear 

Regression 
1.81 2.1 19.96 21.58 0.98 

Least Median Square 2.42 2.67 26.8 28.1 0.96 

Linear Regression 2.94 3.3 32.6 34.6 0.96 

Conjunctive Rule 2.55 2.56 28.3 26.9 0.96 

Decision Stump 2.5 2.56 27.6 26.9 0.96 

M5Rule 1.5 1.71 16.6 17.9 0.97 

REP Tree 2.22 2.41 24.6 25.3 0.96 

Multilayer Perceptron 2.88 3.37 31.89 35.32 0.97 
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Table 12: Comparison of correlation coefficient and different errors for equipment 

class 240, grader (150 to 225 hp) 

Algorithms 

Mean 

Absolute 

Error 

Root Mean 

Squared Error 

Relative 

Absolute 

Error 

Root Relative 

Squared 

Error 

Correlation 

Coefficient 

Second Order 

Nonlinear Regression 
3.4 4.4 148.4 150.45 -0.45 

Least Median square 3.31 4.52 143.58 154.6 -0.53 

Linear Regression 3.85 4.58 166.96 156.5 -0.39 

Conjunctive Rule 3.01 3.54 130.4 121.3 0 

Decision Stump 2.84 3.38 123.4 115.6 0 

M5Rule 2.17 3.06 94.3 104.5 0.0324 

REP Tree 2.85 3.38 123.38 115.6 0 

Multilayer Perceptron 7.01 9.08 212.36 215.47 0.25 

 

5.6.2 Comparison of Cross Validation with Percentage Split 

In the Cross Validation option, the total database is divided randomly into a 

number of folds, and then one fold is used for testing and the rest of the folds for 

training. This process is repeated for the same number of folds; in a case when the 

model is being trained for one time, that model will be able to see the data from 

the previous training time. Therefore, it could happen that for the equipment class 

which has a high error rate in the percentage split could become lower in the 

cross-validation, such as for equipment class 240 where all the errors are high and 

the correlation coefficient is low in the percentage split option (Table 12). 
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However, in the 10-fold cross validation option, almost all the errors became 

lower and the correlation coefficient became higher, as show in Table 13. 

Table 13: Comparison of correlation coefficient and different errors for equipment 

class 240, grader (150 to 225 hp), by cross validation 

Algorithms 

Mean 

Absolute 

Error 

Root Mean 

Squared Error 

Relative 

Absolute 

Error 

Root Relative 

Squared 

Error 

Correlation 

Coefficient 

Least Median Square 4.0 6.5 86.93 91.46 0.49 

Linear Regression 3.77 5.24 81.87 73.69 0.67 

Conjunctive Rule 3.91 5.14 84.95 72.32 0.69 

Decision Stump 3.89 5.10 84.64 71.82 0.69 

M5Rule 2.64 4.28 57.37 60.31 0.80 

REP Tree 3.19 4.51 69.39 63.52 0.77 

Multilayer Perceptron 3.6 5.04 78.15 70.96 0.72 

 

5.6.3 Selection of Algorithms for Different Equipment Classes 

Figure 26 shows the number of equipment classes in which an algorithm is best 

and the number of equipment classes in which the algorithm can be used as close 

to the best algorithm. As shown in Figure 26, the M5Rule is the best algorithm 

that fits most equipment classes and the second best algorithm is either the least 

median square or the multilayer perceptron. As the least median square and 

M5Rule are both regression analyses, these two algorithms can be used for most 

of the equipment classes. 
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Figure 26: Number of times used as best or usable algorithm for 15 equipment 

classes 

Though the M5Rule and least median square fit best for most of the equipment 

classes, linear regression and REP tree cannot be ignored, as there are certain 

equipment classes where there is no option but to use either of these two methods. 

As an example, for equipment class 253 neither the M5Rule nor the least median 

square algorithm can be used, because for both of the cases the relative absolute 

error and root relative squared error are close to 100%. However, REP tree can be 

used for this equipment class that possesses least relative absolute error and least 

root relative squared error which is shown in Table 14. A similar case is for 

equipment classes 220 and 262 where Linear Regression has to be used to predict 

the maintenance cost per hour (Table 15 and 16). Therefore, four algorithms have 

to be used for these 15 equipment classes to get better performance or better 

prediction. All of the comparisons of correlation coefficients and different errors 

for 15 of the concerned equipment classes are presented in Appendix 4. 
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Table 14: Comparison of correlation coefficient and different errors for equipment 

class 253, wheel tractors (backhoe) 

Algorithms 

Mean 

Absolute 

Error 

Root Mean 

Squared Error 

Relative 

Absolute 

Error 

Root Relative 

Squared 

Error 

Correlation 

Coefficient 

Second Order 

Nonlinear Regression 
5.05 6.0 124.5 121.26 -0.73 

Least Median Square 6.52 9.01 160.5 162.1 -0.37 

Linear Regression 4.82 6.09 118.68 123.17 0.29 

Conjunctive Rule 3.31 4.28 81.61 86.5 0 

Decision Stump 3.28 4.22 80.9 85.25 0 

M5Rule 6.96 7.62 171.43 154.1 -0.29 

REP Tree 1.51 1.66 37.35 33.5 0.97 

Multilayer Perception 6.35 6.92 156.51 139.86 0.76 

 

Table 15: Comparison of correlation coefficient and different errors for equipment 

class 220, wheel loaders (1 to 2 cy) 

Algorithms 

Mean 

Absolute 

Error 

Root Mean 

Squared Error 

Relative 

Absolute 

Error 

Root Relative 

Squared 

Error 

Correlation 

Coefficient 

Second Order Nonlinear 

Regression 
6.31 8.41 130.88 146.2 0.92 

Least Median Square 5.96 7.21 123.7 125.3 0.69 

Linear Regression 2.06 3.05 42.8 53.1 0.89 

Conjunctive Rule 2.04 2.31 42.5 40.2 0.92 

Decision Stump 1.97 2.31 40.94 40.27 0.92 

M5Rule 4.68 5.41 97.2 94.1 0.99 

REP Tree 4.16 4.53 86.4 78.8 0.99 

Multilayer Perception 4.69 5.07 97.35 88.13 0.69 
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Table 16: Comparison of correlation coefficient and different errors for equipment 

class 262, cement spreader and concrete paver 

Algorithms 

Mean 

Absolute 

Error 

Root Mean 

Squared Error 

Relative 

Absolute 

Error 

Root Relative 

Squared 

Error 

Correlation 

Coefficient 

Second Order 

Nonlinear Regression 
5.19 5.94 72.59 64.92 0.76 

Least Median Square 21.37 30.35 299.2 331.7 -0.29 

Linear Regression 4.21 4.79 58.9 52.4 0.83 

Conjunctive Rule 7.23 8.23 101.25 89.97 0.6 

Decision Stump 7.07 8.42 99.07 92.01 0.61 

M5Rule 10.48 14.59 146.81 159.47 0.63 

REP Tree 5.82 6.59 81.56 71.98 0.79 

Multilayer Perception 4.49 5.17 62.86 56.5 0.85 

 

Table 17 has been prepared from these discussions and on the basis of different 

types of errors and correlation coefficients to show which algorithm is applicable 

for which equipment classes. There are some equipment classes, such as 

equipment classes 240 and 256, for which none of these eight algorithms can be 

used, because the errors are close to 100%. Also, Table 18 shows a summary of 

different types of errors and correlation coefficients for these best applicable 

algorithms of all the equipment classes. 

Table 17: Suggested algorithms for different equipment classes  

No Algorithms Equipment Class Number
1
 

1 M5Rule  219, 222, 223, 243,265 

2 Least Median Square  202, 205, 213,216,217 

3 Linear Regression 220,262 

4 REP Tree 253 

5 None of These Eight Algorithms 240, 256 

1
Name of the equipment classes with respect to class number is provided in Appendix no. 5 
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Table 18: Summary of correlation coefficient and different errors for the 

suggested algorithms of each of the equipment classes 

Equipment 

Class No 

Suggested 

Algorithms 

Mean 

Absolute 

Error 

Root Mean 

Squared 

Error 

Relative 

Absolute 

Error 

Root Relative 

Squared Error 

Correlation 

Coefficient 

Class 202 Least Median Square 1.72 2.12 17.5 21.4 0.82 

Class 205 Least Median Square 1.55 1.61 47.3 35.6 0.9 

Class 213 Least Median Square 3.27 5.72 52.8 78.8 0.61 

Class 216 Least Median Square 3.35 4.61 29.5 37.5 0.66 

Class 217 Least Median Square 4.78 5.10 47.6 48.6 0.86 

Class 219 M5Rule 2.82 3.49 64.3 68.8 0.97 

Class 220 Linear Regression 2.06 3.05 42.8 53.1 0.89 

Class 222 M5Rule 1.5 1.71 16.6 17.9 0.97 

Class 223 M5Rule 5.75 6.1 42.9 42.6 0.95 

Class 240 None - - - - - 

Class 243 M5Rule 8.46 11.09 67.16 69.9 0.29 

Class 253 REP Tree 1.51 1.66 37.35 33.5 0.97 

Class 256 None - - - - - 

Class 262 Linear Regression 4.21 4.79 58.9 52.4 0.83 

Class 265 M5Rule 3.26 4.11 48.9 49.9 0.96 

 

4.6.4 Model Building from the Selected Algorithms 

From the chosen algorithms, models for each of the equipment classes were 

constructed from Explorer output; for example, for equipment class 253, REP tree 

is the best algorithm. The model is presented in Figure 27. 
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Figure 27: Model for equipment class 253, wheel tractors (backhoe), from the 

analysis of the REP tree algorithm (WEKA output) 

 

Similarly, for equipment class 219, the M5Rule is the best algorithm and the 

model is shown in Figure 28. Also the best algorithm for equipment class 213 is 

the least median square and the model from this algorithm is shown in Figure 29. 
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Figure 28: Model for equipment class 219, wheel loaders (0 to 1 cy), from the 

analysis of M5Rule (WEKA output) 
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Figure 29: Model for equipment class 213, vibratory compactor (50+hp), from the 

analysis of the least median dquare algorithm (WEKA output) 

4.7 Conclusion 

In this chapter the total analysis of this research has been elaborately described. A 

basic concept was constructed about the maintenance cost of different equipment 

classes by trend analysis. After that, CCM was conducted but due to a lack of an 

adequate amount of data, CCM did not become applicable. However, data mining 

analysis was a good option for this database. Eight algorithms were chosen and 

compared to each other to find the best one for each of the available 15 equipment 

classes. Although attempts were made to find only one algorithm for all of the 

equipment classes, analysis using WEKA found that a minimum of four 

algorithms have to be used for better prediction of equipment maintenance costs. 

It is hoped that these results will be beneficial for an equipment manager at 

Standard General Inc. and will make it possible for the company to make any 

maintenance-related decisions for these equipment classes.  
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Chapter 5: Conclusions  

5.1 Research Summary 

This research was motivated to improve the equipment management system, 

specifically in the area of equipment maintenance. There are many different 

sectors in the equipment maintenance system that could be improved with proper 

attention. However, on the basis of Standard General Inc.’s current needs and the 

availability of the database, this research focused on the systematic approach to 

predicting maintenance cost for upcoming years. The main objective of this 

research was finding models/algorithms that could be used to predict maintenance 

cost for different equipment classes and, overall, to propose a systematic method 

which could be followed by future researchers or equipment managers to predict 

maintenance cost.  

This research was initiated with an understanding about the equipment 

maintenance systems and different costs for equipment maintenance for different 

companies. Then the researcher focused on the literature about the forecasting 

system of maintenance cost, data mining systems, the algorithms used for data 

mining, and model evaluation and validation systems described in Chapter 2. 

In the preliminary stage, the researcher became familiar with the M-track software 

system to store maintenance-related data and how these data can be collected 

through MS SQL server. This data collection and preparation stage consumed a 

large portion of time in this research. Problems related to hour meter reading were 

faced and then solved. The work related to the data collection and preparations 

was presented in Chapter 3. 
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After preparing the dataset about the maintenance cost of all the available 

equipment classes, a trend analysis of the maintenance cost was conducted. The 

main purpose of this trend analysis was to explore the behaviour of maintenance 

cost trends. For prediction analysis cumulative cost modeling (CCM) and data 

mining methods were chosen. Though two approaches of CCM were explored for 

two of the available equipment classes, it was found that due to a lack of a 

sufficient amount of data instances in almost all the equipment classes, CCM is 

not feasible for this kind of database. In the data mining part, first the common 

second order nonlinear regression analysis was conducted in MS Excel. As it is a 

common and popular algorithm, it was compared with other WEKA algorithms.  

For data mining analysis, 15 equipment classes were chosen between equipment 

class numbers 200 and 299, who have sufficient amount of maintenance related 

data. In WEKA, seven algorithms were chosen for data mining analysis. After 

evaluating and validating these eight algorithms (including the second order 

nonlinear regression analysis), it was found that the M5Rule and the least median 

square are the two algorithms that should be used for almost all of the concerned 

equipment classes, but for two equipment classes linear regression and for one 

equipment class REP tree should be implemented. All of these analyses and the 

results were elaborated in Chapter 4. 

5.2 Research Contributions 

This research work has a number of contributions to academic areas and the 

equipment management field. The main contributions are discussed below: 
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 A systematic procedure has been proposed here about how the raw data 

should be collected, processed and prepared for research analysis. 

 The trend analysis of maintenance cost that is described in this thesis will be 

helpful for the concerned company’s equipment managers to get a basic idea 

of how the age of equipment affects maintenance cost. According to the 

findings from the literature, maintenance cost should increase with the age of 

equipment, but from the trend analysis it was found that for four out of 15 

equipment classes, initially there is downward trend of equipment 

maintenance cost. After this trend analysis and from discussions with an 

expert in this field, it was found that equipment maintenance cost could 

fluctuate with the equipment ages. 

 Because of an inadequate amount of data in this assigned database, CCM was 

not a useful option for predicting maintenance cost. However, the process to 

conduct CCM by two approaches (LTD and PCB) has been elaborately 

described. When there is a sufficient amount of data for different equipment 

classes, the same process can be utilized and at that time it can be a very 

useful tool for predicting maintenance cost.  

 From data mining analysis, four algorithms (M5Rule, least median square, 

linear regression and REP tree) were found to build better models for 

predicting maintenance cost for 13 concerned equipment classes. These 

findings can help the company’s equipment managers in estimating 

equipment maintenance cost for upcoming years. 
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5.3. Research Limitations  

This research work has some limitations which are listed below: 

 The hour meter reading was not available for almost all the maintenance cost 

data, but for this research work it was essential that the hour meter reading be 

available with all the instances of maintenance cost data. With the help of the 

preventive maintenance dataset where the hour meter reading was available, 

a database was prepared where all the maintenance cost data could be 

available with the corresponding hour meter reading. However, there could 

be some problems related to the precision of maintenance cost value due to 

the pre-processing of original database. 

 Equipment maintenance cost has been predicted here on the basis of different 

attributes that were found in the M-Track maintenance work database. In the 

current M-Track database there is no data about the equipment working hour 

in the field, the ideal time of equipment and the weather condition at the 

field. Better prediction of maintenance cost is possible if those equipment 

field operation data can be utilized in data mining analysis. 

 Due to limited instances of maintenance cost data for most of the equipment 

units within every equipment class, CCM was conducted for only two 

equipment classes.  The analysis would be more useful if many pieces of 

equipment could have sufficient instances of equipment maintenance cost 

data. 

 Data mining analysis was conducted only for 15 equipment classes of 

equipment between equipment class numbers 200 and 299. Due to an 
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insufficient amount of data, this analysis could not be done for rest of the 

equipment classes. 

 This research work was conducted on maintenance cost data from Standard 

General Inc., so the research output does not represent all construction 

equipment in general.  

5.4. Recommendations for Future Work  

There are some recommendations for future researchers in the same arena. These 

are listed below: 

 In this research work, the database was imported to MS Access and then 

processed in both MS Access and MS Excel using many queries and 

functions. However, in the future it will be better if any automatic system can 

be generated using the same queries, functions and steps that were taken in 

this research. 

 Trend analysis was done in the research work to see the behaviour of 

maintenance cost with respect to equipment age. This is the first step in 

equipment replacement analysis, so replacement analysis could be done by 

utilizing these trend analyses in future research work.  

 The general trend analysis was done in this research by grouping equipment 

into class rather than single unit of equipment. In future a comparative study 

can be done between group of equipment and equipment units. That 

comparative analysis will justify which method is better for general trend 

analysis. 
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 Equipment field operation data could not be used in this research work. In the 

future an attempt should be made to obtain this data, and then many attributes 

from field operational databases could be utilized in data mining analysis to 

better predict maintenance cost. 

 In data mining analysis, eight algorithms were compared to obtain a better 

algorithm for each of the concerned equipment classes. However, there are 

many other algorithms that could be used in future research to find more 

accurate models.   
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Appendix 1- Cost per hour trend analysis for all available equipment classes between class 

number 200 and 299  
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Appendix 2- Cumulative cost modeling for equipment class 262 (cement spreader and concrete 

paver) 
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Appendix 3- Second order nonlinear regression analysis for all available equipment classes 

between class number 200 and 299  

 

 Left Graph: Forming equation of second order nonlinear regression for all available classes between class number 200 and 299 

 Right Graph: Comparison of predicted values with actual values  from second order nonlinear regression analysis for all 

available classes between class number 200 and 299 
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Appendix 4-Comparison or errors and correlation 

coefficient for all available equipment classes between 

class numbers 200 and 299  

 

Class 202-Tire Compactor, 100+ hp 

Algorithms 

Mean 

Absolute 

Error 

Root Mean 

Squared Error 

Relative 

absolute error 

Root 

Relative 

Squared 

Error 

Correlation 

Coefficient 

Second Order 

Nonlinear 

Regression 

6.26 7.80 88.3 92.27 0.37 

Least Median 

Square 
1.72 2.12 17.5 21.4 0.82 

Linear 

Regression 
3.01 3.13 30.6 31.7 .81 

Conjunctive 

Rule 
6.84 6.9 69.5 69.8 0 

Decision Stump 6.82 6.88 17.5 21.5 0.82 

M5Rule 3.65 3.75 37.0 37.9 0.80 

REP Tree 3.79 4.41 38.5 44.6 0.23 

Multilayer 

Perception 
4.28 5.89 48.36 60.2 0.82 
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Class 205-Tandem Roller, less than 5 ton 

Algorithms 

Mean 

Absolute 

Error 

Root Mean 

Squared Error 

Relative 

Absolute 

Error 

Root 

Relative 

Squared 

Error 

Correlation 

Coefficient 

Second Order 

Nonlinear 

Regression 

3.23 4.56 98.37 100.89 -0.03 

Least Median 

Square 
1.55 1.61 47.3 35.6 0.9 

Linear Regression 2.04 2.31 62.2 51.2 0.91 

Conjunctive Rule 2.27 3.62 69.2 80.1 0 

Decision Stump 2.24 3.24 68.4 71.7 0 

M5Rule 2.04 2.31 62.1 51.2 0.91 

REP Tree 1.04 1.365 31.9 30.2 0.99 

Multilayer 

Perception 
2.84 3.82 86.26 84.64 0.94 

 

Class 213-Vibratory Compactor, 50+ hp 

Algorithms 

Mean 

Absolute 

Error 

Root Mean 

Squared Error 

Relative 

Absolute 

Error 

Root 

Relative 

Squared 

Error 

Correlation 

Coefficient 

Second Order 

Nonlinear 

Regression 

6.85 7.77 110.3 107.1 0.134 

Least Median 

Square 
3.27 5.72 52.8 78.8 0.61 

Linear Regression 4.03 5.86 65.0 80.8 0.59 

Conjunctive Rule 3.72 6.84 60.0 94.2 0.33 

Decision Stump 3.76 6.81 60.5 93.8 0.33 

M5Rule 4.04 5.86 65.0 80.8 0.59 

REP Tree 3.96 5.79 63.7 79.8 0.57 

Multilayer 

Perception 
3.17 4.6 51.08 64.37 0.75 
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Class 216- Vibratory Rollers (doubles), 7000+ kg 

Algorithms 

Mean 

Absolute 

Error 

Root Mean 

Squared Error 

Relative 

Absolute 

Error 

Root 

Relative 

Squared 

Error 

Correlation 

Coefficient 

Second Order 

Nonlinear 

Regression 

8.23 8.73 74.86 72.43 0.39 

Least Median 

Square 
3.35 4.61 29.5 37.5 0.66 

Linear 

Regression 
4.49 6.06 39.6 49.2 0.53 

Conjunctive Rule 9.24 15.47 81.4 125.6 0.04 

Decision Stump 5.37 6.39 47.3 51.9 0.04 

M5Rule 3.96 4.59 34.9 37.3 0.65 

REP Tree 5.02 6.2 44.2 50.4 0.78 

Multilayer 

Perception 
5.3 6.56 47.04 53.36 0.69 

 

Class 217-Vibratory Rollers (doubles) drum of 80+ 

Algorithms 

Mean 

Absolute 

Error 

Root Mean 

Squared 

Error 

Relative 

Absolute 

Error 

Root 

Relative 

Squared 

Error 

Correlation 

Coefficient 

Second Order 

Nonlinear 

Regression 

14.37 14.92 143.00 142.12 0.62 

Least Median 

Square 
4.78 5.10 47.6 48.6 0.86 

Linear Regression 4.47 5.22 44.5 49.7 0.85 

Conjunctive Rule 6.96 7.95 75.7 69.3 0.89 

Decision Stump 8.01 8.25 79.7 78.6 0.89 

M5Rule 5.12 6.13 51.01 58.4 0.89 

REP Tree 8.18 9.24 81.4 88.1 0.8 

Multilayer 

Perception 
6.85 8.18 61.69 71.03 0.92 
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Class 219-Wheel Loaders, 0 to 1 cy 

Algorithms 

Mean 

Absolute 

Error 

Root Mean 

Squared 

Error 

Relative 

Absolute 

Error 

Root 

Relative 

Squared 

Error 

Correlation 

Coefficient 

Second Order 

Nonlinear 

Regression 

5.45 6.05 124.00 119.42 -0.865 

Least Median 

Square 
4.00 5.05 91.1 99.5 0.78 

Linear Regression 4.09 4.19 93.1 82.6 0.98 

Conjunctive Rule 2.76 3.21 62.9 63.4 0.9 

Decision Stump 2.56 2.82 58.3 55.5 0.9 

M5Rule 2.82 3.49 64.3 68.8 0.97 

REP Tree 2.41 2.76 54.9 54.3 0.89 

Multilayer 

Perception 
2.95 3.38 67.12 66.68 0.88 

 

 

Class 220-Wheel Loaders, 1 to 2 cy 

Algorithms 

Mean 

Absolute 

Error 

Root Mean 

Squared 

Error 

Relative 

Absolute 

Error 

Root 

Relative 

Squared 

Error 

Correlation 

Coefficient 

Second Order 

Nonlinear Regression 
6.31 8.41 130.88 146.2 0.92 

Least Median Square 5.96 7.21 123.7 125.3 0.69 

Linear Regression 2.06 3.05 42.8 53.1 0.89 

Conjunctive Rule 2.04 2.31 42.5 40.2 0.92 

Decision Stump 1.97 2.31 40.94 40.27 0.92 

M5Rule 4.68 5.41 97.2 94.1 0.99 

REP Tree 4.16 4.53 86.4 78.8 0.99 

Multilayer Perception 4.69 5.07 97.35 88.13 0.69 
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Class 222-Wheel Loaders, 4 cy 

Algorithms 

Mean 

Absolute 

Error 

Root Mean 

Squared 

Error 

Relative 

Absolute 

Error 

Root 

Relative 

Squared 

Error 

Correlation 

Coefficient 

Second Order 

Nonlinear Regression 
1.81 2.1 19.96 21.58 0.98 

Least Median Square 2.42 2.67 26.8 28.1 0.96 

Linear Regression 2.94 3.3 32.6 34.6 0.96 

Conjunctive Rule 2.55 2.56 28.3 26.9 0.96 

Decision Stump 2.5 2.56 27.6 26.9 0.96 

M5Rule 1.5 1.71 16.6 17.9 0.97 

REP Tree 2.22 2.41 24.6 25.3 0.96 

Multilayer Perception 2.88 3.37 31.89 35.32 0.97 

 

Class 223-Wheel Loaders, 4 ½ to 5 cy 

Algorithms 

Mean 

Absolute 

Error 

Root Mean 

Squared 

Error 

Relative 

Absolute 

Error 

Root 

Relative 

Squared 

Error 

Correlation 

Coefficient 

Second Order 

Nonlinear 

Regression 

12.1 13.27 90.2 93.17 0.36 

Least Median 

Square 
5.56 6.98 41.5 49.0 0.98 

Linear Regression 3.7 4.95 27.6 34.8 0.99 

Conjunctive Rule 5.79 6.82 43.2 47.9 0.97 

Decision Stump 5.81 6.87 43.3 48.3 0.97 

M5Rule 5.75 6.1 42.9 42.6 0.95 

REP Tree 4.29 4.52 32.01 31.7 0.97 

Multilayer 

Perception 
4.04 4.83 30.06 33.94 0.97 
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Class 240- Graders (150 to 225 hp) 

Algorithms 

Mean 

Absolute 

Error 

Root Mean 

Squared 

Error 

Relative 

Absolute 

Error 

Root 

Relative 

Squared 

Error 

Correlation 

Coefficient 

Second Order 

Nonlinear 

Regression 

3.4 4.4 148.4 150.45 -0.45 

Least Median 

Square 
3.31 4.52 143.58 154.6 -0.53 

Linear Regression 3.85 4.58 166.96 156.5 -0.39 

Conjunctive Rule 3.01 3.54 130.4 121.3 0 

Decision Stump 2.84 3.38 123.4 115.6 0 

M5Rule 2.17 3.06 94.3 104.5 0.0324 

REP Tree 2.85 3.38 123.38 115.6 0 

Multilayer 

Perception 
7.01 9.08 212.36 215.47 0.25 

 

 

Class 243- Elevating Scrapers over 9 cy 

Algorithms 

Mean 

Absolute 

Error 

Root Mean 

Squared 

Error 

Relative 

Absolute 

Error 

Root 

Relative 

Squared 

Error 

Correlation 

Coefficient 

Second Order 

Nonlinear 

Regression 

9.95 11.54 78.94 72.76 -0.06 

Least Median 

Square 
19.79 22.29 157.0 140.5 .01 

Linear Regression 16.5 18.87 130.95 118.98 0.48 

Conjunctive Rule 9.7 11.96 77.0 75.45 0 

Decision Stump 9.45 11.45 74.97 72.2 0 

M5Rule 8.46 11.09 67.16 69.9 0.29 

REP Tree 13.69 15.89 108.65 100.2 0.24 

Multilayer 

Perception 
13.2 15.1 104.7 95.13 0.72 
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Class 253-Wheel Tractors (backhoe) 

Algorithms 

Mean 

Absolute 

Error 

Root Mean 

Squared 

Error 

Relative 

Absolute 

Error 

Root 

Relative 

Squared 

Error 

Correlation 

Coefficient 

Second Order 

Nonlinear 

Regression 

5.05 6.0 124.5 121.26 -0.73 

Least Median 

Square 
6.52 9.01 160.5 162.1 -0.37 

Linear Regression 4.82 6.09 118.68 123.17 0.29 

Conjunctive Rule 3.31 4.28 81.61 86.5 0 

Decision Stump 3.28 4.22 80.9 85.25 0 

M5Rule 6.96 7.62 171.43 154.1 -0.29 

REP Tree 1.51 1.66 37.35 33.5 0.97 

Multilayer 

Perception 
6.35 6.92 156.51 139.86 0.76 

 

 

Class 256-Asphalt Pavers, track 70 to 175 hp 

Algorithms 

Mean 

Absolute 

Error 

Root Mean 

Squared 

Error 

Relative 

Absolute 

Error 

Root 

Relative 

Squared 

Error 

Correlation 

Coefficient 

Second Order 

Nonlinear 

Regression 

20.66 25.42 112.75 113.71 -0.61 

Least Median 

Square 
16.01 18.34 87.4 82.03 0.01 

Linear Regression 21.98 26.91 119.92 120.37 -0.61 

Conjunctive Rule 26.69 29.99 145.67 134.16 -0.67 

Decision Stump 21.25 25.8 115.96 115.4 0 

M5Rule 21.98 26.91 119.93 120.37 -0.61 

REP Tree 18.32 22.35 100 100 0 

Multilayer 

Perception 
15.15 17.90 82.66 80.07 0.82 
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Class 262- Cement Spreader and Concrete Paver 

Algorithms 

Mean 

Absolute 

Error 

Root Mean 

Squared 

Error 

Relative 

Absolute 

Error 

Root 

Relative 

Squared 

Error 

Correlation 

Coefficient 

Second Order 

Nonlinear 

Regression 

5.19 5.94 72.59 64.92 0.76 

Least Median 

Square 
21.37 30.35 299.2 331.7 -0.29 

Linear Regression 4.21 4.79 58.9 52.4 0.83 

Conjunctive Rule 7.23 8.23 101.25 89.97 0.6 

Decision Stump 7.07 8.42 99.07 92.01 0.61 

M5Rule 10.48 14.59 146.81 159.47 0.63 

REP Tree 5.82 6.59 81.56 71.98 0.79 

Multilayer 

Perception 
4.49 5.17 62.86 56.5 0.85 

 

 

Class 265- Soil Reclaimer/Stabilizer 

Algorithms 

Mean 

Absolute 

Error 

Root Mean 

Squared 

Error 

Relative 

absolute 

Error 

Root 

Relative 

Squared 

Error 

Correlation 

Coefficient 

Second Order 

Nonlinear 

Regression 

5.72 6.85 72.91 75.09 0.92 

Least Median 

Square 
4.71 5.44 60.1 59.7 0.95 

Linear Regression 6.18 6.82 78.7 74.7 0.95 

Conjunctive Rule 7.81 8.12 99.4 89.05 0.79 

Decision Stump 6.95 7.22 88.6 79.15 0.79 

M5Rule 3.26 4.11 48.9 49.9 0.96 

REP Tree 6.43 7.27 81.9 79.7 0.89 

Multilayer 

Perception 
4.53 5.08 57.73 55.76 0.93 
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Appendix 5- List of utilized equipment classes in data 

mining analysis 

 

 

NO Equipment 

Class Number 

Name of the Equipment Classes 

1 Class 202 Tire Compactor, 100+ hp 

2 Class 205 Tandem Roller, less than 5 ton 

3 Class 213 Vibratory Compactor, 50+ hp 

4 Class 216 Vibratory Rollers (doubles), 7000+ kg 

5 Class 217 Vibratory Rollers (doubles) drum of 80+ 

6 Class 219 Wheel Loaders, 0 to 1 cy 

7 Class 220 Wheel Loaders, 1 to 2 cy 

8 Class 222 Wheel Loaders, 4 cy 

9 Class 223 Wheel Loaders, 4 ½ to 5 cy 

10 Class 240 Graders (150 to 225 hp) 

11 Class 243 Elevating Scrapers Over 9 cy 

12 Class 253 Wheel Tractors (backhoe) 

13 Class 256 Asphalt Pavers, Track 70 to 175 hp 

14 Class 262 Cement Spreader and Concrete Paver 

15 Class 265 Soil Reclaimer/Stabilizer 


