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Abstract 
 

25 years after the first sodium images of the human brain were created, sodium MRI 

remains on the periphery of MR research, despite intimate sodium involvement in 

cellular metabolism and implicated abnormal concentrations in numerous disorders. The 

difficulties of sodium MRI include not only tissue concentration, ~1750x less than 

proton, but also rapid biexponential signal decay. The purpose of this work was to 

optimize human brain sodium MRI and facilitate a study of sodium increase following 

onset of acute human stroke, with potential ‘timing’ application for those patients who 

present with unknown time-of-onset, as effective treatment is currently bound by a 4.5 

hour time-window.  

Optimization begins with radial ‘center-out’ k-space acquisition, which minimizes echo 

time (TE) and signal loss, and in particular concerns the twisted projection imaging (TPI) 

technique, which has not found wide use. This thesis first considers a new application of 

TPI, i.e. k-space filtering by sampling density design to minimize detrimental ringing 

artifact associated with cerebral spinal fluid. Image noise correlation is addressed next, 

and a method for measuring volumes of statistical noise independence presented, as this 

correlation together with signal-to-noise ratio (SNR) defines the confidence of signal-

averaging measurements. Radial acquisition is then considered with respect to a new 

imaging metric, i.e. the minimum object volume that can be precisely (with respect to 

noise) and accurately (with respect to image intensity modulation with object volume) 

quantified. It is suggested that TPI is a highly beneficial radial acquisition technique 

when implemented with ‘long’ readout duration (countering common thought), reduced 

SNR (i.e. small voxel volumes), and in particular small TPI parameter p. Sequence 

optimization for bulk-tissue sodium analysis demonstrates a large SNR/voxel-volume 

advantage for TPI implementation in a steady-state approach, even though excitation 

pulse length and TE must be increased to mitigate power deposition. Finally, an 

inversion-recovery based fluid-nulling method that facilitates sodium environment 

separation based on rapid relaxation during soft inversion pulses is presented, with 

possible application for intracellular weighted imaging.   

On ‘high quality’ sodium images a clear trend of lesion intensity increase with time-after-

onset is demonstrated for the first time in acute stroke patients, as expected from animal 

models.    
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to that of a standard straight projection.  HAJ  RF pulse length HK.-L  Sampling dwell time 

t  Time 
T  Tesla 
T  Temperature  (Chapter 1.5) 
Tnq  Irreducible tensor operator (rank ‘n’, coherence ‘q’)   
T1   Longitudinal magnetization relaxation time  



 

T2  Transverse magnetization decay time  
T2*  Transverse magnetization decay time including dephasing envelope 
TIM  Scanning Time   
TRO  Readout Duration 
TE  Echo Time  
TPI  Twisted Projection Imaging 
TQF  Triple Quantum Filtering 
TR  sequence Repetition Time 
TSC  Tissue Sodium Concentration 
TWIRL  Twisted Radial Lines 
UPFA  Uniform k-space sampling with Post-acquisition Filtering Apodization 
USD  Uniform Sampling Density M  Quadrupole coupling constant NOPQ  Acquisition voxel volume defined as:  NOPQ = 1 �2 ∙ k-./�R⁄     NSJ  Zero-filled image voxel TU  Larmor frequency TAJ  Frequency of applied transverse magnetization TV  Quadrupole interaction frequency TWV  Residual quadrupole interaction frequency 

V  Electric potential at nucleus due to external sources  (Chapter 1.5) VKY ,KZ  Electric field gradient terms 

W  Post-acquisition weighting   Ψ  Nuclear spin wave-function  (Chapter 1.5) Ψ�1�  A desired transfer function shape  (Chapter 4) 
X  Dimension of an image voxel   
Z  Number of spin   
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Chapter 1 

Introduction and Background 

1. Introduction 

1.1. Thesis Introduction  

In biological systems the ubiquitous sodium ion plays many critical roles, and in 

many disorders sodium concentrations are directly altered as a result of the 

pathology; the ability to non-invasively assess these sodium concentration 

changes may provide insight related to the nature of disorders, the action and 

efficacy of treatment, and the pathophysiological status of patients. However, 

since the first demonstration of human sodium MR images in 1985 (1), there have 

been only 22 published studies of pathology in humans with sodium MRI 

(including preliminary studies), these include studies of: tumour (2-10), stroke 

(11-13), myocardial infarction (14-16), paramyotomia (5,17,18), osteoarthritis 

(19-21), haemorrhage (22), and Alzheimer’s disease (23). Perhaps the greatest 

reason for the paucity of medical research in this field is that sodium MRI is 

complicated not only by low tissue sodium concentrations ~ 0.05% to 0.25% that 

of tissue water protons (1,24), a sensitivity 35% that of water protons, and a 

Larmor frequency roughly ¼ that of protons (requiring capable hardware), but 

also by much different nuclear spin dynamics leading to very rapid inherent 

biexponential transverse magnetization decay (T2 relaxation) and rapid 

longitudinal magnetization recovery (T1 relaxation) in macro-molecular tissue 

(see Chapters 1.5 and 1.6). Due to sodium’s relatively low concentration and 

sensitivity, it could be said that sodium MRI remains on the cusp of utility, 

producing images with resolution considerably lower than expected from standard 

MRI. In order to ‘squeeze’ as much as possible from the sodium nuclei, the 

purpose of the work presented in this thesis was to optimize non-conventional 

imaging strategies with regard to rapid relaxation for sodium MRI of the human 

head within the context of a beneficial ‘high’ static magnetic field. The goal of 

this optimization was to facilitate a study of the time course of intensity on human 

brain sodium MR images following the onset of stroke with implication to 
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provide a timing mechanism for this pathology. Acute stroke has a very time-

dependent treatment window, and a timing mechanism may ‘open’ a treatment 

option for those patients with unknown stroke onset (see Chapter 1.2). The field 

of sodium MRI research has also always had a strong component seeking 

intracellular [23Na] analysis capability, and so to address the current gamut of 

sodium MRI consideration for human brain, novel potential intracellular sodium 

imaging methodology is also suggested.  

   

There have been 28 papers published concerning sodium imaging of human brain 

since 1985 (1,3,5-13,22,23,25-40) apart from the 4 published and presented in this 

thesis (41-44). It was understood in the first published paper of human brain 

sodium MRI (1) that because the T1 of sodium in cellular brain tissue (~ 37 ms at 

4.7 Tesla (45)) is much shorter than that of protons (~ 800 ms – 1300 ms), three 

dimensional k-space acquisition techniques, enabled by short repetition times 

(TR), could be used to enhance image signal-to-noise ratio (SNR) (see Chapter 

1.3 for an introduction to k-space and its acquisition in an MRI experiment). 

Standard proton images must typically be acquired in a two dimensional fashion 

as a result of time constraints. Although the sodium nuclei in cellular tissue 

exhibit a fast signal decay component of T2f = 0.7 ms – 3.0 ms (60%) and a slow 

component of T2s = 16 ms – 30 ms (40%) (25,37,46-53), the first and many early 

papers implemented a multiple spin-echo technique with delay between excitation 

and the acquisition of the centre of k-space (labelled echo-time – TE) of 3 ms – 13 

ms (1,10,13,22,31-34); increased TE results in signal loss within the image. 

Addressing the desire for shorter TE, the gradient echo (GRE) technique was also 

implemented very early for human brain sodium imaging (9,40). This technique 

acknowledges that dephasing as a result of local magnetic field inhomogeneity 

within a voxel at short echo times is inconsequential, and the transverse 

magnetization refocusing of the 180o RF pulse associated with the spin-echo 

technique, unnecessary; the 180o RF refocusing pulse simply adds additional 

delay before acquisition and unwanted power deposition. The 3D-GRE technique 

remains in use as of 2009 (23) for sodium imaging of the human head with echo 
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times ranging from TE = 0.9 ms – 11 ms (3,8,9,23,25-27,37,40). For introduction 

to the standard spin-echo and GRE sequences the reader is referenced to (54) or 

any other introductory MRI textbook.   

 

The standard sodium 3D-GRE technique acquires one line of k-space per 

excitation along a Cartesian dimension beginning at the edge of the sampled k-

space extent, or somewhere in-between the edge and the centre for asymmetric 

echoes. As a result, minimum TE values are limited by minimum phase-encode 

times (selecting the k-space line to be acquired), and the time required to ‘rewind’ 

and ‘play-out’ each k-space line until acquisition of the centre of k-space. An 

alternative is ‘centre-out’ radial k-space acquisition where the centre of k-space 

directly follows RF excitation. For radial k-space acquisition TE is solely 

dependent on the length of the RF excitation pulse and any system delays, as TE 

is (and T2 signal loss can be) measured from the centre of the RF pulse. Standard 

radial acquisition samples k-space along straight lines with constant velocity from 

the centre of k-space to its sampled extent, and perhaps surprisingly has been 

implemented only once, quite recently (2007), for sodium MRI of the human 

brain (5). 

 

The lack of use of standard radial k-space acquisition for sodium MRI likely 

stems from fact that non-Cartesian k-space acquisition techniques (of which radial 

acquisition is a member) are typically not well supported on MRI systems and 

often require development. Another reason is that standard radial k-space 

acquisition ‘suffers’ from extreme sampling density variation across k-space, i.e. 

the centre is sampled much more frequently than the edges (where the 

qualification of ‘suffering’ points to work presented in this thesis). The effective 

sampling density transfer function of radial acquisition is far from ideal and is 

typically post-acquisition compensated. This process is SNR inefficient (55).  

 

In 1997 a radial k-space acquisition technique named 3D twisted projection 

imaging (TPI) was introduced by F.E. Boada for sodium MRI (30) to achieve 
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uniform sampling density throughout the majority of k-space (beyond radial 

fraction p) and hence minimize SNR inefficiency. This technique, which is a 

three-dimensional implementation of an earlier two-dimension technique named 

‘twisted radial lines’ (or TWIRL) (56), was also originally implemented as a 

means to reduce the number of projections required to critically fill k-space (for 

an introduction to TPI see Chapter 1.4). This technique has been used quite often 

by its original contributors (7,11,12,28,35), achieving a small TE of typically ~ 

0.4 ms. 

 

Only one other group outside the original contributors to TPI has used this 

technique to image sodium in the human brain (6) (and the original sequence was 

provided to this group by Boada). The reason likely arises from the ‘complexity’ 

of TPI and unanswered questions pertaining to its merit. A fairly recent (2003) 

paper suggests TPI is hindered by both lengthy TR and lengthy readout duration 

(TRO), the former decreasing SNR and the latter causing blurring (26). However, it 

is an intention of this thesis to point out that this suggestion is incorrect. Although 

TPI has been used exclusively with full T1 recovery following 90o excitation, an 

SNR enhancing steady-state approach with short TR can also be used with TPI k-

space acquisition (Chapter 5), and in Chapter 4 optimization suggests that TPI 

actually benefits from lengthy TRO, given appropriate implementation. It is 

suggested in this thesis that the advantage of TPI k-space acquisition for sodium 

imaging is very large, but as suggested in Chapter 3, not necessarily related to the 

reason of SNR efficiency for which it was originally introduced by Boada (30).  

 

Sodium MRI is somewhat unique in that optimization can effectively be separated 

into two distinct aspects: NMR related optimization, and k-space acquisition 

related optimization. NMR optimization begins with the static magnetic field 

strength (B0), as SNR following an ideal RF excitation pulse is directly 

proportional to B0. A majority of human brain sodium imaging papers used what 

has been the standard clinical field strength of 1.5 Tesla (1,5,6,9,10,13,22,31-34), 

one used a 2T system (27), eight used increasingly standard 3T systems 
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(7,12,23,28-30,35,36), five used 4T systems (3,8,25,26,39), and one used a 7T 

system (37). The field strength used for the sodium MRI studies in this thesis was 

4.7T, a now ‘moderately-high’ field system. NMR optimization also concerns 

what is typically described as the ‘pulse sequence.’ In this thesis, optimization of 

the NMR pulse sequence concerns optimization of excitation flip-angles, RF 

pulse length (in effect TE), and TR for a maximal SNR/voxel-volume 

relationship, given that imaging sequences will be constrained by power 

deposition (resulting in tissue heating) within the human head (a problem 

increasing as BU7) (57). k-Space acquisition optimization in this thesis is concerned 

with the ‘production’ of k-space immediately prior to Fourier transform and 

includes: post-acquisition filtering, sampling density design, projection evolution 

through k-space, readout duration, and the optimal SNR at which to perform 

sodium imaging. k-Space acquisition optimization also requires relevant image 

metrics for quantitative imaging which are introduced in this thesis.  

 

The first published paper presented in this thesis (Chapter 2) describes the value 

of sampling density design to generate a k-space filtering shape for human head 

sodium imaging. Because k-space is sampled to a finite extent, the image point 

spread function (PSF) will have a sinc shape (or jinc shape for a spherical 

sampled k-space extent), manifesting as ringing in the image (see Chapter 1.3). 

Although it may be expected that the rapid signal decay of brain tissue may 

provide an inherent k-space filter, sodium T2 in cerebral spinal fluid (CSF), which 

wraps the brain and fills the ventricles at its centre, is substantially longer than in 

brain tissue (T2f = T2s ~ 64 ms at 4.0 T (25)). Given that the sodium concentration 

in CSF is roughly 3x larger (~150 mM) than in brain tissue (~ 50 mM) 

(6,31,32,58,59), ringing lobes arising from CSF substantially contaminate the 

brain tissue; this problem is exacerbated by the low resolution of sodium imaging 

which spatially extends the ringing lobes, and by the spherical geometry of the 

head which generates ringing superposition. The idea that k-space filtering is 

required to minimize sodium brain tissue measurement errors related to CSF has 

not been previously mentioned in the literature (it is possible that filtering may be 
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commonly used without being mentioned). Sampling density shape design other 

than uniform was also introduced by Boada in 1997 (60), however his concern 

was with shortening readout duration under a hardware constraint and only very 

mild k-space roll-off was produced. In this paper a ‘Hamming-like’ k-space filter 

shape is presented which can be generated by sampling density design without 

violating the Nyquist criterion. The intention of this paper is to demonstrate and 

quantify from theory and experiment the SNR efficiency of k-space filtering by 

sampling density design rather than with post-acquisition weighting. A ‘noise 

colouring’ advantage of filtering by sampling density design is also highlighted.   

 

In Chapter 3 (unpublished) this thesis considers the minimum region of interest 

(ROI) volume required to attain a desired confidence interval for a measurement 

of average signal intensity in an ROI with respect to image noise. Although 

proton MRI is typically unconcerned with the measurement of average ROI signal 

intensity (proton MRI has historically been concerned with pathology detection 

rather than signal intensity quantification), average ROI signal intensity 

measurements are of primary interest for sodium imaging. The minimum ROI 

volume required for a desired absolute confidence interval and a given standard 

deviation of image noise is trivial to calculate if one understands how noise is 

averaged (61). For non-zero-filled images with uniform noise power spectral 

density (PSD) (the bulk of standard Cartesian images) the noise autocorrelation is 

a delta function, i.e. image noise is uncorrelated, and the standard deviation of 

noise in a signal averaging ROI measurement is decreased in proportion to the 

square root of the number of voxels in the ROI (62). However, when the noise 

PSD is not uniform, as it is for radial k-space acquisition, image noise will be 

correlated between voxels. To the author’s knowledge, no method to measure 

correlation volume (CV), or the effective volume of statistical independence in 

terms of voxels, has been presented other than the ‘trivial’ case when the ROI 

encompasses ‘all’ of the autocorrelation function and the PSD is of unit value at 

its centre (63). A theory is presented in Chapter 3 for the computation of 

correlation volume given any PSD shape and ROI volume. Several interesting 
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results are demonstrated, including an additional advantage for k-space filtering 

by sampling density design. This chapter also highlights that although TPI was 

developed in the context of improving SNR efficiency, standard radial imaging 

with its excessive oversampling at the centre of k-space and dramatic reduction of 

low frequency noise is actually (substantially) better than TPI in terms of signal 

averaging within an ROI, requiring smaller ROI volumes to attain a desired 

confidence with respect to image noise.   

 

Chapter 4 (unpublished) concerns optimization of radial k-space acquisition for 

the directly relevant quantitative imaging metric introduced. Signal drop-off 

toward the sampled extent of k-space, exacerbated by long readout duration in the 

presence of rapid T2 decay, produces a smearing (down and out) of the PSF and 

blurring in the image. It is for this reason that TRO reduction has been considered 

beneficial (5,29). However, image noise standard deviation will also be reduced in 

proportion to the square root of the readout duration. The following question 

remains: assuming voxel volumes are reduced in proportion to TRO increase such 

that SNR remains constant, how are image quality and the effects of PSF 

smearing to be measured? An optimization for radial (‘TPI related’) readout 

duration was very recently performed (36), however, it is the contention of this 

thesis that this recent paper does not use a particularly informative image metric 

with regard to quantitative imaging for their optimization – the optimization of 

SNR in a point source object. Chapter 4 demonstrates that image intensity is 

modulated by object volume when object volumes are small in comparison to the 

spatial extent of the PSF, and the image metric introduced in Chapter 4 is thus the 

minimum object volume in which both a desired measurement confidence (with 

respect to image noise – Chapter 3) and a desired average measurement accuracy 

(with respect to PSF-related image intensity modulation with object volume) can 

be attained within an ROI. Using this metric, three approaches to radial k-space 

acquisition are compared: standard radial imaging with short ~ 2 ms TRO (5), TPI 

with short 4 ms TRO (29), and TPI with long ~ 17 ms TRO (as used in Chapters 2, 5 

and 6 of this thesis). Also included in this chapter is consideration of:  k-space 
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filtering shape, the T2 decay ‘reshaping’ advantage of TPI related k-space 

acquisition (also very recently highlighted to some extent by (36)), CSF 

containment within its bounds, and ideal implementation SNR.  

 

Chapter 5 diverges from discussion of k-space acquisition to tackle NMR 

sequence optimization, and was published in 2008 (42). This chapter describes 

that there is much to be gained from a steady-state approach to imaging, and that 

use of TPI does not preclude one from using a steady-state approach, as can be 

implied from (26). TR reduction facilitates increased averaging and proportional 

noise variance reduction, however, reduced TR is also associated with increased 

power deposition. A new approach to NMR sequence optimization is presented – 

optimization for SNR under power deposition constraint. This optimization 

includes the three parameters of a single-quantum sodium MR sequence that 

govern SNR and power deposition, i.e. excitation RF pulse length, flip angle, and 

TR. Although a prevailing notion for optimal sodium imaging includes use of the 

shortest TE possible to avoid signal loss, it is shown in this chapter that a large 

SNR increase is associated with some TE increase (as a result of RF pulse length 

increase) which facilitates steady-state imaging under power deposition 

constraint.  

 

As previously mentioned, the purpose of the sodium imaging optimization of this 

thesis was to enable the creation of ‘optimal’ sodium images of human stroke and 

so evaluate a sodium signal intensity time-line following stroke onset. This is the 

subject of Chapter 6. The value of a potential timing mechanism is given in 

Chapter 1.2, along with a brief introduction to the pathophysiological increase of 

sodium ions within an ischemic lesion during acute stroke. Two previous papers 

have studied sodium imaging during acute human stroke. The first (1993 – 7 

patients) observed general intensity increase on a sodium image at an earliest time 

of 38 hours post-onset, and no intensity increase on three images within 13 hours. 

It was concluded that “23Na MRI is insensitive to early ischemic changes and not 

clinically useful for diagnosis” (13). The second paper (1999 – 26 patients) 
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showed a relatively large sodium increase as early as 4 hours but no clear 

potentially diagnostic trend with respect to the timing of stroke (12). Because 

numerous animal studies have demonstrated time-dependent accumulation of 

sodium within the acute phase of stroke (12,64-68), a study of sodium imaging in 

human stroke was again reconsidered in this thesis. The resulting paper, published 

in 2009 (41), highlights for the first time in humans a time-dependent trend for 

sodium MR intensity similar to that observed in animal models.    

 

The ability to selectively assess intracellular sodium concentrations would be 

particularly valuable for the study of many disease processes, and it has been 

hypothesized that significant sodium relaxation differences may exist between 

intra- and extracellular spaces (see Chapter 1.6). Considerable research 

((28,49,69-74) are a selection of papers since 1998) has been devoted to the use of 

triple quantum filtered (TQF) sodium NMR since it was presented in 1986 (75) 

that triple quantum spin-ensemble polarizations could be produced as a result of 

biexponential relaxation for spin 3/2 nuclei (for a brief description of triple 

quantum filtered spin 3/2 NMR see Chapter 1.5). The theory of the use of TQF 

sodium NMR for selective intracellular imaging is that sodium ions in the 

extracellular space are in a considerably more fluid environment and do not 

exhibit biexponential relaxation, and hence do not produce signal (or produce 

considerably less signal). However, difficulties of TQF sodium MRI for human 

brain include the power deposition of the minimum three 90o RF pulses of the 

TQF sequence, and low signal yield (28). No paper has ever used TQF sodium 

MRI to study pathology in the human brain. A novel NMR sequence presented in 

Chapter 7 may be an alternative selective imaging method, and is based on 

inversion recovery. Although a 180o RF inversion pulse is required (along with a 

90o excitation pulse), the power deposition of this inversion pulse is greatly 

mitigated by making the pulse relatively long (or ‘soft’). Unlike the TQF 

methodology where increasing RF pulse length reduces yield, the Soft Inversion 

Recovery Fluid Attenuation (SIRFLA) sequence benefits from increased yield 

with RF inversion pulse softening.  
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Before presenting the published (or to be published in some form) chapters of this 

thesis some time will be taken to introduce some relevant background material. In 

Chapter 1.2 acute stroke is introduced along with current treatment and current 

understanding of pathophysiological sodium ion increase within the stroke lesion. 

Chapter 1.3 covers the basics of k-space acquisition engineering, and in Chapter 

1.4 TPI-related k-space acquisition is introduced. Chapters 1.5 and 1.6 cover the 

quantum mechanics of the spin 3/2 sodium nuclei and their interactions in 

biological environments respectively. Appendices 1 and 2 concern 

implementation and image creation of the non-Cartesian TPI k-space acquisition. 

Appendices 3 – 6 highlight software created for this thesis, and Appendix 7 

concerns derivation of sampling efficiency for k-space filtering.  
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1.2. Acute Stroke  

According to a 2008 American Heart Association report, ischemic stroke is the 

leading cause of disability, and the third leading cause of mortality after heart 

disease and cancer (as stated in (76)). Conceptually, ischemic stroke is a very 

simple disease involving the blockage of blood flow to the brain, typically as the 

result of a blood clot, however, until 1996 there was no direct treatment to 

mitigate the extent of neurological damage following stroke onset. In 1996 the 

Food and Drug Administration (FDA) approved the use of intravenous 

recombinant tissue plasminogen activator (rtPA, also alteplase) for treatment of 

ischemic stroke within the window of 3 hours following the onset of symptoms 

(the use of rtPA was granted approval in Canada in 1999 (77) and in Europe in 

2002 (78)). Administration of rtPA, a protein that cleaves the plasma proenzyme 

plasminogen to form clot dissolving plasmin (24), within the 3 hour window 

remains (as of 2008) the international standard of care for acute stroke (78,79). 

FDA approval was based on a large scale study funded by the National Institute of 

Neurological Disorders and Stroke (NINDS), which suggested absolute increases 

of 11% - 13% for favourable outcomes, and a 32% relative increase in number of 

patients who were more likely to have minimal or no disability at 3 months when 

treated with rtPA (50% of patients for rtPA and 38% for no treatment, based on 

the Barthel index measuring performance of daily activities) (80). However, the 

rate of symptomatic intracerebral haemorrhage was increased from 0.6% to 6.4% 

(80). Subsequent reanalyses of this study confirmed the beneficial nature of 

treatment with rtPA (81) and suggested for every 100 patients treated 32 will have 

better final outcome and 3 a worse final outcome (82), with 1 having a severely 

disabled or fatal outcome as a result of treatment (83). Efforts to expand the 

treatment window beyond 3 hours are ongoing (84-87), and a pooled study 

analysis (88) and recent large scale study (89) suggest value up to 4.5 hours.  

 

The value of rtPA arises from the rescue of tissue at risk of preceding to 

infarction, or cell death as a result of ischemia. The ‘core’ of an ischemic lesion, 

or regions having undergone anoxic depolarization (discussed below), can be 
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detected using diffusion weighted magnetic resonance imaging (DWI) within 

minutes following the onset of stroke (90-92). DWI contrast is facilitated by the 

restricted diffusion of water associated with anoxic depolarization and the 

resultant cytotoxic edema. The DWI defined ischemic core (or typically portions 

thereof) may be salvageable, but this rescue is highly dependent on early 

recanalization (93). The ‘penumbra’ of the ischemic cerebral lesion was originally 

defined as that portion exhibiting ‘electrical failure’ (or electro-encephalogram 

silence) but not anoxic depolarization (94), with ATP levels 50% – 70% of 

control values (95). Within the context of MRI, the penumbra is defined by the 

extent of under-perfused areas as detected on perfusion weighted MRI (PWI), or 

the PWI-DWI mismatch (96-98), although PWI may overestimate tissue at risk of 

proceeding to infarction, i.e. tissue with benign oligemia or hypo-perfusion. 

Recent stroke trials have addressed expansion of the rtPA treatment time-window 

to 6 hours by using PWI-DWI mismatch to identify patients with salvageable 

tissue at risk who may be likely to benefit from recanalization (99,100).   

 

While considerable attention has been focussed on identifying the potential 

benefits of thrombolysis for individual stroke patients, there is currently no 

recommended methodology to decipher the elapsed time since symptom onset if it 

is unknown. This is problematic, given the time requirement of current regulatory 

approval, as ~ 1/3 of patients present within an uncertain time of onset making 

them ineligible for rtPA (101). Several ‘classic’ non-NMR non-human studies 

have demonstrated time-dependent increases in sodium concentration following 

stroke onset (58,68,102-108). More recently, several non-human studies have 

demonstrated time-dependent increases in signal intensity measured with sodium 

NMR (12,64-67,109-111). Although there may be potential for sodium with 

respect to assessment of time after stroke (112), there have been only two human 

studies of sodium MRI in acute stroke (12,13), neither demonstrating a clear 

evolution timeline.    
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In this thesis the time-course of sodium accumulation during ischemic stroke is 

studied within a human population using sodium MRI, with intention to assess a 

potential means for inclusion of patients with unknown time of onset as eligible 

for thrombolytic treatment. Although this thesis is not concerned with the 

pathophysiology of acute stroke, current understanding of Na+ and water 

accumulation within the ischemic lesion of acute stroke is briefly introduced 

below.        

 

It is well known that cells actively maintain a large sodium concentration gradient 

across their cell membrane, continually ‘pumping out’ three Na+ ions (while 

simultaneously ‘pumping in’ two K+ ions through the Na,K-ATPase) to maintain 

an intracellular sodium concentration of ~ 15 mM against the ~ 150 mM 

concentration in the homeostatically buffered interstitial space (24). This 

concentration gradient and the resting membrane potential of -5 to -100 mV 

produced as a combined result of the Na+, K+, and Cl- concentration gradients and 

the respective permeability of the cell membrane to each species are vital to the 

function of each cell, and are directly responsible for transport of other ions and 

metabolites across the cell membrane as well as the initiation and propagation of 

action potentials in nervous tissue (24). Within the human brain at least 40% of 

the energy released by respiration is required by the Na,K-ATPase for the 

maintenance of concentration gradients (113).  

 

Following the ‘cessation’ of blood flow, or the reduction of ATP levels to ~ 25% 

of baseline values (95), the ischemic cascade could be said to begin with ‘anoxic 

depolarization,’ a very rapid depolarization of the cell membrane associated with 

large compartmental ion shifts (interstitial Na+ decreases to ~ 50 mM and  

intracellular Na+ increases to ~ 100 mM have been measured) (95,114,115). 

Given limited energy reserves in the brain, anoxic depolarization occurs within 

minutes following onset of severe ischemia (95,113-115). Several pathways have 

been suggested for the rapid influx of sodium associated with anoxic 

depolarization. These pathways may include non-selective cation channels gated 
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by glutamate (116-122). Elevation of intracellular calcium through voltage-gated 

calcium channels and inactivation of the ATP dependent calcium pumps, along 

with the impairment of Na+ concentration gradient dependent reuptake of 

glutamate in the post-synaptic terminal and surrounding glial cells (123), results 

in a flooding of the synapse with glutamate (increases > 150 fold (124)). 

Pathways of sodium influx associated with anoxic depolarization may also 

include (non-inactivating) voltage gated sodium channels (114,125-129) and other 

ion co-transport channels (130-133). The large compartmental ion shifts and 

increased cellular osmolality are most certainly associated with the cellular 

swelling of cytotoxic edema (it should be noted that there is no tissue swelling, or 

tissue water increase associated with cytotoxic edema as defined here) (130,134-

136). While cellular recovery from anoxic depolarization is possible if ischemic 

conditions are shortly resolved (within 30 minutes for neurons, 60 minutes for 

astrocytes (137)), the cellular swelling and calcium influx, concomitant with 

sodium influx (121,126,129,138), among other mechanisms are typically tied to 

cell death (137).  

 

The sodium ion shift of anoxic depolarization produces a new concentration 

gradient between the depleted interstitial space of the lesion core (that part of the 

ischemic lesion having undergone anoxic depolarization) and ultimately the 

vasculature (67,130). Sodium flux across the endothelial cells of the vasculature 

while the blood brain barrier remains intact has been suggested to be the primary 

source of water accumulation within the lesion core during the period directly 

following anoxic depolarization, and as such water accumulation during this 

period has been labelled ionic edema (58,102,106,130,135). The transcapillary 

sodium flux associated with ionic edema may require active transport through the 

Na,K-ATPase on the abluminal side of the endothelial cells (68,106,135), along 

with the stimulation of other co-transporters (139) and up-regulation of non-

selective cation channels (130,133). However, one seminal (non-MRI) rat model 

study found no significant correlation between sodium and water concentration in 

this period following the onset of stroke; water concentrations were statistically 
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elevated prior to sodium increase (68). Lack of correlation between tissue sodium 

and water was also observed at 1 and 3 hours following stroke onset in another 

large scale rat model study (107). It has alternatively been suggested that sodium 

ions are not the sole source of osmoles driving tissue water increase during this 

period, a marked increase in catabolic products may also significantly contribute 

(68,102).  

 

The period of ionic edema has been suggested to last for 3 to 6 hours and is 

succeeded by vasogenic edema, a process of tissue water accumulation in which 

the blood brain barrier becomes indiscriminately porous to blood ultrafiltrate, 

allowing passage of brain proteins such as albumin (106,130,139,140). Several 

mechanisms may be responsible for the increased permeability of the blood brain 

barrier, which retains its integrity with respect to the containment of erythrocytes 

within the vasculature. These include disruption of tight junctions and reverse 

pinocytosis (130,135). During vasogenic edema the capillaries of the blood brain 

barrier behave like fenestrated capillaries, and hydrostatic pressure gradients 

contribute to the tissue infiltration of water, ions and other molecules (130). 

Ischemic tissue sodium and water concentrations continue to increase in 

vasogenic sense over a period of several days (68,106).  

 

It is suggested that the time-dependent tissue sodium increase throughout the 

periods of time associated with ionic and vasogenic edema following the onset of 

acute stroke may provide information pertaining to time past stroke onset. In this 

thesis an attempt is made to characterize intensity increase on sodium images 

following onset in acute human stroke.   
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1.3. Basic k-Space Acquisition Engineering 

 

A brief description of MR image acquisition is given below, followed by 

introduction to relevant aspects of MR image acquisition engineering. To simplify 

the equations, one dimensional images are considered (a 1D image can be viewed 

as an object profile). Extension to two and in particular three dimensions for this 

thesis is straight-forward. The description of MR image formation below and its 

relevant aspects to this thesis draw from the following references (54,141-143)    

 

1.3.1. Creating an MR Image 

Assume that an object we wish to scan in an MRI experiment is a point-source 

with location �xE� (with respect to the bore centre) and signal intensity _S�/`�a. 

The image _Im�b�a we would hope to attain from this MRI experiment is 

 Im�b� = S�/`� ∙ δ�b − xE� . 
 

[1-1]

If an MRI scanner simply consisted of a constant magnetic field generating 

solenoid there would be no way of knowing the location of the object within the 

bore other than by physically measuring it. Fortunately, a ‘beautiful’ method of 

MR imaging has be developed that makes MR image acquisition particularly 

interesting for ‘signal processing’ engineers. The Fourier transform _F���a of the 

image we would hope to attain from the MR experiment above is given in Eq. [1-

2], where k is in 1/m (it should be noted that spatial frequency space is labelled k-

space).   

 F��� = S�/`� ∙ e g7h/`i 
 

[1-2]

If it were possible to make the phase of the signal from each point-source within 

an object evolve with sampling according to its location, then this sampling could 

be mapped into k-space. An inverse Fourier transform of the acquired k-space 

data would produce the desired image.  
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In an NMR experiment the received signal is a result of rotating (transverse) 

magnetization which produces an oscillating EMF within a tuned receive antenna 

(or coil). The rate of oscillation (named the Larmor frequency) is dependent on 

the magnitude of the static magnetic field �BU� and the gyromagnetic ratio of the 

nuclei �γ�. For sodium nuclei γ = 11.26 MHz/Tesla, and at 4.7 Tesla the Larmor 

frequency is ~53 MHz. The received signal is demodulated before discrete 

sampling and requires a MR system with a tuneable local oscillator (such as the 

Varian Inova used throughout this thesis). For more information on the quantum 

mechanical production of rotating transverse magnetization for spin 3/2 nuclei see 

Chapter 1.5.    

 

Because the frequency of signal oscillation is dependent on the magnetic field, a 

spatially varying magnetic field can be used to make the signal phase of a point-

source evolve with time according to its position. Three solenoids producing 

orthogonal, (linearly) spatially varying magnetic fields are included in each MRI 

scanner. These magnetic fields are aptly named the gradient fields �G� and have a 

value of zero at the centre of the bore and units of mT m⁄ . When a gradient field 

is applied, the signal phase of a point-source will evolve with time and position 

according to 

 ϕ�n� =  2πxEγGn . 
 

[1-3]

It is immediately apparent from Eq. [1-2] and Eq. [1-3] that the magnitude of the 

gradient field and length of time it is applied provide a direct mapping into k-

space, 

 � =  γGn . 
 

[1-4]

To produce an MR image, the values of k-space are simply acquired through 

application of gradient fields and subsequently inverse Fourier transformed. The 

use of gradient fields to produce an MR image won Mansfield and Lauterbur the 

Nobel prize in Medicine in 2003.  
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There are essentially two methods of ‘getting around’ in k-space to acquire its 

values. The first is labelled ‘phase-encoding’ and consists of the application of a 

gradient for a specific period of time prior to acquisition (i.e. k-space locations in 

a specific dimension are developed before the signal is acquired). The second 

method is labelled ‘frequency-encoding’ and consists of acquisition of k-space 

locations during the application of a gradient. Most standard Cartesian imaging 

methods use a combination of phase and frequency encoding (i.e. frequency along 

one dimension and phase along the other one or two). Phase-encoding is 

disadvantageous for imaging the rapidly decaying signal of the sodium nuclei as 

time is required to perform this encoding, during which the signal decays. A pure 

frequency-encoding technique is primarily used in this thesis in which the centre 

of k-space (i.e. k = 0) is acquired directly following excitation while a gradient 

field is simultaneously applied. k-Space is acquired on spokes projecting from the 

centre (often labelled radial or projection imaging).     

 

1.3.2. The Discrete Fourier Transform and the MR Image 

An image directly representing any object to be scanned in an MR experiment can 

be perfectly produced if the entirety of its continuous k-space, without any 

external modulation, can be Fourier transformed to produce the image. In 

practice, k-space must be discretely sampled to a finite extent in the presence of 

external modulation. Practical k-space acquisition is given in Eq. [1-5], following 

the point-source introduction to MR image generation in Eq. [1-2]. The distance 

in 1/m between sampled k-space locations is labelled kstep, kmax is the maximum 

value of k-space sampled, and H�/`���� (also called the modulation transfer 

function – MTF) includes modulation of the point-source signal at location xE.   

 F��� = p _S�/`� ∙ e g7h/`ia ∙ H�/`���� ∙ rect t �2 ∙ k-./u ∙ δ v� − _% ∙ kKFwLaxy
�z y  

 

[1-5]
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The term S�/`� is defined to be the NMR signal acquired at zero spatial frequency, 

or at the centre of k-space. Ideally the magnitude of the NMR signal produced by 

each point-source would remain constant throughout the acquisition of k-space, 

but this is rarely the case. Alterations in the NMR signal from its value at the 

centre of k-space are reflected in H�/`����, which is defined to have a value of 1 

at the centre of k-space in this description. The modulation of H�/`���� can 

include the effects of local transverse magnetization relaxation, along with k-

space sampling density and post-acquisition weighting.  

 

The inverse Fourier transform of the sampled k-space of Eq. [1-5] is given below 

(‘∗’ denotes convolution, and the scaling factor of the inverse Fourier transform 

has been left out) 

 Im�b� = S�/`�δ�b − xE� ∗ PSF�/`��b� ∗ 1R sinc vbRx ∗ FoV p δ�b − i ∙ FoV�y
�z y  . 

 

[1-6]

Several new terms are introduced in Eq. [1-6], the first is the point spread function 

(PSF) which is the inverse Fourier transform of the MTF. If H�/`���� is uniform 

across k-space, PSF�/`��b� will be a delta function, however, as mentioned above 

this is rarely the case. If H�/`���� drops-off away from the centre of k-space the PSF�/`��b� will be spatially ‘smeared’ (down and out). In this case each point-

source will contribute intensity to a larger volume in the image than a delta 

function. However, the total contribution of each point-source to the image will 

remain constant as the integral of PSF�/`��b� remains constant and equal to the 

value of H��G���0� = 1 (as will be discussed below). Because the total 

contribution of each point-source to the image is solely dependent on the acquired 

value at the centre of k-space, NMR contrast timings (such as TE) are always 

considered with respect to the centre of k-space.    

 

The term �R� introduced in Eq. [1-6] is equal to 1 �2 ∙ k-./�⁄ , and often RR is 

listed as the voxel volume. Sampling k-space to a finite extent will result in an 
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additional convolution of the point source with a sinc function having a main-lobe 

width of 2R. When k-space is sampled to an infinite extent this sinc function will 

reduce to a delta function, however, this is far from practical. Sampling k-space to 

a reduced extent will broaden and scale the sinc function, spatially spreading the 

contribution of each point-source to the image. It should be noted that differences 

in k-space sampling extent do not alter the integral sum of values within the sinc 

function, and as such do not affect the total point-source contribution to the 

image.  

 

The sinc function convolution will spread the signal contribution of each point-

source to distant regions of the image. In a large uniform object the side-lobes of 

the sinc function will be ‘cancelled’ by integral summation of point-source 

contributions, however, sharp signal transitions in the object will generate visible 

ringing in the image (named Gibbs’ ringing). To reduce the spatial extent of 

signal contribution to the image associated with sinc function convolution, a k-

space filter (which would be included in the MTF of Eq. [1-5]) can be 

implemented (Chapters 2 - 4). 

 

The term �FoV� introduced in Eq. [1-6] is equal to 1 kKFwL⁄ , and is labelled the 

field of view. The result of the discrete k-space sampling requirement is that the 

image produced will be replicated at intervals of FoV. Point-sources at a distance 

greater than FoV/2 will contribute to the space within –FoV/2 to FoV/2 as a result 

of this replication, superimposing with other point-source contributions inside 

FoV. This well known problem is defined as aliasing, and 1 _2 ∙ kKFwLa⁄  must be 

less than the greatest signal contributing distance (the ‘spatial’ Nyquist criterion). 

For the frequency-encoding k-space sampling of this thesis, maximum signal 

contributing distances are bound by the Varian Inova’s anti-aliasing filter. When a 

gradient G is applied during frequency-encoding, the phase of point-sources at FoV 2⁄  will evolve with frequency γG�FoV 2⁄ �. This frequency can be set as the 

cut-off frequency (or frequency bandwidth – BW) for the anti-aliasing filter. It is 
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trivial to show that this frequency is half of the sampling frequency (SW) which 

produces kstep (Eq. [1-7], where τK.-L is the frequency encoding sampling dwell 

time), thus satisfying the ‘temporal’ Nyquist criterion.      

 BW = γG FoV2 = γG 12 ∙ kKFwL = γG 12γGτK.-L = 12 SW 

 

[1-7]

 

It should be noted that the effects of replication associated with the sampling of k-

space are not completely eliminated even with perfect filtering and critical 

sampling according to the Nyquist criterion. Both the PSF and the sinc functions 

will be continuous functions with infinite spatial extent (i.e. each point-source 

will contribute everywhere in the infinite image space as a result of these 

convolutions). The portions of the convolved signal intensity beyond FoV will 

contribute to the space within FoV as a result of replication. These replication 

contributions are typically very small, but do have some impact in the context of 

Non-Cartesian gridding (Appendix 2).  

 

Practical computation of the inverse Fourier transform of Eq. [1-5] requires a 

practical limit on m, i.e.   

 Im�b� = � p S�/`� ∙ e g7h/`i ∙ H�/`����� 7⁄  �
�z �/7

y
 y ∙ rect t �2k-./u ∙ δ v� − _%kKFwLax eg7h2i �� . 

 

[1-8]

Replacing k with % ∙ kKFwL, Eq. [1-8] can be rewritten as  

 Im�b� = p S�/`� ∙ e g7h/`������ ∙ H�/`��%kKFwL�� 7⁄  �
�z �/7

∙ rect �%kKFwL2k-./ � � δ v� − _%kKFwLax eg7h2i ��y
 y  , 

 

[1-9]
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or as  

 Im�b� = p S�/`� ∙ e g7h/`������ ∙ H�/`��%kKFwL� ∙ rect �%kKFwL2k-./ �� 7⁄  �
�z �/7 eg7h2������ . 

 

[1-10]

Acknowledging that the image produced will be discrete, Eq. [1-10] can be 

rewritten as in Eq. [1-11] with b = &X (where X is the pixel / voxel size in the 

image), and X = 1 _kKFwL ∙ Ma⁄ , yielding what looks like the discrete Fourier 

transform (DFT).  

 Im�&X� = p S��G�� ∙ e g7h��G�������� ∙ H�/`��%kKFwL� ∙ rect �%kKFwL2k-./ �� 7⁄  �
�z �7

eg7h9��  

�0 ≤ & ≤ M − 1� 
 

[1-11]

The commonly used inverse DFT (which includes the scaling factor 1/M to reflect 

standard computation of the inverse DFT) is given in Eq. [1-12]. Inclusion of the 

variable b reflects the required summation limits of the DFT, and involves an 

effective swapping of sampled k-space halves (or ‘fftshift’ in Matlab).    

 Im�&X� = 1M ∙ p S��G�� ∙ e g7h��G����������� ∙ H��G�����%�kKFwL� ∙ rect ���%�kKFwL2k-./ �� �
�zU eg7h9��  

���%� = % �mod N�, − M2 ≤ � ≤ M2 − 1, 0 ≤ & ≤ M − 1� 
 

[1-12]

The inverse DFT of Eq. [1-12] governs MRI image formation. It can also be 

written in the alternative form of Eq. [1-13] below. It should be noted that M must 

be greater than or equal to A = 2k-./ kKFwL⁄  (or the sampled matrix dimension) 

for physical meaning.   

 Im�&X� = 1M ∙ p S��G�� ∙ e g7h��G������JE¡ ∙ H��G�� ���%�FoV � ∙ rect ���%�FoV ∙ R�� �
�zU eg7h9��  

���%� = % �mod M�, − M2 ≤ � ≤ M2 − 1, 0 ≤ & ≤ M − 1� 
 

[1-13]
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While the periodicity (at the rate of FoV) of the image produced has been 

absorbed into the inverse DFT equation, one should be aware that this periodicity 

is still present. The discrete image produced by inverse DFT is essentially a 

sampling of continuous image Eq. [1-6] (within the limits defined by FoV), and 

the functions in Eq. [1-6] without finite spatial extent (i.e. the sinc function, and 

for most practical cases the PSF function) will contribute values to the discrete 

image from replications beyond the extent of the image.  

 

When M is greater than A = 2k-./ kKFwL⁄  (or the sampled matrix dimension), 

discrete k-space can be said to be zero-filled beyond kmax. The result is finer 

sampling of signal contributions to the image. Note, however, that the shape of 

each signal contribution does not change, i.e. the smearing of the PSF is not 

altered by zero-filling.     

 

The inverse DFT of Eq. [1-13] can also be re-expressed as Eq. [1-14], where ⨂ 

denotes circular convolution 

 Im��G���&X� = S��G���nUX� ⨂ PSF��G��£ �&X� . 
 

[1-14]

As with the continuous image of Eq. [1-6], the discrete image produced by DFT 

will be the integral sum of all the infinitesimal point-source contributions within 

the object scanned during the MRI experiment. For each point-source signal 

contribution, the PSF��G��£  is effectively centred at continuous location nU in 

image space, multiplied with S��G��, and sampled at the image matrix locations 

defined by &. The definition of PSF��G��£  is given as  

 PSF��G��£ �&X� = 1M ∙ p H��G�� ���%�FoV � ∙ rect ���%�FoV ∙ R� eg7h-��� �
�zU  , 

 

[1-15]

where the prime represents the fact that the inverse DFT produces a function that 

is not simply the convolution of the inverse Fourier transforms of the sampled H��G�� and rect functions, but rather the circular convolution of the two inverse 



Chapter 1:  Introduction and Background 

24 

 

DFT transforms. The inverse DFT of the rect function is also not simply a sinc 

function, but approaches one within image space when ‘replication folding’ is 

minimal (as is typically the case in practice). It should be noted that the inverse 

DFT produces a sampling of PSF��G��£  at matrix locations n. The values of PSF��G��£  at fractional locations of the image matrix can be found from zero-filling 

the k-space matrix (i.e. increasing M).      

 

As mentioned previously, truncation of k-space yields convolution with a sinc 

function in image space. The sinc function has null locations spaced at distance R, 

and when R = X (i.e. no zero-filling) and nU is an integer, a point-source 

contribution centred at nU will contribute solely to the nU matrix location. 

However, this is not the case when nU is not an integer. When k-space is zero-

filled the sinc function will be sampled more finely, and the effects of sinc 

function convolution may be more visible than when R = X (i.e. it is more likely 

that minimum and maximum values of the troughs and valleys associated with 

sinc function convolution will be sampled).  

 

Because the DFT and the inverse DFT are transform pairs, the DFT of a discrete 

image produced in an MRI experiment can be directly stated as below.  

 p Im�&X�� �
9zU e g7h�9� = S��G��e g7h��G������JE¡ ∙ H��G�� ���%�FoV � ∙ rect ���%�FoV ∙ R� 

���%� = % �mod M�, − M2 ≤ � ≤ M2 − 1, 0 ≤ % ≤ M − 1� 
 

[1-16]

By considering m = 0, it is readily apparent that the total signal contribution of 

any point-source to the discrete image is directly the acquired signal value at the 

centre of k-space (as stated previously for Eq. [1-6]). For this reason, when 

designing NMR pulse sequences for maximum signal or contrast, the value at the 

centre of k-space is of primary concern (as mentioned above). It is again noted 

that the shape of H�k� will not alter the total signal contribution of each point-
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source to the image; the shape of H�k� will, however, change the shape of each 

signal contribution to the image, potentially smearing it out.   

 

1.3.3. Image Intensity Dependence on Acquisition Parameters and Zero-Filling 

While the total signal contribution to a discrete MR image is solely dependent on 

the associated signal value at the centre of k-space, image intensity can depend on 

the k-space acquisition parameters kstep and kmax (or FoV and R) along with the 

inverse DFT parameter M. The dependence of the value at the centre of the PSF��G��£  is given below 

 PSF£�0� ∝ FoVR ∙ M  . 
 

[1-17]

When the MTF remains constant, Eq. [1-17] describes PSF scaling and the effects 

on image intensity can be introduced as below. 

 

When M is increased (i.e. the case of zero-filling) the magnitude of the PSF will 

be reduced in inverse proportion to this increase, however, the PSF will be more 

finely sampled in direct proportion to this increase. The decrease in image 

intensity maintains a constant total signal contribution. This intensity decrease 

also follows from solution to Parseval’s theorem, which is stated below for the 

DFT where Im�&� is the inverse DFT of F�%�.  
 p |Im�&�|7� �

9zU = 1M p |F�%�|7� �
�zU  

 

[1-18]

  

From Eq. [1-17] it is apparent that image intensity is directly dependent on FoV.  

A decrease in FoV when all else remains constant yields a decrease in the value of 

X and increased sampling of any signal contribution. The decrease in image 

intensity again maintains a constant total signal contribution. Note, however, that 

the shape of PSF��G��£  (particularly in its periphery) can be (very slightly) altered 
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by change in FoV. Direct scaling of the entire signal contribution with FoV 

assumes minimum contribution to ‘replication space’ beyond the FoV, which (in 

general) is effectively the case.   

 

Although each point-source contribution to the image is also inversely scaled by 

R (when all else remains constant in Eq. [1-17]), within a sufficiently large 

uniform object the final image intensity (or the integral sum of each point-source 

contribution) remains ‘constant.’ When R is decreased, the shape of each point-

source signal contribution to the image is spatially stretched, and inversely scaled 

in proportion to the increase in R (maintaining a constant total signal 

contribution). However, the spatially stretched signal contribution from each 

infinitesimal point-source will contribute to a greater number of matrix locations 

within the image. If a uniform object is sufficiently large, the average total sum of 

contributions at matrix locations ‘sufficiently within’ the object (i.e. not at the 

edges) remains the ‘same’ (the term average is included as superimposed ringing 

throughout the object will be altered with change in R).  

 

For any ‘sufficiently large’ uniform (with respect to signal) object, its image 

intensity will be inversely scaled by M, ‘directly’ scaled by FoV (assuming 

minimal replication folding), but remain ‘unmodulated’ by R. This is perhaps a 

break from the traditional way of thinking about image intensity dependence on 

voxel volume (where R�/,¦,§� would typically define a 3D voxel). Traditionally, 

image intensity in an MRI experiment is thought of as being proportional to voxel 

volume, but this is a 0-dimensional ‘spectroscopy’ way of thinking about things, 

where signal intensity is simply proportional to the total number of spins excited. 

For the MRI experiment, the total number of spins excited remains constant 

regardless of how their signal phase is made to evolve or how k-space is sampled.   
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1.3.4. Image Noise 

It is generally considered that the noise present at the input to the discrete sampler 

(or the analog to digital converter) in an MRI experiment is additive white 

Gaussian noise with variance 587 (zero mean is implied). This noise is dependent 

on the resistive load of the coil, which includes the series resistance of the linear 

components, as well as (and predominantly for typical in-vivo experiments) the 

effective resistance associated with the object in the coil. Sampled noise is also 

dependent on the noise figure of the system receive chain, and isolation from 

additional additive sources such as the transmit power amplifier. Finally, the 

sampled noise power is dependent on the bandwidth of the anti-aliasing filter 

(BW), which is of primary concern to this introduction. The power spectral 

density (PSD) of the input noise will be expressed as Eq. [1-19], where 567 

represents the sum of thermal noise contributions and their dependencies as 

described above. 

 PSD�¨� = 587 = 567 ∙ BW 
 

[1-19]

 

If every location of the k-space matrix is sampled exactly once, each location will 

be associated with a noise power of 587. As 567 and BW (typically) remain 

constant throughout an MRI experiment, a discrete spatial PSD associated with 

each k-space matrix location for an MRI experiment can be given as Eq. [1-20].   

 PSD�%� = 567 ∙ BW 
 

[1-20]

The discrete spatial PSD can be modified by two means. One is the additional 

sampling of each k-space matrix location (or sampling density, given as SD�%�), 
and the other is post-acquisition weighting (W�%�), or the scaling of each matrix 

location. Noise power is directly related to noise summing and proportional to the 

square of noise scaling. The discrete, windowed, spatial PSD is given in Eq. [1-

21], where A is the number of sampled k-space matrix locations (A = 2kmax/kstep = 

FoV/R).   

 PSD�%� = 567 ∙ BW ∙ SD���%�� ∙ W7���%�� ∙ rect���%�/A� [1-21]
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Inverse Fourier transform of the continuous spatial noise power spectral density 

yields the autocorrelation function r�b�. 

 r2�b� = FT ��PSD���� 
 

[1-22]

Inverse DFT of the discrete PSD yields the discrete autocorrelation function r>�&�.  
 1>�&� = �567 ∙ BW�M7 p SD���%�� ∙ W7���%�� ∙� �

�zU rect���%�/A�©g7h� 9� 

 

[1-23]

The subscript ‘D’ is used to indicate that r>�&� does not have the same shape as r�b� but contains the effects of ‘replication folding’ associated with PSD 

sampling (however, the shape of r>�&� will approach that of r�b� when A is 

large). The factor 1 M7⁄  accounts for the scaling associated with typical 

calculation of the inverse DFT. The value of the autocorrelation function at zero is 

the variance of the noise in image space �597�.  

 597 = 1�0� = �567 ∙ BW�M7 p SD���%�� ∙ W7���%��� �
�zU ∙ rect���%�/A� 

 

[1-24]

 

Image noise variance dependence can be re-expressed by replacing the anti-

aliasing filter BW with its Nyquist link to sampling rate, i.e. BW = A/2TAB. 

 597 ∝ ATAB ∙ M7 p SD���%�� ∙ W7���%��� �
�zU ∙ rect���%�/A� 

 

[1-25]

Introducing the relative power spectral density �rPSD), Eq. [1-25] can be re-stated 

as  

 597 ∝ A7TAB ∙ M7 p rPSD���%��; �
�zU  

[1-26]

where, 

 rPSD���%�� = SD���%�� ∙ W7���%��A  . [1-27]
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Replacing A with the dependency A = FoV/R  yields 

 597 ∝ FoV7TAB ∙ R7 ∙ M7 p rPSD���%��; �
�zU  . 

 

[1-28]

Finally, expressing the effects of ‘global’ k-space averaging with its dependence 

on total scan time �Tª��  
 597 ∝ FoV7Tª�  ∙ TAB ∙ R7 ∙ M7 p rPSD���%��; �

�zU  

 

[1-29]

gives the direct dependency of image noise on the k-space acquisition attributes 

and zero-filling. 

 

1.3.5. k-Space Acquisition and SNR 

As described previously, image intensity is ‘directly’ proportional to FoV/M. As 

the standard deviation of noise produced in the image is also proportional to FoV/M it can be stated that altering FoV (assuming imaging times remain 

constant) and k-space zero-filling have no effect on image SNR. However, given 

that image intensity remains ‘constant’ with change in R for objects that are 

sufficiently large, it can also be stated that within sufficiently large objects SNR 

will be proportional to R. The resultant SNR dependence of k-space acquisition 

design is given in Eq. [1-30].  

 SNR ∝ R ∙ «Tª�  ∙ TAB ¬1 p rPSD���%��; �
�zU­ ® 

 

[1-30]
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1.3.6. The Modulation Transfer Function (H(k)) 

The function H��G����� is given the label ‘modulation transfer function’ and can 

be split into two parts (Eq. [1-31]).  

 H��G�� ���%�FoV � = M/¦��G�� ���%�FoV � + Γ ���%�FoV � 
 

[1-31]

The function Mxy�n0X� is used to define NMR signal dependency with time for 

each point-source in the object. As stated previously, it is assigned the value of 

one at the centre of k-space (i.e. the NMR signal intensity at the centre of k-space 

is included in the S��G�� constant). For standard single-quantum sodium imaging 

(which typically does not involve spin-echo refocusing) S��G��M/¦��G�� can be 

effectively defined by T2* decay and the time following excitation at which the k-

space locations are sampled. However, it should be noted that Mxy�n0X� for sodium 

imaging is not necessarily the sum of intrinsic T2 decay and the dephasing 

envelope T7£, the development of other spin 3/2 coherences and their evolution 

into observable single quantum coherence can affect the Mxy�n0X� shape. An 

example is triple quantum filtering, briefly described in Chapter 1.5. 

 

The function Γ�%� includes both sampling density, SD�%�, and post-acquisition 

weighting, W�%�, and is very often designed to be uniform.  

 Γ�%� = SD�%� ∙ W�%� 
 

[1-32]

In this introduction Γ�%� is assumed to retain a value of one at the centre of k-

space. The trivial scaling of the Γ�%� function (and the modulation transfer 

function) by post-acquisition weighting will increase image signal and noise in 

equal proportion. Scaling the Γ�%� function by sampling density is equivalent to 

global averaging producing the associated SNR increase.  
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1.3.7. Sampling Efficiency 

Sampling efficiency is concerned with the generation of a desired Γ�%� in the 

most SNR efficient manner (for constant scan duration). It has been shown that 

sampling efficiency is maximal when sampling density matches the desired Γ�%� 
shape (55). Any requirement for non-uniform post-acquisition weighting of 

sampling points will reduce SNR from the value that could have been attained if 

sampling density had been altered as desired. The relative increase in noise 

variance associated with post-acquisition weighting is given in Eq. [1-33] (from 

(55)), where σ:;<7  is the image noise variance in the post-acquisition weighted 

case and σ=>7  is the image noise variance in the sampling density designed case. 

The variable # is used to describe each sampling point, and L reflects the total 

number of sampling points.    

 σ:;<7
σ=>7 = L ∙ ∑ W7�#�´�∑ W�#�´ �7  

 

[1-33]

Derivation (not presented to the author’s knowledge) of a similar equation with 

respect to the sampling efficiency of k-space filtering is given in Appendix 7. 
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1.4. 3D Twisted Projection k-Space Acquisition 

 

As previously mentioned, standard 3D radial k-space acquisition ‘suffers’ from 

large sampling density variation across k-space. Sampling density can be defined 

for radial imaging as the time spent sampling a spherical shell in proportion to the 

volume of that shell 

 dτdV = dH4πk-./7 17d1 , 
 

[1-34]

where the variable τ is a dimensionless fraction of the time required for a 

projection to reach the extent of k-space, and r is a radial fraction of the sampled 

k-space extent. Within a Cartesian k-space matrix Eq. [1-34] could be rewritten as 

 dτdV = dH4π��A − 1� 2⁄ �717d1 , 
 

[1-35]

where A is the number of matrix locations across the Cartesian k-space matrix. 

When 4π_�A − 1�/2a7
 uniformly spaced projections are implemented the 

sampling density is  

 SD�1� = dH17d1 . 
 

[1-36]

At the edge of the sampled k-space sphere the sampling density will be 1, 

describing critical Nyquist sampling. Uniform ‘over-projectioning’ is equivalent 

to a uniform averaging of k-space and can be included as such in noise variance 

calculation. For standard radial imaging dτ dr⁄ = 1, and the sampling density 

throughout k-space is proportional to 1 r7⁄ .   

 

If a uniform Γ�1� is desired, each acquired sampling point must be post-

acquisition weighted as 17 according to its relative radial location. It is simple to 

calculate the sampling inefficiency of standard radial imaging for the generation 

of a uniform Γ�1� using an integral form of Eq. [1-33] (from the previous 
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section). This is highlighted below where the volume of the k-space sphere is 

proportional to the total number of k-space matrix locations within the sphere, and 

the total number of radial spokes (or ‘projections’) implemented is proportional to 

the surface area of the sampled sphere (��O2 is the radius of the sampled k-space 

sphere).  

 σ:;<7
σ=>7 = 43 πk-./R ∙ 4πk-./7 · �17�7�¸¹ºU d1v4πR7 · 17�¸¹ºU d1x7 = 5 3⁄  

 

[1-37]

For standard radial imaging the standard deviation of noise will be 29% greater 

when compared to a case where the entirety of the sphere was sampled uniformly.   

 

Into the context of standard radial acquisition’s sampling inefficiency and large 

number of required projections, 3D twisted projection imaging (TPI) was 

presented in 1997 for sodium imaging (30). The concept is to slow the radial 

evolution of each projection beyond a given fraction of sampled k-space (labelled 

p) such that sampling density beyond p remains the constant value of that at p. 

This is done while maintaining a constant sampling speed, and to maintain a 

constant sampling speed projections are made to twist. As a result, each projection 

samples much more of k-space before reaching the edge of the sampled extent, 

and the required number of projections to critically fill k-space is decreased. 3D 

TPI is an implementation of 2D TWIRL (56) on sets of cones. A brief derivation 

and description of the equations governing TPI are given below.   

 

The required projection radial evolution to maintain a desired sampling density 

beyond radial fraction p can be solved from solution to Eq. [1-36], i.e.  

 d1dH = 1SD�1� ∙ 17 ,      1�H = 0� = 4 

 

[1-38]
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with the requirement that  

 SD�4� = 147 . 
 

[1-39]

This requirement reflects the fact that at the initiation of radial evolution alteration 

the sampling density must be equal to that of standard radial acquisition.  

 

If uniform sampling density is to be maintained beyond p, then Eq. [1-38] must be 

solved for a constant value of SD = 1 47⁄ , yielding 

 1�H� = �347H + 4R��/R , 
 

[1-40]

where Eq. [1-40] describes the radial evolution beginning at 1 = 4. The total 

relative projection length �HDEF�, in proportion to that of a standard straight 

projection, can be found from solution to Eq. [1-40] for 1�H� = 1 and the addition 

of the relative time required to sample the initial straight segment before the 

initiation of radial evolution. 

 HDEF = 1 − 4R347 + 4 

 

[1-41]

For small values of p the relative length of each projection will be substantially 

increased from that of standard radial imaging.    

 

Although TPI was initially introduced for the generation of uniform sampling 

density, Eq. [1-38] can be used to solve radial evolution for a very wide range of 

sampling densities. This was also proposed by Boada in 1997 (29). While Boada’s 

purpose was to facilitate reduced readout duration under a hardware constraint, it 

is proposed in this thesis that the logical radial evolution altered design is one that 

produces a k-space filtering shape for the minimization of ringing artifact 

(Chapter 2). Another radial evolution altered design is also presented in this thesis 

and involves the compensation of the T2 relaxation with sampling density to 

produce any desired MTF in the presence of relaxation (Chapter 4). For the ‘non-
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trivial’ SD�1� shapes presented in this paper Eq. [1-38] is solved numerically 

(using Matlab).  

 

While radial evolution slows to achieve a desired sampling density for TPI, the 

speed of sampling throughout k-space is designed to remain constant and equal to 

that before the initiation of radial evolution alteration �d1 dH⁄ = N = 1�. The 

speed of positional evolution in terms of spherical coordinates is given in Eq. [1-

42], where �'� and ��� are the polar and azimuthal angles respectively  (from 

http://mathworld.wolfram.com/SphericalCoordinates.html ).  

 N = 1 = ¼1½ 7 + 17�½ 7sin7�'� + 17'½ 7 

 

[1-42]

When 3D TPI is implemented on sets of cones, as suggested by (30) (and done in 

this thesis), the polar angle is held constant throughout each trajectory. In this 

case the azimuthal angle must evolve according to Eq. [1-43]. 

 d�dH = ¾ 1 − vd1dHx7
17�τ�sin7�'� 

 

[1-43]

Formal solution to Eq. [1-43] for the case of uniform sampling density production 

is given in (30). For the ‘non-trivial’ SD�1� shapes presented in this paper Eq. [1-

43] was solved numerically together with Eq. [1-38]. See Appendix 1, Figure A1-

1 for an image of a three dimensional twisted projection.  

 

The advantage of twisting each projection, or designing each projection to 

maintain constant sampling speed while radial evolution slows to produce the 

desired sampling density, is that with increased projection length each projection 

will sample many more locations within the k-space sphere than standard straight 

projections. The maintenance of constant sampling density of 1 47⁄  beyond p 

implies that k-space will be globally oversampled beyond p to the extent of 1 47⁄  
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when 4π_�A − 1�/2a7
 projections are implemented. Global oversampling is 

unnecessary and as a result the number of projections required to critically fill k-

space can be reduced. In theory, if the sample density at p is maintained 

throughout k-space the number of projections required to meet the Nyquist 

criterion is related to the relative radius p (rather than r = 1) and could be reduced 

as p2 from the case of standard radial imaging. For TPI, the Nyquist criterion 

within each cone requires that the number of projections filling the cone can only 

be reduced by the factor p, and the number of cones required cannot be reduced. 

However, a reduction in the number of required projections by the factor p can be 

substantial especially when p is small.  

 

Although a reduction in the number of projections required to fully sample k-

space may be beneficial in some cases, this is not necessarily the case for in-vivo 

sodium imaging. Because sodium imaging is a low signal (low concentration) 

application, k-space matrix dimensions are typically small and scan times 

typically long (for the purpose of increasing SNR). Because sodium in-vivo T1 

values are also short (< 65 ms @ 4.7T), in many practical in-vivo sodium imaging 

scenarios the entirety of k-space can be filled with straight (un-twisting) 

projections in a ‘reasonable’ scan time. For this reason the twisting aspect of TPI 

with its associated reduction in number of required projections is not its most 

important aspect. Of much greater importance is simply the alteration of radial 

evolution. 3D radial sampling density altered k-space acquisition without twisting 

has been very recently presented (36), and is essentially TPI without the 

maintenance of constant sampling speed.  

 

As an aside, a novel technique that allows both the polar and azimuthal angles to 

evolve during the projection readout and facilitates projection reduction toward 

that of  p2 was developed and presented at the ISMRM non-Cartesian workshop in 

Sedona (Stobbe, Beaulieu, 2007, (144)), While this technique may find value in a 

proton MRI setting, no particular value is suggested for sodium imaging.  
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1.5. Quantum Mechanics of the Spin 3/2 Sodium Nucleus 

 

Although this thesis is by no means intended to be one of a quantum mechanical 

nature, the quantum mechanics of spin 3/2 nuclei are nevertheless introduced to 

provide some consideration of the unique aspects of spin 3/2 NMR. This section 

provides some background to the Sodium Spin Sequence (“Triple-S”) simulator 

created during this thesis, which involves a direct implementation of coupled 

differential equations defining the evolution of the density operator given by 

(71,145,146)  (Appendix 6).  

     

The 23Na nucleus has 11 protons and 12 neutrons, and it is from the eleventh 

unpaired nucleon that the nucleus derives its net angular momentum (147). The 

combination of angular momentum and intrinsic proton spin yields a nuclear spin 

for 23Na of  � = 3 2⁄  (148,149). Discussion of the consequences of spin 3 2¿  and its 

difference from that of Hydrogen (1H, i.e. proton, � = 1 2⁄ ) will begin with 

discussion of the sodium spin ensemble within a large magnetic field. Following 

description of the density matrix and operator, the quadrupole Hamiltonian (the 

preponderant interaction experienced by sodium nuclei in biological 

environments) will be introduced and its effect on spectral splitting and relaxation 

given. Finally, evolution of the density operator describing the polarization of the 

spin ensemble will be addressed in the context of the particularly useful 

irreducible tensor operators.  

 

1.5.1. The Sodium Spin Ensemble in a Large Magnetic Field 

The sodium nucleus has four ‘spin-states’ associated with the orientation of the 

spatially quantized nuclear angular momentum vector ���, which has a magnitude |�| = «��� + 1� = √15 2⁄ , and a z-component ��Á� quantized according to its 

eigenvalues: % = − 1 2⁄ , 1 2⁄  for proton and % = − 3 2⁄ , − 1 2⁄ , 1 2⁄ , 3 2⁄   for sodium 

(Figure 1-1) (150-152).  
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Figure 1-1: Depiction of the spatial quantization of nuclear angular momentum for spin 
3/2. While the z-component (along the vertical axis) and magnitude values are defined for 
each spin-state, the x and y components are not (depicted by the dotted ellipsoids).    

 

The wave-function for each nuclear spin can be expressed as Eq. [1-44] (152-

154),  

 Ψ 
 p ��Â|Ã%ÄÅÄ  [1-44]

where the �� terms are complex constants associated with the probabilities of 

each spin-state (that differ for each nuclear spin within an ensemble), and the Ã|%Å 
terms represent the spin-states. The quantum mechanical probability of finding a 

spin in state Ã|%Å is equal to the magnitude of ��, and can be found from the inner 

product ÆΨ�|ΨÅ (where the angle brackets define the inner product), as the spin-

states are orthonormal, i.e. Æ%Ä|%ÄziÅ 
 1, and Æ%Ä|%ÄÇiÅ 
 0.  

 ÆΨ�|ΨÅ 
 ��{ Æ%|ΨÅ 
 ��{ �� 
 

[1-45]

The use of angle brackets in quantum mechanics is defined as the Dirac notation 

(152,153), and often the ‘bra’ ÆΨÃ| and ‘ket’ |ÃΨÅ terms are separated to label wave-
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functions or spin-states as above. The term ÆΨ|OP|ΨÅ defines the inner product 

following operation on the ket by a given operator ‘OP’ (for example, the operator �Á given above weights each spin-state (or ket term) by its z-component of angular 

momentum). If the operator is associated with a physical observable, ÆΨ|OP|ΨÅ 
yields the quantum mechanical expectation of that observable.  

 

The interaction energy associated with a nuclear magnetic moment $ and a 

magnetic field É6 is given by the scalar product below: 

 Ê = −$ ∙ É6 [1-46]

where 

 $ = ℏ
� 
 

[1-47]

and 
 is the gyromagnetic ratio, which for sodium is 11.26 MHz/T (roughly ¼ 

that of proton). Assigning the z-axis to be along the direction of ÉU, the (Zeeman) 

Hamiltonian can be defined as: 

  ℋ� = ℏ
�ÁÉ6 
 

[1-48]

In the presence of the static Zeeman Hamiltonian each wave-function will evolve 

with time according to Schrodinger’s equation, 

  iℏΨ½ = ℋΨ 
 

[1-49]

with solution given below (153) 

 Ψ�n� = p ��Âexp_Ì%ÄγBUna|Ã%ÄÅÄ  

 

[1-50]

   

The quantum mechanical expectation value of a magnetic dipole along the z-axis 

(labelled Æ$ÁÅ), where $Á =  ℏ
�§, is given in Eq. [1-51] for a sodium nucleus 

within a large magnetic field.   

 Æ$ÁÅ = 
ℏÆΨ�n�|�Á|Ψ�n�Å = 
ℏ p %Ä ∙ ��Â∗ ��ÂÄ  

 

[1-51]
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The time-dependent phase term of Eq. [1-50] is cancelled, and the expectation 

value for a magnetic dipole along the z-axis in a large magnetic field is solely 

associated with the �Á eigenvalues and probabilities of each spin-state (Eq. [1-52] 

for proton and Eq. [1-53] for sodium).  

 Æ$ÁÅLÍEFE� =  
ℏ2 _��Î∗ ��Î − ��Ï∗ ��Ïa 

 

[1-52]

 Æ$ÁÅKEÐ�Ñ- =  
ℏ2 _3 ∙ ��Î∗ ��Î + ��Ï∗ ��Ï− ��Ò∗ ��Ò − 3 ∙ ��Ó∗ ��Óa 

 

[1-53]

 

Given the orientation of nuclear angular momentum associated with each spin-

state, a magnetic moment projection along the transverse plane is also to be 

expected for each nuclear spin. To calculate the expectation value Æ$2Å =  
ℏÆ�/Å, 
the raising and lowering operators, �� and � , are introduced with function to 

increase or decrease the wave-function spin-state (i.e. to states with greater or less 

projection along the z-axis respectively) (Eqs. [54, 55]).  

 �± Ã|%ÄÅ = Õ¼��� + 1� − %Ä_%Ä ± 1aÖ Ã|%Ä±�Å 
 

[1-54]

 Ã��|%�O2Å = 0Ã    &    � |%�Ø9Å = 0 
 

[1-55]

The �2 and �Ù operators can be expressed as linear combinations of these raising 

and lowering operators (Eq. [1-56]) (152,153,155).  

 �2 = 12 ��� + � �     &     �Ù = −Ì2 ��� − � � 
 

[1-56]

The expectation value for a magnetic moment along the x-axis is given below: 

 Æ$2Å = 
ℏÆΨ�t�|�2|Ψ�t�Å = 
ℏ p ��ÂÚ∗ ��ÂÄ,Ä£ Æ%Ä£|�2|%ÄÅexp_ÌγBU_%Ä£ − %Äana 

 

[1-57]

 

For a proton spin system with two spin-states the expectation value Æ$2ÅLÍEFE� is 

given in Eq. [1-58]. If the complex ′�′ constants are expressed according to Eq. 

[1-59], then Æ$2ÅLÍEFE� can be expressed according to Eq. [1-61]. As can be seen, 



Chapter 1:  Introduction and Background 

41 

 

for nuclei within a large magnetic field the expectation value of a magnetic dipole 

in the x – y plane rotates at the Larmor frequency with phase determined by the 

combination of adjacent spin-state probability constants. 

 Æ$2ÅLÍEFE� = 
ℏ2 _��Ï∗ ��Î + ��Î∗ ��Ïaexp�ÌTUn�  
 

[1-58]

 ��Â = Age ØÜZ 
 

[1-59]

 '7� = α7 − α� 
 

[1-60]

 Æ$2ÅLÍEFE� = 
ℏA�A7cos�'7� + TUn� 
 

[1-61]

 Æ$ÙÅLÍEFE� = −
ℏA�A7sin�'7� + TUn� 
 

[1-62]

Likewise, the sodium expectation value Æ$2ÅKEÐ�Ñ- can be expressed as below, 

and is the sum of three oscillating components. 

 Æ$2ÅKEÐ�Ñ- = 
ℏ2 Þ√3_��Ï∗ ��Î + ��Î∗ ��Ïa + 2_��Ò∗ ��Ï + ��Ï∗ ��Òa
+ √3_��Ó∗ ��Ò + ��Ò∗ ��Óaßexp�ÌTUn�  

 

[1-63]

 Æ$2ÅKEÐ�Ñ- = 
ℏÞ√3A�A7cos�'7� + TUn� + 2A7ARcos�'R7 + TUn�+ √3AàARcos�'àR + TUn�ß 
 

[1-64]

 

In practice we are concerned with not one, but many, many spins. In this case the 

statistical expectation value associated with a given spin-state for the spin system, 

or ensemble, is written as ��∗ ��áááááááá . In thermal equilibrium within a large magnetic 

field the ensemble expectation values for each spin-state will not be equal, but 

will follow the Boltzmann distribution with probability ∝ exp�− E� kT⁄ �, where E� is the energy associated with each eigenstate (152). Because the distribution 

differences between spin-states will be extremely small, the exponential can be 

expanded as Eq. [1-65] (where ã = �2� + 1� is the number of spin-states, 2 for 

proton and 4 for sodium).  
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 ��∗ ��áááááááá ≈ 1ã �1 + %ℏγBU/kT� 
 

[1-65]

To simplify calculation, the ensemble spin-state expectation values are generally 

given in terms of deviation from equilibrium while removing the extraneous (to 

calculation) constants. As can be seen, with this expression the ensemble spin-

state expectation values in thermal equilibrium within a large magnetic field are 

directly the �Á eigenvalues.  

 ��∗ ��ááááááá = % 
 

[1-66]

 

As a result of the ensemble spin-state expectation differences, an ensemble 

average magnetic dipole (or longitudinal magnetization) will be generated along 

the z-axis in a large magnetic field. This magnetization, which is proportional to 

the maximum signal that can be produced in an NMR experiment, is directly 

dependent on BU. It is for this reason that greater static magnetic fields have been 

sought in which to do NMR experiments.  

 

From experiment it is well known that at thermal equilibrium there is no net 

ensemble magnetization rotating in the x-y plane at the Larmor frequency 

(transverse magnetization), as such a rotating magnetic field would produce an 

EMF in the detection coil (tuned to the Larmor frequency). Although the 

expectation value of a transverse magnetic dipole for a single wave function 

oscillates in time at the Larmor frequency, it must be the case that the phase terms 

of Eq. [1-64] are randomly distributed amongst the spins in the ensemble at 

equilibrium. 
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1.5.2. The Density Matrix / Operator  

The density matrix is a matrix of the average spin ensemble products of state 

probability values, ��å∗ ��æááááááááá, which for spin 3 2¿  is of size 4 x 4. The ensemble 

average expectation value for an observable such as a magnetic dipole along the 

z-axis or Æ$ÁÅááááá is then proportional to the trace of the density matrix multiplied 

with the operator matrix (shown in Eq. [1-67] for sodium).  

 Æ$ÁÅááááá ∝ Æ�ÁÅááááá = Tr çè��Î∗ ��Îááááááááá ⋯ ��Ó∗ ��Îááááááááá⋮ ⋱ ⋮��Î∗ ��Óááááááááá ⋯ ��Ó∗ ��Óáááááááááì ∙ íÆ%�|�Á|%�Å ⋯ Æ%�|�Á|%àÅ⋮ ⋱ ⋮Æ%à|�Á|%�Å ⋯ Æ%à|�Á|%àÅîï 

 

[1-67]

At thermal equilibrium within a large magnetic field the density matrix (labelled 

DM) for the sodium nucleus is given in Eq. [1-68].  

 DMwðÑ�ñòÍ�Ñ- = 12 ó3 0 0 00 1 0 00 0 −1 00 0 0 −3ô 

 

[1-68]

 

Of particular importance to the computation of the evolution of the spin ensemble 

is that quantum mechanical operators can be associated with the density matrix; 

this was shown above for the �Á operator related to the system in thermal 

equilibrium. As such, not only are quantum mechanical operators associated with 

their direct operation on the wave-function, but also with the statistical ensemble 

distribution. The density operator �(� is introduced as a linear sum of orthonormal 

basis operators, and is associated with density matrix according to Eq. [1-69] 

below.  

 ��å∗ ��æááááááááá = Æ%i|(|%ÄÅ 
 

[1-69]

In this sense, the density operator is a descriptor of the ensemble ‘status’, or the 

ensemble distribution of spin-states and coherence between each oscillation terms. 

From the definition of the density operator the ensemble average expectation 

value for any observable associated with an operator (OP) can be given as Eq. [1-

70].  
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 ÆõöÅáááááá = Tr íÆ%�|(õö|%�Å ⋯ Æ%�|(õö|%àÅ⋮ ⋱ ⋮Æ%à|(õö|%�Å ⋯ Æ%à|(õö|%àÅî 
 

[1-70]

This equation is written in shorthand below. 

 ÆõöÅáááááá = Tr�(õö� 
 

[1-71]

 

At thermal equilibrium in a large magnetic field ( = �Á and Æ�ÁÅááááá = Tr��Á7�. For 

spin 3/2, Æ�ÁÅááááá  is 10x that of proton (for which Æ�ÁÅááááá = 0.5).      

 Æ�ÁÅááááá = Tr��Á7� = 14 Tr ó9 0 0 00 1 0 00 0 1 00 0 0 9ô = 5 

 

[1-72]

However, the gyromagnetic ratio of sodium is roughly ¼ that of proton. When the 

proportionality constants from Æ$ÁÅ = ℏγÆ�ÁÅ and the population distribution in a 

large magnetic field (ℏγBU/ãkT) are re-introduced, the ensemble longitudinal 

magnetization expectation value (Eqs. [73, 74]) is 35% that of proton.  

 Æ$ÁÅááááá = Õℏ7γ7BUZkT Ö Tr��Á7� 
 

[1-73]

This result can be re-expressed as below using Tr��Á7� = �1 3⁄ ���� + 1��2� + 1�  

(54,153).   

 Æ$ÁÅááááá = Õℏ7γ7BU3kT Ö _��� + 1�a 

 

[1-74]

 

Of central importance to the calculation of the evolution of the spin ensemble, as 

described by the density operator, is the Liouville – Von Neumann equation 

(152,154,156) 

 �(�n = −Ìℏ �ℋ, (� 
 

[1-75]

where the square brackets denote operator commutation. 
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 �ℋ, (� = Æ%Ä|ℋ(|%iÅ − Æ%Ä|(ℋ|%iÅ 
 

[1-76]

Operators commutation relationships for the Cartesian projection operators are 

given below. If the order of the operators within the commutator changes the sign 

of the resultant operator changes. All operators commute with themselves and 

with expressions of the same operator.  

 ��Á, �2� = Ì�Ù 
 

[1-77]

 ��Á, �Ù� = −Ì�2 
 

[1-78]

 ��2, �Ù� = Ì�Á 
 

[1-79]

 

For the spin ensemble within a large magnetic field the Liouville – Von Neumann 

equation takes the form below, where ℋù�n� is a perturbing Hamiltonian much 

smaller in magnitude than the Zeeman interaction (note that it is typical to remove ℏ from each of the Hamiltonians when presenting the evolution of the density 

operator  (154,157)). 

 �(�n = −Ì�ℋ� + ℋù�n�, (� 
 

[1-80]

To remove the constant Zeeman interaction from this calculation the ‘interaction 

representation’ (153,157) is used such that  

 �(∗�n = −Ì�ℋù∗�n�, (∗� [1-81]

where 

 (∗ = exp�iℋ�n�(exp�−iℋ�n� [1-82]

and 

 ℋù∗�n� = exp�iℋ�n�ℋù�n�exp�−iℋ�n� 
 

[1-83]

It is apparent that use of the interaction representation represents a coordinate 

transformation to a frame rotating about the z-axis in a negative sense at the 

Larmor frequency. The rotating frame will be used for all subsequent equations 

involving the density operator.  
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One of the great values of re-casting the Liouville – Von Neumann equation 

within the rotating frame is that the well known RF excitation Hamiltonian (an 

applied magnetic field, of magnitude B1, rotating in the transverse plane, with 

frequency Tú�, producing classical magnetic dipole ‘flipping’) is independent of 

time within this frame. In the rotating frame the RF excitation Hamiltonian can be 

given as below: 

 ℋú�∗ = ℏ�
É6 − Tú���Á − ℏ
É��Ù 
 

[1-84]

If Tú� is equal to the Larmor frequency, i.e. the case of ‘on-resonance’, the �Á 

term can be dropped. The effect of the �Á term, or ‘off-resonance’ excitation, is 

‘flipping’ on a cone not equal to the x-z plane, and the inability to produce a 

complete inversion pulse.   

 

The formal solution to the Liouville – Von Neumann equation for time-

independent Hamiltonians is given in Eq. [1-85]  

 �(∗�n = exp�−Ìℋn�(∗�0�exp�+Ìℋn� 

 

[1-85]

and in many cases a formal solution is of great value to describe the evolution of a 

spin sequence and design NMR pulse sequences. However, a formal solution is 

not required and is often not practical for the evaluation of the evolution of the 

spin 3/2 density operator under multiple Hamiltonians, as will be discussed 

further in this introduction. The formal solution for an on-resonance RF pulse, 

given initial thermal equilibrium conditions (i.e. (∗�0� = �Á), is given below 

(152).  

 (∗�n� = �Ácos�γÉ�n� + �2sin�γÉ�n� 
 

[1-86]
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If the spin ensemble following a 90o RF pulse can be described by (∗ = �2 then 

the density matrix _DM�(∗�a will be as given in Eq. [1-87].  

 DM�(∗ = �2� = 12 ûüü
üý 0 √3 0 0√3 0 2 00 2 0 √30 0 √3 0 þ��

�� 
 

[1-87]

The first thing of note is that when the spin ensemble can be described by (∗ = �2 

the statistical distribution of spin-states throughout the ensemble are equal, as 

denoted by the zeros along the diagonal. However, the one-off-diagonal terms ��æ∗ ��æ±Îáááááááááááá are non-zero. These terms are the ensemble averages of the products of 

the complex spin-state probabilities describing the expectation of a nuclear dipole 

in the transverse plane of Eq. [1-63], and non-zero values specify phase 

correlation between spins in the ensemble. When ( = �2 the magnitude of the 

expected ensemble magnetization along the x-axis is equal to the magnitude of 

longitudinal magnetization in thermal equilibrium.   

 Æ$2Åááááá ∝ Æ�2Åááááá = Tr��27� = 5 
 

[1-88]

The �27 term is written out below where the order of operations is important.  

 �27 = 14 ����� + � �� + ��� + � � � 

 

[1-89]

It should be remembered that the expected ensemble transverse magnetization 

will be oscillating in accordance with the rotating frame.  

 

For spin 3/2 nuclei, the expectation value of a transverse nuclear dipole is 

associated with three oscillating terms. As spin 3/2 nuclei possess four energy 

states, each oscillating term can be ascribed to transition between adjacent states. 

When the ensemble average phases of the oscillating terms are non-zero, these 

oscillations are said to be coherent. The one-off-diagonal terms are specified as 

single-quantum coherence terms. The propagated coherence along the diagonal 

(or ‘super-coherence’) of the density matrix when (∗ = �2 is associated with an 
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observable transverse magnetization. However, it is possible for spin 3/2 nuclei to 

produce an ‘observable’ with positive coherence between the outer spin-states, 

but negative coherence between the inner spin-states, the linear sum (or ‘super-

coherence’) of which yields no ensemble transverse magnetization. Transitions of 

2 and 3 quanta, producing oscillation terms at 2 and 3 times the Larmor frequency 

(related to operators ��±�7 and ��±�R ) are also possible for sodium nuclei with 

ensemble double and triple quantum coherence terms filling the remaining 

diagonals / corners of the density matrix. The production of a density operator that 

contains these terms will be discussed later in this introduction.     

 

The beauty of the density operator is that one need only follow its evolution to 

fully describe the state of the spin system, or the spin ensemble magnetic 

polarization, during an NMR pulse sequence. In the following sections the 

quadrupole Hamiltonian is introduced, a dominant interaction unique to nuclei 

other than spin ½, along with its effect on relaxation and energy level shifting. A 

particularly useful basis set in which to express the density operator given the 

quadrupole Hamiltonian will then be introduced along with sets of coupled 

differential equations ‘completely’ describing the sodium spin system during an 

NMR pulse sequence.       

 

 

1.5.3. The Quadrupole Hamiltonian 

As mentioned above the quadrupole Hamiltonian is the preponderant interaction 

experienced by sodium nuclei in a biological environment. While the charge 

distributions of spin ½ nuclei are spherically symmetric, the charge distributions 

of nuclei with spin > ½ are not (they are ellipsoidal), and as a result these nuclei 

will be preferentially oriented in an electric field gradient (EFG) (153). It is the 

energy associated with this orientation that produces the rapid relaxation 

commonly known to be possessed by sodium in biological environments such as 

the human brain as well as typically ‘ignored’ (for imaging the human brain) 
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energy level shifting. The source of the electric field gradients in biological 

systems such as the human brain will be introduced in the subsequent chapter 

section 1.6. Derivation of the quadrupole interaction in this section will closely 

follow Allen (152) and Slichter (153).  

 

The electric potential energy between a nuclear charge distribution and an electric 

potential, arising from the environment surrounding the nucleus and mediated at 

the nuclear site by the electron cloud (through the Sternheimer anti-shielding 

factor) (153,157,158), is given by the equation below where ρ is the nuclear 

charge distribution (not to be confused with the density operator) and V is the 

mediated electric potential at the nucleus due to external sources. 

 E = � (���V��� �R1 

 

[1-90]

 

Because V��� is determined by electronic charge distributions that are much 

greater than the nuclear dimensions, it is assumed the derivatives of V��� do not 

change over the dimensions of the nucleus and as a result this interaction can be 

expanded in a multipole sense over the nucleus. A 3D Taylor series expansion is 

used, however, this interaction can also be expanded in terms of spherical 

harmonics (157). The first three terms of the Taylor expansion of V��� are written 

below,    

 V��� = V�0� + p sØ Ã∂V���∂sØ ��zUKYz/,¦,§ + 12! p sØsÄ Ã∂7V���∂sØ ∂sÄ ��zU + ⋯KY ,KZz/,¦,§    
 

[1-91]

and the interaction energy re-expressed as: 

 E = V�0� � (��� �R1 + p VKY � s�(��� �R1KY
+ 12! p VKYKZ � s�sg(��� �R1KY ,KZ

 

 

[1-92]

where 

 VKY = Ã∂V���∂sØ ��zU 
[1-93]
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and  
 VKYKZ = Ã∂7V���∂sØ ∂sÄ ��zU 

 

[1-94]

 
The first and second terms of Eq. [1-92], which involve the electrostatic 

interaction energy of the nucleus considered as a point source and a nuclear dipole 

moment respectively, are irrelevant to this discussion. The first term will simply 

produce spatial drift, while the second term will be zero as nuclear dipole 

moments are non-existent (the nuclear centre of mass and centre of charge 

coincide (153)). The third term, however, concerns the nucleus orienting 

interaction associated with its electric quadrupole moment in an electric field 

gradient.  

 

Continuing to follow (153) the electric quadrupole moment, QKYKZ, can be 

introduced (where δKYKZ is the Kronecker delta function):   

 QKYKZ = � v3s�sg − δKYKZ17x (����R1 

 

[1-95]

The integral of the third term in the energy interaction equation (Eq. [1-91]) can 

then be expressed in terms of QKYKZ as:  

 � s�sg(��� �R1 = 13 tQKYKZ + � δKYKZ17(����R1u 

 

[1-96]

The subsequent quadrupole interaction energy, i.e the relevant third term of Eq. 

[1-92], is given below: 
 E = 16 p VKYKZQKYKZ + VKYKZδKYKZ � 17(��� �R1KY,KZ

 

 

[1-97]

It should be noted that the electric field in which the nucleus is present must (in 

general) satisfy Laplace’s equation, ∇7V = 0 (i.e. the electric field at the location 

of the nucleus should not contain an electronic charge independent of the 
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nucleus). As a result, the second term of Eq. [1-97] will be zero, yielding the 

interaction energy of Eq. [1-98] below.  

 E = 16 p VKYKZQKYKZKY,KZ
 

 

[1-98]

The delta function in the equation defining the nuclear quadrupole moment (Eq. 

[1-95]), involves subtraction of a term that is independent nuclear orientation, or 

the subtraction of spherical electric symmetry from the nucleus, the interaction 

with which we are not interested. 

 

To obtain the associated quadrupole Hamiltonian, ℋ�, the quadrupole moment 

can be replaced by an operator term dependent on the sum of protons within the 

nucleus. Without attempting to describe the underlying quantum mechanics (the 

reader is referenced to (153)) the quantum mechanical operator QKYKZ�EL� is simply 

given below (Eq. [1-99]) (where the constant 
 is defined as the quadrupole 

moment of the nucleus: 1.04 x 10-25 cm2 for 23Na (159)).  

 QKYKZ�EL� = ©
��2� − 1� t32 v�KY�KZ + �KZ�KYx − δKYKZ�7u 

 

[1-99]

Following algebraic manipulation, and noting that principal axes can always be 

defined such that VKYKZ = 0 for s� ≠ sg,  the quadrupole Hamiltonian can be stated 

in terms of these principal axes. 

 ℋ� = ©
4��2� − 1� �V§§_3�§7 − ��� + 1�a + _V// − V¦¦a_�/7 − �¦7a� [1-100]

An alternative representation is given in Eq. [1-101] in terms of the operators �Á 

and �±, highlighting one and two quanta transition terms in the Hamiltonian 

(153,157).    

 ℋ� = ©
4��2� − 1� �VU2_3�§7 − ��� + 1�a + V±�√6��±�Á + �Á�±� + V±7√6��±�7� [1-101]
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where 

 VU = 1 2⁄ V§§ 
 

[1-102]

 V±� = 1 √6⁄ _V§/ ± iV§¦a 
 

[1-103]

 V±7 = _1 _2√6a⁄ a ∙ _V// − V¦¦ ± 2iV/§a 
 

[1-104]

 

As can be seen the quadrupole Hamiltonian involves a ‘complicated’ combination 

of �Á and �± operators. However, this preponderant spin 3/2 Hamiltonian can be 

greatly simplified for calculation of the evolution of the density operator by 

recasting spin 3/2 quantum mechanics in terms of a beneficial tensor operator 

basis set. Before this is done, it should be noted that the EFG terms experienced 

by the sodium nuclei in a biological environment will most certainly be time 

dependent (the source of the EFG terms and their time dependency is the topic of 

chapter section 1.6). However, in certain environments a non-zero-mean 

component to the fluctuating EFG may persist over the relevant NMR time-

course. In this case the quadrupole Hamiltonian can be split into effectively static _ℋ��a and fluctuating _ℋ��a components. Introduction of the static quadrupole 

Hamiltonian and its effect will precede consideration of the evolution of the 

density operator under influence of the static quadrupole Hamiltonian, followed 

by consideration of the fluctuating Hamiltonian. 

 

 

1.5.4. The Static Quadrupole Hamiltonian 

To calculate the effect of the ‘static’ (or non-zero-mean time-averaged) 

quadrupole Hamiltonian in a strong magnetic field (B0) the case of axial 

symmetry is assumed for the time-averaged components of the EFG, labelled V//�t�áááááááá, V¦¦�t�áááááááá, and V§§�t�áááááááá, such that V//�t�áááááááá = V¦¦�t�áááááááá (a good approximation for an 

environment with lots of motion as a biological system) (152,153,160), and V§§�t�áááááááá 

is assigned the magnitude ©_��n�aáááááááá, where 
V§§�t�áááááááá
 ≥ 
V//�t�áááááááá
 = 
V¦¦�t�áááááááá
. 
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However, it is unlikely that the ‘z’ axis of B0 will coincide with the ‘z’ axis of the 

EFG (labelled z′). The static quadrupole Hamiltonian is expressed below in Eq. 

[1-105] together with the Zeeman Hamiltonian. 

 ℋ = 
ℏÉU�§ + ©7
_��n�aáááááááá4��2� − 1� v3�§Ú7 − ��� + 1�x 

 

[1-105]

 

Given the overwhelming magnitude of the Zeeman interaction in proportion to the 

quadrupole interaction, the quadrupole Hamiltonian can be expressed as a first 

order perturbation in terms of the principal axes of B0 as below (where � is the 

polar angle between z and z′) (147,153). However, the orientation of the EFG 

experienced by the sodium nucleus in a biological environment will also certainly 

change will time. The ‘static’ quadrupole interaction will be proportional to the 

time average of this orientation (over the relevant NMR time-course).    

 ℋ = 
ℏÉU�§ + ©7
_��n�aáááááááá4��2� − 1� �12 _3cos7��n�áááááá − 1a_3�§7 − ��� + 1�a� 
 

[1-106]

 

Before discussing the effect of the static quadrupole Hamiltonian perturbation in a 

large magnetic field two common terms will be introduced. The term 

 M�n� = ©7
��n�ℏ  

 

[1-107]

is defined as the quadrupole coupling constant, and the term  

 T��n� = M�n�4 �3cos7��n� − 1� 

 

[1-108]

is defined as the quadrupole interaction frequency. The term TW�, labelled the 

residual quadrupole interaction frequency, is used to represent the non-zero-mean 

time-averaged (or static) component of the quadrupole interaction (160,161).   
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Using the residual quadrupole term the static quadrupole Hamiltonian can be 

expressed as Eq. [1-109]. 

 ℋ�� = ℏ TW�6 _3�§7 d ��� + 1�a 

 

[1-109]

The corresponding spin-state energy eigenvalues can be written as below 

 Ê� = ℏT6% + 12 �TW��%7 d 5 4⁄ � 
 

[1-110]

with the result of spin-state energy level shifting as demonstrated in Figure 1-2. 

While the frequency of the central transition is unaffected by the quadrupole 

interaction, the quadrupole interaction produces equally spaced satellite 

resonances in the spectrum. The static quadrupole interaction is highly dependent 

on the angle of orientation of the EFG, or V§§�t�áááááááá, with respect to the main 

magnetic field. If ��n�áááááá = 54.7E the quadrupole interaction will be eliminated.    

 

 

 

Figure 1-2:  Spin-state energy level shifting as a result of a static residual quadrupole 
interaction (A), and the resultant splitting of the sodium spin 3/2 spectrum (B).     
 

 

It should be noted that in the case where time-averaged non-zero-mean electric 

field gradients experienced by sodium nuclei are randomly distributed in 3D 

space throughout a voxel the distribution of ��n�áááááá is not uniform. Rather, it has a 
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probability density ∝ sin_��n�ááááááa (i.e. there is only one infinitesimal EFG 

orientation associated with ��n�áááááá = 0E, but much greater orientation ‘freedom’ 

through the azimuthal angle as ��n�áááááá is increased) (162). As a result, the average TW� in a voxel with randomly distributed static EFGs will be zero (in this 

environment the powder spectrum will be produced) (153). It should also be noted 

that the coherence between the outer spin orientation eigenstates each produce 

30% of the observable transverse magnetization, and the coherence between the 

central eigenstates – 40% (163). This follows from observation of Eq. [1-63]. 

 

Although discussion of energy level shifting as a result of the quadrupole 

Hamiltonian may seem specifically related to spectroscopy, the secular 

quadrupole interaction can also have significant impact on signal intensity 

measured with NMR sequences intending to assess spin density. This interaction, 

which is briefly introduced below, has generally been ignored for imaging the 

human brain. However, it was recently shown at ISMRM Hawaii (Stobbe, 

Beaulieu, 2009) (164) that some signal loss on sodium images may be the result 

of a static residual quadrupole interaction.  

 

1.5.5. Irreducible Spherical Tensors 

The use of irreducible tensor operators _�9Qa (150,153,154,157,165-168) as a 

basis set in which to express the density operator is particularly helpful for 

sodium NMR analysis as they allow for simple expression of the quadrupole 

Hamiltonian and full representation of all possible spin 3/2 ensemble coherences 

(71,145). The commutation relations for these operators have been tabulated 

(169), facilitating ‘simple’ derivation of the Liouville – Von Neumann equation 

(Eq. [1-74]) under the influence of the quadrupole Hamiltonian. The use of 

irreducible tensor operators also provides a visual understanding of sodium spin 

ensemble multipoles, or spin ‘polarizations’ (170,171).  
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Irreducible tensor operators are defined as operators that transform under rotation 

in the same manner as spherical harmonics of order �, and have operator matrices 

defined by the Wigner-Eckart Theorem, which states that the matrix elements are 

related to the Clebsch-Gordan coefficients as below (150,166,167): 

 Æ%|�9Q|%′Å = �2� + 1� � 7⁄ Æ�%£&�|�%ÅÆ�||�9||�Å 
 

[1-111]

Within the Wigner-Eckart Theorem, the Clebsch-Gordan coefficients, typically 

written Æ��%��7%7|��Å, are used outside their ‘derived application’ of coupling 

two angular momenta. If desired, the values of these coefficients can be found 

from any online table or calculator. It can be noted that matrix elements are non-

zero only when %£ + � = %. The scaling term Æ�||�9||�Å is labelled the ‘reduced 

matrix element’ and is given below.  

 Æ�||�9||�Å = �&!&! �2� + & + 1�!29�2&�! �2� − &�! �� 7⁄
 

 

[1-112]

 

The definition of the irreducible tensor operators, and the equation specifying 

their matrix elements is given above for completeness. However, full 

understanding of the derivation of these tensor operators is not required to 

appreciate their use. The matrix elements associated with each �9�Q operator 

relevant to spin 3/2 nuclei have been tabulated and are given in Table 1-1 (from 

(168)). The �9 Q operators have negative matrix elements mirrored along the 

diagonal. In reference to the tensor operators, �&� is defined as the operator rank 

and ��� its coherence in association with related spin-state transitions (sometimes 

� is labelled as irreducible tensor ‘order’).  
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           ó 1 1 1 1 ô 

 

        12 ó 3 1 −1 3 ô     1√2 ó −√3 −2 −√3ô 
 

     √3√2 ó 1 −1 −1 1 ô     √3 ó −1
1 ô    √3 ó 1 1 ô 

 

32√10 ó 1 −3 3 −1ô   3√10 ó −1 √3 −1ô      32 ó 1 −1ô    3√2 ó −1ô 

 

Table 1-1:  Irreducible tensor operator matrices with rank increasing from top to bottom 
and coherence increasing from left to right. As can be seen, the ��U operator is equal to 
the  �� operator and the ��� operator is proportional to the �� operator introduced 
previously. When used as a basis set for the density operator, the remaining orthogonal 
operators describe other ensemble spin-state distributions: quadrupolar -  �7U, and 
octopolar -  �RU;  as well as other ensemble coherence combinations.    

    

 

Following from the operator matrices, the irreducible tensor operators can also 

expressed in terms of �� and �±. These expressions are given below from 

(145,167,168), where ��, É�� represents anti-commutation (i.e. ��, É�� = �É +É�). Given the definition of the irreducible tensor operators, it is not surprising 

these operators have similar form to the spherical harmonics. For this reason they 

are often called irreducible spherical tensor operators.  Although expression of the 

irreducible tensor operators in terms of �� and �± may be interesting, expression in 

this manner is not necessary for their use.  

�UU 

��U ��� 

�77 �7U �7� 

�RR �R7 �RU �R� 
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 �UU = 1 
 

[1-113:1-122]

��U = �� 

��±� = ∓_1 √2⁄ a�± 

�7U = _1 √6⁄ av3�S7 − ��� + 1�x 

�7±� = �1 2⁄ ���±�� + ���±� 

�7±7 = �1 2⁄ ��±7 

�RU = _1 √10⁄ a�5�SR − �3I�I + 1� − 1�IS� 

�R±� = ∓�1 4⁄ � v«3 10⁄ x �5�SR − I�I + 1� − 1 2⁄ , �±�� 

�R±7 = �1 2⁄ � v«3 4⁄ x ��� , �±7�� 

�R±R = ∓�1 2⁄ �_1 √2⁄ a�±R 

 

As a basis set for the density operator, the matrix associated with a �9ð operator 

specifies the density matrix, or the sum of ensemble spin-state coherence v��å∗ ��æáááááááááx terms, when the density operator can be expressed solely by that �9ð 

operator. As such, each �9ð operator specifies an ensemble ‘super-coherence’ or 

spin polarization. The use of the irreducible tensors as a basis set provides a 

means to graphically depict this polarization, given their relationship to the 

spherical harmonics (170,171). The ensemble spin magnetization polarizations 

associated with each irreducible tensor operator forming a basis for density 

operator are shown from (170) in Figure 1-3. Although the individual �9Q tensor 

operators themselves do not represent physical observables, as their associated 

operator matrices are not hermitian (i.e. no conjugate symmetry about the 
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diagonal), hermitian �9Q operators can be generated from a linear combination of 

individual �9Q operators. The hermitizing procedure used for this graphical 

depiction is given below, producing polarizations that differ by a phase ' for each 

coherence.  

 �9Q� = 12 _©ØQ��9 Q d © ØQ��9Qa 

 

[1-123]

 

 

 

Figure 1-3:  “Graphical representation of the (hermitized irreducible tensor operator) 
basis set using spherical harmonics for a spin I = 3/2 nucleus. Any density matrix 
representing an ensemble of spin I = 3/2 nuclei can be illustrated as a linear combination 
of these states. The (irreducible tensor operators) are specified by their rank (n), order 
(coherence) (q), and phase '...” The other angles have meaning specifically related to 
(170). “...The population states (a) are rotationally symmetric about the z axis, and are not 
coherences. The single quantum coherences (b) have a single plane of symmetry through 
the z axis; the double quantum coherences (c) have two such planes; and (d) the triple 
quantum coherences have three.” (170) 
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It is informative to consider that when the density operator is considered within 

the rotating frame, each nuclear spin ensemble polarization in Figure 1-3 will 

rotate at the Larmor frequency. It is the rotation of the magnetic dipole ����� that 

produces the EMF within the receive coil. Each of the other polarizations are 

rotationally balanced about the z-axis and will not generate an EMF. A 

polarization rotation rate at 2 and 3 times the Larmor frequency can also be 

observed for the double and triple quantum coherences. Throughout an NMR 

sequence the density operator will consist of changing linear combinations of 

these irreducible tensor operators, and visualization of the nuclear spin ensemble 

polarizations during different NMR sequences are further shown in (170).   

 

Before discussing the evolution of the density operator it should also be noted that 

in order to form a basis set for the density operator, the irreducible tensor 

operators must satisfy an orthonormal relationship. While they are orthogonal, 

they must be scaled to be of unit length. The scaling required to produce unit spin 

3/2 irreducible tensors operators _��9Qa is given in Eqs. [124 - 128] (145,167,168).  

 ��9ð = ��2& + 1��2� − &�! 29�2&�!�2� + & + 1�! �� 7⁄ �9ð 

 

[1-124]

 ��UU = �1 2⁄ ��UU 
 

[1-125]

 ���Q = _1 √5⁄ a��Q 
 

[1-126]

 ��7Q = _1 √6⁄ a�7Q 
 

[1-127]

 ��RQ = _√2 3⁄ a�RQ 
 

[1-128]

Symmetric (s) and antisymmetric (a) combinations of these unit operators are also 

formed for calculation to reflect the hermitian requirement for an observable 

(145,167). 

 ��9Q�?� = _1 √2⁄ a_��9 Q + ��9Qa 
 

[1-129]
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 ��9Q��� = _1 √2⁄ a_��9 Q − ��9Qa 
 

[1-130]

 

The symmetric and antisymmetric combinations produce magnetic polarizations 

90o out of phase from each other, such that ������ = �2, and ����?� = −Ì�Ù (note 

that the Cartesian projection operators are not of unit length for spin 3/2). The 

magnitude of the transverse ensemble magnetization is then proportional to 


������� − �����?�
. During ‘on-resonant’ conditions the symmetric and 

antisymmetric terms for each ��9Q are un-coupled.  

 

Perhaps the greatest advantages of considering the evolution of the density 

operator in the basis set of the irreducible tensor operators is that the quadrupole 

operator can be directly expressed in terms of this basis set. From observation of 

Eq. [1-101] and Eq. [1-116 – 1-118] it is apparent that 
7Q = �7Q. The full 

quadrupole Hamiltonian is expressed below where the electric field gradients V- 

have been defined above and are now written to reflect their time dependency.  

 ℋ� = ©
√6 p�7�V-
7

 7 �n� 
 

[1-131]

 

The calculation of the evolution of the density operator under influence of RF 

pulses and the quadrupole Hamiltonian used to build the sodium spin simulator 

used in this thesis (Appendix 6) is based on the sets of coupled differential 

equations derived by Van Der Maarel (71,145,146,172-176). These equations will 

be briefly described below, first for the static and then the time-dependent 

Hamiltonians.  
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1.5.6. Density Operator Evolution Under Static Hamiltonians 

Using the irreducible tensor operators the static residual quadrupole Hamiltonian 

can be expressed very simply as Eq. [1-132]. 

 ℋ�� = ℏTW���7U 
 

[1-132]

Transformation to the rotating frame does not affect the static quadrupole 

Hamiltonian as it commutes with ℋ�.  

 ℋ��∗ = �ℋ��� � = ℋ�� 
 

[1-133]

 � = exp�−Ìℋ�n� 
 

[1-134]

In the rotating frame the Hamiltonian for an on-resonance RF pulse is also 

independent of time and can be expressed as below. 

 ℋú�∗ = ℏ
É��2 = ℏT�_√5a������� 
 

[1-135]

Evolution of the density operator in the rotating frame under the influence of 

these two relevant static Hamiltonians experienced by the spin ensemble during 

an NMR experiment is given below (from Eq. [1-75], note that in this 

representation the ℏ has again been removed from the Hamiltonians).  

 �(∗�n = −Ì�ℋú�∗ + ℋ��∗ , (∗� 
 

[1-136]

 

Derivation of the Liouville – Von Neuman equation for these static Hamiltonians 

simply requires knowledge of the irreducible tensor operator commutation 

relations for spin 3/2 which are given in (169). The two coupled differential 

equations describing the evolution of the density operator under the influence RF 

irradiation are given below. It can be seen that the effect of an RF pulse on the 

density operator is to couple the ��9Q operators of different coherence ��� within 

their rank �&�. An RF pulse cannot produce ��9Q operators of rank different than 
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those present prior to the RF pulse, however, an RF pulse can produce all the ��9Q 

operators of different coherence within the rank of those present prior to the RF 

pulse.  If the spin system is in thermal equilibrium _(∗ = ���Ua  prior to the RF 

pulse, only single quantum coherences (or observable transverse magnetization) 

will be produced. Formal solutions to the Liouville – Von Neuman equation under 

the influence of an RF pulse (or under a hard RF pulse) are given in (145) for 

each case that density operator is initially one of the 15 irreducible tensor 

operators. Although not shown in this introduction, it is interesting to note that RF 

‘flipping’ rates between coherences can be 2x and 3x greater than T� for the rank 

2 and rank 3 operators.  
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The two coupled differential equations describing the evolution of the density 

operator under the influence of the residual quadrupole interaction are given in 

Eq. [1-138] below. The effect of the isolated residual quadrupole interaction is 

somewhat opposite to that of the RF pulse in that it couples the ��9Q operators of 

different rank within a specified coherence. 
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Formal solution to the evolution of the density operator under the influence of the 

residual quadrupole interaction given an initial �����?� state is given below from 

(177). Fourier transform of the evolution of �����?� with time, $���n�, yields the 

split spectrum of Figure 1-2.  

 �����?�  → $���n������?�  + $7��n���7���� + $R��n���R��?� 
 

[1-139]

where 

 $���n� = 15 v2 + 3cos_TW�nax 

 

[1-140]

 $7��n� = √3√5 sin_TW�na 

 

[1-141]

 $R��n� = √65 v1 − cos_TW�nax 

 

[1-142]

To search for the presence of residual quadrupole interactions in biological tissue 

(and underlying tissue ‘order’ as will be introduced in chapter section 1.6) an RF 

pulse following transverse evolution under the residual quadrupole interaction can 
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be applied to convert ��7���� into ��77���. A subsequent RF pulse will convert ��77��� back into ��7���� which will then evolve back into �����?� which can be 

observed. Of value is that multiple averages with appropriate flip-angles and 

phase cycling can be used to cancel signal from sodium nuclei that do not produce 

the ��7���� spin polarization. This is facilitated by the fact that an RF pulse with a 

given phase will ‘interact’ with the double quantum coherence at 2x that phase. 

There are many different double quantum filtering variants that have been used to 

assess sodium nuclei in biological environments (177-179). Although double 

quantum filtering was not used in this thesis, a brief description is given as it is 

referenced at various times. 

 

In the presence of both RF and residual quadrupole Hamiltonians formal solutions 

to the combined differential equations become exceedingly cumbersome if the RF 

pulse is not sufficiently hard that its effect can be considered in isolation. 

Solutions that would fill much of this page are given in (180,181). However, of 

particular interest to sodium NMR experiments attempting to assess sodium 

concentrations is that soft RF pulses applied in the presence of a residual 

quadrupole interaction may ‘selectively produce only’ the central single quantum 

coherence. In this case the transverse magnetization generated will not directly 

reflect the underlying sodium concentration even if relaxation effects could be 

‘eliminated.’     

 

1.5.7. The Fluctuating Quadrupole Hamiltonian 

While the �7U term of the quadrupole Hamiltonian is involved in spin-state energy 

level shifting when the electric field gradient contains a ‘static’ (or non-zero time-

averaged) component, each term of the quadrupole Hamiltonian is involved in the 

production of relaxation associated with the superimposed EFG fluctuation. The 

zero-mean fluctuating component of the quadrupole Hamiltonian is given below: 
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 ℋ���n� = ©
√6 p �7� &V-�n� − _V-�n�aáááááááááá'7
 7  

 

[1-143]

The fluctuating quadrupole Hamiltonian produces very efficient relaxation for 

sodium nuclei in biological environments, and the much weaker dipole-dipole 

interaction associated with proton relaxation can effectively be ignored. There are 

three state transitions for spin 3/2 associated with the production of transverse 

magnetization, and ensemble coherence need not be ‘disrupted’ at the same rate 

for each transition. In fact, the outer and inner transition coherences are reduced 

to thermal equilibrium at different rates (biexponential transverse relaxation) as 

given by (182) (describing electron spin coupling). The ensemble spin-state 

probabilities are also returned to thermal equilibrium at different rates 

(biexponential longitudinal relaxation) as reported by (183). The first 

mathematical expressions of biexponential relaxation for spin 3/2 nuclei were 

given by Hubbard in 1970 (184). It is also of particular interest that the fluctuating 

quadrupole Hamiltonian can also produce coherence for the spin 3/2 system 

rather than simply destroy it (75).   

 

The equation of motion for the density operator is re-stated below from Eq. [1-

136] with the “relaxation superoperator” added. 

 �(∗�n = −Ì�ℋ=F.F�I∗ , (∗� + ¨�(∗� 
 

[1-144]

The evolution of the density operator under the influence of a fluctuating 

Hamiltonian follows from consideration of the fluctuating Hamiltonian as a 

second order perturbation (154,157), and assumes that changes in the density 

operator are small on the time scale of the fluctuations (145,157). The quadrupole 

relaxation superoperator is given below in Eq. [1-145] for the sodium spin 

ensemble and includes the static (in the rotating frame) RF and residual 

quadrupole perturbations (145). 
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 ¨�(∗� = � &ℋ��∗ �n�, �exp_−(_ℋú�∗ + ℋ��∗ aHaℋ��∗ �n − H�exp_(_ℋú�∗ + ℋ��∗ aHa, (∗�n��'ááááááááááááááááááááááááááááááááááááááááááááááááááááááááááááááááááááááááááááááááááááááááááááá∞

U �H 

 

[1-145]

The effect of the relaxation superoperator on the density operator will first be 

introduced in the absence of RF and residual quadrupole perturbations; the effect 

of these static interactions will be briefly addressed following analysis of the 

fluctuating Hamiltonian in isolation (145).     

 

Because evolution of the density operator is considered within the rotating frame, 

an expression for the fluctuating Hamiltonian within the rotating frame is 

required. The basis frame transformation is re-stated below 

 ℋ��∗ �n� = �ℋ���n�� � 
 

[1-146]

where 

 � = exp�−Ìℋ�n� 
 

[1-147]

Unlike the static quadrupole Hamiltonian, not all components of the fluctuating 

quadrupole Hamiltonian commute with ℋ�. However, the irreducible spherical 

tensor operators are of particular value to facilitate this basis frame transformation 

(150,166). An irreducible tensor is defined by its transformation under rotation as:     

 )�9Q) � = p*Q£Q+ �,,�, 
�Q£ �9Q£ 
 

[1-148]

In this definition ) is the Euler rotation operator, with rotation operation first 

about the z-axis (angle ,), then about redefined y-axis (angle �) and finally about 

the redefined z-axis (angle 
). The term *Q£Q+ �,�
� is the Wigner rotation matrix, 

or the operator matrix associated with ) in the &� representation of the tensor 

operators. For the rotating frame transformation only the first rotation term is non-

zero and ) = �∗.  For this case (166) 

 *Q£Q+ �TUn, 0, 0� = exp�−Ì�TUn�δQ£Q 
 

[1-149]

and 
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 )�9Q) � = exp�−Ì�TUn��9Q 
 

[1-150]

The result of transforming the fluctuating quadrupole operator to the rotating 

frame is simply multiplication with an exponential having rotation rate 

proportional to the quantum value of the operator. The fluctuating quadrupole 

Hamiltonian is stated below (145), where the �−1�Q term (and other sign 

changes) result from rotating frame evolution in a negative sense.  

 ℋ��∗ = ©
ℏ√6 p�−1�Q�7Q &V ð�n� − vV ð�n�xáááááááááááá' exp�Ì�TUn�7
 7  

 

[1-151]

 

The relaxation superoperator is expressed below in the rotating frame for the 

isolated fluctuating quadrupole Hamiltonian, where the dagger represents the 

Hermitian adjoint �7Q- = �−1�Q�7 Q (145,157).  

 ¨�(∗� = − p &�7Q , ��7Q- , (∗�n��'7
 7 � t ©
ℏ√6u7 &V ð�n� − _V ðaááááááá' &Vð�n − H� − _Vðaáááááá'áááááááááááááááááááááááááááááááááááááááááááááy

U exp�Ì�TUH��H 

 

[1-152]

The integral term looks very much like the Fourier transform of an auto-

correlation function, or the power spectral density of the fluctuating interaction. 

However, as the integral limits do not extend to -∞ this term contains both real 

and imaginary components. The real terms are the relevant quadrupole interaction 

power spectral densities, �Q�T�, sampled at T = �TU. The imaginary terms result 

in very small shifts in the spin-states energy levels (dynamic frequency shift) and 

are generally ignored (145). The relaxation super-operator is restated in Eq. [1-

153] in terms of the quadrupole interaction power spectral densities.    

 ¨�(∗� = − p &�7Q, ��7Q- , (∗�n��'7
 7 �Q��TU� 

 

[1-153]

 

The coupled differential equations describing the evolution of the density operator 

under the influence of a fluctuating quadrupole Hamiltonian (calculated from the 
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double commutation) are given below from (145), where �U = �U�0�,  �� =
���TU�, and �7 = �7�2TU�  
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Although this thesis is not concerned with the use of higher order coherences to 

filter NMR, it is useful to understand the evolution of the polarization of the spin 

ensemble. As a mathematical result of double commutation the zero quantum ���U 

and ��RU operators as well as the single quantum ���� and ��R� operators are linked 

through relaxation:  

 ���U → ���U �0.2exp Õ−n��2Ö + 0.8exp t−n��8u� + ��RU 25 �exp Õ−n��2Ö − exp t−n��8u� 
 

[1-155]

where 
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 ��2 = 12�� ;      ��8 = 12�7 

 

[1-156]

and 

 �����?, �� → �����?, �� �0.6exp Õ −n�72Ö + 0.4exp t−n�78u�
+ ��R��?, �� √65 �exp Õ −n�72Ö − exp t−n�78u� 

 

[1-157]

where 

 �72 = 1�U + �� ;      �78 = 1�� + �7 

 

[1-158]

An appropriately phased RF pulse can be used to convert the rank 3 signal 

quantum coherence into a rank 3 triple quantum coherence, and a subsequent 

appropriately phased RF pulse can be used to reproduce ��R� which will evolve 

back into ���� under the influence of relaxation. This is the essence of triple 

quantum filtering, where appropriate phase cycling (related to the more rapidly 

rotating triple quantum coherence) and sequence averaging can be used to cancel 

all signal in cases where ��R� is not generated (75). The operator ��R� is not 

produced when �72 = �78, or when the transverse relaxation is monoexponential. 

This technique has been used ‘extensively’ in attempts to probe sodium 

concentration and relaxation differences between intracellular and extracellular 

space. In this thesis an alternative, potentially higher yield methodology is 

proposed for this task (Chapter 7). The nature of the spectral density function for 

sodium in a biological environment will be introduced in chapter section 1.6.  

  

The coupled differential equations describing the evolution of the density operator 

above (Eq. [1-154]) are given in the absence of static RF and residual quadrupole 

perturbations. If a residual quadrupole interaction persists it will commute with 

the � = 0 term in the fluctuating Hamiltonian, and its dependence removed from 

the relaxation super-operator with respect to this term. The effect of a residual 

quadrupole interaction related to the � = ±1, ±2 terms is a shift in the sampling 
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of the interaction power spectral density functions �� and �7 in proportion to TW�. 

However, this shift in comparison to the Larmor frequency is insignificant. In the 

presence of an RF field the static quadrupole Hamiltonian no longer commutes 

and many more terms are introduced into the coupled differential equations above 

(Eq. [1-154]). These terms are dependent on the power spectral density function 

�U sampled not only at 0 Hz, but at the two additional frequencies below (71): 

 #� = ¼TW�7 + 2T�TW� + 4T�7 

 

[1-159]

 #7 = ¼TW�7 − 2T�TW� + 4T�7 

 

[1-160]

It is assumed for the simulations performed in this thesis that the dispersion of  �U  

at low frequency is negligible. When �U�0� ≈ �U�#�� ≈ �U�#7� the coupled 

differential equations of Eq. [1-154] remain valid in the presence of the static RF 

and residual quadrupole Hamiltonians. An absence of low frequency spectral 

dispersion is also assumed by the group that derived and presented the coupled 

differential equation describing the evolution of sodium spin ensemble given 

above (71). Measurements of low frequency spectral density dispersion do not 

exist for cellular tissue, but it is likely, given the lack of discrete long-term 

sodium ion binding sites in biological environments, the type of which may 

contribute energy solely to �U�0� (chapter section 1.6), that dispersion within this 

frequency range is small.         

    

Although evolution of the density operator within the irreducible spherical tensor 

basis set completely describes relaxation for the spin ensemble, it does not 

highlight the ‘source’ of the two components of biexponential transverse 

relaxation. Solution to the Redfield relaxation matrix which describes the time 

dependence of the three (for sodium) single quantum coherences highlights that 

the T2f component of transverse relaxation is associated with coherence between 
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the outer states and T2s, coherence between the inner states (75). The Redfield 

relaxation matrix for a four state system is derived in (182). 

  

1.5.8. Sodium NMR Simulation 

The evolution of the density operator for the spin 3/2 sodium nuclei during an 

NMR experiment involves solution to the sum of the three coupled differential 

equations under the influence of RF (Eq. [1-137]), static residual quadrupole (Eq. 

[1-138]), and fluctuating quadrupole (Eq. [1-154]) Hamiltonians. While formal 

solutions in special cases may be used for sequence design, for general sequence 

analysis formal solutions can be quite impractical. Numerical solution provides a 

means to observe and optimize the evolution of the density operator for 

‘complicated’ sequence scenarios. The numerical solution is given below, where 

V is the modal matrix whose columns are the eigenvectors of the summed 

differential equation matrices, and D is a diagonal matrix of associated 

eigenvalues (71).     

 (�n� = 4exp�Dt�4 �(�0� 
 

[1-161]

Eigenvectors and eigenvalues for the coupled differential equations were solved 

in Matlab. The NMR simulator built during this thesis is shown in Appendix 6. 

  



Chapter 1:  Introduction and Background 

73 

 

1.6. Sodium NMR Interactions in Biological Environments 

 

For sodium NMR in biological environments the preponderant quadrupole 

interaction, T��n�, will be time dependent, as both the quadrupole coupling 

constant, M�n�, and the angle of orientation of the ‘experienced’ electric field 

gradients with respect to the main magnetic field, ��n�, will change with time (Eq. 

[1-162]).   

 T��n� = M�n�4 �3cos7��n� − 1� 

 

[1-162]

In an environment where the EFGs are randomly distributed in 3D space and the 

fluctuations of T��n� are very rapid on the scale of the Larmor period (TU �), the 

time averaged T��n� will be zero. This is the case of sodium in a simple saline 

solution, where the origin of the EFG arises from instantaneous asymmetries in 

the hydration shell (160,185,186). Although the average power of these 

interactions is very large N���8 ≅ 1Mhz (161), the interaction correlation time 

constant �HP� is very short �< 1 ps) (where HP is the characteristic time of an 

exponential autocorrelation function, exp�−H/HP�, a reasonable approximation for 

an aqueous NaCl solution (160)). 

 

In biological environments it is possible that much slower fluctuations of T��n� 

may be superimposed on the rapid variations arising from the ‘thermal’ 

distortions of the hydration shell (the source of these slower fluctuations is 

discussed below). If the duration of an effective half-period of the slow 

fluctuation approaches TU � but is still less than the inverse of the time-averaged T��n� during a half-period, spectral splitting remains non-existent (i.e. T��n� is 

still time-averaged to zero over the NMR time scale) (160,161). The slow 

fluctuating contribution will, however, increase the interaction energy at low 

frequencies, with consequence for relaxation (i.e. the power spectral density at 0 

Hz will be increased resulting in biexponential transverse relaxation). If the 

effective period of the superimposed T��n� fluctuations become quite long, 
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and/or the magnitude of  T��n� associated with these slow fluctuations becomes 

quite large, T��n� will not be time-averaged to zero over the NMR time scale and 

the spectrum will be split according to the ‘residual quadrupole interaction’ –  TW� 

(i.e. the time-averaged T��n�) (187). It should be noted that the biexponential 

transverse relaxation process will also be very efficient in the case of ‘very’ slow 

superimposed EFG fluctuations.  

 

While the rapid EFG fluctuations produced by the hydration shell surrounding the 

sodium ion in an aqueous environment are well known (186), the sources of slow 

EFG fluctuations experienced by sodium nuclei in biological environments are 

not as clear, and diverse mechanisms are likely involved. Sodium ions may be 

‘bound’ to sites within large macromolecules such as the grooves of DNA (188-

192). Cation binding is essential for the folding and stability of large RNA 

molecules (193), and the binding of Na+ and K+ in particular is essential for the 

proper function of many enzymes (194,195). Sodium nuclei directly and statically 

bound to large stationary macromolecules would likely experience large constant 

electric field gradients. However, binding to biological macromolecules is most 

likely a very transient process, as binding sites on the minor groove of DNA are 

suggested to be occupied for only 50 ns (189).  

 

Models of rapid exchange between ‘bound’ and ‘free’ ions states (discrete 

exchange models) have been used to describe sodium NMR dynamics and assess 

sodium interactions with specific macromolecules (in particular DNA) 

(188,189,196-199). However, the ‘binding’ of sodium ions in a biological 

environment can take many forms including inner-sphere (or direct), outer-sphere 

(coordination through a water molecule) and atmospheric (200). While ‘strong’ 

binding may exist for molecules of nucleic acid, weaker and non-specific (or 

‘territorial’) binding is associated with other prevalent biological macromolecules 

such as carbohydrate chains, proteoglycans or glycosaminoglycans (201,202). As 

binding weakens, the residence duration of an ion within an EFG produced by 

association with the macromolecule is reduced. In this way the rate and 
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magnitude of EFG fluctuations may be related to the type, strength and 

availability of sodium ion binding sites within the environment (199). In 

biological tissue, the concentration of ‘strong’ binding sights is suggested to be 

very much less than the concentration of ions (160,161).      

 

Slow EFG fluctuations experienced by sodium nuclei in biological environments 

will also be influenced by the diffusion of the sodium ion through the time-span 

of its NMR coherence (161,163,203,204). Repeated ‘encounters’ with EFGs 

having the same spatial orientation will greatly increase the interaction energy at 

low frequencies. While these ‘encounters’ may be short-lived, in an ordered 

environment the probability of similar ‘encounters’ may be quite high. In this 

sense the rate of the slow EFG fluctuation can be discussed in terms of local 

‘order.’ Saline solutions can be described as ‘zero order’ environments, while 

‘medium-range order’ environments produce slow fluctuating T��n� components 

but no spectral splitting. It is in environments with ‘long-range order’ that residual 

quadrupole interactions remain.  

 

The EFGs ‘encountered’ by the sodium nucleus throughout its nuclear NMR 

coherence may involve the specific transient binding of a sodium ion to a 

molecule such as DNA; they may also involve ‘territorial interaction.’ Of 

particular importance to the discussion of the latter is the role of the hydration 

shell in the EFG experienced by the nucleus. It has been considered that the water 

surrounding the sodium ion simply acts to screen a territorial electrostatic 

macromolecular-generated EFG, as a result of fixed-charges, at the nuclear site 

(i.e. the water simply has a dielectric effect) (205). However, this continuous 

solvent model has been considered insufficient to fully describe the EFG at the 

nuclear site, as perturbations of the hydration shell itself, beyond random thermal 

fluctuation, brought about by short-range interaction with large macromolecules 

are also involved in the production of EFG fluctuation (206-208). At surface 

interfaces, perturbation of the hydration shell from symmetry may result from the 

preferential orientation of the water molecules as a result of hydrogen bonding 
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(209). Elsewhere, perturbations of the hydration shell are simply discussed as 

outer-sphere collisions with macromolecules, with the EFGs generated being 

perpendicular to the surface (161). It has been suggested that along surfaces, fixed 

macromolecular charges may have little to do with the EFGs experienced by 

sodium nuclei other than the adsorption of ions along the surface, being 

overshadowed by hydration shell distortion (210,211). Large, slow-fluctuating 

electric field gradients with long correlation times may arise from the diffusion of 

sodium ions in tightly confined and highly anisotropic environments. It should 

also be noted that macromolecular density will also influence slow EFG 

fluctuation (209), increasing frequency of interaction.                  

 

When discrete exchange models are used to assess ion interactions with 

macromolecules, quadrupole interaction in each ion ‘pool’ (either ‘free’ or 

‘bound’) is defined by an exponential autocorrelation function with characteristic 

time constant, or a Debye model, and the resultant relaxation described according 

to a population weighted mean. While this methodology may be functional for the 

NMR analysis of molecules with specific binding sites (199), it is somewhat 

awkward to characterize EFG fluctuation twice, i.e. within the autocorrelation 

functions defining each site and within the ‘chemical exchange,’ especially given 

the very transient binding in even the strongest binding cases. The discrete 

exchange model can be replaced by a continuous diffusion model in which 

distinct Debye models of autocorrelation are abandoned and replaced by a single 

autocorrelation function for the diffusing nuclei (161,204,210). Within this thesis 

a single autocorrelation function is considered for all sodium NMR environments 

simulated, with power spectral density values extrapolated from relaxometry 

measurements via Eqs. [156, 158]. Apart from the case of saline, these power 

spectral density values specify autocorrelation functions that are not exponential 

(or Debye). While others have attempted to create non-exponential single 

autocorrelation models for sodium nuclei in biological environments, this sort of 

interaction modeling is not relevant to this thesis (210). It should be noted, 
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however, that in complex environments such as cellular tissue different ‘domains’ 

or ‘compartments’ may be present with limited sodium exchange between them.      

 

The purpose of single quantum sodium imaging has typically not been concerned 

with the use of quadrupolar interactions (i.e. relaxation and residual splitting) to 

describe the nature of biological environments; it has generally been concerned 

with the assessment of tissue sodium concentration. However, it is important to 

have some understanding of the nature of sodium quadrupole interactions in-vivo. 

It is informative to note that studies of yeast cells suggest an intracellular space 

containing an effective single NMR population of sodium nuclei exhibiting 

biexponential relaxation but no spectral splitting (210). This suggests no local 

regions within the (yeast) cell producing ‘experienced’ EFG fluctuations slower 

(and possibly greater) than the rest of the cell where sodium nuclei are ‘held’ over 

the lifetime of the transverse coherence. Such regions would exhibit a more rapid 

short component of biexponential relaxation and possibly residual splitting. While 

local regions producing slower EFG fluctuations may exist within the cell, such as 

the nucleus (isolated DNA has been shown to produce spectral splitting (163)) or 

the mitochondria with its many membrane folds (mitochondrial suspensions have 

also been shown to produce spectral splitting (212)), intracellular sodium ions 

may only ‘sample’ these regions for limited periods of time. The discussion of 

‘pools’ of sodium ions in biological environments is an old one. Early sodium 

NMR studies in biological tissue suggested a large component (65%) of sodium in 

muscle, brain and kidney was complexed to macromolecules while the remainder 

was free (213,214), but these early studies lacked understanding of the nature of 

biexponential relaxation produced by a quadrupole nuclei (34). More recently, 

distinct intracellular sodium pools were suggested for rat liver using a 

combination of shift reagent multiple quantum coherence to assess intracellular 

sodium (53). Distinct intracellular pools have also been suggested for perfused rat 

heart, based on single quantum relaxation fitting, with the hypothesis that one 

pool contains those ions in the subsarcolemmal space (52). Finally, differences in 

single and triple quantum measures of intracellular T2f for implanted gliosarcoma 
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(49,50) and perfused rat heart (46,52,215-217) also suggest distinct intracellular 

pools.     

 

In general, sodium nuclei within intracellular space are simply assumed to form a 

homogenous pool with respect to quadrupole interaction, however, considerable 

effort has been applied to measure quadrupole interaction differences between this 

intracellular pool and the presumed different extracellular (or interstitial) pool or 

sodium nuclei. Extracellular sodium, present in a concentration ~ 10x that of 

intracellular sodium and buffered by the body’s homeostatic mechanisms, may 

obscure intracellular sodium concentration changes that may be of note, such as 

elevation related to the rate of cell proliferation (218,219), or increases related to 

early anoxic depolarization in ischemia (95). As such, the ability to selectively 

acquire signal from intracellular sodium based on sodium NMR characteristics 

would be highly beneficial. The discrimination of intracellular and extracellular 

sodium NMR characteristics requires a separation mechanism such as a shift 

reagent, and several have been used (220-222). In implanted gliosarcoma (49,50), 

perfused rat heart (46,216), and perfused rat liver (223) relaxation differences 

were measured between intra and extracellular space. Unfortunately, although the 

blood-brain-barrier has been broken in two studies to facilitate the invasion of 

interstitial space with shift reagent (224,225), no measures of intracellular and 

extracellular relaxation in brain tissue have been made. However, different NMR 

characteristics in the two spaces have been implied from differences in the signal 

intensity timelines of single and multiple-quantum filtered methods following 

onset of ischemia (74,111,226). The anatomy of interstitial space in the brain 

which facilitates bulk transport (227-229), also suggests a less dense environment. 

A technique is presented in this thesis which may be useful in the discrimination 

of intracellular and extracellular space if significant relaxation differences do 

actually exist (Chapter 7). 

 

When bulk tissue sodium concentrations are to be assessed, the 

compartmentalization of sodium nuclei has importance in terms of sodium 
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‘invisibility;’ if a portion of the tissue sodium population is ‘undetectable’ by 

NMR, the NMR signal will not accurately reflect concentration. It has been 

suggested that > 20% of intracellular sodium remains undetected by NMR 

spectroscopy in a range of mammalian erythrocytes when compared to sodium 

measurement by flame photometry (230,231). A similar study with rat muscle 

suggested an intracellular sodium ‘invisibility’ of ~ 30% (232). ‘Invisibility’ is an 

awkward term and is really a measure of signal loss as a result of the NMR 

measurement method and the sodium quadrupole interactions. There are two 

sources of sodium NMR signal loss, which as described above reflect a 

continuum of microscopic ‘order’: rapid biexponential relaxation, and residual 

quadrupole splitting (233). If all compartments within a tissue simply exhibit 

biexponential relaxation without quadrupole splitting, minimization of signal loss 

is relatively ‘simple’ and involves, for imaging, a minimization of TE (234). It 

should, however, be noted that bulk tissue relaxation measurements may not 

reflect different compartmental relaxation rates, and it is possible, when TE is not 

extremely short, that signal loss may vary for potentially different tissue 

compartments.             

 

While the minimization of tissue sodium signal loss with respect to biexponential 

relaxation has been discussed at great length (7,12,30,234,235) the effect of 

quadrupole splitting on acquired sodium signal has essentially been ignored. This 

is likely for good reason as no residual quadrupole interactions where found in a 

comprehensive study of the yeast cell (210), or within porcine skeletal muscle or 

cat brain (236). However, with more recent use of the double quantum filtering 

(237) and Jeener-Broekaert techniques (238) with increased sensitivity (to 

quadrupole splitting), residual quadrupole interactions have been observed in 

cartilage (178,238-241), in erythrocyte cells (242-244), and most importantly for 

this thesis in human skeletal muscle and brain in-vivo (245). As mentioned 

previously, residual quadrupole interactions have also been measured in 

mitochondrial suspensions (212) and isolated DNA (163). It is possible that signal 

loss related to sodium ‘invisibility’ is a result of residual quadrupole splitting; this 
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is an old hypothesis (246). In an imaging sense, the satellite-related signal in any 

voxel having sodium nuclei in macroscopically disordered compartments with 

residual quadrupole interactions will be rapidly dephased following its production 

(i.e. in a spectroscopy sense this refers to the spreading of the satellite peaks – 

with the production of a powder spectrum). The rate of dephasing of this 60% of 

the transverse magnetization coherence will be dependent on the average 

magnitude of the EFG interaction. Another source of signal loss related to 

residual splitting arises from insufficient excitation of the satellite resonances 

when soft or narrow bandwidth RF excitation pulses are implemented. When the 

central transition is selectively irradiated the maximum transverse magnetization 

that can be produced is only 20% of the longitudinal magnetization in thermal 

equilibrium (181,247,248).   

 

There is only one early study (1987) of signal loss related to residual quadrupole 

interactions in the brain (cat) and sodium was determined to be 100% ‘visible’ 

(236). When the central transition is selectively irradiated it will ‘flip’ at a rate of 2T�. This early study searched for a flip-angle dependent effect but did not find 

one, implying no residual quadrupole related signal loss. At ISMRM Hawaii 

(Stobbe, Beaulieu, 2009) preliminary data was presented for a similar experiment 

using ‘high resolution’ short TE imaging in the human brain with the result of 

positive flip-angle dependent effect, especially in white matter tracts running 

parallel to the main magnetic field (164). It was suggested that the residual 

quadrupole interaction observed may be dependent on the high degree of 

diffusion anisotropy associated with myelinated axons. 

 

There is a paucity of knowledge concerning sodium quadrupole interactions in 

brain tissue. While it has generally been assumed that residual splitting is not 

present in the human brain, recent double quantum experiments suggest 

otherwise. This residual splitting likely represents a source of signal loss not 

considered in recent tissue sodium concentration measurements that attempt to 

minimize biexponential relaxation. Whether or not sodium ‘pools’ with different 



Chapter 1:  Introduction and Background 

81 

 

quadrupole interactions exist, such as intracellular vs. extracellular, or within 

different cellular compartments, or within different cell types, or within the 

myelination, remains to be determined. In this thesis for our stroke study (Chapter 

6) we chose to accept some known signal loss with respect to biexponential 

relaxation in exchange for reduced noise variance (Chapter 5). ‘Full’ elimination 

of all quadrupole NMR related weighting may require very short RF pulses with 

very short echo times; this requirement is problematic with respect to SNR and 

SAR constraints at high field. Although attaining an in-vivo measure for a 

physical parameter such as sodium concentration is very alluring, correlation of 

sodium signal intensity which includes the quadrupole dependence on 

macromolecular structure with disease state may be just as valuable (or even more 

so, given increased SNR and potentially beneficial added contrast). In the future, 

sodium quadrupole NMR contrast could possibly be exploited, in both its forms, 

to assess macromolecular structure and tissue anisotropy in the human brain 

rather than minimized which appears to be the current norm for sodium imaging. 

A sodium imaging technique attempting to enhance contrast related to long-range 

order was recently presented at ISMRM Toronto (Stobbe, Beaulieu, 2008) (249). 
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Chapter 2 

Advantage of Sampling Density Weighted Apodization Over Post-acquisition 
Filtering Apodization for Sodium MRI of the Human Brain 

A version of this thesis has been published 
(R.S. Stobbe, C. Beaulieu, Magn Reson Med, 60, 981-986, 2008) 

2. Advantage of Sampling Density Weighted Apodization Over Post-acquisition Filtering Apodization for Sodium MRI of the Human 
Brain 

2.1. Introduction 

Perhaps the greatest detriment to sodium MRI of the human brain is the low 

sodium concentration in-vivo (~50 mM for 23Na vs. ~ 80 M for 1H). Because of 

this concentration deficit, sodium imaging voxel sizes must be considerably larger 

than those generally acquired for proton imaging; an increased voxel size is 

required in order to generate an adequate signal to noise ratio (SNR). One 

consequence of implementing large voxels (and low matrix size) is that Gibbs’ 

ringing extends relatively far (in space) beyond the sharp transition that generated 

the ringing artifact. The affect of this ringing on sodium image quality can be seen 

in Figure 2-1; it not only degrades image appearance, it may also confound tissue 

and lesion region of interest (ROI) analysis.   

 

Figure 2-1: A sodium image of the human brain generated with uniform k-space (3D-
TPI) sampling and no post-acquisition filtering. This image highlights the effect of 
Gibbs’ ringing, which appears to originate along the inner circumference of the head and 
propagate toward the centre.     
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One approach to minimize ringing is to post-acquisition filter a uniformly 

sampled k-space with an appropriate apodizing function just prior to Fourier 

transform (UPFA – Uniform k-space sampling with Post-acquisition Filtering 

Apodization). Another approach is to sample k-space in such a manner that the 

acquisition sampling density matches the desired apodizing function (SDWA – 

Sampling Density Weighted Apodization). SDWA for Gibbs’ ringing removal is 

not a new concept; it was proposed in 1987 (250,251) and can be implemented for 

low signal, low resolution applications such as spectroscopic imaging, where 

multiple averaging is common (252-257). SDWA was recently implemented for 

3D pure phase-encode sodium imaging of the heart (258,259). A previous sodium 

imaging paper of the human brain using 3D twisted projection imaging (3D-TPI) 

(30) implemented sampling density weighting with the intention to reduce readout 

length and T2
* attenuation (using a ‘mild’ sampling density shape) (29). In the 

current paper sampling density weighting was implemented for 3D-TPI with the 

different intention of producing effective, SNR efficient, image apodization.   

 

The purpose of the current paper is to directly quantify the SNR advantage of 

SDWA over UPFA with sodium 3D twisted projection imaging (3D-TPI) of the 

human head, and to compare this SNR increase with theory. This was 

accomplished with the creation of two 3D-TPI projection sets, one producing 

uniform sampling density, and the other a ‘generalized Hamming’ sampling 

density which conforms to 3D-TPI design constraints for full k-space sampling 

(the SDWA projection set produces an effective redistribution of the global over-

sampling inherent in uniformly sampled 3D-TPI). Both projection sets sampled k-

space to the same extent with an identical number of projections, readout length, 

and number of sampled points along each projection (TE, TR, and flip angle were 

also constant for this comparison). The SNR advantage of SDWA (when 

compared to UPFA) was quantified, and a significant noise coloring benefit 

demonstrated in sodium images acquired from a saline phantom and healthy 

human brain. 
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2.2. Theory 

2.2.1. SNR Advantage of Sampling Density Weighted Apodization 

The relative image noise variance advantage of SDWA �5�3897 5:;�97⁄ � is given 

in Eq. [2-1] , where F��� is the desired shape of the k-space 3D modulation 

transfer function (MTF) generated by sampling density for the SDWA approach 

and post acquisition filtering for the UPFA approach. < is the total number of 

Cartesian k-space grid-points within the MTF. This equation is conceptually the 

same as that given by Pipe and Duerk to quantify the relative image noise 

variance increase associated with (non-uniform) post-acquisition weighting of 

individual data points (55).  

 5�38975:;�97 = �∑ F���= �7
<∑ F���7=  

 

[2-1]

 

The noise power spectral density (PSD) is given for both SDWA and UPFA in 

Eq. [2-2] and Eq. [2-3], where M*K describes the total number of data samples 

collected for the case of uniform sampling (which is identical for the sampling 

density weighted case), and 5�7 is the noise variance associated with each data 

sample collected. 

 PSD>:J;��� = F���7
� 5�7 

 

 

 

[2-2]

 PSD=><;��� = ∑ F���=�< F���5�7 

 

[2-3]
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2.2.2. Design Constraint for Sampling Density Weighting with 3D-Twisted 
Projection Imaging 

A 3D radial sampling density shape, Γ�1�, can be generated with 3D-TPI (beyond 

p) by designing the radial component of each projection (r – as a fraction of �-./) 

to evolve according to Eq. [2-4], adapted from (29).  

 �1�H = 4Γ_1�H�a12�H� 

 

[2-4]

In this equation H = 
?n �-./⁄ , the dimensionless fraction of the time required for 

a projection to reach the edge of k-space if it did not begin twisting (G is the 

gradient magnitude associated with the projection). When full Nyquist sampling 

is desired and the minimum number of cones and the minimum number of 

projections on each cone are to be used (as above), the following projection 

design constraints on Γ�1� exist: Γ�4� = 1 4⁄ , and Γ�1� ≥ 1. If these constraints 

are met the resulting sampling density will match Γ�1� without ‘Nyquist holes’. 

For a uniform sampling density shape, Γ�1� must equal the constant 1/p for full 

Nyquist sampling, highlighting the ‘global averaging’ in uniform 3D-TPI.  

 

2.2.3. Apodization Filter 

A ‘generalized Hamming’ 3D radial filter (Eq. [2-5]) was developed for SDWA 

sodium imaging with 3D-TPI.  

 Γ�1� = ?� − ?7cos_π�1 + 1�a 
 

[2-5a]

 ?7 = v 1% − &x1 − cos_π�1 + %�a 

 

[2-5b]

 ?� = ?7 + & 
 

[2-5c]

This filter has a value of 1/m at r = m, and a value of n at r = 1 (when m = 0.08 

and n = 1 this generalized filter reverts to the shape of the Hamming filter). The 

3D-TPI design constraint for full k-space sampling described above is fulfilled 
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when m = p and n = 1 (i.e. Γ�4� = 1/4, and Γ�1� = 1). For this filter, the greatest 

apodization characteristics are generated when m is small. However, the minimum 

value of p (projection design for m = p) will be constrained by the relative length 

of each projection.    
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2.3. Methods 

Two different 3D-TPI projection sets were created for the comparison of UPFA 

and SDWA: one generating uniform k-space sampling density; and the other, the 

sampling density prescribed by Eq. [2-5] (m = p = 0.16). Both projection sets 

included the same number of projections (3700), each sampling the same number 

of k-space locations (225) to a very similar k-space extent (~156.4 1/m SDWA, 

and ~156.8 1/m UPFA). The sampling bandwidth (12500 Hz), and readout length 

(17.92 ms) were identical for both. To create projections of equivalent length, 

different twist parameters (p) were used to generate each projection set. When the 

sampling density shape of Eq. [2-5] is implemented with m = p = 0.16, the 

relative projection length is 4.48 times longer than if the projections did not begin 

twisting. For uniform sampling density, the same relative projection length was 

achieved with p = 0.28.  

 

Both projection set designs were gridded with ‘ones’ to highlight sampling 

density using a Kaiser convolution kernel of width 4 and beta 5.8 (with no ‘sub-

sampling’ of the k-space grid). The sampling densities for both the uniformly 

sampled, and sampling density weighted projection sets are highlighted in Figure 

2-2a and 2-2b. As each projection set acquires an equivalent number of points per 

projection (and an equivalent number of total points) the total sampling ‘volume’ 

(4D) is the same for each projection set. For both projection sets there are no 

locally under-sampled areas (or ‘Nyquist holes’) visible within the sampling 

density matrix generated. The uniform 3D-TPI projection set generates an over-

sampling in the extents of k-space to a factor of 3.67 times. This is slightly greater 

than 1/p = 1/0.28 = 3.57 as 3700 projections were implemented, while the 

minimum number of projections for full sampling was 3603. This 2.7% increase 

in projections is equivalent to the 2.7% increase in uniform sampling density. The 

SDWA projection set implemented generates a sampling density that is a scaled 

version of Eq. [2-5]. This global scaling results from the fact that the SDWA 
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projection set was implemented with 80% more projections (3700) than the 

minimum number required for full sampling (2059).  

 

 

Figure 2-2: 1D profiles (dotted lines) through the three dimensional sampling density 
matrix are shown for both uniform sampling (a) and sampling density weighting (b) 
projection designs (minor deviations result for implementation with a gradient waveform 
memory limited system). In the SDWA case, the sampling points have been redistributed 
from the edges to the centre of k-space, creating the sampling density shape shown (note 
that this redistribution occurs in all three dimensions). The solid line in (b) is plotted 
directly from Eq. [2-5]; the sampling density weighting generated is a scaled version of 
this filter shape. Both the SDWA and the UPFA cases are over-sampled at the centre of 
k-space (an inherent quality of radial imaging). However, this local oversampling is the 
same for both filtering approaches presented and also relatively small in comparison to 
the total number of data samples collected (required compensation yields an ~ 5% 
reduction in SNR efficiency).   

 

For image creation, over-sampling at the centre of k-space, along the z pole, and 

throughout the z = 0 plane (as a result of projection set implementation) was 

compensated for with an iterative approach (260). A Kaiser convolution kernel of 

width 4 and beta 6.5 (gridded k-space ‘sub-sampled’ at a rate of 1.2 (261)) was 

used for this compensation and subsequent k-space gridding for image 

construction. 

 

Images were acquired from a spherical 50 mM [Na+] saline phantom (with a long 

T2* = 53 ms) and from the heads of three healthy volunteers for both apodization 
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approaches in only 3:10 minutes per scan (2 averages), with the intention (of the 

short scan time) to highlight image noise. For the UPFA case, k-space was post-

acquisition filtered through the sampling density compensation process according 

to Eq. [2-5] (m = 0.16). For each image, SNR was measured in the identical ROI 

for both the SDWA and UPFA cases. For each volunteer this ROI consisted of 

many large regions throughout the brain including both gray and white matter. 

Noise variance was measured in the image background (using an ROI that 

consisted of 4 corner regions per slice on ~ 20 slices). High quality sodium 

images of the human brain were also generated in a practical scan time of 11.4 

minutes for the SDWA approach. The minimum number of projections (3306, 

with rounding up on each cone) were used for this projection set (p = 0.16) 

covering an isotropic k-space volume to a maximum value 164.2 1/m.   

 

All images were acquired on a 4.7 Tesla Varian Inova (Palo Alto, CA) scanner, 

using a home-made, single-tuned, birdcage RF head-coil. A steady-state sequence 

optimized under SAR constraint (42) was used to generate each image. This 

sequence consisted of a non-selective RF pulse of length 900 µs and flip angle 

55o, followed by either the UPFA or SDWA 3D-TPI readout, and subsequent 

gradient spoiling for a repetition time of 25 ms. It should be noted that the k-space 

acquisition comparison described is independent of RF pulse length, flip angle 

and TR.  
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2.4. Results 

Images acquired from a saline phantom are shown for both SDWA and UPFA in 

Figures 2-3a and 2-3b. Theory (Eq. [2-1]) suggests a relative SNR advantage of 

17% for SDWA; an SNR increase of 16% was measured in this phantom (average 

over several scans). The noise colouring is also visibly different for both filtering 

methods, and the noise power spectral densities are plotted in Figures 2-3c and 2-

3d (from Eq. [2-2] and Eq. [2-3]). For the UPFA case the noise PSD at the centre 

of k-space is the same as when no post-acquisition filtering is performed. For the 

SDWA case, the noise PSD at the centre of k-space is reduced to 32%, or < ∑ F���=⁄ , of the UPFA case (from Eq. [2-2] and Eq. [2-3]).  

 

Figure 2-3: Images generated from a saline sphere are shown in (a) and (b). The SNR is 
clearly greater (16%) for SDWA over UPFA; there is also a visible difference in noise 
colouring (i.e. less low frequency and greater high frequency noise). In (c) and (d) 1D 
profiles of the relative noise power spectral density (PSD) are plotted from Eq. [2-2] and 
Eq. [2-3]. 
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Representative human brain images acquired from a healthy volunteer in just over 

3 minutes are shown in Figure 2-4a and 2-4b. For both the UPFA and SDWA 

cases the effect of Gibbs’ ringing has been reduced. When areas of the brain that 

are expected to be homogeneous are compared, the noise variance for the SDWA 

case is visibly less than for the UPFA case. A reduced ‘speckle-size’ is also 

apparent for the SDWA case. The measured relative SNR benefit of SDWA is 

plotted in Figure 2-4c, along with the SNR advantage calculated from Eq. [2-1], 

and for the three volunteers increases of 16%, 18%, and 16%, respectively, are in 

good agreement with theory (17%).  

 

 

Figure 2-4: The relative SNR advantage of apodization by sampling density weighted 
filtering (SDWA) over uniform k-space acquisition with post-acquisition filtering 
(UPFA). This advantage is demonstrated with representative images from a healthy 
volunteer, and quantified over the whole brain for three volunteers (V1, V2, V3), which 
agrees well with theory. 

 

In Figure 2-5 multiple slices of a representative higher resolution image acquired 

from the brain of a healthy volunteer in ~ 11 minutes are displayed for the SDWA 

projection set described. This sodium image with isotropic voxels has an average 

SNR of 22 in brain tissue and does not display Gibbs’ ringing.  
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Figure 2-5: Multiple slices of a representative sodium image acquired from a healthy 
volunteer at 4.7 Tesla using the SDWA approach. This image was acquired in 11.4 
minutes with a nominal isotropic resolution of 3.2 mm (given as 1 2 · �-./⁄ ). As can be 
seen there is no visible effect from Gibbs’ ringing, and the image quality is excellent for a 
sodium scan. The average image SNR in brain tissue is ~ 22.  
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2.5. Discussion 

In this paper a quantitative analysis of the SNR benefit associated with sampling 

density weighted apodization (SDWA) when compared to uniform sampling with 

post-acquisition filtering apodization (UPFA) is presented for sodium 3D-TPI by 

introducing a ‘generalized Hamming’ function that could be implemented by 

redistributing the inherent over-sampling (or global averaging) in uniform 3D-TPI 

without violating the Nyquist criterion. For this apodizing filter, a 17% SNR 

advantage associated with SDWA over UPFA was calculated from theory, and 

experimentally an average 17% benefit was measured with sodium imaging of the 

human head for three volunteers (Figure 2-4). It was also shown that SDWA 

apodization exhibits a substantial noise colouring benefit over UPFA (i.e. the 

noise variance reduction associated with SDWA over UPFA is predominantly in 

the low spatial frequencies) (Figure 2-3). The reduction in low frequency noise 

for SDWA yields images with smaller noise ‘speckle-size’.       

 

The SNR increase of 17% associated with the use of SDWA rather than UPFA is 

by no means insignificant. This increase can be exploited for a 27% decrease in 

imaging time (for the same SNR), which can be several minutes for sodium 

imaging. Conversely, this SNR advantage could be ‘spent’ to sample a greater k-

space extent for increased image resolution. A reduction in noise ‘speckle-size’ 

associated with SDWA noise colouring may also help facilitate the quantitative 

analysis of small lesions, along with improving image appearance, as evident in 

Figure 2-5. 

 

Although it may be expected that the rapid biexponential transverse magnetization 

decay exhibited by the sodium nuclear ensemble within cellular environments 

would provide adequate apodization to effectively minimize ringing, Gibbs’ 

ringing still appears to be a problem when imaging structures like the human head 

(Figure 2-1). The problem when imaging the brain is that the transverse 

magnetization of sodium in CSF, which has ~3 times more sodium ions per 
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volume than tissue, decays much slower (T2* = ~65 ms (25)). The apodization 

filter for this comparison effectively reduces Gibbs' ringing as is evident in 

Figures 2-4 and 2-5 (compared to Figure 2-1).  

 

The ‘generalized Hamming’ filter presented in this paper was developed to meet 

the 3D-TPI design constraint for full Nyquist encoding of 3D k-space. This 

constraint reflects the fact that when the minimum number of projections (a 

function of the twist parameter p) are implemented for 3D-TPI the sampling 

density at p will be 1/p, and a sampling density less than 1 will violate the Nyquist 

criterion at the edges of k-space. Locally under-sampling k-space results in the 

introduction of ‘aliasing-noise’ (262), which is undesirable for SNR starved 

sodium imaging. Because of these constraints not every filter shape is 

implementable. The maximum ratio between the value at the centre and at the 

edge of the filter is determined by p (i.e. smaller p values facilitate greater 

twisting and greater filtering characteristics).  

 

Much more time is spent during each projection encoding the outer regions of k-

space in the uniformly sampled case than in the SDWA case. This is an obvious 

requirement as many more points must be sampled in the outer regions of k-space 

if a uniform sampling density is to be achieved. For any given twist parameter (p) 

and maximum gradient strength, readout lengths can be shortened if sampling 

density weighting is implemented. This use of sampling density weighting, i.e. 

readout length reduction, with 3D-TPI has been previously considered for sodium 

imaging (29).  

 

The SNR benefit of SDWA over UPFA can be calculated with Eq. [2-1] when an 

equivalent number of sampling points have been acquired for each case. In the 

theoretical development the final MTF for each case is equivalent. To 

demonstrate this benefit for 3D-TPI, two projection sets were generated that 



Chapter 2:  SNR Advantage of Apodization by Sampling Density Design  
 

95 

 

sampled an equivalent number of points to the same (or very similar) k-space 

extent using the same number of projections and the same readout length. 

However, even though the readout lengths are the same for both projection sets, 

each set of projections takes a different route through k-space (with respect to the 

radial component of each trajectory). Because of this the experimental MTF for 

cellular tissue, which includes the effects of relaxation, will be slightly different 

for both cases, and the resolution of the images in Figure 2-4 (although very 

similar) will not be exactly the same. The noise variance advantage predicted 

from theory and demonstrated with phantom and human brain imaging, however, 

is independent of relaxation effects and arises from the non-uniform, post-

acquisition, numerical k-space weighting in the UPFA case.   

 

In this paper the relative image noise variance advantage associated with the 

implementation of SDWA over UPFA was quantified both with theory and 

experiment. This was done for 3D-TPI sodium imaging with the generation of 

two directly comparable projection sets (each with full k-space sampling). SDWA 

may also be implemented (when Gibbs’ ringing reduction is required) for other 

radial imaging techniques including 3D-Cones (263), with the same noise 

variance advantage (over UPFA). This direct quantification of the SDWA 

advantage (when a sampling density weighted shape can be smoothly generated 

without ‘Nyquist holes’) also applies to purely phase encode imaging techniques, 

where the utility of sampling density weighted apodization has been demonstrated 

(258) for the human heart in comparison to a gradient echo sequence.  

 

It has been shown both with theory and experiment that sampling density 

weighted filtering provides a 17% SNR advantage for the 3D-TPI implementable 

filter proposed. However, not only does SDWA provide an SNR advantage, it 

also yields an improved noise power spectral density (when compared to UPFA). 

This paper demonstrates, in a directly quantitative manner, that whenever ringing 

is a problem for sodium imaging the most SNR efficient approach to reduce this 
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artifact is sampling density weighted apodization; this methodology is shown to 

yield excellent quality sodium images of the human brain in a reasonable scan 

time.     
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Chapter 3 

k-Space Acquisition Comparison with Respect to Average Signal Measurement 
when Image Noise is Spatially Correlated 

(unpublished) 
3. k-Space Acquisition Comparison with Respect to Average Signal Measurement when Image Noise is Spatially Correlated 

3.1. Introduction 

In many cases when MR images are to be analyzed average image intensities are 

measured within a region of interest (ROI). For sodium MRI studies this is a 

typical analysis method (6,12,41,66). It is well known that when image voxels are 

averaged the thermal noise variance (i.e. the random noise associated with image 

acquisition) in the measurement is reduced (54). If the image signal-to-noise ratio 

(SNR) is relatively low, signal averaging is a means to improve the confidence of 

the image intensity measurement. The purpose of this paper is to facilitate 

computation of the minimum ROI volume (in terms of number of voxels 

averaged) required to attain a desired measurement confidence with respect to 

noise, and to compare noise averaging characteristics of different radial k-space 

acquisition methods used for sodium imaging. 

 

The computation of minimum ROI volume for desired measurement confidence 

involves consideration of how noise is averaged in an MR image. For non-zero-

filled standard Cartesian imaging noise averaging is trivial; noise standard 

deviation is reduced as the square root of the number of voxels within the ROI. In 

this trivial case the noise power spectral density (PSD) is uniform across k-space, 

and its inverse Fourier transform, the autocorrelation function (R) (141), has a 

delta function shape. If the noise PSD is not uniform, image noise will be 

correlated and the calculation of noise averaging becomes much more complex. 

This paper will address this more complicated scenario, which is directly relevant 

to the radial k-space acquisition ‘commonly’ used for sodium imaging.   

 

Because of its rapid biexponential T2 decay, sodium imaging is often 

implemented with a short TE facilitating 3D radial imaging approach. However, 
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standard 3D projection imaging suffers from a 1/r2 sampling density dependence 

(where r is the radial fraction of the spherical extent of k-space sampled), which is 

far from an ideal transfer function for imaging applications. This sampling density 

dependence can be remedied with either post-acquisition weighting, or by using a 

k-space acquisition technique such as twisted projection imaging (TPI), in which 

a constant sampling density can be attained by altering radial projection evolution 

rate (30). Both radial k-space acquisition techniques will have non-uniform noise 

PSDs. While TPI produces images with greater SNR, a result of improved 

sampling efficiency (55), standard radial imaging involves greater k-space 

averaging at its centre with reduction of low-frequency noise. A comparison of 

these two radial techniques with respect to noise averaging in an ROI has never 

been considered.       

 

The author is aware of only one other consideration of noise averaging when the 

noise PSD is non-uniform. This consideration involves the special case when the 

ROI volume is sufficiently large so as to contain the vast majority of the 

autocorrelation function (63). In the current paper, theory is presented for the 

computation of noise averaging within any ROI, given any noise PSD. This 

theory is verified through demonstration of the effect of zero-filling on noise 

averaging for standard, uniformly sampled, Cartesian imaging. As will be shown 

in the current paper, correlated noise averaging is dependent on ROI volume, and 

also dependent on ROI geometry.  

 

The noise averaging computation presented is first used to compare standard 

radial imaging with TPI for minimum ROI volumes required to attain a given 

measurement confidence. This first comparison considers the case when a 

uniform transfer function (irrespective of relaxation) is desired (the seemingly 

‘typical’ TPI implementation (6,12,30,36)). A second comparison considers the 

effect of k-space filtering by sampling density design on minimum ROI volumes 

for a given measurement confidence, acknowledging that k-space filtering is 

likely required for imaging the human brain (60). Finally, three methods of 
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generating the same k-space filter transfer function (irrespective of the T2 

relaxation) are compared: the first involves uniform TPI acquisition and post-

acquisition weighting to produce the k-space filter, the second involves filtering 

by sampling density design, and the third involves standard radial acquisition and 

post-acquisition weighting k-space filter production.   
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3.2. Theory 

3.2.1. Terms Used in this Paper 

A term labelled the measurement-to-noise ratio (MNR) is introduced such that  

 MNR 
 SNR«Nw@@, 
 

[3-1]

where Nw@@ is the number of effectively uncorrelated noise volumes in a signal 

averaging measurement. Using the MNR term, the well known Gaussian 

relationship for a 95% relative confidence interval can be stated as    

 95% CI�C+ =  ± 1.96 ∙ �1 MNR⁄ �. 
 

[3-2]

As an example, for an MNR of 80 the 95% relative confidence interval will be 

plus/minus 2.5% of the signal intensity in the SNR measurement. If small signal 

changes are expected in an MR study, high MNR ratios are required.  

 

A second term labelled the correlation volume (CV) is at the heart of the noise 

averaging analysis of this paper. This term is defined according to Eq. [3-3] below  

 CV =  NABªNw@@ , 
 

[3-3]

where NABª is the total number of acquisition voxels _DOPQa within the ROI, and 

an acquisition voxel is defined as DOPQ = 1 �2��O2�R⁄ . The CV term of Eq. [3-3] 

is analogous to the one-dimensional correlation distance of (63), but is expressed 

in this paper in terms of number of acquisition voxels. A third term labelled the 

processing gain (PG) of averaging is given below.   

 PG = «Nw@@ 
 

[3-4]
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3.2.2. A Suggested Theory for Correlation Volume Computation  

It is suggested in this paper that CV can be computed for a given ROI volume 

from convolution and sum of the 3D autocorrelation function within the defined 

ROI volume as: 

CV =  AR∑ PSD ∙ ∑ MaskABªFGH∈ABª p �MaskABª ∗ R�FGH∈ABª , 
 

[3-5]

where MaskABª is a mask of ones defined by the volume of the ROI, ‘A’ is the 

sampled dimensions of the k-space matrix, D�� is a zero-filled image voxel, PSD 

is the noise power spectral density, R is its Fourier transform (the autocorrelation 

function), and ‘∗’ denotes convolution. Alternatively, it is suggested that  

CV ≅  AR∑ PSD ∙ ∑ MaskABªFGH∈ABª p ℱ ��ℱ�MaskABª� ∙ PSD�FGH∈ABª  

 

[3-6]

can be used for practical computation, where multiplication of the Fourier 

transformed ROI mask with a ‘highly’ zero-filled PSD excludes the extents of the 

Fourier transformed ROI mask where ‘folding errors’ associated with the discrete 

FT are expected to be the greatest (i.e. the approximation in Eq. [3-6] could 

effectively be removed). 

 
3.2.3. The Power Spectral Density of Radial k-Space Acquisition  

Power spectral density directly correlates with anti-aliasing filter bandwidth 

(BW), sampling density (SD), and the square of post-acquisition weighting (W)  

 PSD�1 ∙ ��O2� ∝ BW ∙ SD ∙ W7. 
 

[3-7]

The filter BW dependency is given below for k-space acquisition techniques such 

as TPI in which radial evolution is altered to attain a desired sampling density 

beyond the radial fraction p of the k-space sampling extent.  

 BW ∝ ���O2 ∙ HJ6K/TúL� 
 

[3-8]
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In Eq. [3-8] HJ6K is a measure of projection ‘length’, or the relative time required 

for a projection to reach the edge of k-space when compared to the case where 

radial evolution does not slow to produce a desired sampling density (60). TúL is 

the readout duration (which remains constant for the analysis of this paper).  

 

The sampling density dependence is given in Eq. [3-9]   

 SD�1 ∙ ��O2� ∝ �1 17⁄ � ∙ �1/��O27  �         �1 < 4� SD�1 ∙ ��O2� ∝ Γ�1� ∙ �1/��O27  �             �1 ≥ 4�, 
 

[3-9]

where Γ�1� is the desired transfer function (see (29,60)), which has a requirement 

of  

 Γ�4� = �1 47⁄ �, 
 

[3-10]

for radial evolution altered sampling density design (29,60). Inclusion of  ��O27  in 

Eq. [3-9] accounts for global alteration of sampling density when the radial extent 

of sampled k-space is altered for a constant number of implemented projections 

(or excitations).  

 

Post-acquisition weighting involved the production of Γ(r) within p and any post-

acquisition filtering *�1� (where *�1�  has a value of 1 at r = 0).  

 W�1 ∙ ��O2� ∝ _17 ∙ Γ�1� ∙  *�1�a H�0�⁄          �1 < 4� 

W�1 ∙ ��O2� ∝ *�1� H�0�⁄                              �1 ≥ 4� 
 

[3-11]

Division by the value at the centre of the modulation transfer function, H�0�, 

produces a normalization of signal intensity within the image. The value at the 

centre of the modulation transfer function has the following dependency 

 H�0� ∝ Γ�0� ∙ �1/��O27  �, 
 

[3-12]

where ��O27  is included for the similar reason given above for sampling density.      
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Combining Eqs. [3-7 to 3-12] yields the following PSD dependence for a k-space 

acquisition techniques in which radial evolution has been altered to attain a 

desired sampling density:   

 PSD�1 ∙ ��O2� ∝ Õ��O2R �HJ6K/TAB�Γ7�0� Ö ∙ 17 ∙ Γ7�1� ∙ D7�1�       �1 < 4� 

PSD�1 ∙ ��O2� ∝ Õ��O2R �HJ6K/TúL�Γ7�0� Ö ∙ Γ�1� ∙ D7�1�               �1 ≥ 4�. 
 

[3-13]

This equation is used in Eq. [3-6] to compare noise averaging characteristics 

within an ROI for each radial acquisition technique. Use of Eq. [3-13] for k-space 

acquisition comparison assumes a constant scan duration, or constant number of 

excitations.  

 

It should be noted that the root 3D sum of values in the PSD is proportional to the 

standard deviation of noise in the image. Because a normalization by the value at 

the centre of the modulation transfer function is included in Eq. [3-13], the root 

3D PSD sum of Eq. [3-13] also reflects image SNR. When all else remains 

constant, SNR is proportional to ��O2R  (acknowledging that the PSD volume of 

Eq. [3-13] also has a ��O2R  dependence) and inversely proportional to «TAB , as is 

well known.  
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3.3. Methods 

3.3.1. Correlation Volume Verification using Zero-Filled Uniform k-Space 

The correlation volume computation of Eq. [3-6] was experimentally verified by 

sampling computer generated noise at each Cartesian location on two different k-

space matrices, one with a cubic (25 x 25 x 25) extent and the other a spherical 

(diameter = 25) extent. Each noise-filled k-space matrix was zero-filled to 1283 

and inverse Fourier transformed to produce a resultant noise image. The 

proportionately large zero-filling factor is used to facilitate measurement of 

correlation volume in a large number of ROI volumes (with spherical, cubic, and 

rectangular (1 x 1 x 2) geometries) within the range from 0 to 300 acquisition 

voxels. 50,000 images of noise were used to experimentally measure the 

correlation volume associated with each ROI.  

 

On each of 100 images the standard deviation of (real) noise in the image was 

measured using a very large 3D ROI at the centre of the image, and the average 

(real) signal intensity measured in ROIs for the ROI geometrics and volume 

ranges above. The processing gain was measured as the relative (decreased) 

standard deviation of the 100 average signal intensity measurements from each 

ROI volume when compared to the average standard deviation of noise in each 

image. Correlation volume calculated as (from Eqs. [3-1, 3-3, and 3-4])   

 CV =  NABªPG7  . 
 

[3-14]

This experiment was performed 500 times and the 95% confidence intervals 

computed for the mean correlation volumes. These correlation volumes, measured 

using 50,000 images of noise, were compared to correlation volumes computed 

from Eq. [3-6], using the exact sampling matrix dimensions, zero-filling, and ROI 

volumes.  
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3.3.2. Correlation Volume Calculation Validity with Radial Projections 

The validity of the use of the radial k-space acquisition PSD dependence of Eq. 

[3-13] in combination with the correlation volume computation of Eq. [3-6] was 

tested for radial evolution altered projection sets designed to generated uniform 

sampling density beyond radial fraction p (the standard implementation of TPI). 

Four projection sets with values of p = 1.0, 0.5, 0.3, and 0.2 (p = 1.0 is the case of 

standard radial imaging) were created and made to sample computer generated 

noise over a k-space matrix diameter of 43. Each noise-sampled projection set 

was post-acquisition weighted to account for the oversampling at the centre of k-

space and any minor sampling density deviation from uniform Γ(r) design as the 

result of projection implementation, producing a uniform transfer function 

(irrespective of T2 decay). The required weighting compensation of each sampling 

point was derived using an iterative approach (260). Each noise-sampled 

projection set was gridded using a Kaiser kernel (width 4, β = 6.5) on a 1.2x sub-

sampled grid. k-Space was zero-filled to 2563 (to an increased number of different 

ROI volumes for analysis) and noise images created from inverse Fourier 

transform.  

 

For each projection set, processing gain was measured in cubic ROIs ranging in 

volume from ~ 0 – 200 acquisition voxels. This was done using 12 images with 8 

cubic ROIs (toward the corners of the image) on each image (in the same manner 

described above). Each experiment of 12 images producing a PG measure was 

repeated 100 times and CV calculated from Eq. [3-14].  

 

The measured correlation volumes were compared to those computed using Eqs. 

[3-6 and 3-13]. A somewhat larger matrix diameter of 51 was chosen to better 

reflect k-space sampling to a sphere. The spherical matrix for computation will be 

‘quantized’ along its outer edge, while the implemented projection sets (which are 

non-Cartesian) will not exhibit this ‘quantization’.   
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3.3.3. Radial k-Space Acquisition Comparisons 

Radial k-space acquisition was compared for the minimum ROI volume required 

to attain a desired MNR (and hence measurement confidence interval) using    

 NABª =  tMNRSNR u7 CV. 
 

[3-15]

For each projection set CV was calculated via Eqs. [3-6 and 3-13], and relative 

SNR calculated from the root 3D sum of Eq. [3-13]. Differences in SNR between 

compared projection sets were normalized to that of ‘pure’ uniform sampling to a 

spherical extent by adjusting the acquisition voxel volume (or kmax) accordingly. 

When SNR is normalized between projection sets minimum ROI volumes can be 

plotted for a range of ROI averaging processing gains that may be required for 

analysis (it should be noted that when SNR is normalized between projection sets, 

processing gain is directly proportional to measurement confidence, which can be 

calculated from Eqs. [3-2 and 3-4]).  

 

To assess the value of TPI with respect to minimum required ROI volumes when 

a uniform transfer function is desired (irrespective of T2 relaxation), the four 

projection sets with p = 1.0, 0.5, 0.3, and 0.2 described above were compared with 

‘pure’ uniform sampling to a spherical extent (as presented for CV computation 

verification). For the given values of p, ��O2 was retracted from the case of 

‘pure’ uniform sampling to a spherical extent by 0.91, 0.97, 0.99, and 1.00 

respectively in order to maintain constant SNR.  

 

To assess the effect of k-space filtering by sampling density design on minimum 

required ROI volumes, four projection designs were compared with Kaiser Γ(r) 

shapes having β parameters of 0, 2, 3 and 4 (141). Note that the β = 0 case is that 

of uniform sampling density, and that filter roll-off increases with increase in β. 

Values of p = 0.200, 0.174, 0.157, and 0.142 respectively were used such that the 

centre of k-space was sampled in the same manner when the volume of k-space 

sampled was adjusted (��O2 =  1.00, 1.16, 1.29, and 1.43 respectively). In this 
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design comparison the total number of sampling points acquired in each case was 

the same, along with the extent of post-acquisition weighting. 

 

To compare methods of k-space filtering three cases were considered, each 

producing a Kaiser transfer function with β = 3. The first had uniform Γ(r) and a 

Kaiser D(r) (uniform TPI with post-acquisition filtering), the second a Kaiser Γ(r) 

and a uniform D(r) (sampling density designed filtering). Values of p = 0.226, 

and 0.157 respectively were used such that the centre of k-space was sampled in 

same manner when the volume of k-space sampled was adjusted for constant SNR 

(��O2 =  1.26, 1.29 respectively).  The third case was that of standard radial 

acquisition and post-acquisition weighting to produce the desired k-space filter. 

This is achieved with a Kaiser Γ(r), a uniform D(r), and a value of p = 1.0 (for use 

in Eq. [3-13]). 

 

It should be noted that this paper includes the comparison of the production of 

transfer functions that do not include the effects of transverse relaxation (for 

example: uniform sampling density with ‘standard’ TPI). As such, readout 

duration is irrelevant to the results presented, but assumed equal for each 

technique for appropriate comparison (it is well known that noise variance is 

directly proportional to readout duration (54)). NMR sequence parameters such as 

flip-angle, TR and scan length are also irrelevant to this discussion.  
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3.4. Results 

As shown in Figure 3-1, the correlation volumes computed with Eq. [3-13] are 

within the tight confidence intervals of the experimentally measured (with 50,000 

images of noise) correlation volumes for both the uniformly sampled and zero-

filled cubic and spherical k-space geometries, and for each ROI geometry.  

 

 

 

Figure 3-1:  Verification of correlation volume computation. For both k-space sampled 
to a cubic extent and k-space sampled to a spherical extent (then zero-filled) the 
theoretically computed CV is within the tight 95% confidence intervals of experiment 
measured from 50,000 images of noise. Note the CV dependence on ROI volume and 
ROI geometry. The dashed line is the inverse of the 3D sampled k-space extent (1.91 
acquisition voxels for k-space sampled to a sphere, the relevant case for radial imaging). 
The rectangular ROIs have the shape of 1 x 1 x 2. 
 

 

When k-space is sampled to a cubic extent and not zero-filled the correlation 

volume will be equal to one acquisition voxel. However, when k-space is zero-

filled beyond the sampled k-space extent the CV drops below this volume, but 
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approaches it within large ROIs. For k-space sampling to a spherical extent the 

dashed line in Figure 3-1 represents a theoretical voxel volume (defined as the 

inverse of the 3D sampled k-space extent) in terms of what have been defined as 

‘acquisition voxels’ (or DOPQ = 1 �2��O2�R⁄ ). If it was possible to produce an 

image from 3D Fourier transform without zero-filling the corners of k-space in 

the process, the CV is expected to be equal to this theoretical voxel volume. When 

k-space is sampled to a spherical extent and zero-filled, the CV approaches this 

volume within large ROIs.  

  

Correlation volumes measured from images generated with TPI projection sets are  

shown in Figure 3-2, and are in good agreement with those acquired from 

computation, highlighting the utility of the computation methodology to describe 

correlation volumes for non-Cartesian k-space acquisition. 

 

 
 
Figure 3-2:  Validation of the use of the CV computation for radial k-space acquisition. 
The coloured stars are the correlation volumes measured from experiment with (1200) 
images generated by sampling noise with uniform TPI projection sets having the values 
of p as listed. The solid coloured lines are the 95% confidence intervals. The black lines 
are the computed correlation volumes from theory. The dashed line, as previous, is 
theoretical voxel volume for sampling k-space to a spherical extent (1.91 acquisition 
voxels).    
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The correlation volumes for standard radial imaging (p = 1) are substantially 

smaller than those of TPI (Figure 3-3A), even when increased voxel volume is 

taken into account to achieve the same SNR (Figure 3-3B) (as much as 3.5x 

smaller). It is interesting to note that the correlation volume actually begins to 

decrease for all values of p rather than approach the theoretical voxels volume 

associated with sampling k-space to a spherical extent (dashed line), but does so 

most rapidly and substantially for large values of p. This decrease is directly 

related to the reduction of noise power at low frequencies near the centre of k-

space (Figure 3-3C, 3-3D). The total sum of values in the autocorrelation 

function is equal to the value at the centre of the PSD, and inclusion of larger 

proportions of the autocorrelation function for a greater number of voxels in the 

ROI reduces the correlation volume. In Figure 3-3F it can be seen that even when 

the acquisition voxel volumes of the standard radial approach are adjusted larger 

to offset the lower SNR of this method with respect to TPI, the minimum ROI 

volumes required for any given processing gain are lower for the standard radial 

approach than they are for TPI. For a processing gain of 2, a 9% smaller ROI is 

required for p = 1.0 than p = 0.2; for a PG of 4 a 39% smaller ROI is required; for 

a PG of 8 a 53% smaller ROI is required.      
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Figure 3-3:  The noise averaging advantage associated with oversampling the centre of 
k-space when a uniform transfer function (irrespective of relaxation) is desired. 
Computed correlation volumes are given in (A) for various TPI projection sets with 
different values of p and uniform Γ(r), along with ‘pure’ uniform Cartesian sampling to 
the same spherical k-space extent (labelled USD). The CVs are in general much smaller 
for standard projection imaging (p = 1) with post-acquisition compensation than they are 
for TPI . This is true even when voxel dimensions are adjusted to maintain constant SNR 
(B) (a relative voxel corresponds to the unadjusted acquisition voxel volume of ‘pure’ 
uniform sampling). The PSDs normalized according to their total sum of values are given 
in (C). The relative PSDs with altered k-space sampling extents and constant total sum 
values are given in (D). In (E, and F) the required ROI volumes for different ROI 
averaging processing gains are given. In F it can be seen that even when voxel volumes 
are adjusted for SNR, required ROI volumes for any processing gain are still 
considerably less for standard projection imaging than for TPI.  
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In terms of acquisition voxels, correlation volumes are substantially increased 

when greater k-space filtering by sampling density design is implemented (note 

again that β = 0 is the case of uniform sampling density) (Figure 3-4A). However, 

when the reduction of acquisition voxel volume associated with SNR 

normalization is taken into account, the correlation volumes associated with k-

space filtering by sampling density design are actually less than those for uniform 

sampling (Figure 3-4B). This is a result of redistributing noise power away from 

the centre of k-space (Figure 3-4D). It is shown in Figure 3-4F that minimum 

ROI volumes to achieve a desired measurement confidence are actually reduced 

when the k-space filtering shape produced by sampling density design is made to 

roll-off toward the edges of k-space to a greater extent.  

 

In Figure 3-3 it was shown that oversampling the centre of k-space is 

advantageous in terms of minimum ROI volumes to achieve a given measurement 

confidence when the desired transfer function is uniform. In Figure 3-5 it is 

shown that this is equally true when the desired transfer function has a filtering 

shape (a β = 3 Kaiser window in this case). The production of uniform sampling 

density with TPI followed by post-acquisition k-space filtering yields the greatest 

low-frequency noise power contributions, while low-frequency contributions are 

greatly reduced for standard radial imaging (Figure 3-5D). Figure 3-5 also shows 

that while it is already known that filtering by sampling density design is more 

SNR efficient than acquiring k-space with uniform sampling density TPI (Chapter 

2) (60), filtering by sampling density design also has a large advantage with 

respect to reduced correlation volume (Figure 3-5a). However, the combined 

value of filtering by sampling density design is still less than that of standard 

radial imaging with respect to the minimum ROI volume required to achieve a 

desired measurement confidence.   
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Figure 3-4:  The noise averaging advantage associated with increasing k-space filtering 
by sampling density design. Computed correlation volumes are given in (A) for ‘degrees’ 
of k-space filtering. Although filtering by sampling density design increases the number 
of acquisition voxels in the CV, the reduction in acquisition voxel volume associated with 
SNR normalization more than offsets this increase (B). The PSDs normalized according 
to their total sum of values are given in (C). The relative PSDs with altered k-space 
sampling extents and constant total sum values are given in (D). Although more 
acquisition voxels are required in the ROI to achieve a desired processing gain (E), 
expansion of k-space to maintain constant SNR yields smaller ROI volumes for any 
desired PG when filtering by sampling density design is implemented (F). 
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Figure 3-5:  The noise averaging advantage associated with oversampling the centre of 
k-space when a k-space filtering shape (irrespective of relaxation) is desired. Computed 
correlation volumes are given in terms of acquisition voxels for three different methods 
of producing a k-space filter with radial acquisition in (A). Even when acquisition voxels 
volumes are normalized for SNR, the standard radial imaging approach yields smaller 
correlation volumes (B). The PSDs normalized according to their total sum of values are 
given in (C). The relative PSDs with altered k-space sampling extents and constant total 
sum values are given in (D). It is shown in (F) that for images with acquisition voxel 
volumes normalized for SNR, minimum ROI volumes to attain a desired measurement 
confidence are attained for the standard radial imaging approach.  
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3.5. Discussion  

The correlation volume (CV) metric given in this paper directly specifies, together 

with SNR, the minimum ROI volume that must be used to attain a desired 

measurement confidence with respect to noise, assuming signal averaging within 

the ROI. While CV is equal to the acquisition voxel size for non-zero-filled 

standard Cartesian imaging sampling k-space to a cubic extent, that is not the case 

for radial imaging where image noise is correlated. In this paper theory for 

correlation volume computation was suggested and verified with experiment. This 

was done using zero-filled Cartesian matrices sampled to either a cubic or 

spherical extent with three different ROI geometries each. In each case the 

computed CV was within the tight 95% confidence interval of experiment 

measured from the processing gain associated with averaging on 50,000 images of 

noise (Figure 3-1). Following validation of correlation volume computation for 

radial imaging techniques (Figure 3-2), it was shown (using this computation) 

that standard radial imaging with its great oversampling at the centre of k-space 

and reduction of low frequency noise requires smaller ROI volumes for a desired 

measurement confidence than TPI (Figure 3-3). It was also shown that increased 

k-space filtering by sampling density design is advantageous in terms of 

minimum ROI volumes (Figure 3-4), but k-space filtering by sampling density 

design is not the most advantageous method in this regard, standard radial 

imaging also requires the smallest ROI volumes for a desired measurement 

confidence when k-space must be filtered (Figure 3-5).       

 

Another consideration of correlation volume was concerned with the case where 

the ROI volume was ‘sufficiently large’ (63). When the correlation volume is 

sufficiently large Eq. [3-13] reduces to  

CV ≅  AR ∙ PSD�0�∑ PSD . 
 

[3-15]

This dependence is essentially the same as that given in (63), however in (63) it is 

assumed that PSD�0� = 1. The one-dimensional correlation distance is also given 
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in terms of physical distance yielding the 1 ∑ PSD⁄  relationship. Notwithstanding 

the fact that PSD�0� approaches zero for radial imaging, this simple relationship 

for very large ROI volumes does not account for the substantial CV variation with 

smaller ROI volumes. It should be noted that correlation distance is also (in other 

fields, including antennae theory) considered as the distance from the centre of 

the autocorrelation function to its first null location. However, the definition of 

correlation distance of (63) (or correlation volume in this paper) has direct 

meaning with respect to noise averaging.     

 

A theory for computation of correlation volume is beneficial for the analysis and 

optimization of k-space acquisition techniques producing non-uniform noise 

power spectral densities. Given the involvement of convolution in the gridding 

process for non-Cartesian imaging approaches, the generation of an image can be 

a ‘long’ process. The production of many images to generate a high confidence 

CV measurement can yield a very long experiment. In this paper projection sets 

were made to sample computer generated noise. It is assumed that this noise is 

effectively equivalent to that which would be sampled within an MRI scanner. 

Computer generated noise was used, as the acquisition of 1200 noise images from 

the MRI scanner would have involved an exceptionally long process.   

 

Although zero-filling does not improve resolution, it does improve noise 

averaging within an ROI. When k-space is not zero-filled and the PSD is uniform 

the autocorrelation function is a delta function, and one could consider the noise 

associated with each voxel as being contained within that voxel. However, when 

k-space is zero-filled, the magnitude at the centre of the autocorrelation function 

is reduced from 1 in proportion to the extent of zero-filling, and non-zero values 

are produced throughout the image, such that the total sum of values in the 

autocorrelation function remains constant. In this case one could consider the 

noise associated with each voxel as being spread throughout the image. In order to 

‘recapture’ the effect of noise on CV one must perform averaging in an ROI large 
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enough that most of the autocorrelation function from most of the voxels is within 

the ROI.  

 

Autocorrelation function contributions from voxels outside the ROI are also 

included in the ROI. When the ROI is a ‘point source’ the sum of autocorrelation 

function contributions from all the other voxels ensures that the noise power in a 

‘points source’ image measurement is equal to the image noise power. However, 

because image noise power is attained in a volume much less than one acquisition 

voxel, CV is reduced toward zero.  

 

In Figure 3-1 it can be seen that ROI geometries with the greatest surface area to 

volume ratio produce the smallest correlation volumes, i.e. the greater the 

anisotropy of the voxel, the smaller it need be to produce a desired processing 

gain. Greater average distance between voxels within the ROI yields less 

correlation between voxels and greater processing gain. The ‘ripples’ in the shape 

of the CV increase with increase in ROI volume of Figure 3-1 can be explained 

by observing the 3D autocorrelation function profiles, shown in Figure 3-6 below 

for uniform k-space sampling to cubic and spherical extents. The ‘ripples’ in the 

CV dependence on ROI volume arise from inclusion of the negative lobes of the 

autocorrelation function as the ROI volumes are expanded. 
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Figure 3-6: A profile through the 3D autocorrelation function for k-space sampled to 
spherical and cubic extents (as in Figure 3-1). Note that while the negative ‘ringing’ lobe 
is much deeper for k-space sampled to a cubic extent, for k-space sampled to a spherical 
extent the negative ‘ringing’ lobe is symmetric around the centre of k-space (as 3D 
ripples in a pond).  

   

For standard radial imaging the centre of k-space is highly oversampled. This 

oversampling leads to sampling SNR inefficiency (55). It was to address this 

sampling SNR inefficiency of standard radial imaging that TPI was originally 

developed (30). Using the small value of p = 0.2 to produce a uniform sampling 

density, the sampling SNR efficiency can be improved from 0.75 to 0.99. 

However, it is the purpose of this paper to point out that when an average 

measurement is to be made within an ROI, SNR is not the only image metric that 

matters with respect to the confidence of that measurement, correlation volume 

must also be considered. When acquisition voxel volumes are adjusted such that 

SNR is normalized between the standard radial and TPI k-space acquisition 

techniques, the dramatic oversampling at the centre of k-space and reduction of 

low frequency noise power associated with standard radial imaging facilitates the 

use of smaller ROI volumes to achieve any desired processing gain, or 

measurement confidence. This is the case if a uniform transfer function 

(irrespective of T2 decay) is required (Figure 3-3), or if a k-space filtering transfer 

function is required (Figure 3-5).   
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It has recently been noted that a uniform transfer function is perhaps not ideal for 

imaging the human brain. Ringing associated with the 3x sodium concentrated 

cerebral spinal fluid (with respect to brain tissue) can contaminate brain tissue 

measurements (Chapter 2) (60). It was shown that filtering by sampling density 

design was more SNR efficient than the use of ‘standard’ uniform TPI and post-

acquisition filtering. It was also shown that the noise benefit is achieved primarily 

at low spatial frequencies. In the current paper the value of the noise colouring 

differences of the two k-space filtering techniques observed in (Chapter 2) (60) is 

quantified within the calculation of correlation volume. Smaller correlation 

volumes associated with filtering by sampling density design add to its advantage 

with respect to image noise. However, neither method facilitates measurement in 

ROI volumes as small as that of standard radial imaging for a given measurement 

confidence.   

 

k-Space filtering by sampling density design has also been implemented for 

sodium imaging with other phase-encoding k-space acquisition techniques 

(256,258). While the constancy of SNR is well known when the same number of 

k-space samples are used to ‘smear’ an oversampled rectangular k-space shape 

into a filtering shape with increased sampled k-space boundaries (251), in the 

current paper an additional advantage of filtering by sampling density is presented 

other than Gibbs’ ringing apodization. This advantage is the redistribution of 

noise power to higher spatial frequencies, the reduction of correlation volume, 

and the increase in measurement capability with respect to noise.    

 

It should be noted that when k-space acquisition methods are normalized for 

SNR, the TPI approach will have smaller acquisition voxel volumes than standard 

radial imaging. While these smaller voxel volumes are not sufficient to facilitate 

smaller ROI volumes with respect to image noise and measurement confidence, 

they will improve image appearance. Smaller voxel volumes will also minimize 

‘partial volume’ effects and the spatial extent of the point spread function which 

will include the effects of transverse magnetization decay during the readout.  
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Finally, it is again noted that the measurement confidence discussed in this paper 

is with respect to the underlying thermal noise in the image. While the signal 

intensities in an ROI may be heterogeneous for various reasons, including those 

related to inclusion of different tissue types and ‘pathologic states’, it is assumed 

that an average image intensity measure within an ROI is sufficient for analysis. 

As mentioned in the introduction, average ROI measurements are very common 

for quantitative image analysis. The alternative, voxel-by-voxel analysis, will 

suffer from either measurement uncertainty related to increased image noise or 

the implementation of large voxel volumes required to generate sufficient SNR.  

     

The purpose of this paper was to compare radial k-space acquisition methods used 

for sodium imaging with respect to correlated image noise and the minimum ROI 

volume required for measurement confidence when an signal average 

measurement is made within an ROI. This required a method with which to 

compute the correlation volume, or the effective volume of ‘statistically 

independent noise voxels.’ A theory with which to compute correlation volume 

was presented and verified using images generated with the sampling of computer 

generated noise. It was shown that correlation volume is dependent on ROI 

volume and geometry; this is true for all zero-filled k-space acquisition. It was 

also shown that when a specific measurement confidence is desired, SNR 

efficiency should not be the only metric imparting value to a k-space acquisition 

method; the colouring of the noise (or the shape of the PSD) as a result of the 

acquisition method, as reflected in the correlation volume, should also be 

considered. It was shown in this paper that standard radial imaging, with its 

‘dramatic’ oversampling of low spatial frequencies (and associated noise power 

reduction), facilitates measurement confidence with respect to image noise in 

smaller ROI volumes than the more SNR efficient TPI. Acquisition methods, such 

as filtering by sampling density design, that shift noise power from low to high 

spatial frequencies are also advantageous with respect to measurement confidence 

and minimum ROI volumes. 
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Chapter 4 

Radial k-Space Sodium Acquisition Optimization for Object Quantification  
with Concern to the Human Head 

(unpublished) 
4. Radial k-Space Sodium Acquisition Optimization for Object Quantification with Concern to the Human Head   

4.1. Introduction 

The value of human brain sodium MRI lies in the potential that signal intensity, 

reflecting sodium concentration, may correlate with pathological status in many 

disorders including stroke (13,41,66), cancer (3,5-7) and Alzheimer’s disease 

(23). In dense macromolecular environments such as cellular brain tissue, sodium 

nuclei exhibit very rapid biexponential T2 relaxation with T2f ~ 2.9 ms (60%) and 

T2s ~ 29 ms (typical in-house human cellular brain tissue T2* measurements at 

4.7T, related T2s values have been measured at other field strengths (25,37)). In 

order to capture the signal before it significantly decays, k-space acquisition 

methods with short delay between excitation and acquisition of the centre of k-

space (TE) are required. To accomplish this task, radial (centre-out) k-space 

acquisition methodologies are commonly used (5-7,41,66). Because standard 

radial acquisition suffers from sampling inefficiency related to SNR (55), a 

technique in which radial evolution is altered to attain a uniform sampling density 

was developed (twisted projection imaging – TPI) (30). However, it was shown in 

Chapter 3 that although standard radial k-space acquisition is inefficient with 

respect to SNR, its excessive oversampling surrounding the centre of k-space and 

reduction of low-frequency noise is actually advantageous when average signal 

intensities are to be quantified within a region of interest (ROI). While the TPI 

technique may not be beneficial with respect to image noise, it has been shown 

very recently (2009) that the radial projection evolution alteration of TPI is 

advantageous to change the shape of T2 decay across k-space (36). The purpose of 

the current paper is to assess the value of radial evolution altered k-space 

acquisition (of which TPI is a member) for imaging the human head in the context 

of both noise and signal blurring. This is accomplished through evaluation of 
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optimal readout duration and optimal image SNR, while acknowledging that k-

space filtering is required to minimize the pervasion of brain tissue with ‘ringing’ 

from the 3x concentrated cerebral spinal fluid (CSF) signal (Chapter 2) (60).  

 

It is well known that image noise variance will decrease in direct proportion to an 

increase in readout duration �TAB�, however, roll-off toward the edges of k-space 

will also increase resulting in a ‘smearing’ of the point spread function (PSF) and 

image blurring (54). It has been suggested that selection of TAB to match the 

(monoexponential fit for sodium) T2 decay parameter provides a reasonable 

compromise between noise and blurring effect (30). On the other hand, a 

theoretical optimal readout duration 50% of T2s (when T2s is 10x T2f) has been 

suggested (36). For the case of T2f = 2.9 ms and T2s = 29 ms (measured cellular 

brain tissue relaxation at 4.7T) the readout duration of (30) is ~ 9 ms and the 

readout duration of (36) is ~ 15 ms. It should be noted, however, that beneficial 

reduction of TAB to 4 ms (facilitated by altered sampling density design under 

hardware constraint in this case) has also been suggested (29). In many sodium 

radial k-space acquisition papers the TAB parameter used is omitted (12,30,66). 

One sodium TPI paper of human brain used a TAB = 29 ms (6). For sodium 

imaging performed at 4.7 Tesla (the field strength used in this chapter) ~ 17 ms 

readout durations have typically been used (Chapters 2, 5, and 6) (41,42,60).    

 

Optimal TAB is highly dependent on the optimized image metric. The image 

metric used by Nagel (36) is that of point-source SNR, and is the same metric 

previously used for optimization in the presence of rapid monoexponential proton 

T2 decay (264). (It should be noted that no specific optimization metrics were 

given for Boada’s TAB suggestions (29,30)). It is contended in this chapter that 

because sodium imaging is primarily concerned with the signal intensity 

quantification, an image metric directly related to quantification capability is 

required. Given (as will be shown) that image intensity is modulated by object 

volume when object volumes are small with respect to the spatial extent of the 
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PSF, the image optimization metric presented in this chapter includes 

measurement accuracy related to PSF smearing. 

 

The optimal SNR at which to perform radial sodium imaging of the human head 

has never before been considered. It is suggested in this chapter that while 

choosing a high SNR (i.e. large voxel volume) may facilitate a given 

measurement confidence (precision) with respect to image noise in a smaller ROI 

volume (assuming signal averaging within the ROI), the larger voxel volumes of 

high SNR will spatially stretch the shape of the PSF and increase the minimum 

object volume required to attain a desired measurement accuracy with respect to 

PSF smearing. Thus the radial k-space acquisition optimization presented in this 

chapter (which includes optimization for SNR) concerns the minimum object 

volume in which a precise (with respect to image noise) and accurate (with 

respect to PSF smearing) measurement can be attained.    

 

Radial k-space acquisition optimization begins with presentation of a radial 

acquisition method in which the modulation transfer function (H – which includes 

T2 decay) remains a constant Kaiser window shape in CSF across all readout 

durations by sampling density design. Because the sodium signal from 3x 

concentrated CSF (with respect to brain tissue) does not exhibit extremely rapid 

biexponential relaxation (~ 65 ms at 4.7T), and because k-space must be sampled 

to a finite extent, the side-lobes of the near sinc function when k-space is 

unfiltered will extend into the brain tissue (Chapter 2) (60), potentially affecting 

brain tissue signal measurement. In this paper it is acknowledged that the flexible 

Kaiser window trades step-response (at an object’s edge) for side-lobe reduction 

in a near ideal fashion through its β parameter (141). Maintenance of a constant 

Kaiser modulation transfer function in CSF across readout duration facilitates 

analysis of TAB for constant PSF shape in CSF and constant CSF side-lobe 

amplitude. An appropriate amount of k-space filtering required for imaging the 

human head is considered along with the effect of k-space filtering with respect to 

image acquisition optimization.          
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Three different approaches to radial k-space acquisition are compared in this 

chapter with respect to minimum object volume required for precise and accurate 

analysis. These approaches include: standard projection imaging with a TAB~ 2 ms similar to that of (5) (labelled SP), radial evolution altered imaging 

with a ‘short’ TAB = 4 ms similar to that of (29) (labelled ‘short readout’ SR), and 

radial evolution altered imaging with a ‘long’ TAB = 17 ms similar to that of 

(41,42,60) (labelled ‘long-readout’ LR). A constant Kaiser modulation transfer 

function in CSF was generated with post-acquisition weighting for the standard 

projection approach and sampling density design for the radial evolution altered 

approaches. For each k-space acquisition approach voxel volumes were adjusted 

to maintain constant SNR. Computation for radial acquisition relative SNR was 

verified using a large 5% agar phantom. Image intensity modulation with object 

volume was demonstrated in 5% agar spheres of various volumes (0.65 cm3 – 10 

cm3), and compared with modulation computed from radial k-space evolution and 

measured T2 decay. Given reasonable correspondence between measured and 

computed image intensity modulation with object volume in 5% agar, image 

intensity modulation computation with human brain relaxation parameters was 

used for radial k-space acquisition optimization. Each k-space acquisition 

approach is compared with respect to minimum object volume required for 

precise and accurate analysis, as are variations of each approach, and an optimum 

SNR range at which to perform quantitative sodium imaging is suggested. An 

additional image metric, the containment of CSF signal intensity within its 

bounds, is also considered and demonstrated with images acquired from healthy 

human brain and saline resolution phantoms. Finally, an ideal approach to radial 

k-space acquisition for quantitative sodium imaging in the human brain is 

proposed.          
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4.2. Theory 

4.2.1. Relaxation Compensating Sampling Density k-Space Acquisition 

Any 3D radial sampling density shape Γ�1� (where 1 is a fraction of ��O2) can be 

generated in the volume of k-space at and beyond p (also a radial fraction of ��O2) by designing the radial component of each projection to evolve according 

to 

 �1�H = 1Γ_1�H�a17�H� , 
 

[4-1]

where τ is a dimensionless fraction of the time required for a projection to reach 

the edge of k-space if its evolution were not altered to generate the desired 

sampling density. The term p is designated here as the ‘fractional extent of 

unaltered sampling density.’ Alternatively, this parameter has been designated 

‘trajectory twist’ (30), but the twisting of projections (under the maintenance of a 

constant sampling speed) is not relevant to the optimization of this chapter. At the 

initiation of radial evolution alteration along each projection, i.e. at radial location 

p, τ has the value of zero �1�0� = 4�. If the radial projection velocity slows to 

alter sampling density beyond p from its 1 17⁄  dependence, the relative projection 

length, HK6K = H�1 = 1� + 4, will be greater than 1. 

 

Sampling density which takes monoexponential T2 relaxation into account to  

produce a Ψ�1� transfer function is given below.  

 Γ_r�τ�a = Ψ�1� ∙ exp Õ s ∙ τT7�>�Ö 

 

[4-2]

The ‘D’ subscript identifies the transverse relaxation parameter in Eq. [4.2] as a 

design parameter (i.e. the actual T2 relaxation in a given tissue may vary from T7�>�). The variable ?  in Eq. [4-2] is defined as 

 ? = TAB HK6K⁄ , 
 

[4-3]
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and produces a conversion to real time, where TAB is the duration of the 

projection readout. At the radial location p, the acquired sampling density remains 

unaltered from the 1 17⁄  dependence and must have a value of 1 47⁄  for correct 

projection generation in Eq. [4-1]. The transfer function, Ψ�1�, must be correctly 

scaled to account for this (i.e. it must have a value of 1 47⁄  at 1 = 4).  

 

Solutions to Eqs. [4-1, 4-2 and 4-3], were achieved using an iterative process. The 

relative length of each projection, HK6K, is initially unknown. The iteration process 

was initiated by solving Eq. [4-1] with a value of s = 1.  The value of H�1 = 1� 

was attained from this solution, the variable s recalculated for the desired readout 

duration, and Eq. [4-1] resolved.  This process was continued until the change in ? 

was less that 0.01%.      

 

When a critical number of projections are included in a projection set (i.e. 4M�FoV ∙ ��O2�7 projections) the sampling density will be directly that of Γ�r�. 

The combination of Γ�r� and the actual transverse magnetization decay across k-

space, M/¦�1�, will produce the modulation transfer function H�1�.    

 H�1� =  Γ�1� ∙ Mxy�1� 
 

[4-4]

For monoexponential transverse magnetization decay  

 M/¦_r�τ�a = exp Õ− �s ∙ �τ + p� + TE�T7 Ö , 
 

[4-5]

and for biexponential transverse magnetization decay 

 

 
M/¦_r�τ�a = 0.6exp Õ− �s ∙ �τ + p� + TE�T7@ Ö + 0.4exp Õ− �s ∙ �τ + p� + TE�T7K Ö . 

 

[4-6]

It should be noted that because τ = 0 at radial fraction p in the solution of radial 

projection evolution of Eq. [4-1], the dimensionless time fraction τ within p will 

be less than zero with dependence  
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 H = 1 − 4 . 
 

[4-7]

If the actual transverse magnetization decay is monoexponential and T2 matches 

T2(D), H�r� will be a scaled version of Ψ�1�. Acquisition of more (or less, which is 

possible to the fraction of p without violating Nyquist when projection twisting is 

implemented) projections will produce a simple scaling of Γ�r� and H�r�.    

 

4.2.2. The Kaiser Function  

The appropriately scaled Ψ�1� (as discussed above) to generate a Kaiser 

modulation transfer function is given in Eq. [4-8]. In this equation I0 is the zeroth-

order modified Bessel function of the first kind, and the β parameter determines 

the extent of the main-lobe area for side-lobe reduction trade (note that when β = 

0 the Kaiser function is a uniform or flat function) (141).  

 Ψ�1� = t 147u ∙ �U v�«�1 − 17�x�Uv�«�1 − 47�x 

 

[4-8]

 

4.2.3. Post-Acquisition Compensation for Sampling Density Deviation from 
Desired Shape 

For radial evolution altered k-space acquisition the central portion of k-space, 

until the initiation of evolution alteration at p, possesses a 1/r2 sampling density 

which must be compensated by post-acquisition weighting  

 W�1� = N_17 ∙ Γ�1�a       0 ≤ 1 < 4 1                        4 ≤ 1 ≤ 1 Ã 
 

[4-9]

to produce the continued shape of Γ_1�H�a within the radial fraction p and the 

final transfer function of H�1� over the full k-space extent. The shape of Γ�1� 

within the radial fraction p required to produce the Ψ�1� function can be found 

from solution to Eq. [4-2] where H = 1 − 4 (as mentioned above). In practice 

post-acquisition compensation was done using an iterative gridding process (260), 
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which also accounts for small local deviations in sampling density as a result of 

projection shape deviation from design in the implementation process. 

 

4.2.4. Relative SNR for Radial k-Space Acquisition        

The total signal contribution to the image of any object is un-modulated by PSF 

smearing, and is directly proportional to Γ�0� (assuming M/¦�0� remains constant 

in Eq. [4-4]). Note that for small objects much of the total signal contribution to 

the image may be ‘smeared out’ beyond the object. In a sufficiently large object  

 SNR ∝ Γ�0� 5⁄ . 
 

[4-10]

The dependence of the standard deviation of image noise (5) is given below  

 σ ∝ √BW ∙ S , 
 

[4-11]

where  

 S ∝ � W_r�τ�a7O�PQÎ�
Oz ù , 

 

[4-12]

and BW is the anti-aliasing filter bandwidth  

 BW ∝ �HK6K/TAB�. 
 

[4-13]

Combining Eqs. [4-9 through 4-13] yields the radial acquisition SNR dependence 

below (assuming a constant number of implemented projections)  

 

SNR ∝ Γ�0� ¾tHK6KTABu ∙ ¬ � v17�H� ∙ Γ_1�H�ax7U
Oz ù + � 1O�PQÎ�

OzU ®­ . 
 

[4-14]

The relative SNR of Eq. [4-14] is solved numerically in this chapter for the ‘non-

analytic’ Γ_1�H�a functions generated.   
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4.2.5. Assessment of Minimum Object Volumes Required for Measurement 
Accuracy and Precision 

Measurement precision is defined in this paper as the confidence interval 

pertaining to image noise in a signal averaging measurement within an ROI  

 95% CI =  ± 1.96 ∙ �1 MNR⁄ � , 
 

[4-15]

where MNR is the measurement-to-noise ratio  

 MNR = SNR«Nw@@ , 
 

[4-16]

and Nw@@ is the number of effectively uncorrelated noise volumes in the signal 

averaging measurement (Chapter 3). The 95% relative confidence interval is 

plus/minus a percent of the signal intensity in the SNR measurement. If SNR is 

measured in normal tissue, the 95% CI defines the minimum relative increases 

that will be statistically significant. An ‘effectively uncorrelated noise volume’ is 

labelled the correlation volume (CV) (63), such that 

 

 
Nw@@ =  NABªCV  , 

 

[4-17]

where NABª is the total number of acquisition voxels _DOPQa within the ROI, and 

an acquisition voxel is defined as DOPQ = 1 �2��O2�R⁄ . Calculation of correlation 

volume, which is also dependent on NABª, is given in Chapter 3. From Eqs. [4-16 

and 4-17] it is apparent that the minimum number of acquisition voxels required 

within an ROI volume to attain a given measurement confidence with respect to 

image noise is:  

 NABª = CV�MNR2 SNR⁄ � . 
 

[4-18]

 

Measurement (in)accuracy in this paper concerns errant evaluation of signal 

intensity produced by a uniform object (or an object producing uniform signal) as 

a result of PSF smearing. PSF convolution with an object-mask of ‘ones’ yields 

image intensity dependence within an object as a result of PSF shape. If the object 
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volume is sufficiently large, the object image intensity will approach full-value at 

and surrounding the object centre. For a range of ROI volumes that may be 

required for measurement precision, required object volumes can be found such 

that the average image intensity in the ROI volume is a given fraction of full 

value. This fraction of full value is defined as the measurement accuracy.  

 

When SNR and DOPQ are adjusted in an offsetting manner in Eq. [4-18] the 

required object volumes for a given measurement accuracy and precision will be 

altered and an optimal SNR can be determined along with a minimum required 

object volume.  

 

  



Chapter 4:  Radial k-Space Sodium Acquisition Optimization  
 

131 

 

4.3. Methods 

4.3.1. Sodium Imaging Aspects 

All sodium MRI was performed on a 4.7T Varian Inova scanner, using an in-

house manufactured single-tuned RF birdcage head coil. In the spirit of sodium 

quantification, a minimally relaxation weighted sequence was used for radial k-

space acquisition comparison. This sequence consisted of a 30o rectangular RF 

pulse of length 0.27 ms (producing a TE of 0.194 ms) and a repetition time (TR) 

of 50 ms, allowing ‘full’ T1 recovery. Although not required for the comparisons 

presented, projections were implemented to twist through 3D k-space on 

concentric sets of cones. For each comparison a constant number of projections 

were ‘played-out’ for constant scan duration.  

 

4.3.2. Sodium Phantoms Used for Analysis 

SNR was measured experimentally in a 2L, 50 mM [23Na], spherical, 5% agar 

phantom with scans 5 minutes in duration. Two resolution phantoms were also 

scanned: a 50 mM, 5% agar phantom having transverse relaxation of T2f = 2.7 ms 

(60%) and T2s = 23 ms (40%); and a 150 mM saline resolution phantom with 

monoexponential transverse relaxation of T2 = 53 ms. These two resolution 

phantoms were intended to represent the sodium environments of brain tissue and 

CSF respectively. A set of 2M [23Na], 5% agar spheres ranging in size from 0.65 

cc to 10 cc were used to demonstrate image intensity modulation with object 

volume for different projection sets (as described below). A high sodium 

concentration was chosen to facilitate the effective removal of noise from the 

images. Transverse relaxation for these agar spheres was measured as T2f = 2.8 

ms (60%) and T2s = 22 ms (40%).    

 

4.3.3. k-Space Filter Comparison for Imaging the Human Brain 

Three projection sets producing β = 2, 3, and 4 modulation transfer functions in 

the presence of CSF relaxation (T2 = 65 ms) were implemented to assess k-space 

filtering required for imaging the human brain. Each projection set was designed 
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with very similar readout duration, and in such a manner that SNR and gradient 

magnitude �G�O2� remained constant (~5 mT/m in this case) (Table 4-1). 

Constant G�O2 implies equivalent radial sampling rate around the centre of k-

space for each projection set. It should be noted that  

 G-./ ∝ �HK6K TAB⁄ � ∙ √rSNRÒ  , 
 

[4-19]

when acquisition voxel volumes are to be adjusted to maintain a constant SNR. 

The term rSNR in Eq. [4-19] is the relative SNR associated with each projection 

set calculated from Eq. [4-14]. The value of p was altered to achieve a constant G�O2, as HK6K is dependent on the value of p.  

 

β p ?�O2 TRO voxel volume 

2 0.17 4.9 mT/m 17.1 ms 0.089 cm3 

3 0.15 4.9 mT/m 17.2 ms 0.064 cm3 

4 0.14 4.9 mT/m 17.2 ms 0.047 cm3 

 

Table 4-1:  Projection set parameters used for k-space filtering comparison with p and 
voxel volume adjusted for the same Gmax and SNR respectively  

 

Weighted (for oversampling at the centre of k-space) and gridded sampling points 

of each projection set are presented to highlight sampling density shape, Γ�1�. 

Each sampling point is also weighted according to T2 relaxation during each 

projection readout and the associated modulation transfer function shown. The 

SNR of each projection set was measured in the spherical agar phantom, and 

images of both agar and saline resolution phantoms were acquired along with 

images from human brain.  

 

4.3.4. Image Intensity Modulation with Object Volume 

The three approaches to radial k-space acquisition of primary concern to this 

paper are given in Table 4-2. In each case a β = 3 Kaiser k-space filter in CSF 

space is generated, and in each case voxel volumes are adjusted to attain constant 
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SNR. For the standard projection (SP) approach Γ�1� is generated entirely by post 

acquisition weighting. Both the short readout (SR) and long readout (LR) radial 

evolution altered approaches were designed for a G�O2 of ~5 mT/m. The SP 

approach had a G�O2 of ~4 mT /m, which for standard radial imaging is solely 

dependent on readout duration selection.   

 

 p ?�O2 TRO voxel volume 

SP 1.0 4.2 mT/m 1.8 ms 0.208 cm3 

SR 0.29 5.1 mT/m 4.0 ms 0.124 cm3 

LR 0.15 4.9 mT/m 17.2 ms 0.064 cm3 

 

Table 4-2:  Relevant projection set parameters of the three radial k-space acquisition 
approaches compared in this chapter. For each case voxel volume was adjusted to achieve 
the same SNR. For the SR and LR approaches p was adjusted to attain Gmax ~ 5 mT/m.  

 

To demonstrate image intensity modulation with object volume the 5% agar 

spheres ranging in size from 0.65 cc to 10 cc were each individually scanned 

using the three projection sets. Each sphere was placed in the same location at the 

centre of the RF coil within a loading shell devoid of sodium. Given small object 

volumes, additional coil loading was expected to have very little effect on 

acquired signal intensity. Individual object scanning at the same location in the 

RF coil eliminates PSF contribution between objects and signal dependence on B1 

field variation. For each projection set constant SNR was verified with 

measurement in the large 50 mM, 5% agar phantom.   

 

Scaled image intensity values measured at the centre of each object were 

compared with that generated from effective PSF convolution with a uniform 

object-mask of ones. A zero-filled spherical H(r), constructed from Eq. [4-4] 

using the relevant projection set parameters of Table 4-2 and the measured T2 of 

5% agar, was multiplied with the Fourier transformed object-mask and inverse 

Fourier transformed to compute effective PSF convolution.  
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4.3.5. Comparing Approaches to Radial k-Space Acquisition for Minimum 
Required Object Volume 

For each of the SP, SR and LR projection sets above the associated zero-filled 

noise correlation volume was computed as described in Chapter 3. Spherical 

objects (and spherical ROIs) were first considered. For each approach the 

minimum number of DOPQ required in a ROI (NROI) was plotted from Eq. [4-18] 

for a range of SNR values from 5 to 80 and a desired MNR of 40 (~ ± 5% 

precision) and 80 (~ ± 2.5% precision). The required number of DOPQ in an ROI 

volume is also given for a constant correlation volume of 1.91 acquisition voxels, 

the case for a hypothetical, non-zero-filled, uniform, spherical noise power 

spectral density.  

 

For a range of spherical object volumes the maximum ROI volume in which an 

80% and 90% accuracy can be attained in a signal averaging measurement (both 

in terms of DOPQ) was found from the object image intensities generated with the 

effective PSF – object-mask convolution described above. For each object volume 

the maximum ROI volume producing a given average measurement accuracy was 

found from simple analysis of sequentially larger ROIs. A high ‘level’ of zero-

filling (H( r) was generated to a spherical diameter of 25 and zero-filled to 2563 – 

the same zero-filling was used for the agar comparison above) was used to 

facilitate analysis of ~ 350 effectively spherical object volumes from 8 to 800 

acquisition voxels. A high ‘level’ of zero-filling also facilitates small ‘spacing’ 

between sequentially larger ROIs used to determine maximum ROI volumes for a 

given accuracy. The same ‘level’ of zero-filling was also used for correlation 

volume computation. The use of PSF convolution computation to assess object 

intensities with respect to PSF smearing allowed analysis for brain tissue 

relaxation parameters, and followed from correlation of image intensity 

computation with experiment in agar phantoms (above).  
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To determine minimum object volumes for analysis the number of DOPQ required 

in an ROI for measurement precision (NROI) was associated with the number of DOPQ required in an object, such that NROI was the maximum number of DOPQ 

allowed in the ROI for measurement accuracy in that object. Physical object 

volumes required for each radial k-space acquisition approach were found from 

their SNR – DOPQ relationships. For each projection set the voxel volume of Table 

4-2 was assigned an SNR of 15, similar to that obtained from each projection set 

in both Tables 4-1 and 4-2 for a 10 minute scan of healthy human brain. For this 

optimization, when SNR is adjusted away from the value of 15, the acquisition 

voxel volume is also adjusted in proportion to maintain the same ratio. If the SNR 

– DOPQ relationship was to be altered by ‘external’ means (i.e. increased scan 

duration, or change in NMR sequence parameters, etc…), the required object 

volumes would be scaled by this alteration.  

 

Because the optimization of this paper is primarily concerned with the best radial 

k-space acquisition approach to quantify brain lesions, which are unlikely to be 

spherical, an anisotropic object geometry of (1 x 1 x 2) was selected for 

subsequent projection set comparison. Optimization for an even greater degree of 

anisotropy will ‘intensify’ the result as explained in the discussion.  

 

Alterations from the SP, SR and LR radial acquisition approaches were also 

compared for minimum required object volume. Each alteration was designed for 

the same constant SNR. In the first consideration readout durations increased 

from that of the SP approach were considered for standard projection imaging.  
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 p β TRO voxel volume 

(SP) 1.0 3 1.8 ms 0.208 cm3 

2 1.0 3 2.6 ms 0.175 cm3 

3 1.0 3 3.2 ms 0.157 cm3 

4 1.0 3 4.6 ms 0.134 cm3 

 

Table 4-3:  Relevant projection set parameters for standard projection imaging analysis 
of readout duration longer than that of the SP approach.    

 

In the second consideration two additional readout durations were considered for 

radial evolution altered k-space acquisition. The value of p was selected to 

maintain constant gradient magnitude.  

 

 p β TRO voxel volume 

2 0.19 3 11 ms 0.076 cm3 

(LR) 0.15 3 17 ms 0.064 cm3 

3 0.14 3 24 ms 0.057 cm3 

 

Table 4-4:  Relevant projection set parameters for radial evolution altered k-space 
acquisition analysis of readout duration shorter and longer than that of the LR approach.    

 

In the third consideration the value of p was adjusted from that of the LR 

approach. For case 1 the gradient magnitude is 2x that of LR; for case 2 the 

gradient magnitude is 1.5x that of LR; for case 4 the gradient magnitude is 0.5x 

that of LR.  
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 p β TRO voxel volume 

1 0.11 3 17 ms 0.064 cm3 

2 0.13 3 17 ms 0.064 cm3 

(LR) 0.15 3 17 ms 0.064 cm3 

4 0.22 3 17 ms 0.065 cm3 

 

Table 4-5:  Relevant projection set parameters for radial evolution altered k-space 
acquisition analysis of p value other than that of the LR approach.     

 

In the final consideration differences in k-space filtering by sampling density 

design are compared. The projection sets of Table 4-1 are used along with a β = 0 

(uniform sampling density) projection set with p = 0.2, TRO = 17 ms and voxel 

volume = 0.139 cm3. 

 

4.3.6. Comparing Radial k-Space Acquisition in Resolution Phantoms and 
Human Brain 

Image from saline and 5% agar resolution phantoms were acquired for each of the  

SP, SR and LR radial k-space acquisition approaches. Finally, images acquired 

from healthy human brain are also presented for comparison.   
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4.4. Results 

4.4.1. k-Space Filter Comparison for Imaging the Human Brain 

Images generated from projection sets producing β = 2.0, 3.0 and 4.0 Kaiser 

modulation transfer functions in CSF are displayed in Figure 4-1. Each projection 

set had the same TRO and gradient magnitude, and was designed for constant 

SNR. Sampled k-space radius expansion associated with increased β to maintain a 

constant SNR is highlighted in Figures 4-1A – 4-1C, and constant SNR 

demonstrated in the 5% agar phantom images of Figures 4-1D – 4-1F. 

Detrimental ringing artifacts can be observed with projection design for a β = 2.0 

modulation transfer function in CSF (Figures 4-1G, 4-1J); these artifacts are 

reduced in the β = 3.0 case (Figures 4-1H, 4-1K), and further reduced for β = 4.0 

(Figures 4-1I, 4-1L).  

 

While the total sum of values within the normalized modulation transfer function, 

and hence the magnitude at the centre of the PSF, remains constant for each β in 

both brain tissue and CSF (a logical requirement given the same TRO, gradient 

magnitude, and equivalent number of projections implemented for each projection 

set), the shapes of the PSF are slightly different for each β. A (very) slight 

decrease in the width of the PSF at half its maximum value is evident for both the 

CSF and brain tissue type environments Figures 4-2A – 4-2B, and 4-2F – 4-2G. 

The effect of this slight narrowing of the main lobe of the PSF can be somewhat 

observed with respect to distinguishing resolution elements in the saline 

resolution phantom (Figures 4-2C – 4-2E).  
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Figure 4-1:  CSF ringing artifact dependence on Kaiser β design parameter. As β  is 
increased the extents of k-space sampled are expanded (A – C) to maintain constant SNR 
(D – F). Detrimental ringing artifacts surrounding the CSF structures for β = 2.0 (G, J), 
which also superimpose to create a noisy image appearance, are reduced for β = 3.0 (H, 
K ) and further reduced for β = 4.0 (I , L). It should be noted that images generated with 
uniform sampling density exhibit considerably more artifact than all of the images shown 
above.  
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Figure 4-2: PSF shape and resolution phantom image dependence on Kaiser β parameter. 
While the total sum of values within the PSF and its centre magnitude remain constant 
for different β, the shape of the PSF changes. The proportional volume of the main lobe is 
slightly decreased along with its width at half max (A – B, F – G). As a result of this 
slight decrease, object distinction is slightly improved for increased β (somewhat 
observable in the fluid case (E)). The effect of proportional main lobe decrease on image 
intensity modulation with object volume will be discussed below. It should be noted that 
PSF shape dependence occurs in all three dimensions. It should also be noted that while 
the magnitude at the centre of the PSF remains the same within the separate environments 
for each β implementation, the magnitude at the centre of the PSF for the brain tissue 
environment is considerably less than that for the CSF environment. 
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4.4.2. Image Intensity Modulation with Object Volume 

Image intensity modulation with object volume is displayed in Figure 4-3 for the 

three different approaches to radial k-space acquisition designed for constant 

SNR. For each projection set, image intensity modulation with object volume 

closely matches that of effective PSF – object-mask convolution computation. 

Image intensity modulation appears roughly similar between acquisition 

approaches even though the DOPQ volumes are very different. The LR approach 

with the greatest k-space roll-off related to T2 decay in combination with k-space 

filter design exhibits the least ringing superposition effect for the larger object 

volumes.   

 

In Figure 4-4 image intensity modulation is displayed from effective PSF – 

object-mask convolution computation for the T2* decay parameters of healthy 

human cellular brain tissue at 4.7T. As can be seen, image intensity modulation is 

quite similar for the two different radial evolution altered approaches (SR and LR) 

over small object volumes, but image intensity increase with object volume for 

the LR approach slows beyond 80% relative signal intensity. Both the SR and LR 

approaches exhibit more rapid image intensity increase with object volume in 

general than that of the standard projection approach. 
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Figure 4-3:  Image intensity modulation with object volume (given at the top of each column 
in cm3) in spherical 5% agar phantoms for the LR, SR and SP radial k-space acquisition 
approaches, each designed for constant SNR. Although the acquisition voxel volumes are 
quite different, image intensity modulation with object value is similar for the three 
approaches. In each case the shape of image intensity increase with object volume at the 
object centre (stars) (B – D) matches that computed with effective PSF – object-mask 
convolution. For the short readout duration approaches (SR and SP) ringing superposition is 
evident in the large objects (visible as hypointensity at centre of image in 10 cm3 case).  
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Figure 4-4: Image intensity modulation with spherical object volume computed at object 
centre for cellular brain tissue relaxation using effective PSF – object-mask convolution. ‘A’ 
highlights intensity for small objects, and ‘B’ intensity for larger objects (split for easier 
observation of differences). The LR approach has the greatest initial rate of image intensity 
increase, but tapers off before approaching 90% of full value; the SR approach continues with 
rapid rise through 90% of full value. The SP approach exhibits a much slower initial image 
intensity increase than either LR or SR, but approaches 90% of full value in a smaller object 
than the LR approach.  
 

4.4.3. Comparing Approaches to Radial k-Space Acquisition for Minimum 
Required Object Volume 

In Figure 4-5 the required spherical object volumes for a given measurement 

precision and accuracy are computed for the SP, SR and LR approaches to radial 

k-space acquisition. The SP approach with its large reduction of low frequency 

noise requires the fewest number of DOPQ in an ROI (NROI) to achieve a desired 

measurement precision (Figure 4-5A). At an SNR 1/4 the desired MNR, the 

minimum NROI required for the SP approach is ~ 60% that required for the other 

two approaches. It should be noted that when SNR is equal to the desired MNR 

only one zero-filled image voxel is required for measurement precision. Given the 

high ‘level’ of zero-filling, the required ROI volumes for SNR = MNR are a small 

fraction of one DOPQ.   

 

In Figure 4-5B it can be seen that for the SP and SR approaches PSF smearing 

across k-space has a similar effect on the maximum number of DOPQ allowed 

within an ROI for any given number of DOPQ within an object. For the LR 

approach the minimum number of DOPQ required in an object to attain a 90% 

accurate measurement in a very small ROI is roughly 4x larger than the SP 
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approach, however, a very small increase in DOPQ within the object from its 

minimum number facilitates a very large increase in maximum allowable NROI. 

For all three radial k-space acquisition methods the maximum allowable NROI to 

achieve a desired accuracy approaches the number of DOPQ within the object when 

this number is large.    

 

Combining the minimum number of DOPQ required in an object for a given SNR 

(from Figure 4-5A and 4-5B, as demonstrated with the gray, arrowed line) with 

the DOPQ – SNR relationship (Figure 4-5C) yields the physical required object 

volume (Figures 4-5D and 4-5E). For 90% accuracy the minimum required 

object volume for the LR approach is similar to that of the SR approach, and for 

80% accuracy the minimum required object volume for the LR approach is 

smaller. Although the LR approach possess larger correlation volumes than the SP 

approach (as reflected in Figure 4-5A), and greater PSF smearing effect than both 

the SP and SR approaches (as reflected in Figure 4-5B), its much smaller DOPQ – 

SNR relationship facilitates minimum required object volumes comparable or less 

than the other two approaches.  

 

It should be noted that in Figures 4-5A, 4-5D and 4-5E the curves for 2.5% and 

5% precision have the exact same shape when SNR is plotted as a fraction of 

MNR. For this reason only the case of 2.5% precision (MNR = 80) will be given 

in the following comparisons. The optimum SNR for any other precision (or 

MNR) can be found from this relationship, i.e.  

 

 
SNR =  MNR80 SNRMNR=80 , 

 

[4-21]

at which the minimum required object volume (MROV) is 

 

 
MROV =  MNR80 MROVMNR=80 . 

 

[4-22]
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Figure 4-5:  Optimization for minimum spherical object volume required to achieve a 
given measurement accuracy and precision. The number of voxels required in the ROI to 
attain the MNR associated with 5% and 2.5% precision is given in (A) (the thin dashed 
lines highlight the hypothetical case of constant CV = 1.91 acquisition voxels – i.e. the 
hypothetical case for a non-zero-filled, uniform, spherical noise power spectral density). 
For each ROI volume required to attain a desired precision, a required object volume to 
attain a desired accuracy can be found from (B). Using the SNR – voxel volume 
relationship of (C) the physical required object volumes can be plotted for each 
projection set with respect to SNR (D and E). The gray arrowed lines highlight a 
calculation example for the LR approach at an SNR of 44, a precision of 2.5%, and an 
accuracy of 90%. For spherical objects the minimum required object volume for the SR 
and LR approaches are similar, however, the optimum SNR for the LR approach is ~ 1/4 
that of the desired MNR.   
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SNR optimization for the SP, SR and LR projection sets when objects have a 

geometry of (1 x 1 x 2) is shown in Figure 4-6. While the required NROI is 

reduced from the case of spherical voxels for measurement precision (Figures 4-

6A vs. 4-5A), the effects of PSF smearing have greater impact, especially on the 

minimum number of DOPQ required within an object to obtain a given accuracy 

(Note that the minimum number of object DOPQ to attain a desired accuracy will 

produce that accuracy in a very small region at the centre of the object – bottoms 

of Figures 4-6B vs. 4-5B). The result is increased required object volumes across 

SNR for each acquisition approach, but most substantially for implementations in 

which SNR approaches the desired MNR. The optimum SNR value is shifted 

lower for each acquisition approach, most noticeably for SP and SR. The LR 

approach facilitates precise and accurate measurement in minimum ROI volumes 

~ 25% smaller than SR and ~ 40% smaller than SP, and does so at an SNR < ¼ 

the desired MNR.  

 

Readout duration increase from that of the SP approach is considered in Figure 4-

7 for standard radial imaging. Note that in general TRO would have zero impact on 

correlation volume in terms of DOPQ. For this optimization, because the effect of 

relaxation is considered in the production of a constant Kaiser function within 

CSF, post-acquisition weighting is slightly altered with TRO change. The result is 

a very small dependence on correlation volume in terms of DOPQ (Figure 4-7A). It 

is shown that although the PSF is smeared over a greater number of DOPQ when 

TRO is increased (with affect given in Figure 4-7B), this increased smearing is 

offset by facilitated voxel volume reduction (Figure 4-7C). As a result, the same 

minimum required object volumes are facilitated for 90% accuracy with a TRO 

increase to 3.2 ms, however, the implementation of small DOPQ (sacrificing SNR) 

is critical to maintaining minimum object volumes for analysis. For 80% accuracy 

the minimum required object volume can be slightly reduced with increased TRO.    
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Figure 4-6: Optimization for minimum anisotropic (1 x 1 x 2 rectangular geometry) 
object volume required to achieve a given measurement accuracy and precision. For 
anisotropic objects the required number of DOPQ in an ROI to attain the desired MNR is 
reduced (A) from that for spherical objects (Figure 4-5A). However, the maximum DOPQ 
allowed in an ROI to attain a desired accuracy is decreased (from Figure 4-5B) for any 
given number of DOPQ in the object (B), especially for small objects. The DOPQ – SNR 
relationship of (C) is the same as that of Figure 4-5C. The physical object volumes 
required for measurement precision and confidence (D and E) are increased from the case 
of spherical objects (Figures 4-5D and 4-5E), particularly for implementation of SNR = 
MNR. Optimum SNR values are shifted to 1/8 – 1/4 of desired MNR for each approach. 
The LR approach clearly facilitates the smallest required object volumes.    
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Figure 4-7: Limited effect of readout duration increase on minimum required object 
volumes for analysis when TRO is increased beyond that of the SP approach for standard 
radial imaging. The effect of smearing the PSF over a greater number of DOPQ with 
increased TRO is most observable in the minimum number of DOPQ required within an 
object to achieve a given accuracy (bottom of B). However, for objects containing large 
numbers of DOPQ, maximum allowable NROI values are not greatly decreased with increase 
in TRO to 3.2 ms. Because TRO increase facilitates DOPQ volume reduction (C), offsetting 
PSF smearing effect, a minor decrease in object volume required to attained 80% 
accuracy can be attained (D). For 90% accuracy the same minimum required object 
volumes are facilitated by TRO increase to 3.2 ms, but small voxel volume 
implementations are critical (E).       
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Figure 4-8 highlights SNR optimization for 2 additional radial evolution altered 

cases with readout durations of 11 ms and 24 ms. Even though PSF smearing is 

increased for longer TRO, acquisition voxel volumes are reduced. A slight 

advantage to increasing the readout duration beyond that of the LR approach is 

suggested. This advantage is achieved with further reduction in optimal SNR.  

 

The necessity of reduced p to facilitate the minimum required object volume 

advantage of long readout duration is demonstrated in Figure 4-9. The value of p 

between 0.11 and 0.22 has effectively no impact on the DOPQ – SNR relationship 

(Figure 4-9C). This is because the SNR sampling efficiency is very near one for 

each case. However, an increase in p beyond that of the LR approach to 0.22 has a 

large impact on PSF smearing, as can be seen in its effect on Figure 4-9B. 

Increasing p from that of the LR approach is quite detrimental; decreasing p 

below that of the LR approach offers diminishing return, but requires increased 

Gmax (1.5x for p = 0.13, 2x for p = 0.11) beyond the 5 mT/m used in this paper. 

 
The effect of k-space filtering by sampling density design on minimum required 

object volumes is demonstrated in Figure 4-10. If k-space filtering could be 

eliminated minimum required object volumes could be reduced. However, when 

k-space filtering is required, as it is for sodium imaging of the human brain, 

increased roll-off from that of the LR approach has marginal effect. 

 

When the SP, SR and LR radial k-space acquisition approaches are implemented 

to achieve the same SNR, their DOPQ volumes are very different (Table 4-2 – 

Figures 4-5C and 4-6C). In the fluid space of CSF the PSF directly scales with 

voxel volume between projection sets by design. This is directly apparent in the 

saline resolution phantom images of Figure 4-11. Resolution increase is also 

apparent for the 5% agar phantoms, but not to the same extent. Resolution 

differences between the acquisition approaches can also be observed in the human 

brain slices of Figure 4-12, particularly with respect to CSF signal containment 

within its bounds.    
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Figure 4-8: Small advantage of readout duration increase beyond that of the LR 
approach. Although the PSF is smeared over a greater number of DOPQ when TRO is 
increased, this increased smearing has limited effect on the maximum NROI allowed for 
accuracy when objects contain large numbers of DOPQ (B). Reduced voxel volumes with 
TRO increase (C) facilitate small reductions in minimum required ROI volume for both 
80% and 90% accuracy (D and E). TRO reduction from the LR approach to 11 ms is 
slightly disadvantageous.   
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Figure 4-9: The critical requirement of small p value for minimum required object 
volume reduction when readout duration is long (that of the LR approach – 17 ms). 
Alteration of p between 0.11 and 0.22 in the generation a β = 3 Kaiser function in CSF 
with sampling density has little effect on correlation volume (A), and very little effect on 
the DOPQ – SNR relationship (C). However, increase in p from 0.15 (that of the LR 
approach) to 0.22 has an obviously large effect on PSF smearing (as reflected in B). This 
increase in p results in much larger minimum required object volumes for analysis (D and 
E). Further reduction of p beyond that of the LR approach is slightly advantageous, 
especially when high accuracy is desired, but comes at the cost of increased Gmax. 
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Figure 4-10: The marginal effect of increased k-space filtering by sampling density 
design from that of the LR approach. An increase in the β filter shape parameter results in 
larger correlation volumes (as reflected in A), but reduced voxel volumes (C). Increased 
k-space filtering also results in greater PSF smearing (as reflected in B). The combined 
result is a minor increase in minimum required object volume if k-space filtering by 
sampling density design is increased beyond that of the LR approach. No k-space 
filtering would facilitate somewhat smaller minimum required object volumes. 
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Figure 4-11: Radial k-space acquisition approach PSF and resolution phantom image 
comparison. The 3.3x increase in extent of k-space sampled for the LR approach, 
compared with SP, results in a 3.3x increase at the centre of the PSF within CSF (A), and 
reduction of main lobe width (B). PSF differences are easily observable in saline 
resolution phantoms (C – E). As a result of T2 decay the total sum of values in the 
modulation transfer function for the LR approach (as reflected at the centre of the PSF) is 
less than 3.3x greater than the SP approach for brain tissue (F). While image intensity 
modulation with object volume is similar for the three approaches, the shape of the PSF 
enables enhanced distinction of smaller resolution elements for the LR approach as can 
be observed in the 5% agar resolution phantoms (H – J).  
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Figure 4-12:  Slices of healthy human brain acquired using the SP, SR and LR 
approaches to radial k-space acquisition. While image quality cannot be directly assessed 
for brain tissue, image quality with respect to CSF is easily ascertained. The shape of the 
modulation transfer function, and hence the PSF, is constant for each approach in CSF by 
design (β = 3.0). As a result CSF signal intensity containment within its bounds is 
directly proportional to the voxel volume of each approach. The LR approach exhibits the 
least ‘smearing-out’ of CSF signal intensity beyond its bounds.    
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4.5. Discussion 

In this paper three radial sodium k-space acquisition approaches were compared 

with respect to quantitative imaging for the human head. The first (SP) involved 

standard projection imaging with a short readout duration ~ 2 ms (similar to that 

of (5)); the second (SR) involved readout evolution altered k-space acquisition to 

produce a k-space filtering sampling density with short readout duration of 4 ms 

(similar to that of (29)); the third also involved readout evolution altered k-space 

acquisition but had a long readout duration of 17 ms (similar to that of Chapters 2, 

5, and 6 (41,42,60)). A β = 3 Kaiser modulation transfer function, in which the 

effect of transverse relaxation in CSF was included, was selected (Figure 4-1) to 

reduce CSF ringing image contamination and was implemented for each 

acquisition approach in the comparison. For the standard projection (SP) approach 

the Kaiser transfer function was generated with post-acquisition weighting, for the 

other two it was generated with sampling density design using the methodology 

presented. Each projection set was designed for constant image SNR (in a 

sufficiently large object) using an equation presented for radial k-space 

acquisition, and constant SNR was verified in a large 5% agar phantom. Design 

for constant SNR required voxels volumes with ratios 3.3: 1.9: 1.0 (SP: SR: LR), 

however, although the voxel volumes were much different, image intensity 

modulation with object volume was ‘similar’ for each approach (Figures 4-3 and 

4-4). When measurement precision (with respect to image noise) and accuracy 

(with respect to image intensity modulation with object volume) are considered 

for an average measurement within an ROI, the LR approach facilitates analysis 

in the smallest object volumes for brain tissue relaxation, this is especially true for 

anisotropic objects (~25% smaller than SR, and ~40% smaller than SP for 90% 

accuracy in Figures 4-6). It is suggested that optimum SNR for each approach at 

which to generate sodium images is roughly 1/8 to 1/4 the measurement-to-noise 

ratio (MNR) required for the desired measurement confidence. However, not only 

is the LR approach advantageous with respect to signal intensity measurement in 

cellular tissue, its much smaller voxel volumes facilitate much better containment 

of CSF signal intensity within its bounds (Figures 4-11 and 4-12). Minor 
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improvements may be possible for the LR approach with further increased 

readout duration and reduction of the value of p (Figures 4-8 and 4-9); increased 

k-space filtering to further minimize CSF ringing is not detrimental (Figure 4-

10). It is suggested that radial evolution altered k-space acquisition with sampling 

density designed k-space filtering, a small value of p, and long readout duration 

(similar to LR) is an ideal approach for radial sodium MRI of the human head.     

 

While shortening TRO so as to reduce rapid T2 signal attenuation across k-space 

has been ‘fundamentally accepted’ as appropriate for radial sodium k-space 

acquisition (5,29), this chapter suggests the opposite. Although for standard 

projection imaging Figure 4-7 suggests that increasing TRO beyond the ~ 2 ms of 

the SP approach (TRO similar to (5)) is not necessarily beneficial in terms of 

minimum required object volumes for analysis, the reduced voxel volumes 

associated with noise variance reduction of increased TRO (Figure 4-7C) to 

achieve optimum implementation SNR (Figures 4-7D and 4-7E) will facilitate 

improved CSF containment for imaging the human head. Nielles-Vallespin, et. al. 

(5) suggest a TRO decrease to improve their images. In this chapter it is suggested 

that a ~50% TRO increase would improve the sodium images, assuming 

sufficiently small DOPQ volumes were implemented such that SNR in the tissue of 

interest was ~ 1/8 the desired MNR for analysis precision.  

 

For radial evolution altered k-space acquisition this chapter suggests that 

substantial readout duration increase from that of TRO = 4 ms (the TRO suggested 

in (29)) is beneficial. While reduced noise variance is outweighed by increased T2 

decay across k-space for large TRO increase with standard projection imaging, that 

is not the case for radial evolution altered imaging. The reason for this was very 

recently given by Nagel (36), and was described as: “the k-space position (for 

radial evolution altered acquisition) is always ahead in time compared to 

conventional radial sampling.” The sampling density produced with readout 

evolution altered k-space acquisition will be scaled by 1/p2 (for proper 

implementation of Eq. [4-1]). To achieve this sampling density the relative 
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projection length (HK6K) will be increased when p is reduced, and an increase in HK6K for the same TRO yields much more rapid sampling at the centre of k-space 

and slower sampling toward the edges. This effect, which is strongly dependent 

on the value of p implemented, could also be described as ‘bending time’ across 

k-space and is shown in Figure 4-13A below. As a result of this effect, the shape 

of the modulation transfer function for the same TRO will be beneficially altered 

(Figure 4-13B). The greater total sum of values within H�1� will increase the 

value at the centre of PSF in proportion (Figure 4-13C). The value at the centre 

of the PSF was of concern in the readout optimization considered by Nagel (36), 

however, the total volume within the three-dimensional main lobe of the PSF is 

increased to an even greater relative extent than the value at the centre of the PSF. 

Object-mask convolution with a PSF having a much larger main lobe yields 

‘dramatically’ reduced image intensity modulation with object volume (Figures 

4-13D and 4-13E). More of the signal intensity associated with the object remains 

within the object rather than being ‘smeared’ outside its bounds. It is because of 

the ‘time bending’ effect across k-space that the image intensity modulation with 

object volume is similar for the three acquisition approaches compared in this 

chapter (Figures 4-3 and 4-4). The requirement of small p to facilitate long TRO is 

demonstrated in Figure 4-9.   
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Figure 4-13:  The k-space ‘time-bending’ advantage of radial evolution altered 
acquisition. When the value of p is reduced from 1.0 the centre of k-space is sampled 
much more rapidly than its outer aspects (A), and the shape of H(r) is altered from that of 
biexponential decay (B). The result is not only an increase in the magnitude at the centre 
of the PSF, but a large increase in main lobe volume, with a smaller percentage of values 
spread into the periphery (C). When the PSFs of (C) are convolved with ‘small’ (64 DOPQ) 
object volumes it can be seen that the reduction of p has ‘dramatic’ effect to facilitate 
image intensities approaching full value (D and E).   

 

 

It is also suggested in Figure 4-8 that an increase in TRO beyond that of the LR 

approach may be slightly beneficial. Although an increase in readout duration will 

‘amplify’ image artifacts related to local field inhomogeneities, it should be noted 

that the gyromagnetic ratio of sodium is ~ ¼ that of proton. Field inhomogeneity 

effects for sodium at 4.7T will be less than that for proton at 1.5T. It should also 

be noted that ‘bending time’ across k-space also mitigates local off-resonance 

effects (36). For the LR approach presented in this chapter there are no visibly 

detrimental field inhomogeneity artifacts even in the ‘extreme’ resolution 

phantom case (Figure 4-11).   
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It should be noted that when images are implemented such that SNR equals 

desired MNR the minimum required ROI volume is one zero-filled voxel (i.e. no 

averaging is necessary), and the image intensity in one zero-filled voxel 

approaches 90% accuracy for the smallest surrounding spherical object volume 

when the SR approach is implemented (Figure 4-4 and the right edge of Figure 4-

5F). While the centre of the PSF has greatest magnitude for the LR approach to a 

radius of ~ 0.4 cm, the SR PSF has greater magnitude through the remainder of 

the main lobe which includes a much larger 3D volume (Figure 4-11F). Note that 

the image intensity at the centre of a uniform object is proportional to the total 

sum of values within the PSF encompassed by that object. Image intensity is 

elevated most rapidly in small objects for the LR approach, but as object volumes 

increase beyond ~ 1 cm3, further inclusion of the PSF does not continue the image 

intensity rise to full value as it does for the SR approach (Figure 4-4). An image 

intensity 90% of full value is achieved in an object almost 2x larger for LR when 

compared to SR in this figure, despite the fact that the LR voxels are half that of 

SR. For the LR approach a greater proportion of the PSF is spread into its 

periphery creating a PSF ‘tail’ (or a large region of the PSF with very small 

values). Because a large portion of this ‘tail’ must be included to produce 90% 

accuracy at the object centre the required number of voxels in the object will be 

large, but the image intensity surrounding the centre of the object will also be 

very near 90% accuracy (as can be seen in Figure 4-13C and 4-13D). Large 

increases in maximum allowable NROI while maintaining an average measurement 

accuracy of 90% can be achieved with very little increase in object volume. This 

can be seen in Figure 4-5B, where for a large number of voxels within an ROI, 

the required number of voxels in a spherical object becomes similar for the SR 

and LR approaches. When SNR is lowered through DOPQ volume reduction 

(Figure 4-5C) and a large number of voxels are used to attain measurement 

precision (Figure 4-5A), the impact of PSF smearing to achieve a desired average 

measurement accuracy is dramatically reduced for the LR approach (Figure 4-

5B), facilitating its advantage with respect to image analysis. 
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The twisted projection imaging (TPI) technique was initially presented for the 

reduction of SNR sampling inefficiency inherent to standard projection imaging 

(30). However, it was shown in Chapter 3 that standard projection imaging with 

its great oversampling at the centre of k-space and reduction of low-frequency 

noise yields much smaller correlation volumes. As a result much fewer voxels are 

required within an ROI to attain the desired measurement confidence, as is 

apparent in Figures 4-5A and 4-6A. For an SNR 1/4 and 1/8th the desired MNR 

the required ROI volumes must contain ~70% and ~80% more voxels for the LR 

approach than the SP approach. As such, the advantage of readout evolution 

altered k-space acquisition (of which TPI is a member) does not lie in its 

characteristics with respect to image noise (as originally presented in (30)), but in 

‘bending time’ across k-space (Figure 4-13) to mitigate T2 decay and facilitate 

long TRO with reduced DOPQ volume.  

 

The optimization of Nagel (36) concerns optimization for the magnitude at the 

centre of the PSF while maintaining constant noise variance. Although this 

optimization for the ‘tiny’ image intensity present in very small (point-source) 

objects may be of minimal direct relevance to signal quantification, the 

optimization of Nagel produced a similar result to that presented in the current 

paper. In Figure 4-11F it is obvious that the LR approach has the greatest value at 

the centre of its PSF, and in Figure 4-4 it can be seen that for very small objects 

the image intensity produced by the LR approach is the greatest. However, 

although the optimization of Nagel also suggests a radial evolution altered 

approach with long TRO as an ideal sodium imaging methodology, the 

optimization of Nagel fails to identify that the advantage of long TRO for 

quantification is only attained for ‘low SNR’ (small acquisition voxel) 

implementations. The optimization of Nagel also fails to identify the reduction in 

the value of p as critical for long TRO  implementation, as highlighted in Figure 4-

9 and Figure 4-13.    
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To the author’s knowledge, optimization for the ideal SNR with respect to image 

quantification has not been considered in the literature (at least not for sodium 

imaging). It is suggested the optimum implementation SNR for the analysis of 

anisotropic objects is 1/4 – 1/8 the desired MNR (i.e. for a desired precision of ±2.5% the required MNR is 80, and the optimal SNR between 10 – 20). Another 

large advantage of ‘low SNR’ (i.e. small voxel volume) implementation for 

sodium imaging of the human head is the containment of the 3x concentrated CSF 

within its bounds. Spatial PSF smearing for sodium nuclei in CSF directly 

correlates with voxel volume. Enhanced CSF containment within its bounds (at an 

optimal SNR implementation) is another substantial advantage of the LR 

approach over the other two. This is demonstrated in Figures 4-11A – 4-11E, and 

is easily apparent in the human brain images of Figure 4-12.       

 

It is reasonable to assume that when brain lesions are to be evaluated the majority 

of these ‘objects’ will not have a spherical shape. For this reason a ‘mildly’ 

anisotropic object geometry (1 x 1 x 2) was chosen for the comparisons in 

Figures 4-6 – 4-10. Although correlation volumes are slightly decreased with 

object anisotropy (Chapter 3, as reflected in Figure 4-6A vs. 4-5A), the effect of 

PSF smearing in objects containing only a few voxels is greatly ‘intensified’ 

(bottoms of Figure 4-6B vs. 4-5B). Convolution of the smeared PSF with voxels 

spaced on average further from the centre of the object produces a smaller sum at 

the centre of the object from values on average further into the periphery of the 

smeared PSF. As a result, the minimum required object volumes are greatly 

increased when no ROI averaging is to be done (i.e. SNR=MNR – right sides of 

Figures 4-6E vs. 4-5E). However, the effect of object anisotropy on average 

measurement accuracy is not as great when ROI volumes are large (tops of 

Figure 4-6B vs. 4-5B, and right sides of Figure 4-6E vs. 4-5E). For the 

assessment of anisotropic objects the use of smaller voxel volumes (and hence 

lower SNR) is of increased importance to the spatial reduction of PSF smearing. 

For anisotropic objects the LR approach is clearly the best approach. If object 

anisotropy is increased from that of (1 x 1 x 2) the value of the LR approach 
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becomes greater, and the use of small acquisition voxel volumes even more 

important.   

 

For the optimization of TRO in this chapter the T2 relaxation in CSF was 

compensated to produce a Kaiser modulation transfer function. This was done 

because for long TRO increased T2 roll-off across k-space ‘intensifies’ filtering. 

Relaxation compensation facilitates constant filtering of CSF signal across TRO 

for rigorous comparison between long and short readout methodologies. 

However, the effect of CSF T2 compensation on minimum object volume 

optimization is actually quite small. Without relaxation compensation for long 

TRO the Kaiser filter in CSF is effectively increased from β = 3.0 to β = 3.5. If the 

LR approach was designed for β = 3.5 (i.e. essentially equivalent to design for β = 

3.0 with no relaxation compensation) the effect on optimization and minimum 

object volumes would be mostly negligible (Figure 4-10). While CSF T2 

relaxation compensation was used in this chapter for TRO comparison it is not 

required for ‘ideal’ radial k-space acquisition implementation. If CSF was absent 

from the human head, compensation of brain tissue relaxation with sampling 

density may be possible (compensation of brain tissue relaxation in the presence 

of CSF would dramatically over-compensate the CSF signal, producing an 

excessive ringing problem). In this case, the minimum required object volumes 

for analysis could be further reduced from that of the LR approach (data not 

shown). It is hypothesized that this k-space acquisition approach could have value 

for CSF-nulled human brain sodium imaging applications (Chapter 7 - (44)).  

 

A β = 3 Kaiser transfer function in CSF was selected for comparison between 

radial k-space acquisition approaches. However, as increased k-space filtering is 

of minor consequence to minimum required object volumes (Figure 4-10), there 

is little reason not to use an increased k-space filter of β = 4 to further reduce CSF 

ringing artifact (Figure 4-1). The β = 4 Kaiser window approaches the limit of a 

sampling density shape that can be implemented without critically under-

sampling the edges of the sampled k-space extent (Chapter 2) (60). A previous 
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paper implemented a ‘Hamming-like’ k-space filter to demonstrate the SNR 

advantage of filtering by sampling density design (Chapter 2) (60). This filter 

facilitates even greater side-lobe reduction than a β = 4 Kaiser window. Although 

the ‘Hamming-like’ filter is not ideal (in terms of maximizing signal energy 

around the centre of k-space (141)) the minimum object volume required for 

analysis with this filter is suggested to be only marginally increased from the β = 

4 Kaiser window in Figure 4-10. An additional ‘advantage’ of increased k-space 

filtering (besides PSF side-lobe reduction) is the improvement of image 

appearance. Slight reduction in volume of the main PSF lobe with increased 

filtering (which produces the small negative effect on quantification) is associated 

with a marginally narrower main lobe width at half max, slightly improving 

distinction of objects in a resolution phantom (Figure 4-6).  

 

Other radial k-space acquisition papers have considered different sampling 

densities and k-space weightings. Combined with his implementation of short TRO 

similar to the SR approach of this paper, Boada (29) effectively implemented a 

sampling density shape similar to the β = 2.0 Kaiser window (Figure 4-1). 

Although the advantage of long TRO was shown for a β = 3.0 Kaiser window in 

this chapter, the same long TRO value exists for the ‘under-filtering’ β = 2.0 Kaiser 

window. Neilles-Vallespin (5) in her implementation of standard radial imaging 

with TRO similar to the SP approach of this paper, implemented a filtering shape 

with post-acquisition weighting having a flat portion to a radial distance of 25% 

kmax and a 1/r2 dependence following that. This filter which deviates from the 

ideal Kaiser shape was selected with respect to the minimization of error when 

less projections than that required by Nyquist were implemented in accordance 

with (262).       

 

The ‘accuracy’ considered in this chapter concerns average image intensity 

deviation from full value in an ROI with respect to PSF smearing. A more 

stringent definition of accuracy may require all image voxels within the ROI to be 

a given percent of full value. For such a definition the minimum required object 
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volumes for analysis will be expanded, however, the LR approach remains the 

most beneficial at similar implementation SNR. If ROIs are drawn to include the 

full object volume, the average intensity in the measurement for each approach 

will be considerably modulated by object volume for objects less than ~ 10 cm3 – 

20 cm3 (at which point average measurement accuracy approaches 70% of full 

value). If ROIs that include the full object volume are used, image intensity will 

approach full value in a similar manner for the SR and LR approaches (with LR 

being slightly more beneficial); both will be considerably better than the SP 

approach.   

 

Obviously, lesions within the human brain are not stand-alone objects. However, 

when lesion relaxation characteristics remain unchanged from the surrounding 

cellular brain tissue, a lesion can be considered as a 3D step function ‘on top of’ a 

uniform background, with the average measurement accuracy with respect to PSF 

smearing being a percent of the signal intensity increase. If relaxation in the lesion 

is known to be considerably longer than that of brain tissue (i.e. a very old stroke), 

requirements on minimum ROI volumes for accuracy and precision can be 

relaxed. In this case the advantage of the LR approach will be directly related to 

voxel volume. However, if relaxation in a lesion is unknown or possibly even 

more rapid than in normal brain tissue (as may be the case in hyper-acute stroke 

(65)), minimum object volumes may be required to avoid errors related to PSF 

smearing and noise. It should be noted that the measurement accuracy and 

precision of this chapter does not concern signal intensity heterogeneity that may 

exist within a real lesion.       

 

The optimization for object analysis of this chapter is concerned with how one 

‘draws’ an ROI within a small object, and the desire for either confidence or 

accuracy will offset each other. For any small object an increased ROI volume 

within the object will increase precision, while a decreased ROI volume will 

increase accuracy. If an application involves the statistically significant measure 

of small relative increases, a sufficiently tight confidence interval is required; if 



Chapter 4:  Radial k-Space Sodium Acquisition Optimization  
 

165 

 

the application involves a measure of large relative increases across a range of 

lesion volumes, high accuracy may be desired to minimize object volume 

dependent ‘contrast’. If both precision and accuracy are desired, small objects 

may have to be discarded. It should be noted that if calibration phantoms with 

relaxation characteristics similar to that of brain tissue are to be used for absolute 

concentration quantification (6), they should be sufficiently large and evaluated in 

a sufficient manner so as to avoid an image intensity dependence on their volume. 

The result of PSF smearing in small calibration phantoms could yield globally 

elevated concentration measurements in the brain.     

 

Finally, concern must be given to the fact that the minimum required object 

volume for 90% accuracy and a 2.5% confidence interval, as presented in Figure 

4-6B, is very large at ~ 15 cm3 for the optimal LR approach. It should be 

remembered, however, that object volumes of Figures 4-5E &  4-5F – 4-10E &  4-

10F will be scaled by the DOPQ – SNR relationship. The DOPQ – SNR relationship 

of these figures is based on a 10 minute scan. The required object volumes can be 

reduced by 30% if the scan length is doubled to 20 minutes. The DOPQ – SNR 

relationship used is also based on an ultra-short TE (0.19 ms) ‘non-relaxation 

weighted’ sequence. If a steady-state sequence similar to that of chapter 5 (42) is 

used, required object volumes can be reduced by an additional ~ 38%. The value 

of ‘long’ scan length and NMR sequence optimization for SNR are readily 

apparent if one desires high measurement accuracy and precision for signal 

analysis. In addition, further static magnetic field increase and hardware 

optimization may also aid analysis of small objects.   
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4.6. Conclusion 

When sodium signal intensity in an object having T2 relaxation characteristics like 

that of human cellular brain tissue is to be quantified with a given precision (with 

respect to image noise) and a given accuracy (with respect to PSF smearing) the 

optimum radial k-space acquisition approach is suggested to be one in which 

radial projection evolution is altered to produce a sampling density designed k-

space filter with a small value of p and a long readout duration. This approach 

facilitates both the minimum object volumes required for analysis and a greatly 

enhanced containment of CSF within its bounds. A sufficiently high ‘degree’ of 

k-space filtering to minimize CSF related ringing artifact is suggested, having 

marginal impact on quantification capability. It is also suggested that small 

acquisition voxels be selected for radial sodium imaging such that SNR is roughly 

1/8 – 1/4  the desired measurement-to-noise ratio required for analysis precision.  
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Chapter 5 

Sodium Imaging Optimization Under Specific Absorption Rate Constraint 

A version of this thesis has been published 
(R.S. Stobbe, C. Beaulieu, Magn Reson Med, 59, 345-355, 2008)  

5. Sodium Imaging Optimization Under Specific Absorption Rate Constraint 

5.1. Introduction 

Since the first in-vivo sodium images were created in 1983 (265) continued effort 

has been applied to bring this tool with burgeoning potential into the main-stream 

of the MRI community. Many human disorders involve disrupted or altered 

regulation of sodium concentrations and several studies have been conducted in 

patient populations to assess the value of sodium imaging and its potential to 

elucidate and diagnose pathology. These include studies of: acute stroke and the 

time-course of tissue sodium increase following ischemic onset (12,66,110); the 

time-course of tissue sodium following myocardial infarction (15,16,266); tissue 

sodium in relation to tumour grade (5,6); renal sodium concentrations (267,268); 

proteoglycan loss in relation to sodium content in cartilage (19,269); exercise, and 

sodium channelopathies in muscle (17,270).            

 

Despite these promising clinical applications, and potentially others, the 

proliferation of sodium imaging has been hampered by technical limitations. 

Apart from the multinuclear capability requirement, the most significant 

drawback of sodium MRI is the low concentration in-vivo (approximately 50 mM 

in brain tissue). When NMR sensitivity is taken into account, tissue signal-to-

noise ratio (SNR) for an ideal pulse-acquire acquisition would be ~ 0.02% that of 

proton in-vivo. Low tissue SNR must be offset by low resolution imaging. 

Although the goal of sodium imaging is to provide physiological data otherwise 

not attainable with proton imaging, sufficient image resolution is required to 

extend its utility beyond large pathology and to minimize partial volume effects 

with neighbouring tissues that have very different sodium concentrations. Clearly, 

there are two approaches, beyond hardware optimization, to maximize image 
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SNR (and hence image resolution): static magnetic field increase, and pulse 

sequence optimization.      

 

The sodium nuclear ensemble (spin 3/2) experiences very rapid biexponential 

transverse relaxation in dense macro-molecular environments like those that exist 

in cellular tissue (with a ratio of 0.6 fast and 0.4 slow). In the human brain a fast 

component (T2f) of approximately 1.7 ms (4T and 4.7T) (25,45), and a slow 

component of approximately 17 ms (T2s*
 at 4T) (25) have been fit from regression 

for a one compartment relaxation model of brain tissue in subcortical gray matter. 

The sodium nuclear ensemble also experiences rapid (biexponential with a ratio 

of 0.2 fast and 0.8 slow) longitudinal relaxation due to the dense macro-molecular 

environments. For a one compartment model of human brain tissue, longitudinal 

relaxation has been measured using a monoexponential fit (often used since 

biexponential T1 is difficult to separate, especially when compared to the 

biexponential T2) as 36 ms  (4.7T) (45).  

 

An important aspect of pulse sequence optimization for SNR is to make TE as 

short as possible minimizing T2* signal loss (which is essentially T2 loss, as this 

loss is primarily dependent on T2fast). This can be accomplished by sampling k-

space with a 3D radial acquisition approach, where the centre of k-space is 

acquired following a hard, non-selective excitation pulse. With this acquisition 

approach, TE directly depends on the length of the RF pulse. However, most 

times this acquisition approach has been implemented the concern has been tissue 

sodium concentration (TSC) measurement, which requires relaxation weighting to 

be minimized; to minimize relaxation weighting repetition times must be 

sufficiently long to avoid T1 saturation (6,12,66,110,270). Another method of 

sodium image optimization for SNR involves the implementation of a spoiled 

steady-state pulse sequence with shortened TR values that facilitate increased 

averaging within a constant scan duration. However, most times spoiled steady-

state RF pulse sequences have been implemented, 3D gradient-echo k-space 
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acquisition has also been used which generates less than ideal echo times 

(15,16,19,266-269).   

 

This dichotomy that has persisted in sodium imaging (i.e. ‘fully relaxed’ TSC 

sequences with radial acquisition vs. steady-state sequences with gradient echo 

acquisition) was recently transcended with the implementation of a steady-state 

sequence employing radial acquisition (5,18) which benefits (with respect to 

SNR) from both short TE and short TR. This approach was implemented at 1.5T. 

However, there seems to be a considerable advantage associated with the use of 

higher magnetic field strengths for sodium MRI, and substantial work has been 

done at 3T (12,30,64,267), 4T (19,25,39,269), 4.7T (44), and even higher fields 

(271,272).                

 

Especially at high fields, sequence design must take RF power deposition or the 

specific absorption rate (SAR) into account (maximum 3 Watts/kg averaged over 

10 minutes for the human head) (273). RF pulse length, TR and flip angle cannot 

necessarily be adjusted in isolation from one another. Decreased TR may require 

an increase in RF pulse length (and hence TE), and/or a reduction in flip angle to 

satisfy SAR regulations (Eq. [5-1]) (57).   

SAR ∝  BU7 ∙ �7TR ∙ τAJ. 
 

[5-1]

 

At 1.5T a spoiled steady-state implementation of ultra-short TE imaging using 

radial acquisition with 300 µs RF pulses and repetition times as short as 4 ms was 

possible (5). However, at 4.7T this is not the case. SAR limitations necessitate 

either increased TR or pulse length (and by corollary, TE), or reduced flip angle. 

In our study, quantum mechanical simulations were performed to assess 

transverse magnetization, as well as relaxation weighting and relative SNR, for 

various RF pulse parameter sets (which include RF pulse length, flip angle, and 

TR) from steady-state to ‘fully relaxed’ sequences, given SAR constraints. The 
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RF pulse parameter analysis under SAR constraint presented is unique to sodium 

imaging as the T2 decay of sodium in-vivo is extremely rapid and lengthened TE 

as a result of increased RF pulse length reduces the available signal at the centre 

of k-space.  

 

The purpose of this work was to assess the SNR value of a spoiled steady-state 

sequence implemented with radial k-space acquisition for sodium imaging of the 

human brain at 4.7T given SAR limitations. This sequence (implemented with an 

advantageous set of RF pulse parameters gathered from simulation) is referred to 

as Na-PASS, or projection acquisition in the steady-state for sodium imaging. It 

was compared to a commonly implemented TSC imaging approach, which also 

uses radial k-space acquisition along with 90o flip angles and longer TR values 

that facilitate ultra short echo times (to minimize relaxation weighting) 

(6,12,66,110,270). A substantial SNR advantage associated with the Na-PASS 

sequence was confirmed with in-vivo experiments of the human brain.       



Chapter 5:  Sodium Imaging Optimization Under Specific Absorption Rate Constraint  
 

171 

 

5.2. Methods 

5.2.1. Simulation 

The quantum mechanical (spin 3/2) simulation performed was based on the sets of 

differential equations that describe the evolution of the density operator under the 

quadrupolar Hamiltonian (71,145,146), and facilitated a consideration of 

relaxation during each RF pulse. The sequence simulated consisted of a 

rectangular (non-selective) RF pulse followed by a 128 µs delay (to account for 

system delays before acquisition), a 2 ms gradient spoiling pulse, and an 

appropriate delay yielding TR. Gradient spoiling was accomplished by averaging 

the total sequence spin-response for a set of appropriate gradient frequency shifts 

(in the location of the gradient pulse) which produced transverse magnetization 

dephasing. The simulation tracked the evolution of the density operator over 9 

consecutive RF pulses (and subsequent delays). It was determined empirically 

that a steady-state was obtained with 9 consecutive sequence ‘play-outs.’ A final 

steady-state transverse magnetization value (relative to the total available 

magnetization, Mo), acquired following the system delay at what would be the 

centre of k-space in the acquisition scheme (or at TE), was recorded from 

simulation and used for subsequent relaxation weighting and relative SNR 

calculations.  

 

A one compartment relaxation model of subcortical human brain tissue at 4.7T 

with spectral density parameters J0(0) = 558 Hz, J1(ωo) = 32 Hz, and J2(2ωo) = 12 

Hz was used for this simulation. This model yields a T2fast of 1.7 ms, and a T2slow 

of 23 ms (Figure 5-1a), as well as a T1fast of 16 ms and a T1slow of 42 ms (Figure 

5-1b). J1(ωo) and J2(2ωo) were set to generate a T2slow relaxation parameter similar 

to the T2slow* value measured in-vivo (25) (but somewhat longer as T2slow will be 

longer than T2slow*, and this T2slow* parameter was measured at 4T) and a best fit 

to the monoexponential T1 simplification measured in-vivo (45). No residual 

quadrupole interaction was assumed. It should be noted that the fast component of 

transverse relaxation and the monoexponential longitudinal relaxation fit are of 



Chapter 5:  Sodium Imaging Optimization Under Specific Absorption Rate Constraint  
 

172 

 

primary importance to the relative SNR analysis presented in this paper, and 

altering the distribution of J1(ωo) and J2(2ωo) has marginal effect on relative SNR. 

 

 

 

 

Figure 5-1:  Sodium magnetization relaxation curves plotted from the one compartment 
relaxation model of subcortical gray matter in the human brain used for simulation. 
Relaxation curves are plotted over the relevant periods of interest.  

 

 

For each simulation experiment presented, TR was varied from 10 ms to 150 ms, 

and the RF pulse length (τRF) varied from 0.1 ms to 4.0 ms. For each TR and RF 

pulse length pair, the flip angle (θ) required to generate a constant SAR was 

calculated from Eq. [5-2]. In this equation θo, τRFo, and TRo are a reference set of 

RF pulse parameters known to dissipate the desired RF power for the constant 

SAR experiment. A constant SAR of approximately 1.5 W/kg dissipated over the 

human head at 4.7T was chosen for simulation and experiment. This SAR value is 

relatively conservative for short imaging protocols. However, this value was 

chosen as sodium imaging protocols typically involve lengthier imaging 

durations. In this study the imaging duration was 20 minutes (i.e. two 10 minute 

scans).     

 � = �US HAJ · TRHAJU · TRU 

[5-2]
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Relaxation weighting (RW) was calculated as the percent loss in transverse 

magnetization at each acquisition as a result of relaxation (Eq. [5-3]). Without the 

effects of relaxation (i.e. TR is long enough for full T1 relaxation, and the RF 

pulse length and TE are infinitesimally short) MU?Ì&��� yields the ideal 

transverse magnetization available. Mxy in this equation is the transverse 

magnetization (relative to M0) recorded at TE from simulation for each RF pulse 

parameter set.   

 RW = �1 − M/¦sin���� ∙ 100% 

[5-3]

 

The percent loss of transverse magnetization as a direct consequence of SAR was 

determined by considering a case where SAR could be ignored and the RF pulse 

length made short enough (i.e. the RF power dramatically increased) that 

relaxation had essentially no effect during the RF pulse. For each flip-angle, RF 

pulse length, and TR combination calculated from Eq. [5-2], the transverse 

magnetization was re-simulated with the RF pulse length set to 100 ns. ‘SAR loss’ 

is given in this paper as the percent signal loss when the SAR constrained case is 

compared to the non-constrained case.       

 

Relative SNR (rSNR, as the percent difference from the reference 

implementation) was calculated from the magnitude of the simulated transverse 

magnetization at TE (or what would be the centre of k-space) and the repetition 

time (which takes into account the noise variance decrease associated with an 

increased number of acquisitions during a given scan time) (Eq. [5-4]).  

 rSNR = è M/¦M/¦U STRUTR ì ∙ 100% 

 

[5-4]

This calculation assumes that k-space acquisition (i.e. readout duration, filter 

bandwidth and resolution) remains constant for each set of RF pulse parameters 

implemented. In this equation Mxy0  is the simulated transverse magnetization 
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generated from the reference RF pulse parameters θo, τRFo, and TR0 (with actual 

values given in the next paragraph).     

 

A sodium imaging pulse sequence with RF pulse parameters of flip angle = 90o 

and  TR = 150 ms, was used as the reference for this paper (referred to as the TSC 

imaging approach). A 90o flip angle was implemented for this reference as it is 

common to previous TSC sodium imaging implementations (6,12,270,271), and 

the 150 ms TR was implemented to minimize T1 saturation. With these 

parameters an RF pulse length of 0.45 ms dissipated an SAR approximately of 1.5 

W/kg over the human head at 4.7T (measured using the system RF power monitor 

and the assumption that human head is ~ 3 kg). Very short echo times are required 

for TSC imaging (to minimize relaxation weighting), and with an RF pulse length 

of 0.45 ms a TE of 0.353 ms was achieved.   

 

Since many other groups have human MRI scanners at field strengths other than 

4.7T, simulations were carried out to consider the effects of SAR constraints at 

3T, 7T, and 9.4T. From Eq. [5-1] it can be seen that SAR varies according to Bo
2. 

To simulate the tightened SAR constraint on the sequence parameters at higher 

fields, RF pulse parameter sets of TR, RF pulse length, and flip angle were 

calculated according to a constant SAR of approximately 1.5 W/kg dissipated 

over the human head at 4.7T adjusted by the relative difference in magnetic field 

squared. For simulation at each magnetic field strength the 4.7T brain tissue 

relaxation model (above) was used as an approximation. Signal loss at TE, which 

is dominated by the spectral density at 0 Hz, is expected to be very similar at all 

magnetic field strengths (209). Small differences in T1 relaxation times at each 

field strength are expected (i.e. the higher field strengths are expected to exhibit 

slightly longer T1 values (209) ). These differences in T1 relaxation will slightly 

over-estimate the SNR advantage of the spoiled steady-state sodium imaging 

sequence at higher magnetic field strengths (7T and 9.4T), and under-estimate the 

steady-state advantage at lower field strengths (3T). Finally, the optimal flip 
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angles for greatest signal at any given TR were presented from analysis of the 

simulated transverse magnetization data sets. 

 

5.2.2. Experiment 

The spoiled steady-state sequence implemented with 3D radial k-space 

acquisition consisted of a non-selective rectangular RF pulse followed by a 128 µs 

system delay, 3D centre-out twisted projection acquisition (30,56), and gradient 

spoiling. The RF pulse parameter optimization presented in this paper is 

independent of the radial trajectory from the centre of k-space (i.e. straight or 

twisting); however, prudent trajectory selection has SNR merit of its own. 3D 

twisted projection acquisition is a particularly advantageous centre-out trajectory 

as noise variance increases related to sampling density compensation of non-

uniformly sampled k-space are minimized (55).      

 

In-vivo images of the head were acquired on a 4.7T Varian Inova scanner (Palo 

Alto, CA) from four healthy volunteers (ages 24 to 27, who gave informed 

consent to be part of this study) using an in-house designed and manufactured 

single-tuned RF birdcage coil. This sodium imaging project at 4.7T was approved 

by the Heath Research Ethics Board at the University of Alberta. Two RF pulse 

sequence imaging experiments were conducted with each volunteer. Each had an 

equivalent SAR (based on the physical relationship described by Eq. [5-1]) of 

approximately 1.5 W/kg (again measured using the system RF power monitor, 

and the assumption that human head is ~ 3 kg). and a scan duration of 10 minutes 

for a total experiment length of 20 minutes.  

 

SNR was calculated as the average signal measured in a brain tissue region of 

interest (ROI) divided by the standard deviation of noise measured over a large 

volume outside the head.  SNR in ‘deep gray matter’ was measured in an ROI 

drawn to contain primarily the caudate, the putamen, the globus palidus and the 
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thalamus (as best identified on each sodium image). SNR in ‘white matter’ was 

measured in an ROI drawn to contain primarily the centrum semiovale. Care was 

taken to avoid the inclusion of obvious CSF in each ROI. 

 

For each imaging experiment k-space acquisition was the same and consisted of 

3996 projections fully covering 3D k-space (volume 0.019 1/mm3) with a twist of 

0.25 and readout length of 19.4 ms. The transverse magnetization was 

subsequently rewound and spoiled with a gradient pulse (2 ms) consisting of the 

negative of the integrated area under the readout gradient summed with a constant 

value.              

 

The first pulse sequence imaging experiment consisted of a TR of 150 ms, a flip 

angle of 90o and an RF pulse length of 0.45 ms (TE = 0.353 ms). Only 1 average 

was acquired yielding a scan duration of 10 minutes. Based on the results of 

simulation, the second experiment consisted of a TR of 25 ms, a flip angle of 55o, 

and an RF pulse length of 1 ms (TE = 0.628 ms). In this experiment 6 averages 

also yielded a scan duration of 10 minutes.   
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5.3. Results 

Figure 5-2a displays the flip angle required for each RF pulse length, TR 

combination in order to maintain a constant SAR (in this case approximately 1.5 

W/kg @ 4.7T). These flip angle values were calculated directly from Eq. [5-2] 

and the maximum flip angle simulated was 90o. The spoiled steady-state spin 

response was simulated for each combination to determine the value of transverse 

magnetization at TE. These values are displayed in Figure 5-2b as a percent of 

total available magnetization.   

 

Relaxation weighting is displayed in Figure 5-2c, and is a consequence of both 

longitudinal and transverse relaxation. Changes along the horizontal axis are the 

result of longitudinal relaxation. Changes along the vertical axis are the result of 

both transverse relaxation and longitudinal relaxation. Increased RF pulse lengths 

(and TE) generate increased T2 losses, while increased flip angles (Figure 5-2a) 

generate greater T1 saturation. For the TSC reference RF pulse parameter 

implementation (‘O’ on the plot, TE = 0.353 ms) the relaxation weighting is 14%. 

At a TR of 150 ms this relaxation weighting is primarily caused by T2 decay. For 

the Na-PASS RF pulse parameter implementation (‘X’ on the plot, TE = 0.628 

ms) the relaxation weighting is 41%, the result of T2 decay over TE and T1 

saturation in roughly equal proportion.       

       

Signal loss (or transverse magnetization loss at TE) as a direct consequence of the 

SAR constraint is given in Figure 5-2d as ‘SAR loss’. This relative loss for each 

RF pulse parameter set in Figure 5-2d is a result of the ‘non infinitesimally short’ 

RF pulse length included in each set, but cannot be completely explained as 

‘increased T2 loss during longer TE’, especially for longer RF pulses (see 

discussion). For the Na-PASS RF pulse parameter implementation (‘X’ on the 

plot, TE = 0.628 ms) an ‘SAR loss’ of 15.7% is expected from a simple ‘T2 loss 

during TE’ calculation when compared to the unconstrained case (TE = 0.128 
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ms); the simulated loss is only 14.7%. For a pulse sequence implemented with a 3 

ms RF pulse (TE = 1.628 ms), an ‘SAR loss’ of 40% is expected from a ‘T2 loss 

during TE’ calculation, however, the ‘SAR loss’ presented in this figure from 

simulation is only ~25%.       

 

Relative SNR for each SAR equivalent RF pulse parameter set of Figure 5-2a is 

shown in Figure 5-2e, as calculated from Eq. [5-4] and the transverse 

magnetization at TE acquired from quantum mechanical simulation (Figure 5-

2b). It is readily apparent that an SNR advantage is associated with the 

implementation of shorter TR values. This is the result of substantially reduced 

noise variance associated with an increased number of acquisitions in a given scan 

time. As can be seen, RF pulse lengths on the order of 1 ms (or more) are required 

to implement short TR values with an appropriate flip angle under SAR 

constraint. Although longer RF pulse lengths increase T2 signal loss, a 37% SNR 

increase is suggested from simulation when the Na-PASS approach to sodium 

imaging is implemented instead of the TSC reference approach.    
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Figure 5-2:  Simulated steady-state sodium sequence analysis under SAR constraints 
(approximately 1.5 W/kg @ 4.7 Tesla). In (a) the flip angles calculated from Eq. [5-2] 
are given for each RF pulse length and TR pair. Each flip angle, pulse length, TR 
combination yields the equivalent SAR above. The maximum flip angle was chosen to be 
90o, and the top right dark region of each chart which prescribes flip angles greater than 
90o was not simulated. In (b) the transverse magnetization acquired from simulation is 
presented for each RF pulse length, TR and flip angle combination of (a). Transverse 
magnetization is given as a percent of the fully relaxed longitudinal magnetization. Image 
(c) displays relaxation weighting (calculated from the simulated transverse 
magnetization) given as the percent of signal lost as a result of relaxation. Image (d) 
displays signal loss as a direct result of the SAR constraint. This loss (for each RF pulse 
parameter combination) is given relative to the case where SAR can be ignored and the 
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RF pulse length made short enough that relaxation has no effect over the pulse. In (e) the 
SNR advantage (calculated from the simulated transverse magnetization) of a spoiled 
steady-state RF pulse sequence is shown. This SNR advantage exists in spite of longer 
RF pulses required to realize this benefit under SAR constraint. The white ‘X’ identifies 
the location of the RF pulse parameters used to generate the human brain images in 
Figure 5-3b and Figure 5-4 (Na-PASS approach). The gray ‘O’ identifies the location of 
the RF pulse parameters used to generate the human brain images in Figure 5-3a (TSC 
approach).      

      

           

Representative images from one volunteer are shown in Figure 5-3.  Each image 

was acquired with an equivalent scan duration of 10 minutes and an equivalent 

SAR of approximately 1.5 W/kg at 4.7T.  Image (b), acquired using the Na-PASS 

spoiled steady-state approach, has 39% greater SNR, measured in deep gray 

matter, than image (a), acquired with the TSC imaging approach. In (c), the 

measured relative SNR advantage of the spoiled steady-state approach is given for 

each volunteer. Measured relative increases are in good agreement with the value 

predicted from simulation for all four volunteers. Simulation predicts a 37% SNR 

increase, while an average SNR increase of 38.5% +/- 1.3% was measured in deep 

gray matter and an average SNR increase of 38.3% +/- 2.8% was measured in 

white matter for the four volunteers.    
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Figure 5-3:  The SNR advantage of a spoiled steady-state approach to sodium imaging 
with radial acquisition implemented under SAR constraints (approximately 1.5 W/kg at 
4.7 Tesla) demonstrated in a healthy volunteer. For each image, k-space was sampled 
with the identical twisted projection acquisition scheme and each had a scan duration of 
10 minutes. The pulse sequence used to generate image (a) had a TR of 150 ms, a flip 
angle of 90o, and an RF pulse length of 0.45 ms (TE = 0.353 ms). One average was 
acquired to generate this image. The RF pulse sequence used to generate image (b) had a 
TR of 25 ms, a flip angle of 55o, and a pulse length of 1 ms (TE = 0.628 ms). Six 
averages were acquired to generate this image. In (c) the SNR advantage of the Na-PASS 
pulse sequence (b) over the reference TSC pulse sequence (a) is shown for each of four 
volunteers, which agrees reasonably well with simulation.                    

 

 

Figure 5-4 displays slices of a 3D image acquired from a healthy volunteer 

covering the extent of the brain. The nominal voxel size for this image is 52.8 

mm3 (given as 1 / k-space volume). Average SNR in deep gray matter is 14.1 +/- 

1.5 and 14.3 +/- 1.3 in white matter over all four volunteers.   
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Figure 5-4:  A representative sodium image acquired from a healthy volunteer at 4.7 
Tesla using the Na-PASS pulse sequence (parameters the same as Figure 5-3b) and 3D 
twisted projection acquisition.  The nominal voxel size (given as 1 / k-space volume 
sampled) is 52.8 mm3.  The in-plane resolution (measured as holes distinguishable in a 
saline resolution phantom) is 2.5 mm. The out-of-plane resolution is (by design) twice the 
in-plane resolution. The SNR measured in white matter is 15, the SNR in deep gray 
matter is also 15. This image was acquired in 10 minutes. 
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5.4. Discussion and Conclusions 

In this paper optimization of the sodium imaging RF pulse parameters for SNR 

was considered under SAR constraint. It was suggested using quantum 

mechanical simulation (and a one compartment relaxation model of the human 

brain) that a spoiled steady-state approach to sodium imaging with radial 

acquisition (Na-PASS) generates a substantial SNR advantage when compared to 

the reference TSC sodium imaging approach implemented with ultra-short TE, 

even when the SAR constraint at 4.7T is taken into account. This SNR advantage 

was demonstrated experimentally for the human brain (Figure 5-3).  

 

To realize the SNR advantage of spoiled steady-state radial imaging at 4.7T, RF 

pulse lengths must be increased for SAR to remain within approved limits; this 

results in the signal loss labelled ‘SAR loss’ (Figure 5-2d). However, the rapid T1 

recovery of the sodium spin ensemble and the use of shorter repetition times (i.e. 

increased averaging for a given scan duration) more than compensates for this 

signal loss, facilitating a noise variance reduction and an overall increase in SNR. 

Figure 5-2e suggests that under SAR constraint implementation of a sequence 

with the shortest possible RF pulse length (and by corollary TE) does not yield an 

image with the greatest image SNR for a given scan duration.  

 

The SNR advantage of Na-PASS imaging may be particularly useful, as this SNR 

may be ‘spent’ to generate images with smaller voxel sizes. As sodium images 

have inherently large voxel sizes (when compared to proton), all attempts to 

improve these images should be considered. The generation of images with 

smaller voxel sizes may be particularly important for the detection of smaller 

lesions or for the analysis of lesions in the cortex of the brain where partial 

volume averaging with CSF space (which has approximately 3 times more 

sodium than brain tissue) must be a major concern. Images with smaller voxel 

sizes may also enable more accurate selective analysis of gray and white matter. 

The measured SNR increase of approximately 38% associated with steady-state 



Chapter 5:  Sodium Imaging Optimization Under Specific Absorption Rate Constraint  
 

184 

 

optimization under SAR constraint presented here is almost equivalent to the 

theoretical signal increase associated with a magnetic field strength upgrade from 

4.7T to 7.0T. Conversely this SNR advantage may be ‘spent’ to decrease sodium 

scan duration, which is of particular value when patient populations are to be 

studied.            

 

The Na-PASS sequence implemented to generate the sodium images in Figure 5-

4 is a relaxation weighted sequence. This is readily apparent from Figure 5-2c. 

While TSC sodium imaging is concerned with the acquisition of a tissue sodium 

concentration number [mM], relaxation weighted imaging is generally used for 

relative signal intensity comparisons between lesions and the contralateral tissue. 

Although TSC measurement (which requires relaxation weighting to be 

minimized) is one goal of sodium imaging, many important findings have been 

demonstrated with relaxation weighted sodium imaging, and relative signal 

intensity comparisons. These include a linear sodium signal intensity increase 

with time after stoke (65), correlation between sodium signal intensity and tumour 

grade (5), and the ability to predict and monitor response to chemotherapy (274) 

to name a few. The extent to which the Na-PASS sodium imaging approach (and 

the reference TSC imaging approach presented in this paper for that matter, which 

maintains some residual relaxation weighting) reflects actual tissue sodium 

concentration increases in a lesion will depend on the nature and degree of any 

relaxation changes within that lesion. It may be that the unique origin of sodium 

relaxation (an interaction between the electric quadrupole moment of the sodium 

nucleus and the environmental electric field gradient – a derivative of 

macromolecular structure, density, and order) provides valuable information in 

addition to and complementing tissue sodium concentration.  

                 

A one compartment relaxation model of human brain tissue was used for the 

quantum mechanical simulation of each RF pulse parameter set. Use of this model 

assumes for simulation that all sodium nuclei within the tissue exhibit the same 



Chapter 5:  Sodium Imaging Optimization Under Specific Absorption Rate Constraint  
 

185 

 

relaxation characteristics. However, it is most likely that the sodium spin 

ensemble within intracellular space exhibits more rapid biexponential transverse 

relaxation than the sodium spin ensemble within interstitial space (also 

biexponential) (28,75,109,275). Although it seems intuitive that this should be the 

case in the human brain (given shift-reagent aided studies in other tissue 

(46,49,223), diffusion studies in brain (229), and the existence of volume 

transmission through the interstitial space) compartmental relaxation parameters 

in the human brain (or any intact brain) are unknown. The interstitial space also 

contains an abundance of macromolecules (attached to cell membranes) and is 

bordered by the cell membranes themselves, both of which can effect long-range 

electric field gradients and a rapid fast component of T2 relaxation. 

Compartmental relaxation measurement typically requires the administration of 

shift-reagents which are toxic and do not pass the blood-brain-barrier. A 

technique has been proposed to measure relaxation parameters for a two 

compartment model of the human brain (45), however this work is ongoing. For 

this reason the simulation presented in this paper was limited to a one 

compartment relaxation model of human brain tissue. 

 

It may be thought that if the intracellular space exhibits more rapid 

biexponenential T2 decay, any T2 relaxation weighting will unequally weight each 

voxel toward the slower relaxing interstitial space which is of lesser consequence 

than the intracellular space. However, the (most likely) longer T1 of the 

extracellular space will generate greater T1 saturation losses. It is possible (based 

on preliminary attempts to selectively measure the relaxation parameter of 

intracellular and extracellular space (45)) that the Na-PASS RF pulse parameters 

used in the generation of Figure 5-4 actually slightly weight each voxel toward 

the intracellular space, although this is purely speculative at this point.  

 

It was suggested that the ‘SAR loss’ presented in Figure 5-2d cannot be 

completely explained as ‘increased T2 loss during longer TE.’ If this was the case 
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this relative loss should remain constant (across TR) for every RF pulse length, 

and should match simple ‘T2 loss during TE’ calculations. This is not the case for 

the ‘SAR loss’ presented in Figure 5-2d, especially for longer RF pulse lengths. 

This occurs in part because rapid relaxation during a soft RF pulse alters the 

magnetization evolution during that RF pulse (44); longitudinal magnetization is 

decreased less for a given flip angle, thus modifying the steady-state response. 

The simulated transverse magnetization at TE is also somewhat altered by the 

generation of rank three single quantum coherence during the RF pulse (included 

in the quantum mechanical simulation).    

 

Concerning the simulation performed in this paper a few items should be 

mentioned. First, an SAR value of approximately 1.5 W/kg at 4.7T was chosen 

for this study because sodium experiment durations can be quite lengthy (in this 

case 20 minutes). This SAR value may be slightly overestimated, as power losses 

in coil were not considered. If SAR was allowed to double, simulation suggests 

that SNR could be increased by ~8 % at a steady-state TR of 25 ms. This increase 

is associated with the facilitated implementation of shorter RF pulse lengths. 

Second, the system delay (i.e. the delay between the end of the RF pulse and 

acquisition of the first data point) was 128 µs for simulation and the images 

presented. This delay was related to system gradient delays and the transient 

response of the anti-aliasing filter. A shortened system delay will generate a small 

benefit for the Na-PASS sequence (however, the length of the system delay is 

more important when a maximum relaxation weighting is to be attained for TSC 

imaging, as described below). Third, the simulation outcome will differ (slightly) 

with the implementation of a different relaxation model (i.e. for refined relaxation 

measurements in the brain, relaxation measurements in other tissue, or relaxation 

measured at field strengths other than 4.7T). Fourth, although the quantum 

mechanical simulation presented provides a more complete analysis of the 

evolution of the sodium spin magnetization, a classical calculation, which models 

the RF pulse as an impulse (Eq. [5-5] with parameters described previously, d = 

system delay), is adequate but only when the implemented RF pulse is sufficiently 
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short. This classical model will suffice for the RF pulse length used to generate 

the sodium images in Figure 3; however, this is not the case for the range of 

longer RF pulses simulated in this paper.   

 M/¦ = MUsin ¬�US HAJ ∙ TRHAJU ∙ TRU®
∙ 1 − Õ0.8 ∙ ©  DADÎ�T`U + 0.2 ∙ ©  DADÎV¹��Ö

1 − Õ0.8 ∙ ©  DADÎ�T`U + 0.2 ∙ ©  DADÎV¹��Ö cos ¬�US HAJ ∙ TRHAJU ∙ TRU®
∙ Õ0.6 ∙ © �WXY 7⁄ �Z�DÏV¹�� + 0.4 ∙ © �WXY 7⁄ �Z�DÏ�T`U Ö 

 

[5-5]

Because of the proliferation of high-field MRI systems, simulations were 

performed to assess the SNR advantages of higher field strengths for both Na-

PASS and TSC sodium imaging. Notice that as the static magnetic field strength 

increases the RF pulse length must increase to generate a given flip angle at a 

given TR for a constant SAR (Figure 5-5a). For the TSC reference described in 

this paper, the effect of this RF pulse length increase is greater relaxation 

weighting, as depicted in Figure 5-5b. To decrease the RF pulse length and 

minimize the relaxation weighting (which is the goal of TSC imaging), either TR 

must be increased or the flip angle reduced; observation of Figure 5-5c (which 

depicts relative SNR) suggests the second approach may have a greater SNR 

benefit. At each field strength there is an SNR advantage associated with steady-

state imaging, despite the considerable (and growing with field strength) RF pulse 

length (TE) increase required to realize this SNR advantage at high fields. 
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Figure 5-5:  Simulated sequence analysis when SAR constraints at field strengths other 
than 4.7 Tesla are considered. In Figure (a) the flip angles required to generate a constant 
SAR (equal to that generated in this paper) are given for each RF pulse length and TR 
combination. Relaxation weightings for each field strength are given in Figure (b). Figure 
(c) displays the relative SNR advantage associated with imaging at higher fields. For each 
magnetic field strength displayed there is an SNR advantage associated with steady-state 
imaging. This advantage exists in spite of long, and increasing, RF pulse lengths (and 
TE) required to realize this advantage at higher fields.    

 

 

In Figure 5-6 the optimal flip angles (for greatest signal) at each TR are gathered 

from this quantum mechanical simulation. It is interesting to note that for large 

magnetic field strengths the optimal flip angle is considerably less than the Ernst 

angle. This is primarily due to the SAR constraint as smaller flip angles facilitate 

shorter RF pulses which reduce T2 losses. 
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Figure 5-6:  The optimal (for SNR) sodium imaging steady-state flip angles gathered 
from the simulations presented in Figure 5-5. As the magnetic field strength increases, 
either the RF pulse length must increase or the flip angle decrease to meet SAR 
requirements for a given TR. RF pulse length increases will lead to greater T2 signal loss. 
As a result the optimal flip angles are considerably less than the theoretical Ernst Angle 
(shown for a T1 of 36 ms).  

 

Relative SNR is displayed in Figure 5-7 for three (implementable) sodium 

imaging approaches, calculated from simulation with the RF pulse parameters in 

Table 5-1. Considering the reference TSC imaging approach (which uses 90o flip 

angles) implemented for 10% relaxation weighting (assumed to be a maximum 

case), simulation suggests that the SAR constraint significantly diminishes SNR 

gains expected at higher fields. For this approach, some of the expected SNR 

advantage of high field imaging can be recovered if the system delay (between 

excitation and acquisition) can be decreased. This allows RF pulse lengths to be 

longer and TR reduced while maintaining SAR and a 10% relaxation weighting. 

Simulation also suggests that under tightened SAR constraint smaller flip angles 

can generate significantly greater SNR for TSC imaging (labelled the ‘modified 

TSC approach’). Finally, it is suggested that as the SAR constraint tightens, the 

SNR advantage of the Na-PASS sodium imaging approach increases (with respect 

to TSC imaging).      
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Figure 5-7:  Relative SNR from simulation for three different approaches to sodium 
imaging (in relation to the theoretical unconstrained reference TSC approach simulated 
with a system delay of 0.128 ms). The RF pulse parameters for each simulated approach 
are given in Table 5-1 for each magnetic field strength. For this constant SAR analysis, 
simulation suggests that SNR increases expected at higher magnetic field strengths are 
mitigated by SAR. This can be seen in the relative SNR difference between the SAR 
constrained and unconstrained reference TSC approach (which uses 90o flip angles). It 
can also be seen that the modified TSC approach (which uses flip angles other than 90o) 
generates an SNR advantage for the same relaxation weighting as the reference TSC 
approach, especially at higher fields. Finally, the Na-PASS sequence is associated with a 
relative SNR advantage over TSC imaging that increases as the SAR constraint tightens. 
A and C display relative SNR for the same SAR used in this paper; in B and D allowable 
SAR is doubled. A and B are generated with the system delay associated with the images 
generated in this paper (0.128 ms); in C and D the simulated system delay is reduced to 
0.040 ms.                        
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Table 5-1 

The SAR Constrained RF Pulse Parameters Used in Simulation to Generate the Relative 
SNR Charts in Figure 5-7 (a,b)   
 

  System Delay: 0.128 ms System Delay 0.040 ms 

 B0 θ τRF ms TR ms θ τRF ms TR ms 

Unconstrained 
Reference TSC 

Approach (c) 

3.0T 90  (90) 0.0001  (0.0001) 110  (110) 90  (90) 0.0001  (0.0001) 93  (93) 

4.7T 90  (90) 0.0001  (0.0001) 110  (110) 90  (90) 0.0001  (0.0001) 93  (93) 

7.0T 90  (90) 0.0001  (0.0001) 110  (110) 90  (90) 0.0001  (0.0001) 93  (93) 

9.4T 90  (90) 0.0001  (0.0001) 110  (110) 90  (90) 0.0001  (0.0001) 93  (93) 

        

SAR 
Constrained 

Reference TSC 
Approach (d) 

3.0T 90  (90) 0.19  (0.11) 144  (126) 90  (90) 0.23  (0.13) 117  (104) 

4.7T 90  (90) 0.31  (0.22) 217  (154) 90  (90) 0.42  (0.27) 160  (123) 

7.0T 90  (90) 0.33  (0.32) 448  (235) 90  (90) 0.51  (0.44) 289  (169) 

9.4T 90  (90) 0.33  (0.33) 807  (404) 90  (90) 0.52  (0.51) 516  (262) 

        

SAR 
Constrained 

Modified TSC 
Approach (e) 

3.0T 71  (75) 0.16  (0.09) 114  (106) 69  (71) 0.18  (0.10) 89  (84) 

4.7T 64  (70) 0.26  (0.17) 134  (116) 65  (67) 0.33  (0.20) 106  (90) 

7.0T 50  (62) 0.31  (0.26) 145  (135) 52  (62) 0.43  (0.34) 116  (105) 

9.4T 41  (53) 0.34  (0.31) 162  (151) 43  (55) 0.48  (0.42) 127  (118) 

        

SAR 
Constrained 

Na-PASS 
Approach (f) 

3.0T 58  (61) 0.45  (0.25) 25  (25) 58  (60) 0.45  (0.24) 25  (25) 

4.7T 53  (58) 0.93  (0.55) 25  (25) 53  (57) 0.93  (0.54) 25  (25) 

7.0T 46  (52) 1.55  (0.99) 25  (25) 46  (52) 1.55  (0.99) 25  (25) 

9.4T 40  (47) 2.11  (1.46) 25  (25) 40  (47) 2.11  (1.46) 25  (25) 

 
(a) Values in brackets are given for an SAR double that implemented in this paper. 

(b) RF pulse parameters are given for system delays of 0.128 ms and 0.040 ms.  

(c) For this theoretical approach the RF pulse length is made exceptionally short (i.e. 
SAR is ignored); a 10% relaxation weighting is maintained. 

(d) Flip angles are maintained at 90o and the TR and RF pulse length combinations that 
generate the greatest SNR for a relaxation weighting of only 10% are used for simulation.  

(e) Flip angles are not maintained at 90o and the RF pulse parameter combinations that 
yield the greatest SNR for a relaxation weighting of 10% are used for simulation.  

(f) The RF pulse parameters that yield the greatest SNR at a TR of 25 ms are used for 
simulation.  
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The SNR optimized Na-PASS sequence presented in this paper was considered 

within the context of imaging the human brain. However, this steady-state 

imaging approach should also have an SNR advantage for imaging other tissues 

such as muscle and cartilage. For these cases the optimal RF pulse parameters will 

depend on the local SAR constraint and sodium relaxation characteristics in the 

tissue of interest.  
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Chapter 6 

Sodium Imaging Intensity Increases with Time after Human Ischemic Stroke 

M.S. Hussain*, R.W. Stobbe*, Y.A. Bhagat, D. Emery, K.S. Butcher, D. Manawadu, N. Rizvi, P. 
Maheshwari, J. Scozzafava, A. Shuaib, C. Beaulieu, Ann Neurol, 66, 55-62, 2009 

(* co-first authors) 
6. Sodium Imaging Intensity Increases with Time after Human Ischemic Stroke 

6.1. Introduction 

Advanced brain imaging methods play an important role in the assessment of the 

acute stroke patient (276). For example, perfusion (PWI) and diffusion (DWI) 

weighted magnetic resonance imaging have been proposed as an individual-based 

framework to help identify patients with a more probable improvement in 

outcome following thrombolysis (99,100,277). However, even with image-based 

patient selection, time of ischemic stroke onset is a critical determinant of the 

effectiveness of acute stroke treatment (88,89). Approximately one-third of stroke 

patients present with an uncertain time of onset, often making them ineligible for 

thrombolytic therapy (101) since the onset time is assumed to be the time last seen 

well which is usually beyond the narrow eligible time window (3 h currently for 

intra-venous tissue plasminogen activator). These include patients who wake with 

stroke symptoms and those who are unable to convey their stroke onset time due 

to acute neurological deficits. However, some of these wake-up patients, for 

example, may have had their stroke shortly before awakening yet are currently 

denied acute stroke therapy. A non-invasive imaging method that could estimate 

onset time in such patients with unknown onset time could make them eligible for 

thrombolytic therapy.  

 

Diffusion-perfusion MRI cannot estimate the time of stroke onset in the acute 

time period. While diffusion weighted imaging (DWI) identifies areas of cerebral 

ischemia within minutes of onset (90-92), apparent diffusion coefficient (ADC) 

values of water remain low within the infarcted area until one week post onset 

when they begin to pseudonormalize (98,278). Metabolites and ions may yield 

more specific changes than water as they are intimately related to the ischemic 
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cascade. Due to energy failure in acute stroke, the sodium–potassium ATPase, 

which maintains ionic gradients, fails and sodium shifts intra-cellularly (95,115). 

The newly established concentration gradient between the sodium ion depleted 

extracellular space of the ischemic core and the intravascular space drives the transfer 

of sodium ions from the blood to the brain lesion across the blood brain barrier 

(BBB), either early in stroke through a secondary active process or later through ‘free 

passage’ if the BBB is injured (130,135). In fact, direct, non-imaging measurements 

of sodium concentration in experimental models of ischemic stroke have shown 

time dependant increases in brain tissue sodium concentrations (68,102,106,112).  

 

Tissue sodium levels can be studied non-invasively utilizing MRI (40,265,279-

281).  Animal models indicate that signal intensity within ischemic brain lesions 

on sodium MR images increases in a linear fashion after stroke onset (12,64-67).  

In ischemic stroke patients, an earlier study found sodium MRI intensity increases 

only at late time points (> 36 hours after onset), but was limited by low-resolution 

images and few patients scanned at < 24 hours (13).  Sodium MRI of human 

ischemic stroke has also been studied to find thresholds for irreversible injury (12) 

and although increases in sodium intensity were found, a specific temporal 

relationship was not shown.  Thus, an evolution of sodium signal intensity with 

time in human ischemic stroke has not been demonstrated. 

 

In this study, we tested the hypothesis that sodium signal intensity within the 

ischemic lesion, measured with sodium MRI, is related to time after symptom 

onset in human stroke patients with known onset time. 
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6.2. Methods      

6.2.1. Patient Selection 

This study was conducted at the University of Alberta Hospital, a tertiary care 

hospital in Edmonton, Alberta, Canada. The local human research ethics board 

approved study protocols and written informed consent was obtained from all patients 

or their next of kin. Ischemic stroke patients with definite known time of onset and 

no contraindications to high field MRI scanning were eligible.  All patients 

received standard care, including intravenous tissue plasminogen activator (IV 

tPA) if indicated. Patients showing imaging signs of hemorrhage, small lesions (< 

1.5 cm3), or severe white matter hyper-intensities were excluded.    

 

A total of 21 stroke patients (12 males, 9 females, mean age = 63±15 years) were 

included, yielding 32 time points. Patient clinical and scanning characteristics are 

given in Table 6-1. Ten patients received IV tPA before scanning. Two patients 

were enrolled in the Albumin In Acute Stroke (ALIAS) trial(282).  One patient 

was enrolled in the Multiple Interventions for Neuroprotection Utilizing Thermal-

regulation in the Emergent Treatment of Stroke (MINUTES) trial, a local 

neuroprotective study in which stroke patients in the treatment arm received 

magnesium, albumin, atorvastatin, minocycline, and hypothermia. The National 

Institutes of Health Stroke Scale (NIHSS) score ranged from 1-19.  Time of onset 

was established clinically, based on patient and family reports.  Initial imaging 

times ranged from 4-104 hours (symptom onset to completion of the sodium 

scan), and repeat scans were performed in 10 patients (one patient had two 

follow-up scans), ranging from 23-161 hours after onset, to yield 32 time points. 

Five patients also returned for repeat scans 3-7 months later (patient 1 – 212 days, 

patient 2 – 133 days, patient 5 – 91 days, patient 6 – 88 days, patient 8 – 227 

days).  
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Table 6-1: Clinical and imaging characteristics of the 21 stroke patients. 

Pat. 

No. 
Age  Sex 

Co-

morbidity 

Acute 

Stroke 

Treatment 

Localization 

Time of 

Initial/Serial 

MRI scans 

(hr) 

Initial 

/Follow-

up NIHSS 

score 

DWI Lesion 

volume 

(cm
3
) 

Relative  

Sodium 

Increase 

(%) 

Over 

Contra-

lateral 

1 69 M 

HTN, 

↑chol, 

DM 

IV tPA 
Right 

striatocapsular 
17.5/161 12/12 2.9/6.3 23/62 

2 52 M Smoker None Left MCA 14/36 12/10 63.9/90.6 35/48 

3 56 M Smoker None Left MCA 6.25/25.5 13/7 27.7/39.9 9/35 

4 58 F 

HTN, 

↑chol, 

DM 

ALIAS Left PCA 29 11 37.2 49 

5 46 M Afib 
IV tPA 

/ALIAS 
Left MCA 4/25.5 7/7 50.6/74 -2/45 

6 84 M 
HTN, 

↑chol 

IV tPA 

/MINUTES 

Right 

striatocapsular 
23 6 10.2 56 

7 48 M Past MI IV tPA Right PCA 5.25/22.5 4/3 3.2/15.7 3/31 

8 54 M None IV tPA Left MCA 6.75/28 7/5 26.1/36.8 3/13 

9 22 M None None Left MCA  6/52 1/1 5.8/17.3 6/34 

10 78 F 

HTN, 

↑chol, 

DM 

None Left MCA 45 1 4.4 53 

11 82 F 

HTN, 

↑chol, 

afib 

 None 
Right 

striatocapsular 
36 6 6.6 88 

12 55 F None IV tPA 
Left 

striatocapsular 
47 7 14.1 96 

13 54 M 

HTN, past 

cardiac 

arrest 

None Right MCA 13/37/61 10/10/10 4.7/4.7/5.7 
25/62/5

8 

14 55 F ↑chol None 
Right 

striatocapsular 
38/58 6/6 1.7/1.7 50/65 

15 61 M None None Right SCA 18.5 7 7.8 59 

16 72 F HTN IV tPA Right MCA 9.33/80 19/19 
147.7/216.

5 
24/110 

17 66 M 
HTN, 

↑chol, MI 
IV tPA 

Left 

striatocapsular 
29.5 5 11.8 75 

18 81 F 

HTN, 

↑chol, 

CHF 

IV tPA Left MCA 104 8 33.5 46 

19 74 F 
HTN, 

↑chol 
None 

Right 

striatocapsular 
21.5 12 15.3 38 

20 73 M Afib None Left MCA 50 5 57.1 62 

21 73 F 
HTN, 

Smoker 
IV tPA Right MCA 98 17 65.5 96 

 
HTN - hypertension, chol - cholesterol, DM - diabetes mellitus, afib - atrial fibrillation, MI - myocardial 
infarction, CHF – congestive heart failure, ALIAS - Albumin in Acute Stroke trial, MINUTES - Multiple 
Interventions for Neuroprotection Utilizing Thermal-regulation in the Emergent Treatment of Stroke, IV tPA 
– intravenous tissue plasminogen activator, MCA - middle cerebral artery, PCA - posterior cerebral artery, 
PICA - posterior inferior cerebellar artery, SCA - superior cerebellar artery 
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6.2.2. MRI acquisition and post-processing 

After informed consent, patients underwent scanning in a 1.5 Tesla (T) Sonata 

scanner (Siemens Medical Systems, Erlangen, Germany). The scanning protocol 

included turbo spin echo T2 (repetition time (TR) = 5800 ms, echo time (TE) = 99 

ms), fluid attenuated inversion recovery (FLAIR) (TR = 7950 ms, TE = 94 ms, 

inversion time (TI) = 2400 ms), gradient recalled echo, and DWI (b = 1000 

s/mm2). These images were used to identify the lesion, appropriate contralateral 

tissue, and the presence of hemorrhage. Five patients also underwent gadolinium 

based perfusion-weighted imaging (patients: 3,5,7,8,17). Total scanning time was 

16 minutes for the complete proton MRI protocol. 

 

Patients were then transferred immediately to the high field 4.7T Varian (Palo 

Alto, CA, USA) MRI scanner for sodium imaging, performed with an in-house 

designed and manufactured single-tuned 53-MHz quadrature birdcage head coil. 

A new sodium MRI technique named “Sodium Projection Acquisition in the 

Steady State” (Na-PASS) was used together with sampling density weighted 

apodization, allowing for the generation of high quality sodium images of the 

complete human brain in a clinically feasible scan time of 10 minutes(42,60).  

The sequence parameters were: TE = 0.6 ms, TR = 25 ms, excitation flip angle = 

55º, and 6 averages.  Images generated had a nominal voxel size of 2.4x2.4x4.8 

mm3.              

 

6.2.3. Region of Interest Analysis 

The sodium and DW images (along with ADC map) were co-registered with the 

high-resolution proton T2-weighted and FLAIR images from the same imaging 

session using SPM5 (Wellcome Cognitive Institute of Neurology). For images 

within 7 days of onset, the lesion was defined manually as voxels with visibly 

increased intensity on the DWI. Each region of interest (ROI) drawn on the DWI 

was subsequently transferred to the high resolution T2-weighted image and ROI 

areas containing visible cerebrospinal fluid (CSF) were removed. The resulting 
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ROIs were transferred to the sodium image and an average intensity measured 

from within the complete ROI volume. This average lesion sodium signal value 

was compared with average sodium signal intensity in the normal homologous 

volume on the contralateral side.  For images acquired after 7 days of onset, the 

lesion was identified and the ROIs were drawn on the T2–weighted image. The 

sodium signal change was defined as (Signal Intensity (Na)ipsi – Signal Intensity 

(Na)contra) / Signal Intensity (Na)contra).  In all cases, the same ROIs used for 

sodium image analysis were also used to measure relative signal intensity 

increases on T2-weighted and FLAIR images as well as ADC decrease in the 

lesion. 

 

6.2.4. Statistical analysis 

A ‘best fit’ line, based on weighted non-linear least squares regression, was fit to 

the 32 relative sodium signal intensity change data points collected over the first 

week post stroke onset. The non-linear model selected for this regression was 

required to have a relative signal change of zero at time zero, a logical 

requirement for healthy tissue. A second requirement of the non-linear model was 

that it approach an upper asymptote at later times past onset, taking into account 

the fact that signal increases do not continue indefinitely. From these 

requirements, an asymmetric sigmoid model (a modified Morgan, Mercer, Flodin 

model(283)) was selected to ‘best fit’ the data points. The thirteen data points 

acquired within the first 24 hours were also binned into 3 groups with average 

time after onset of 5.7h (N=5), 13.3h (N=4), and 21.4h (N=4) for the sodium, T2-

weighted, and FLAIR images. Relative signal intensity increases of the later over 

the earlier time after onset bins were tested for significance using a one-sided t-

test that did not assume equal variance between groups.   
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6.3. Results 

Representative sodium images from 6 different patients scanned between 7 to 52 

hours are shown in Figure 

and FLAIR images. Each 10 minute Na

resolution and signal

visualize the lesions and

image co-registration and analysis. 

sodium signal intensity within the lesion is increasing with time after stroke onset. 

This is also observed in serial data from the same patient where sodium intensity 

in the lesion progresses over time (

 

 

Figure 6-1: Representative sodium (
patients who were 7 – 
intensity increase correspond to the lesions identified on 
intensity in the areas of ischemia qualitatively increases with time.
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Representative sodium images from 6 different patients scanned between 7 to 52 

Figure 6-1 along with the corresponding DW,

and FLAIR images. Each 10 minute Na-PASS sodium scan has sufficient 

resolution and signal-to-noise ratio (SNR, 16±3 in normal brain tissue) to 

visualize the lesions and facilitate the identification of small sulcal spaces, aiding 

and analysis. It is evident in the cross-sectional data that the 

sodium signal intensity within the lesion is increasing with time after stroke onset. 

This is also observed in serial data from the same patient where sodium intensity 

es over time (Figure 6-2).  

Representative sodium (23Na), DWI, T2-Weighted and FLAIR images from 
 52 hours post ischemic stroke onset. Areas of sodium signal 

intensity increase correspond to the lesions identified on DWI. The sodium signal 
intensity in the areas of ischemia qualitatively increases with time. 
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Representative sodium images from 6 different patients scanned between 7 to 52 

along with the corresponding DW, T2-Weighted, 

PASS sodium scan has sufficient 

noise ratio (SNR, 16±3 in normal brain tissue) to 

facilitate the identification of small sulcal spaces, aiding 

sectional data that the 

sodium signal intensity within the lesion is increasing with time after stroke onset. 

This is also observed in serial data from the same patient where sodium intensity 

 

Weighted and FLAIR images from 
52 hours post ischemic stroke onset. Areas of sodium signal 

DWI. The sodium signal 
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Figure 6-2:  Representative sodium (23Na) images and water apparent diffusion 
coefficient (ADC) maps from a single patient (patient 5) scanned at 4 hours, 26 hours, 
and 91 days.  There is a dramatic increase in sodium signal intensity between the acute 
time point of 4 hours (no change over contralateral side) and the time point 22 hours later 
(45% increase over contralateral side). At 91 days, the sodium signal intensity increase 
persists (75% relative increase). 

 

Quantitative lesion analysis over all 32 time points from 4 to 161 hours shows a 

non-linear increase of sodium intensity (Figure 6-3).  Initially, sodium signal 

intensity rose at a slow rate up to 5-6 hours, followed by a more rapid increase to 

18-20 hours.  There is an eventual leveling to an upper asymptote of 69±18% 

(error reflects 95% confidence interval) relative increase in signal intensity 

compared to the normal contralateral hemisphere (80% of maximum reached by ~ 

31 hours post-onset). At later time points (88-227 days) the sodium signal 

intensity in the infarct was elevated by 76±20%.    
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Figure 6-3:  Sodium MRI signal intensity increases non-linearly versus time over the 
first week after stroke onset and reaches an asymptote of 69% ± 18% (n=32, R2 = 0.56, 
parameters of fit: α =  69 ± 18, δ = 2.2 ± 1.0, γ = 6.1 ± 2.3). Dashed lines represent 95% 
confidence interval of fit. 

 

Early increases in sodium intensity within the first 40 hours are demonstrated in 

Figure 6-4A. Each sodium image acquired within 7 hours (n = 5) had a relative 

signal intensity increase within the lesion of ≤ 10%, while each image acquired 

beyond 9 hours, with the exception of one image collected at 28 hours, had a 

relative signal intensity increase ≥23%.  Relative ADC values over the same time 

span were decreased by 15-44% (Figure 6-4B), and no useful temporal 

information could be extrapolated from ADC values within 40 hours after stroke 

onset. 
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Figure 6-4:  (A) Relative sodium intensity increase shows a clear progression over time 
during the first 40 hours post stroke onset. Images acquired within 7 hours (n = 5) had a 
relative signal intensity increase within the lesion of < 10%, while each image acquired 
beyond 9 hours, with the exception of one image collected at 28 hours, had a relative 
signal intensity increase > 23%. Dotted lines represent 95% confidence interval of the fit 
(B) On the other hand, as expected, the relative average decrease in water ADC shows no 
temporal evolution over this time 

 

T2-weighted and FLAIR images also demonstrate relative signal intensity 

increases with onset time within the DWI-defined lesion in the first 24 hours, 

although the evolution differs from sodium. First, there is a lag in the rise of the 

sodium intensity with more marked increases only occurring at later time points 

>7 hours, whereas the T2-weighted and FLAIR intensities are elevated throughout 

(Figure 6-5A). Second, the rate of signal intensity increase between the binned 

onset time groupings of 4-6.75 hours to 9.3-17 hours, and 9.3-17 hours to 18.5-23 

hours, is greater for sodium (2.9%/hour, and 2.4%/hour) than for either T2-

weighted (1.9%/hour and 1.3%/hour) or FLAIR (1.2%/hour and 0.7%/hour) 

(Figure 6-5B). Thus the sodium images discriminate onset time better than either 

the T2-weighted or FLAIR proton images. 
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Figure 6-5:  (A) Signal intensity within the DWI defined lesion increases in a different 
manner on sodium images than it does on T2-Weighted and FLAIR images. Relative 
signal intensity increases on the sodium images are initially delayed when compared to 
the proton methods. This initial delay, and steeper changes of sodium at later time points, 
result in a substantial difference between early and more subacute time-points as is 
highlighted in the binned analysis (B). The mean values of each bin are plotted along 
with the bias-corrected, bootstrapped confidence intervals. The * indicates statistical 
difference from the (4 – 6.75 hour group) at p < 0.05, and the # indicates statistical 
difference from the (9.3 – 17 hours group) at p < 0.05.      
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6.4. Discussion 

We demonstrated that sodium signal intensity, measured with Na-PASS MRI, 

increases in a time-dependent fashion during human acute ischemic stroke, 

whereas water ADC did not yield any useful temporal information. Based on the 

present sodium MRI data, patients with a < 10% relative sodium signal intensity 

increase are closer to their stroke onset and are likely to be within commonly 

accepted therapeutic time windows (≤3 hours IV tPA and ≤6 hours for 

experimental intra-arterial therapies), whereas larger increases would be 

suggestive of older strokes. While signal intensities on both T2-Weighted and 

FLAIR images also increase with time past onset, the signal intensity on the 

sodium images does so in a substantially different manner. Signal intensity within 

the DWI-defined lesion on sodium MRI appears, from regression analysis, to lag 

until about 4-6 hours post onset at which time it begins a much more rapid ascent 

(Figure 6-4A). It is this lag and subsequent rapid ascent which distinguishes early 

onset times from later ones that may provide utility for sodium imaging over T2-

Weighted and FLAIR imaging (Figure 6-5). While identification of the putative 

penumbra with diffusion-perfusion MRI is being studied as an approach to 

identify suitable individuals for aggressive therapy(99,100,277), time from onset 

remains an inclusion criterion in these studies, and may still be a predictor for 

beneficial outcome(88,89). In some cases of unknown stroke onset, sodium MRI 

may be able to show that a stroke is likely within a specified therapeutic window, 

thus making an otherwise ineligible patient now eligible for thrombolytic therapy.  

 

Neither of the two published studies of sodium MRI in human ischemic stroke has 

confirmed a temporal relationship between sodium intensity and symptom 

duration within the first week after onset(12,13). In the 1993 study, there were no 

sodium signal changes before 13 hours (n=3), but signal increase was observed at 

38-82 hours (n=4)(13), unlike our study where sodium intensity evolution was 

observed even within the first 13h. They were hampered by poor spatial 

resolution and low SNR due to the sequence used, lower field strength of 1.5T, 
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and a very long spin echo time (TE) of 13 ms. A more recent study in 1999 

investigated stroke patients with a focus on linking elevated tissue sodium 

concentration (TSC) with infarcted tissue(12).  In their study, all 26 patients 

showed minimum TSC increases of 25% within the lesion, and there was no 

evidence of a temporal relationship between TSC and time-after-onset over the 

time window from 4h to 7 days post-onset.  An average relative increase of ~45% 

with respect to the contralateral side can be estimated from their three patients 

within 8 hours; however, our 5 subjects within 7 hours had much smaller average 

relative increase of ~5%. Although both studies employed twisted projection 

acquisition to generate a short TE (0.4 ms versus 0.6 ms in our study), they used a 

longer TR (100 ms) for 'full' longitudinal magnetization recovery, while we used a 

signal enhancing steady-state approach (TR = 25 ms)(42). It is possible that the 

difference in early signal intensity increase on the sodium images is due to the 

sequence parameters.    

 

In agreement with our human stroke sodium data, a non-imaging study of middle 

cerebral artery occlusion in rats demonstrated a non-linear increase of sodium 

where there was a lack of sodium increases at 3 and 6 hours post onset followed 

by significant changes at 12 hours and beyond(68). Interestingly, they showed a 

significant increase in tissue water concentration at the early time points when 

sodium was not elevated. This is similar to our observation that T2-weighted and 

FLAIR signal intensity increases, presumably reflecting elevated water content, 

precede increases of sodium signal intensity. It has been suggested that sodium 

ions are not the sole source of osmoles that drive early tissue water increases; 

other contributors likely arise from increased catabolic activity(68,102). The non-

linear progression of sodium has also been observed with MRI where little 

sodium increase was observed within the first 2 hours followed by more rapid and 

linear sodium increases in both rabbit(65) and primate(12) stroke models. A rat 

model showed linear increases of sodium from 3.5–7h but did not have data at 

earlier time points(64). The transition from slow to more rapid signal intensity 

increase may reflect initiation of BBB break-down(106). 
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Time-dependent sodium MRI signal intensity increases in human stroke, as 

measured in this paper, are slower and lower in magnitude than those shown in 

rat(64), rabbit(65), and primate(12) stroke models where sodium signal intensity 

increases were as great as 25%/hour, 11%/hour and 11%/hour, respectively, in the 

acute period. In the current patient study, the maximum rate of sodium intensity 

increase was 2.8%/hour. These differences most likely reflect the uniqueness of 

human and animal brain anatomy as well as differences in the nature of stroke in 

humans versus the usual complete cessation of blood flow used in animal models.             

 

There are several limitations to our study. In low resolution images (sodium MRI 

is 5000x less sensitive than proton MRI), differences of partial volume averaging 

over a range of lesion sizes is a concern. However, lesion volumes were well 

distributed over time of onset (Table 6-1) and thus are unlikely to have significant 

bearing on the sodium regression (Figures 6-3 and 6-4A). Ischemic stroke 

patients vary considerably and some data scatter could be due to lesion location, 

gray/white matter tissue distribution (as we summed up all the voxels over the 

entire lesion), and the degree of perfusion deficit or reperfusion (spontaneous or 

tPA induced). Perfusion-weighted images were only acquired in 5 subjects and 

thus we cannot assess the perfusion status at the time of sodium MRI. In future, it 

would be interesting to assess whether sodium changes in the PWI-DWI defined 

mismatch region. Also, longitudinal scans at later time points would be required 

in order to assess the role of sodium MRI in delineating potentially salvageable 

tissue. The effect of gadolinium on sodium MRI intensity is unknown, although 

those subjects (patients 3,5,7,8,17) were in line with the others. Although we 

demonstrated a significant trend in sodium evolution with 21 patients scanned at 

32 time points, future studies with larger numbers of subjects, particularly at the 

hyper-acute time points, will be required to confirm our findings. Research and 

clinical application of sodium MRI requires broadband transmitters/receivers, 

specialized radiofrequency coils, and specific optimized pulse sequences. 

However, as more centres gain these capabilities and clinical MRI scanner field 
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strengths continue to increase, we believe that sodium MRI will provide valuable 

information for the assessment of the acute stroke patient. 
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Chapter 7 

In-vivo Sodium Magnetic Resonance Imaging of the Human Brain 
Using Soft Inversion Recovery Fluid Attenuation (SIRFLA) 

 
(R.S. Stobbe, C. Beaulieu, Magn Reson Med, 54, 1305-1310, 2005) 

7. In-Vivo Sodium Magnetic Resonance Image of the Human Brain Using Soft Inversion Recovery Fluid Attenuation (SIRFLA) 

7.1. Introduction 

The ability to assess intracellular sodium concentrations [Nain] may greatly 

facilitate the diagnosis of diseased tissue in the human brain.  [Nain] appears to 

directly correlate with the rate of cell proliferation (218) and monitoring [Nain] 

may be useful in the analysis of neoplasms and their response to chemotherapy 

(284).  The ability to assess [Nain] may also be useful in the setting of acute 

stroke, as dramatically increased [Nain] levels, associated with anoxic 

depolarization (and the subsequent, relatively slow, diffusion of sodium ions from 

other parts of the brain into the ischemic core), appear to be directly linked to cell 

damage during ischemia (95).  Although valuable information pertaining to the 

diseased state of tissue can be obtained with sodium MRI techniques that facilitate 

quantification of bulk tissue sodium concentrations (6,12), strongly intracellular 

weighted imaging techniques that limit the signal contribution from the more 

highly concentrated extracellular space (ECS) (140 mM vs. 10-15 mM 

intracellular) may provide an improved means to characterize [Nain] in some 

cases.     

 

Three approaches have been considered to isolate the NMR signal from 

intracellular sodium.  The first concerns the use of shift-reagents (50).  

Unfortunately, toxicity and passage through the blood brain barrier remain a 

problem for in-vivo experiments.  The second approach concerns the use of 

multiple-quantum filtering techniques (28,275).  However, the signal intensity 

following a multiple-quantum spin sequence is a small fraction of the signal 

intensity following a single, ideal, 90o excitation pulse (10% has been given as a 
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typical in-vivo value) (28).  The third approach concerns the use of an inversion 

recovery (IR) technique and has been considered for mouse tumours (284).                          

 

If considerable T1 relaxation differences exist between two environments, IR can 

be used to eliminate the signal contribution from either environment (285).   

Although it is well understood that the ECS in the brain contains many different 

types of proteoglycans, most attached to cell membranes, little is known about the 

density of these molecules.  It has been suggested that the density of this 

extracellular matrix is quite sparse, allowing volume transmission through the 

ECS (229).  Because T1 measurements have been shown to correlate with matrix 

density (209), sodium T1 relaxation in the ECS may be significantly longer than in 

the intracellular space (ICS).  Shift reagent aided experiments using an implanted 

gliosarcoma in rats (50) also suggest this to be the case.  Minimal sodium 

exchange is expected between the ICS and ECS on the relevant sodium NMR 

timescale (284).  If the sodium T1 in the ECS is significantly longer than in the 

ICS, an IR sequence may be used to eliminate the ECS signal contribution from a 

sodium image.   

 

Unfortunately, sodium IR imaging of the human brain in-vivo is complicated by 

tissue heating or specific absorption rate (SAR) limitations.  Because sodium T1 

relaxation is quite rapid in-vivo (<50 ms) 3D acquisition schemes with hard, 

nonselective, rectangular pulses are typically implemented, and repetition times 

(TR) may be as short as 30 ms in a steady-state approach (26).  The addition of a 

180o inversion pulse to a sequence originally containing only one <90o excitation 

pulse dramatically increases the power dissipated by the sequence (a 180o pulse 

dissipates 4x more power than a 90o pulse if the pulse lengths are the same).  This 

power increase can be mitigated by significantly increasing TR, but increasing TR 

has an adverse effect on image signal to noise ratio (SNR), by limiting the number 

of averages in a given scan time.   

 



Chapter 7:  Soft Inversion Recovery Fluid Attenuation 
 

210 

 

However, the average power dissipated by an MRI sequence is also inversely 

proportional to the length of the RF pulses in the sequence.  But, due to the spin 

3/2 nature of the sodium nucleus and its rapid biexponential T2 relaxation in-vivo 

(the fast component has been measured as short as <1.0 ms (286)), it is important 

to limit echo time (TE) (29). For this reason sodium MRI sequences have 

typically been implemented with very short excitation pulses (as short as 0.2 ms 

(26)).  However, the inversion pulse length in a sodium IR experiment is not 

limited by a short TE requirement. The great increase in sequence power 

dissipation associated with a 180o pulse can be significantly reduced by 

dramatically increasing the inversion pulse length.          

 

When the relaxation constants T1 and T2 are much longer than an RF pulse the 

effects of relaxation during the pulse can essentially be ignored.  The calculation 

of flip angle is simple and is directly related to pulse power and length.  While 

this is usually the case for the uncoupled 1H nuclide, this is not the case for the 

quadrupolar sodium nucleus.  In this paper the effect of relaxation during long (or 

soft) inversion pulses is explored. An IR technique labelled ‘Soft Inversion 

Recovery Fluid Attenuation’ (SIRFLA) is proposed for sodium imaging of in-vivo 

human brain and the efficacy of this technique is demonstrated through the 

minimization of sodium signal from the cerebrospinal fluid (CSF) in brain images 

acquired at a static magnetic field strength of 4.7 Tesla. 
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7.2. Methods 

NMR Experiments were conducted using a 4.7T Varian (Palo Alto, CA) whole 

body MRI scanner.  The maximum gradient strength was 35 mT/m, with a slew 

rate of 117 T/m*s.  The spectrometer was fit with a 4 kW RF amplifier. All 

experiments were conducted using an in-house designed and manufactured single-

tuned 53MHz quadrature birdcage head-coil.  

 

To explore the sodium spin response during a long RF inversion pulse, quantum-

mechanical sodium spin simulation software was designed. This software is based 

on the differential equations that describe the evolution of the density operator 

(using irreducible tensors) under the combined influence of relaxation and RF 

irradiation (71,145,146).  The simulation results presented in this paper assume 

isotropic environments.  The T00 spin operator (unity), omitted from the set of 

differential equations described in the previous references, was added so that the 

equilibrium value of longitudinal magnetization (Iz) could be included in the 

differential equation matrix solution.  This enables Mz to relax towards M0.  The 

response of longitudinal and transverse magnetization to rectangular inversion 

pulses ranging from 0.5 ms to 10 ms was simulated, and spin-response benefits 

associated with longer inversion pulses were investigated.   

    

The effects of relaxation during long inversion pulses were examined using 

spectroscopic experiments with spherical phantoms: a 20% agar gel phantom with 

100 mM [Na+] (tissue model) and a 500mM [Na+] saline phantom (CSF model).  

To simulate the effects of relaxation in the spin simulation software, the spectral 

density parameters [J0(0), J1(ω0), and J2(2ω0)] must be known (145).  The high-

frequency spectral densities for each phantom, J1(ω0) and J2(2ω0), were 

determined using an iterative inversion-recovery experiment.  The low-frequency 

spectral density parameter, J0(0), the predominant component of fast transverse 

relaxation, was extrapolated from a pulse-acquire experiment.  The following 

values were determined for the saline phantom [J0(0) = 10.64 +/- 0.01 Hz;  J1(ω0) 
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= 9.24 +/- 0.003 Hz;  J2(2ω0) = 9.24 +/- 0.003 Hz], and the 20% agar phantom 

[J0(0) = 625 +/- 8 Hz;  J1(ω0) = 50.8 +/- 1.9 Hz;  J2(2ω0) = 30.4 +/- 0.2 Hz].  

Because of the rapid molecular motion in the saline environment (i.e. the 

correlation time constant is very short < 10 ps) all three spectral density 

parameters in the saline phantom are expected to be equal.  Although the effects 

of magnet inhomogeneity in the pulse-acquire experiment were taken into account 

in the regression (i.e. the inclusion of a dephasing envelope), errors may be larger 

than these values which represent the 95% confidence intervals of the least-

squares fitting algorithm and indicate the quality of the fit.             

 

To explore the combined effects of power deposition and spin-response on the 

SNR of an IR imaging sequence when long inversion pulses are used, a constant 

SAR experiment was conducted.  Ten IR sequences with inversion pulse lengths 

ranging from 1 ms to 10 ms were implemented with appropriate TR values to 

achieve the same average power deposition in each sequence.  The excitation 

pulse length was maintained at 1 ms.  The inversion recovery delay (TI) for each 

sequence implementation was determined empirically using simulation and NMR 

experiments to minimize the signal acquired from the saline phantom (with very 

similar results).  A spoiling gradient was added following the inversion pulse to 

eliminate residual transverse magnetization remaining at the end of the pulse.  

The height of the FID was measured at what would be the centre of k-space in the 

imaging experiments presented (TE of 2.3 ms).  To determine the SNR benefits of 

long inversion pulses in an IR imaging experiment, the signal acquired from the 

non-nulled (agar) environment was multiplied by «TR� TRi⁄ , where TR1 is the 

length of TR when a 1 ms inversion pulse was implemented, and TRk is the length 

of TR associated with each consecutively longer inversion pulse length.  The 

calculation accounts for the fact that more averages can be acquired when a 

shorter TR is used in an imaging experiment of set total duration.             
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The time-averaged RF output power from the system was maintained below 6 

Watts (the actual power absorbed in-vivo will be less due to cabling and coil 

losses) for each in-vivo imaging scan.  SAR was calculated using the assumption 

that the average human head is 3 kg (SAR < 2 W/kg).  The resonance frequency 

of sodium at 4.7 Tesla (53 MHz) is approximately 10 MHz less than the 1H 

resonance frequency at 1.5 Tesla, and internal ‘hot spots’, problematic at the high 

resonance frequencies associated with large magnetic fields, are not expected.  

For each image, iterative asymmetric reconstruction was performed with k-space 

(Hamming) filtering in each dimension before Fourier transform.  Shimming was 

performed manually by optimizing the sodium signal acquired over the entire 

head.  Both SIRFLA and 3D-FLASH images were acquired, with a 5 minute 

delay between each scan, from 5 healthy volunteers.     

  

The SIRFLA sequence was implemented by adding a 10 ms nonselective, 

rectangular, inversion pulse in front of a standard 3D gradient echo (TI = 21 ms, 

TR = 93 ms, excitation pulse = 1 ms, 90o, nonselective, rectangular).  Using the 

shortest excitation pulse length possible limits loss of transverse magnetization 

during the excitation pulse.  However, SAR, and by corollary the minimum 

sequence TR, is also limited by the 90o excitation pulse (especially for sequences 

using long inversion pulse lengths).  From simulation results (data not shown), a 1 

ms excitation pulse was chosen as a good compromise between the loss of   

transverse magnetization during the RF excitation pulse and minimum TR.  The 

voxel dimensions were 5 mm x 5 mm x 10 mm and the imaging matrix was 128 

following asymmetric reconstruction (anterior/posterior – read) x 60 (left/right – 

phase encode 1) x 30 (superior/inferior – phase encode 2).  60% asymmetric 

acquisition was used with an acquisition bandwidth of 12.8 kHz, yielding a TE of 

2.36 ms.  Four averages were acquired and the total scan length was 11.1 minutes. 

 

3D-FLASH images were acquired for anatomical comparison with voxel 

dimensions of 3 mm x 3 mm x 7.5 mm, and an imaging matrix of 128 x 100 x 50.  
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A 0.75 ms nonselective, rectangular RF excitation pulse was used with a flip 

angle of 63o and a TR of 30 ms.  60% asymmetric acquisition with an acquisition 

bandwidth of 12.8 kHz was used yielding a TE of 2.42 ms.  Four averages were 

acquired and the total scan length was 10.0 minutes. 
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7.3. Results 

Using the spectral density values listed in the methods, initial simulations 

investigating the effect of relaxation during RF inversion pulses are shown in 

Figure 7-1. During longer RF pulses (e.g. 10 ms) the differences in relaxation 

between saline (CSF model) and 20% agar (tissue model) significantly separate 

the values of longitudinal magnetization in these two environments.     

          

Figure 7-1 :  The effect of relaxation on the longitudinal and transverse magnetization 
generated in both saline and 20% agar during RF inversion pulses of length:  a) 0.5 ms; 
b) 1.0 ms; c) 5.0 ms; d) 10.0 ms.  As the RF inversion pulse length increases, the ‘depth’ 
of inversion significantly decreases in the 20% agar phantom.  Since the saline inversion 
does not vary greatly with inversion pulse length, a significant difference in Mz 
magnetization exists between agar (i.e. brain tissue model) and saline (i.e. tissue model) 
at the end of a long inversion pulse.    

 

The benefits of increasing the inversion pulse length in an IR experiment are 

twofold. Increasing the inversion pulse length allows TR to be shortened while 

maintaining acceptable SAR.  This permits more averages to be acquired in an 

imaging experiment for a given scan length.  Increasing the inversion pulse length 
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also significantly increases the value of Mz in the agar phantom following the 

delay period TI required to null the signal in the saline phantom (a direct result of 

the reduced inversion in the agar phantom).  In Figure 7-2 the combined benefits 

of long inversion pulses are displayed.  In the 20% agar phantom an 

approximately 85% signal increase could be achieved by switching from a 1 ms 

inversion pulse to a 10 ms inversion pulse in an IR imaging experiment with the 

same SAR and scan length.  Of this 85% increase, 20% is directly associated with 

relaxation during the RF pulse.  

 

Figure 7-2 :  The beneficial effects of soft inversion pulses (measured in 20% agar) on 
relative SNR of an imaging experiment for constant SAR and a constant acquisition 
period.  For each simulated and experimental data point, TI has been appropriately 
adjusted to null the signal from a saline phantom.  Residual transverse magnetization was 
sufficiently spoiled following the inversion pulse.  The relative SNR of each data point 
was calculated from the simulated, or acquired signal, and the «[OFC SNR increase 
associated with reduced TR in a constant length experiment.    

 

In-vivo images of the human brain generated using 3D-FLASH and SIRFLA are 

shown in Figure 7-3.  For the 5 volunteers the SNR in the 3D-FLASH image was 

measured to be 16 +/- 2 and 45 +/- 3 in brain tissue and CSF, respectively.  In 

contrast, the SNR of brain tissue in the SIRFLA image was measured to be 17 +/- 

1.5, whereas the SNR was only 4 +/- 2 in CSF.  Note that the sodium acquisition 

voxel size of the CSF-suppressed SIRFLA images (0.25 cm3) is 3.7 times greater 

than that in the standard 3D-FLASH images (0.0675 cm3).  The sodium signal 
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from CSF is approximately 2.8x the signal from brain tissue in the 3D-FLASH 

image, while in the SIRFLA image the signal from CSF is approximately 0.23x 

the signal from brain tissue.          

 

 

Figure 7-3 :  Sodium images acquired from the same healthy volunteer at 4.7T.  a) 3D-
FLASH images acquired in 10 minutes with a voxel size of 0.0675 cm3.  SNR in the CSF 
is 46; SNR in the brain tissue is 15.  b) CSF-suppressed SIRFLA images acquired with an 
inversion pulse length of 10 ms and a TR of 93 ms from a healthy volunteer in 11.1 
minutes with a voxel size of 0.25 cm3.  SNR in the CSF is 3.3; SNR in the brain tissue is 
18.           
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7.4. Discussion 

The effectiveness of soft inversion pulses to separate sodium longitudinal 

magnetization in different environments has been shown (Figure 7-1) along with 

the resultant benefit in the SIRFLA sequence (Figure 7-2).  This separation is the 

direct result of the large quadrupole interaction experienced by the sodium 

nucleus and is not possible in conventional 1H NMR.  It is because the inversion 

pulse length has a dramatic impact on signal acquired from the non-nulled 

environment that this IR sequence implemented with long RF inversion pulses has 

been given the new designation ‘Soft Inversion Recovery Fluid Attenuation’ – 

SIRFLA.  An IR image was also acquired with an inversion pulse of 1 ms and TR 

of 334 ms (for equivalent SAR – Figure 7-4b).  Using two averages and a 

reduced imaging matrix (with the same voxel size) this image was acquired in a 

scan time of 10.7 minutes.  Image SNR was only 10 in the brain tissue when the 

short 1 ms inversion pulse was used whereas the brain tissue SNR was 17 when 

the long 10 ms inversion pulse was used in the SIRFLA sequence.         
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Figure 7-4:  a)  SIRFLA images acquired in another healthy volunteer with image 
parameters the same as in Figure 7-3b (inversion pulse length of 10 ms).  SNR in the 
CSF is 4 and SNR in the brain tissue is 17.  b)  Sodium IR images acquired with a much 
shorter inversion pulse length of 1 ms and a TR of 334 ms.  SAR and voxel size are 
equivalent to (a) and the image duration was 10.7 minutes (or ~ 25 seconds shorter than 
(a)).  SNR in the CSF is 2.5 and SNR in the brain tissue is 10.  Notice that the SNR is 
70% greater in (a) with the longer inversion pulse than in (b).  One disadvantage of the 
longer inversion pulse is its narrow bandwidth which results in an artifactual 
hyperintensity in the known areas of susceptibility (a) that is not seen in (b).  The images 
in (a) and (b) are not globally scaled.    
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In this paper CSF-suppressed SIRFLA sodium images of the human brain have 

been presented.  These images have an acquisition time of 11.1 minutes, a matrix 

voxel size of 0.25 cc and an SNR of 17, and are comparable to those acquired at 

1.5T for patient studies (6,12,30).  Although removing partial volume  averaging 

from CSF is one benefit, the main advantage of the SIRFLA sequence most likely 

lies in the potential of IR to generate strongly intracellular weighted images (as 

proposed by Kline et al. (284) and described in the introduction).  For this reason, 

an appropriate comparison of image quality should be made with other techniques 

that consider intracellular weighted imaging (28).  A 3D gradient recalled echo 

(3DGRE) acquisition was used to acquire the SIRFLA images, but this k-space 

acquisition technique has rather long echo times (for sodium), because of phase-

encode and readout ‘rewind’ gradients.  The implementation of 3D projection 

acquisition (3DPA) would eliminate the need for preparatory gradients and, as 

acquisition begins at the centre of k-space, would significantly reduce echo times.  

3DGRE is sufficient to demonstrate SIRFLA as a technique, however switching 

to an optimal form of 3DPA (30) should significantly improve SNR and image 

quality.       

   

The TI used in the SIRFLA images presented was chosen to null signal from CSF, 

demonstrating the ability to null signal in slower relaxing environments.  

Admittedly sodium relaxation in the extracellular space (ECS) is presumably 

quicker than in CSF.  Considering the intracellular space (ICS) and ECS sodium 

relaxation times (ICS:  T1 = 24 ms, T2fast = 2.0 ms, T2slow = 13.9 ms.  ECS:  T1 = 

46 ms, T2fast = 3.4 ms, T2slow = 30.1 ms) measured in a gliosarcoma implanted in a 

rat (50), the optimal TI to minimize the ECS signal contribution would be ~ 7 ms 

(from simulation).  This shortened TI, relative to the 19 ms TI used for CSF, 

results from the fact that the ECS will also experience only ‘partial inversion’ 

during the long inversion pulse, because of rapid T2fast decay.  The Mz value of the 

ICS after the inversion time TI of 7 ms would be ~36% of its fully relaxed value 

(from simulation).  Considering these relaxation parameters the SIRFLA sequence 

may offer an SNR benefit over TQF for intracellular imaging (287).  The TQF 
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sequence is also limited by SAR, as three hard 90o RF pulses are required and 

increasing the RF pulse length decreases acquired signal intensity (71).  A TQF 

sequence with three 1 ms 90o RF pulses and the same TR presented for the 

SIRFLA sequence would dissipate twice the power of the SIRFLA sequence.  The 

SIRFLA sequence can also theoretically facilitate ‘full elimination’ of the ECS 

signal contribution.  In-vivo TQF studies suggest a 40% residual contribution 

from the ECS (49). 

 

Several marked artifactual hyperintensities can be seen in Figures 7-3b and 7-4a 

that are not apparent in Figure 7-4b.  The most significant begins above the 

sphenoid sinus and extends into the frontal lobe.  Two other less pronounced 

artifacts exist on the outer edges of the parietal lobes.  Susceptibility induced B0 

inhomogeneities are well known to exist in these areas, a product of the 

surrounding sinuses and bone.  Artifacts caused by these B0 inhomogeneities are 

apparent in other imaging modalities such as single-shot EPI.  These artifacts 

(Figures 7-3b and 7-4a ) are the result of the narrow bandwidth associated with 

the long inversion pulse and are minimized by the wider bandwidth of the short 

inversion pulse in Figure 7-4b.  Improved shimming may help reduce these 

artifacts.    

 

This paper demonstrates the first application of inversion recovery to sodium 

imaging in humans. The benefits of soft inversion pulses in the SIRFLA sequence 

were demonstrated through simulation and comparison with pseudo-biological 

environments.  The application of the SIRFLA sequence to disease and its benefit 

to in-vivo sodium brain imaging remains to be evaluated.  
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Chapter 8 

Discussion and Conclusion 
 

8. Discussion and Conclusion 

8.1. Thesis Summary 

This thesis concerns the analysis and optimization of sodium MRI for imaging the 

human head. Using the ‘high quality’ images facilitated by this work, a study of 

acute stroke was conducted and time dependent intensity increase on sodium 

images following stroke onset was conclusively demonstrated in humans for the 

first time.   

 

Chapter 2 highlights that k-space filtering should be a requirement for human 

brain sodium imaging, minimizing contamination of brain tissue measurements 

with ringing from the 3x concentrated cerebral spinal fluid (CSF) space which 

does not exhibit rapid signal decay. A k-space filter shape is proposed for twisted 

projection imaging (TPI) implementation and used to quantify the signal-to-noise 

ratio (SNR) advantage of filtering by sampling density design as opposed to 

filtering by post-acquisition weighting. Chapter 2 also demonstrates a ‘noise 

colouring’ advantage associated with filtering by sampling density design.   

 

Chapter 3 concerns quantification of the ‘noise colouring’ discussed in Chapter 2. 

This quantification involves measurement of correlation volume, or the volume of 

effective ‘statistical independence’ and is of value to determine the number of 

voxels required within a region of interest (ROI) to attain a desired measurement 

precision. A theory for the computation of correlation volume is proposed for any 

noise power spectral density and ROI volume. Chapter 3 highlights that standard 

radial imaging with its excessive oversampling at the centre of k-space and low-

frequency noise reduction facilitates measurement precision in smaller ROIs than 

the TPI technique even though TPI is more efficient with respect to SNR.  
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While TPI may not be beneficial with respect to image noise (ironically, the 

context in which it was originally proposed), a different advantage of this 

technique with respect to T2 decay is highlighted in Chapter 4. This chapter 

concerns optimization for the minimum object volume required to attain a given 

measurement precision (with respect to image noise) and accuracy (with respect 

to PSF smearing and image intensity modulation with object volume). It is 

suggested that radial evolution altered k-space acquisition (of which TPI is a 

member) with sampling density designed k-space filtering, a small (as possible) 

value of p and ‘long’ readout duration is an optimal radial approach to sodium 

imaging of the human brain, given small voxel volume implementation such that 

image SNR is ~ 1/8 – 1/4 that required for the desired measurement precision. 

This radial k-space acquisition approach is used in Chapters 5 and 6.    

 

Chapter 5 diverges from consideration of k-space acquisition to discuss NMR 

sequence optimization. A steady-state approach to sodium MRI is proposed in 

combination with TPI to achieve a greatly increased SNR/voxel-volume 

relationship when compared with typical TPI implementation using full T1 

recovery. This advantage exists despite TE increase (related to RF pulse length 

increase) required to facilitate steady-state imaging under power deposition 

constraint at high field.    

 

In Chapter 6 a time-dependent intensity trend on ‘high quality’ sodium images 

following time after stroke onset is demonstrated for acute human stroke. This 

trend follows the shape of an asymmetric sigmoid curve, and exhibits initial delay 

up to < 6 hours at which point rapid increase begins. This period of increase is 

followed by asymptotic levelling at roughly a day after stroke onset. The time-line 

for intensity on the sodium images appears to be somewhat different than that on 

standard proton MR images, which likely reflect tissue water concentration 

changes.  
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While Chapters 2 – 6 are concerned with ‘bulk tissue’ sodium imaging, or the 

analysis of all the sodium within tissue, Chapter 7 concerns the other aspect of 

sodium imaging that has garnered a particular amount of interest in the literature, 

the potential for selective imaging of intracellular sodium. An inversion recovery 

based sequence is presented in which sodium nuclei with different relaxation 

times are separated both by fast T2 differences during a soft inversion pulse, and 

slow T2 differences during inversion recovery. The ‘softness’ of the inversion 

pulse also mitigates the power deposition associated with the inversion pulse. This 

technique was demonstrated through the minimization of signal from the 

potentially problematic CSF space in human brain.    

 

This thesis has attempted to provide improved methodology to each (current) 

major aspect of sodium imaging as it pertains to the human brain: k-space 

acquisition; bulk tissue NMR sequence optimization; and relaxation selective 

NMR sequence optimization. Further discussion specifically related to each of 

these is given below, along with some discussion of an additional characteristic of 

sodium NMR that should be addressed. The possible role of sodium MRI in the 

setting of acute stroke is discussed, and other potential applications of sodium 

MRI are proposed.      

 

8.2. Discussing Aspects Related to this Thesis 

8.2.1. Concerning Other k-Space Acquisition Methods for Human Brain Sodium 
MRI  

Two other k-space acquisition methodologies have been used for sodium imaging 

of the human brain: they include the (asymmetric) gradient echo (GRE) (3,23) 

and single point imaging (SPI) (39) techniques. The former, suffers from longer 

minimum TE values (the primary result of correlation between TE and readout 

duration), and problematic partial k-space reconstruction (unless fully asymmetric 

acquisition is used – i.e. each half of k-space is acquired separately). In the case of 

fully asymmetric k-space acquisition the use of long readout duration to reduce 
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noise variance, facilitating voxel volume reduction, will result in extensive one-

dimensional PSF smearing. The gradient echo technique presents no way to 

achieve T2 decay reshaping across k-space, or smooth sampling density related k-

space filtering (within the confines of Cartesian acquisition). However, GRE 

Cartesian acquisition does facilitate much simpler image production, i.e. a 

gridding process (Appendix 2) is not required, and MR scanners do not need to be 

reprogrammed.    

 

The pure-phase-encode SPI technique does not exhibit any modulation across k-

space related to T2 decay, however, readout durations are inherently very short as 

only one k-space location is acquired per excitation. As a result, voxel volumes 

must be very large to achieve sufficient SNR. The downside of very large voxels 

is the inability to contain CSF within its space for analysis of brain tissue, 

particularly along the cortex. The SPI technique also suffers from the requirement 

of many more excitations to fill k-space than the GRE or TPI techniques. As a 

result, SNR inefficient NMR pulse sequences with very small flip angles and very 

short TR values are required. Images copied from the .pdf documents in which the 

GRE and SPI techniques have been used to image the human brain are given 

below (Chapter section 8.3).  

 

8.2.2. Concerning Anisotropic k-Space Acquisition  

Centre-out radial acquisition generally implies a sampling of k-space to a 

spherical extent. However, that need not be the case. The oblate spheroidal k-

space acquisition used in Chapters 5 and 6 was presented at the non-Cartesian 

workshop in Sedona, Arizona (288). It’s development is very straight forward and 

simply involves a scaling of the z-axis gradient values of each projection during 

design (maintaining sampling density shape). The SNR increase associated with 

the global sampling density increase (which can also be described in terms of 

voxel volume increase) can be use to decrease in-plane voxel dimensions.      
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Anisotropic voxels are acquired for the vast majority of standard proton scans. 

Most often this is done out of necessity when ‘full’ brain coverage is desired for 

two-dimensional imaging and scan time must be limited (i.e. slices are made 

thick). There are two reasons to implement anisotropic voxels for sodium 

imaging. The first, and perhaps most compelling, is to match the voxel shape with 

the shape of the object to be assessed. In this manner a maximum number of 

voxels can be fit within the object, and equal numbers of voxels fit across the 

length and breadth of the object. As highlighted in Chapter 4, image intensity 

modulation with object volume for isotropic k-space acquisition is exacerbated in 

anisotropic objects. This is intuitive for a ‘narrow’ object as PSF smearing will 

have greater effect across the narrow width. Spatial scaling of the PSF in 

proportion to the shape of an object will minimize this effect. Oblate spheroidal k-

space acquisition may be of particular value to evaluate sodium within the 

hippocampus, with its ‘cylindrical-like’ shape. Oblate spheroidal k-space 

acquisition may also be useful to evaluate sodium within long directional white 

matter fibres. Higher in-place resolution facilitates improved ‘selective imaging,’ 

or less partial volume averaging with neighbouring fibres.   

 

The second reason to implement anisotropic voxels for sodium imaging concerns 

the ‘matching’ of sodium images to standard proton images. In the human stroke 

study of Chapter 6, sodium images were co-registered and re-sliced according to 

the diffusion weighted proton images (DWI), on which the boundaries of the 

stroke were identified. The DWI images were highly anisotropic, having a slice 

thickness of 5 mm with a 1.5 mm gap and 0.65 mm in-plane voxel dimensions 

(i.e. effective 3D voxels of 10:1:1). Anisotropic sodium voxels were acquired to 

somewhat match the out-of-plane dimensions of the sodium and DWI voxels (the 

sodium acquisition voxel dimensions were 4.8 mm out-of-plane and 2.4 mm in 

plane). Seeking greater out-of-plane resolution for sodium imaging only to lose it 

in the re-slicing process was considered to be SNR inefficient. However, as 

sodium imaging contains considerable PSF blurring which can modulate image 
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intensity within the lesion (Chapter 4), implementing anisotropic voxels to assess 

lesions with no particular known anisotropy may not be beneficial.  

 

8.2.3. Concerning Projection Twisting 

The advantage of altering the radial evolution of each projection to reshape T2 

decay across k-space is unrelated to projection twisting (Chapter 4) (36). 

However, this does not mean that maintaining a constant sampling speed while 

radial evolution slows is not unuseful for sodium imaging (see also Appendix 1). 

When filtering by sampling density design is implemented the extent of sampled 

k-space can be expanded.  For a k-space sampling to a discrete matrix diameter of 

80 (the case for 3.2 mm cubic acquisition voxels and a field of view of 256 mm), 

~ 20,000 straight radial projections would be required to fill k-space. Assuming 

‘full’ T 1 recovery following a 90o excitation pulse is desired (with TR = 150 ms), 

the minimum scan time would be 50 minutes for complete Nyquist k-space 

coverage. Under-sampling k-space with a reduced number of projections will 

generate noise-like error in the image (262). This problem is exacerbated if 

anisotropic k-space acquisition is used as described above. For this 

implementation, which maintains sampling density shape, the minimum number 

of projections required to critically fill k-space is given by the discrete matrix 

diameter of the expanded ‘high-resolution’ dimensions (i.e. the z-dimension 

scaling of each projection will not improve projection spacing around the z-

poles). For 2.4 mm in-place acquisition voxels (and a field of view of 256 mm), ~ 

35,000 straight radial projections would be required. For twisted projection 

imaging, the number of projections required can be reduced in proportion to p 

(30,56). It should be noted, however, that minimum scan time can also be reduced 

by a factor of 6 if the steady-state PASS approach is used instead of a full T1 

recovery sequence (Chapter 5); for PASS implementation projection twisting may 

not be necessary.  
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8.2.4. Concerning Sodium Relaxation Characterization in Brain Tissue  

Although three papers have been written concerning the measurement of bulk 

tissue T2 (or T2*) in the human brain (25,37) the fast T2 component, which 

accounts for 60% of the biexponential decay, remains to be confidently defined. 

The first paper in 1989 (48) does not measure biexponential relaxation, and the 

subsequent papers in 2004 (25) and 2009 (37) are concerned with the slow 

component of T2* relaxation. Although a value for the fast T2* component is 

suggested in (25) (1.7 ms), this value is associated with a large confidence 

interval. Minimum echo times shorter than 12 ms (gradient-echo) (37), 3.8 ms 

(gradient echo) (25), and 2.5 ms (spin-echo) (48) are likely required to evaluate 

the fast T2* component of sodium relaxation. 

 

To the author’s knowledge only one paper has measured T1 values for bulk 

human brain tissue (6). However, the T1 value measured for CSF (20 ms) is much 

less than expected from measurements of the slow component of T2* for CSF (> 

47 ms) (25,37,48). In fluid environments T1 is expected to be equal to T2 which 

will be monoexponential (160). This result casts doubt on the T1 measurements 

made in both white and gray matter.  

 

It is suggested that a comprehensive analysis of sodium relaxation in the human 

brain is in order. A study including 7 healthy volunteers has been initiated to this 

end. It is proposed that with the radial k-space acquisition methodology of this 

paper and a minimum TE of 0.4 ms (and a total of 7 different TE values), the fast 

component of ‘bulk tissue’ T2* can be identified with high confidence in the 

regression (typically ±15% for both short and long). The T2* values used in 

Chapter 4 for radial k-space acquisition optimization come from average ‘general 

subcortical tissue’ T2* measurements in 5 healthy volunteers. It is also proposed 

that using the SIRFLA technique with 6 different inversion times a 

monoexponential T1 approximation can be measured with high confidence in the 

regression (initial analysis suggests a ‘general subcortical tissue’ measure of ~37 
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ms). These methods have been validated for their consistency in agar phantoms. 

Segmented tissue analysis remains to be conducted.    

 

It is also suggested that a comprehensive analysis of sodium relaxation in the 

human brain include some consideration of environmental compartmentalization. 

It is proposed that differences in ‘bulk tissue’ T2 measured with relaxometry 

conducted using either a triple quantum approach or an approach based on the 

SIRFLA technique with a fluid-nulling inversion delay may reflect some form of 

environmental compartmentalization. Early triple quantum regression using 

simulation based spectral density regression (presented at ISMRM Seattle, 

Stobbe, Beaulieu, 2006 (45)) suggests more rapid T2 decay when fluid signal is 

eliminated.  

 

8.2.5. Concerning Residual Quadrupole Effect in Brain Tissue  

Sodium nuclei possess a spin 3/2 related NMR contrast mechanism which has 

essentially been ignored for sodium imaging of the human brain. The existence of 

this contrast mechanism is of particular importance if absolute tissue sodium 

concentration measurements are to be made. For measurements of this sort the 

signal attained must solely depend on sodium concentration, i.e. all NMR related 

weighting must be eliminated. To attain concentration measurements of sodium 

nuclei in the human brain minimization of relaxation weighting has been the 

primary concern (234). However, in ‘ordered’ environments the transverse 

magnetization of spin 3/2 sodium is affected by more than rapid biexponential 

relaxation – the spectrum of transverse magnetization is split into three 

components (a central peak and two satellites, see Chapters 1.5 and 1.6). There 

are several problems associated with spectral splitting including: partial signal 

position shifts in the image, and partial signal dephasing in large voxels with 

inhomogeneous ‘order’ (the partial signal effects are associated with the satellite 

components of the split signal). Another, perhaps greater problem involves 

‘selective spectrum excitation.’ If the bandwidth of the RF excitation pulse is not 
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sufficiently wider than the extent of the split spectrum, less than 100% of the 

available longitudinal magnetization can be ‘flipped’ into the transverse plane; in 

the extreme case of a very narrow bandwidth RF pulse the maximum transverse 

magnetization possible is only 20% of the available longitudinal magnetization 

(247).  

 

The notion that sodium signal loss may arise from spectral splitting is quite old, 

and has been described in terms of ‘invisibility’ (246), however, this signal loss 

mechanism has essentially been ignored in the context of imaging the brain since 

1987. In 1987 it was reported that sodium was 100% visible with respect to 

spectral splitting in (cat) brain (236). An experiment similar to that of (236) was 

recently conducted in healthy human brain, yielding evidence of a significant 

spectral splitting related signal loss effect. This result, presented at ISMRM 

Hawaii (Stobbe, Beaulieu, 2009) (164), has impact for absolute sodium 

concentration measurement, and is exacerbated at high field where maximum RF 

bandwidths are increasingly constrained by RF power deposition. A method for 

minimizing this residual quadrupole dependent contrast would be beneficial. 

Alternatively, it is suggested that this NMR contrast mechanism which is highly 

dependent on tissue order may be interesting to explore in cases where tissue 

order is pathologically altered.              

 

8.2.6. Concerning the PASS Sequence and its Use in the Stroke Study 

The steady-state sequence optimization of Chapter 5, used a fast T2 (or T2*) value 

suggested by (25) (which was corroborated by relaxation measurements made 

using a novel approach to fast T2 relaxation that measured T2 effect during a soft 

inversion pulse (45)). More recently, fast T2 measurements using a more robust 

‘standard’ multiple TE approach in healthy human brain (as mentioned above) 

suggest longer values of fast T2 (i.e. an increase from 1.7 ms to 2.9 ms). If this 

longer value of fast T2 would have been used in the optimization of Chapter 5, 
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slightly greater benefit associated with the PASS sequence would have been 

expected (from 38% to 41%).  

 

It is suggested in this thesis that the large SNR benefit associated with the use of a 

steady-state approach to sodium imaging is worth the addition of relaxation 

contrast to the images. As suggested in Chapter 4, the minimum object volumes 

(with brain tissue relaxation parameters) required for precise and accurate analysis 

can be quite large. If physically small pathologies are to be assessed, the 

SNR/voxel-volume relationship must be increased. Increasing scan duration is 

one approach. However, implementing a steady-state approach yields roughly the 

same advantage as doubling scan duration, and as Chapter 4 suggests, may be 

required in addition to long scan duration. 

 

The T2 weighting at an increased TE of 0.6 ms associated with PASS 

implementation (when compared to 0.3 - 0.4 ms of other full T1 recovery TPI 

implementations (66)) is still quite small, yielding a transverse magnetization loss 

of only ~ 12% as a result of this delay (compared with 7% at a TE of 0.3 ms). 

Large changes in tissue T2 decay would be required to substantially affect signal 

intensity. However, relatively large T1 weighting is introduced by the PASS 

sequence. In the setting of hyper-acute stroke it could be hypothesized that both 

T2 and T1 relaxation may become more rapid given the intracellular 

compartmental shift of anoxic depolarization (and the supposed increased 

macromolecular density of the intracellular space). While T2 related signal loss 

would increase, this loss would be offset by more rapid T1 recovery in a steady-

state sequence. Any differences between the steady-state PASS and non-

relaxation weighted TPI sequences in the setting of hyper-acute stroke remain to 

be determined, but are expected to be minimal. In the sub-acute setting of stroke 

(the period of days post-onset), as tissue structure begins to disintegrate sodium 

T1 times may lengthen toward that of fluid. In this case, measured lesion 

intensities are expected to  be reduced by increased T1 saturation effect.     
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In the past others have been concerned with answering the specific question of 

sodium concentration in tissue (6,12,66). The scientific merit of quantitative 

[23Na] MRI is unquestioned. The potential to evaluate a real and directly relevant 

component of physiology sets sodium MRI (and proton spectroscopy for that 

matter) apart from standard proton MRI, whose links to real physiological 

components are indirect. However, in a medical diagnostic context image 

correlation with pathology is of greatest concern. Although the exact nature of 

any given contrast may be complex and involve many real physiological 

processes, this contrast can have great diagnostic value if it robustly predicts 

pathophysiologic tissue state. This premise is used extensively for standard proton 

MRI. 

 

While tissue sodium concentration measurement in acute stroke may provide 

knowledge of a real physiological variable, any direct correlation between tissue 

[23Na] and stroke patient pathophysiologic status with respect to treatment 

consideration remains unknown. It has been suggested that a specific tissue [23Na] 

level predicts irreversible tissue damage, however, this study (which involved 1 

treated and 1 non-treated non-human primate) (12), could just as easily have been 

conducted using the PASS sequence and the same correlation made with ‘[23Na] 

plus relaxation’ image intensity.  

 

Finally, it’s again noted, if one wants to argue that the value for sodium imaging 

lies solely in absolute concentration measurement, attaining an accurate 

concentration measurement may be complicated by more than rapid relaxation. 

As discussed above, signal loss related to spin 3/2 residual quadrupole interaction 

may also be present in human brain tissue. For any sodium MRI sequence, image 

intensity may only be a reflection of sodium concentration.      

 

 

 



Chapter 8:  Discussion and Conclusion  
 

233 

 

8.2.7. Concerning the Enhancement of Sodium NMR Dependent Contrast 

Further sodium MRI consideration beyond the ‘quantitative [23Na] box’ may yield 

other interesting image correlation with pathology. The relaxation mechanism of 

sodium (i.e. the quadrupole interaction – see Chapters 1.5 and 1.6) is different 

than that of protons in water, and relaxation differences as great as 50x may exist 

between sodium T2f in cellular environments and that in fluid spaces. The purpose 

of a novel sequence (labelled Projection Acquisition with Coherent 

MAgNetization – PACMAN) recently presented at ISMRM Toronto (Stobbe, 

Beaulieu, 2008 (249)) is to enhance the unique relaxation contrast of sodium in an 

‘additive’ manner. This is accomplished through steady-state imaging with 

transverse magnetization refocusing, increasing signal from sodium nuclei in 

environments with longer T2 relaxation constants. It is proposed that the 

PACMAN sequence also enhances quadrupole splitting dependent contrast, and 

as such provides a strong link to long range tissue order. The contrast of this 

sequence may be interesting to study in demyelination disorders such as multiple 

sclerosis.   

 

8.2.8. Concerning the SIRFLA Sequence  

The purpose of the SIRFLA sequence presented in Chapter 7 was to null signal 

contribution from fluid environments. Assuming the interstitial space in the 

human brain is more fluid-like than the intracellular space (which remains 

unknown, but likely – see Chapter 1.6), it may be possible to selectively acquire 

signal from intracellular sodium ions. The same assumption concerning these 

compartmental relaxation differences is the basis for the substantial work that has 

gone into developing multiple quantum filtering techniques (see Chapters 1.5 and 

1.6). ‘High quality’ triple quantum filtered images of the human brain were 

recently presented by our lab at ISMRM Toronto (Tsang, Stobbe, Beaulieu, 2008 

(289)). However, even ‘optimized’ multiple quantum filtering suffers from very 

low yield. It is proposed that the SIRFLA sequence can produce images with as 

much as 5x – 10x the SNR/voxel-volume relationship of triple quantum images. It 



Chapter 8:  Discussion and Conclusion  
 

234 

 

is suggested that presentation of a direct comparison between SIRFLA and triple 

quantum filtered imaging is in order. A quick visual inspection is offered below 

for a 10 minute SIRFLA image, and the 11 minute TQF image presented in the 

ISMRM abstract of Tsang (289).    

 

Figure 8-1: SIRFLA and TQF images of healthy human brain, both generated at 4.7T in 
approximately 10 minutes.  
 

It is also proposed that the SIRFLA sequence can ‘completely’ null signal 

contribution from the interstitial space if it is known, even if it still exhibits mild 

bi-exponential relaxation. Triple quantum filtering will only ‘completely’ null 

signal contribution from fully fluid environments exhibiting monoexponential 

relaxation. However, a SIRFLA image with its soft inversion pulse suffers to a 

greater extent from susceptibility related artifacts.  

 

It is suggested that the value of intracellular sodium imaging (given its possibility) 

lies in the analysis of compartmental sodium redistribution without tissue sodium 

concentration change. This is the case expected very acutely in ischemic stroke 

(see Chapter 1.2). Interestingly, triple quantum filtered signal has ‘mirrored’ this 

early expected sodium redistribution in an animal stroke model (111). SIRFLA 

images collected from most of the stroke patients in Chapter 6 also highlight a 

different image intensity trend than the bulk tissue images. This data remains to 

be presented.  

 

Intracellular sodium concentrations may also be increased in correlation to tumour 

grade (or rate of cellular proliferation) (218,219), and sodium influx is involved in 
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apoptotic or ‘programmed’ cell death (290) and the toxic effects of chemotherapy 

(284). Although comparison of intracellular sodium signal (again assuming its 

acquisition possibility) from tumour with normal tissue may be intriguing, an 

evaluation of this sort will be confounded by large cell packing changes in tumour 

tissue (235). While intracellular sodium concentrations may be increased, this 

increase will be offset by a smaller fraction of space being occupied by the 

oncotic cells. It is suggested that bulk sodium tumour analysis, as recently 

conducted by Bartha (3), in which the effects of cellular packing and intracellular 

sodium increase combine (rather than offset) may be of more practical value. 

However, intracellular sodium imaging may be of value for the assessment of 

early tumour apoptotic response to chemotherapy (284). Assuming the total 

sodium concentration remains constant before and directly following the 

administration of chemotherapy (i.e. before expected cellular disintegration) 

intracellular sodium influx may reflect initiation of cellular apoptosis – the design 

goal of chemotherapeutic approaches.   

 

The SIRFLA images of Chapter 7 were acquired using gradient echo imaging 

(before TPI was developed during PhD thesis). It is suggested that these images 

can be improved with the radial k-space acquisition method used in Chapters 5 

and 6 of this thesis (this method is used for both the SIRFLA and TQF images in 

Figure 8-1 above). In Chapter 4 it is also proposed that compensating brain tissue 

relaxation with sampling density may be advantageous for fluid-nulled sodium 

imaging. This has yet to be evaluated. 

 

8.2.9. Concerning Sodium MRI in Stroke 

Although an intensity increase on sodium images with time after onset was 

demonstrated for acute stroke (Chapter 6), this curve has considerable scatter. If 

sodium imaging is to be predictive for time after onset, this scatter will need to be 

minimized. It is suggested that one of the greatest sources of this scatter is stroke 

location and the inclusion of different percentages of gray and white matter. With 
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an increased number of patients scanned, the segmentation of signal intensity 

increase for different tissue types may aid in the reduction of this scatter.  

 

The sodium images of Chapter 6 were analyzed using ROIs drawn on the DWI 

images, and as such each ROI included the full volume of the lesion. Analysis that 

redefines the ROIs within the lesion according to desired measurement accuracy 

and precision (as per Chapter 4) would remove any intensity modulation with 

lesion volume. However, given varying lesion sizes throughout the study time-

line and the large degree of unrelated scatter, the shape of the intensity increase 

with time after onset is not expected to be significantly altered with redone ROI 

analysis as per Chapter 4. Redone ROI analysis may, however, slightly reduce the 

scatter in this trend.     

 

An alternative to the use of sodium images in acute stroke for ‘timing’ related 

purposes may be the use of standard T2-weighted, FLAIR, or proton density 

images. The timelines of tissue water and sodium accumulation may be 

significantly different during the hyperacute period of stroke (68) and differences 

in the ‘predictive capability’ of each technique remain to be determined. In this 

thesis the timelines of signal intensity increase on T2-weighted and FLAIR images 

were compared with sodium, however, signal intensity increases on proton 

density images, more directly reflecting water concentration increase, were not 

considered. 

 

While considerable effort has been focussed on the imaging based identification 

of patients with under-perfused, at risk tissue that may benefit from thrombolysis 

with rtPA (100,291), recent thought has also been given to the imaging based 

identification of patients who may be at greater risk of thrombolytic harm from 

symptomatic intracranial haemorrhage (292). Early ischemic changes on CT 

(293,294), the size of the DWI lesion (295-297), as well as the presence of 

leukoaraiosis (or white matter T2 hyperintensity), a radiological marker of chronic 

ischemic damage of the cerebral microcirculation (298), have all been correlated 
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with symptomatic intracranial haemorrhage following rtPA. If the decision to 

treat could be based solely on the risk and benefit identified for each patient with 

medical history (293) and imaging, a treatment option may be opened to those 

beyond current time window constraints.  

 

It has been suggested that blood brain barrier damage secondary to prolonged 

ischemia may be an important mechanism for intracranial haemorrhage 

(130,292,299), and several studies have investigated imaging methods of 

measuring the permeability of the blood brain barrier in this regard (300-302). It 

is hypothesized that the rate of sodium increase within the lesion core may also 

reflect the permeability of the blood brain barrier, with delayed rapid increase 

reflecting the delayed fenestrated opening of the microvasculature associated with 

transformation to the period of vasogenic edema (130).     

 

8.2.10. Concerning Other Proposed Sodium Imaging Uses 

It has been proposed through modelling that intracellular sodium concentrations 

may be substantially increased (by as much as 50%) for sustained brain activation 

(303). If this is indeed the case, intracellular sodium imaging may be able to 

detect this increase. If the interstitial fluid space remains buffered through 

transcapillary ion flux, tissue sodium concentrations may also be elevated in the 

case of sustained brain activation. Although numerous attempts were made to 

identify intensity change on sodium MRI correlating with sustained brain 

activation (concerning observation of a flashing checkerboard) using both the 

PASS and SIRFLA sequences, each attempt proved futile. It must be 

acknowledged that neurons, in which intracellular increase is assumed, occupy 

only a fraction of the brain tissue volume (304). Assuming (for argument) that 

extracellular space occupies 20% of the volume, intracellular neuron space – 

48%, and other intracellular space (neuroglia, erythrocytes, etc...) – 32%, and that 

sodium concentrations remain constant in all spaces except the intracellular 

neuronal space, a 50% neuronal sodium increase would amount to only a 10% 
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tissue sodium increase. However, a 10% tissue sodium increase should be 

detectable. A large reason attempted sodium functional MRI failed may have been 

‘partial voluming’ of a localized effect for low ‘resolution’ sodium images. 

Another hypothesis for failure (among many) may be that interstitial sodium 

concentrations are not fully buffered during transient sustained activation (< 2 

minutes was typically considered). This hypothesis is supported by the lack of 

tissue sodium increase measured in the early stages of acute stroke (Chapter 6) in 

spite of the large intracellular sodium shift of anoxic depolarization. This 

hypothesis may also be supported by DWI detection of neuronal activation (305) 

which is assumed dependent on compartmental ion differential change to 

redistribute tissue water. Assuming intracellular sodium increases are associated 

with elevated neuronal activity, it is thus hypothesized that small brain tissue 

sodium increases may exist following ‘chronic’ neuronal activity elevation. A 

simple suggested experiment may be the comparison of morning and afternoon 

sodium scans.  

 

A potentially interesting, but yet to be assessed, application of sodium MRI 

concerns the possibility that elevated intracellular sodium concentration may play 

a part in the underlying pathophysiology of abnormal moods in bipolar disorder 

(306,307). It has recently been shown that administration of lithium normalized 

intracellular sodium concentrations (308); this action is suggested to be important 

to the efficacy of this treatment for bipolar disorder (309). A proposed study may 

include a sodium imaging comparison between manic and/or depressed bipolar 

volunteers and matched normal controls. Alternatively, or in conjunction, a study 

may include comparison between bipolar volunteers experiencing mania or 

depression and those same volunteers experiencing a time of euthymia (or normal 

mood), given expected sodium concentration differences between mood states 

(306).   
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8.3. Final Discussion and Conclusion 

Sodium MRI remains in its ‘infancy’ when compared to proton MRI.                    

A quick search of “MRI” yields >100,000 hits on the Web of Knowledge 

(http://apps.isiknowledge.com). There are now 32 studies total (including the 4 in 

this thesis) of sodium MRI in human brain. It is suggested that this paucity of 

research is not related to lack of possible application, given the sodium ion’s 

intimate role in cellular metabolism. While the move to higher field has been a 

boon for sodium imaging (especially given its gyromagnetic ratio ~ ¼ that of 

proton), perhaps the greatest advancement came in 1997 when Boada introduced 

TPI for sodium imaging. Although the advantage of the short TE of radial 

imaging is directly evident, the merit of TPI has been questioned especially given 

its ‘complicated’ implementation, and it has remained unimplemented by others 

unrelated to the original developers. This thesis highlights a pathway of optimal 

TPI implementation for sodium imaging of the human brain. It is suggested that 

selection of appropriate sampling density shape, readout duration, value of p, and 

implementation SNR provides the substantive step that completes the 1997 

introduction of TPI for human brain sodium imaging and facilitates its great 

advantage. It is also suggested that use of TPI acquisition in a steady-state 

sequence has an SNR/voxel-volume advantage that can’t be ignored for a signal 

starved application. Combining radial k-space acquisition and NMR sequence 

optimization with the high field of 4.7T, this thesis hopes to nudge sodium 

imaging into a realm of excitement within the greater MRI community such that 

its mostly untapped potential may be explored.     

 

To put the work of this thesis in perspective, other sodium images acquired from 

the human head must be considered. In Figure 8-2 below ‘current’ images of the 

SPI approach (2006 (39) - A), the GRE approach (2008 (3) - B), the standard 

projection imaging approach (2007 (5) - C), and the TPI approach (2003 (6) - D 

and 1999 (12) - E) are given, copied from their respective .pdf documents. More 

recent TPI human brain images (2005 (66)) are in a journal with poor .pdf quality. 

The images (1997 (30) - F and 1997 (29) - G) are from the original sodium TPI 
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papers. Optimized images produced from the ideal approach suggested in this 

thesis are given in (H). Multiple axial, sagittal, and coronal slices associated with 

the image in (H) are shown in Figure 8-3, 8-4 and 8-5 respectively. 

 

 
Figure 8-2: Comparative sodium images of the human brain. A - (39), B - (3), C - (5), D 
- (6), E - (12), F - (30), G - (29), H – images acquired from the optimization suggested in 
this thesis (note that voxel dimensions for this image are isotropic). Images A – G are 
copied from their respective pdf documents.  
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Figure 8-3: Multiple axial slices of the Figure 8-2H image acquired using the optimal 
approach to sodium imaging suggested in this thesis. These images are of a healthy 
volunteer and were acquired in 20 minutes at 4.7T (note that voxel dimensions are 
isotropic).  
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Figure 8-4: Multiple sagittal slices of the Figure 8-2H image acquired using the optimal 
approach to sodium imaging suggested in this thesis. These images are of a healthy 
volunteer and were acquired in 20 minutes at 4.7T (note that voxel dimensions are 
isotropic).  
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Figure 8-5: Multiple coronal slices of the Figure 8-2H image acquired using the optimal 
approach to sodium imaging suggested in this thesis. These images are of a healthy 
volunteer and were acquired in 20 minutes at 4.7T (note that voxel dimensions are 
isotropic).  
 

 

The question, “why do your images look so good?” has been asked. The answer is 

that long readout duration, with its associated noise variance reduction, facilitates 

reduced voxel volumes and the containment of the 3x concentrated non-rapidly 

decaying CSF. It is the CSF that directly affects the visual appearance of a human 

brain sodium image. The Northern Pikes have a song on their 1990 “Snow in 

June” album with lyrics, “she ain’t pretty she just looks that way.” An intention of 

this thesis has been to highlight that this is not the case for the acquisition 

approach presented and now extensively used for sodium imaging in Edmonton. 
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Through evaluation of previously unconsidered and directly relevant image 

metrics including correlation volume and PSF-smearing-related image intensity 

modulation with object volume, an attempt has been made to evince additional 

image ‘beauty’ beyond that of CSF containment (which is very substantial and 

valuable in itself) for sampling density filtering TPI with long readout, small 

value of p, and small voxel volumes. Perhaps the best visual example of its 

‘beauty’ beyond CSF containment concerns its presentation of acute stroke, 

shown in Figure 8-6 below from Chapter 6.     

 

 

Figure 8-6: Proton and sodium imaging acquired from an acute stroke patient at 25 hour 
post symptom onset (from Chapter 6). This image is shown to highlight visualization of 
the stroke lesion on ‘optimal’ TPI sodium images at 4.7T.  
 

 

Much interesting research remains to be done in the field of human brain sodium 

MRI, as mentioned above. The research involves: comprehensive analysis of the 

sodium NMR environment in brain tissue, i.e. the full measurement and 

characterization of relaxation and residual quadrupole splitting; assessment of 

sodium intracellular imaging possibility and sodium NMR sequence comparison; 

and last, but far from least, further exploration of the role of the (critical to 

cellular function) Na+ ion in various disorders. The 10 studies of human brain 

pathology with sodium MRI since 1990 suggest that further research is warranted 

in the setting of acute stroke, cancer and Alzheimer’s disease. It is likely that 

other currently unexplored disorders may also benefit from sodium MRI research.   
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Appendix 1 

Implementing TPI on the Varian Inova 
 

9. Appendix 1: Implementing TPI on the Varian Inova 

Although it is suggested that the advantages of TPI are primarily associated with 

altering radial evolution, rather than projection twisting, there is a practical 

advantage to projection twisting for radial evolution altered k-space acquisition 

implementation on the Varian Inova system.  

 

The Varian Inova is limited by a gradient waveform memory of 64k specification 

words (per x, y, z channel). This memory is allocated to the entire experiment and 

must be used to specify all gradients waveforms within that experiment. All 

waveform memory for a given experiment is loaded at the start of the experiment 

which can be a somewhat time consuming process, depending on the number of 

projections specified. Although one may think that for standard radial k-space 

acquisition only one gradient waveform need be specified, and this waveform 

specified at different angles throughout 3D k-space, the Varian Inova system does 

not seem capable of performing this operation ‘on the fly.’ Instead, the orthogonal 

x, y and z gradient waveforms for each projection are pre-calculated for each 

projection and individually written to waveform memory. In this case the number 

of projection savings of TPI (as much as 80% for values of p = 0.20, a typical 

implementation value) allows each waveform to be specified with many more 

words.  

 

As discussed previously 3D-TPI is typically implemented on sets of cones. It can 

however, also be implemented in different manners, as 3D-TPI is really a two 

dimensionally twisting technique in that only two of the spherical dimensions are 

altered with time during the readout. If the azimuthal angle is held constant rather 

than the polar angle (for implementation on cones) projection evolution is 

prescribed along a disc (30,310). Sets of discs can be rotated throughout 3D k-

space, but this will create an oversampling of the polar (‘z’) axis. Implementation 
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on sets of discs requires π more projections than implementation with cones. 

Oversampling along and around the pole, which must be post-acquisition 

compensated, will also reduce sampling efficiency. There is also a gradient word 

advantage to implementation on sets of cones, the projections sampling the top 

and bottom haves of the k-space sphere can be reflections of each other. In this 

manner only projections defining one half of the projections sampling the k-space 

sphere need be specified with waveform memory, the other half can be produced 

with negative values (something the Varian Inova system can do ‘on the fly’). If 

more gradient words are required, a scan can be split into two experiments and 

projections loaded twice, however that has not been necessary for imaging the 

human brain in this thesis, as will be discussed below.  

 

While the gradient waveform memory limitation may seem detrimental, it has 

lead to an effective method of implementing TPI, which pertains to 

‘implementation beyond the gradient slew rate’. Twisted projection 

implementation has, in the past been constrained by gradient slew (30). There are 

three ‘locations’ where the acceleration of 3D-TPI projections are likely to exceed 

gradient slew limitations. As discussed previously 3D-TPI projections are 

typically implemented on sets of cones. Assuming the first ‘cone’ is a linear 

sampling of the polar (‘z’) axis, i.e. no twisting, the second cone will have a polar 

angle of ' = 2 �M − 1�⁄ . Centripetal acceleration ��� as the radial evolution 

slows beyond p could approach that of Eq. [A1-1] (if radial evolution slowed very 

rapidly at p) (30).  

 � = vd1dHx7
4 ∙ sin�'� 

 

[A1-1]

For large k-space matrix dimensions and small values of p, centripetal 

acceleration on this second cone could have a value hundreds of times larger than 

the sampling speed. Sampling speed is directly proportional to the gradient 

magnitude and the required slew rate can be far from practical (implemented 

gradient magnitudes in this thesis are typically around 5 mT/m, and the current 
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gradient slew rate under which effective function possible is ~ 120 mT/(m*ms) – 

although this value will be discussed below)      

 

The second ‘location’ where the acceleration of 3D-TPI projections exceeds 

gradient slew limitations is at the initiation of twisting, or at relative radial 

location p. At this location there is a discontinuity in projection sampling velocity 

as each projection abruptly changes direction from sampling along a straight 

radial trajectory to sampling along a twisting trajectory (56). The third ‘location’ 

where the acceleration of 3D-TPI projections exceeds gradient slew limitations is 

at the initiation of each trajectory. Infinite gradient slew rate is required to begin 

each trajectory at the gradient magnitude required for desired sampling speed.  

 

The 3D-TPI implementation used in this thesis involves a sampling of the k-space 

projection design at intervals specified by the number of gradient words afforded 

each projection (one word is used to define the initial straight component, and the 

rest the twisting component). The gradient values associated with each word are 

calculated from the previous sampled location along the k-space trajectory and the 

constant gradient integral value required to attain the next k-space location. For 

this implementation the transition at trajectory initiation is ignored (i.e. full 

magnitude is specified at initiation), the transition at p is ‘smeared’, and the rapid 

acceleration of the narrow cones ‘sub-quantized’ (i.e. quantized below 2x the 

frequency of gradient evolution of the ‘x’ and ‘y’ axes specified by projection 

design).   

 

While this quantized gradient waveform may sound problematic, it is quantized in 

such a manner such that each interval is sufficiently long for each gradient to 

reach its full specified value; implementation cannot be beyond gradient slew rate. 

To be more precise, each interval is made sufficiently long for each gradient field 

within the bore of the magnet to reach its full specified value, which includes the 

effects of eddy-currents. In the ‘continuous’ implementation case potentially 

unknown errors are generated when the gradients fields produced within the bore 
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of the magnet for each ‘infinitesimal’ step are not the specified value at instant the 

next value is specified. Although a ‘continuously’ implemented projection design 

may be within specified gradient amplifier slew rate limitations, imperfectly 

compensated eddy-currents can create ‘complex’ k-space location errors.        

 

For the quantized gradient waveform implementation in this thesis the Varian 

Inova’s gradient slew rate limiter is used to smooth each gradient step to within 

the limits of the gradient amplifier. For current image generation the slew rate 

limiter is set to 120 mT/(m*ms). To determine the ‘actual’ k-space locations 

sampled the quantized gradient steps are replaced with measured gradient field 

transition shapes for each associated step size. The ‘actual’ k-space locations 

sampled are then calculated from the integral of the gradient waveforms that 

include the measured field transition shapes.   

 

An advantage of the ‘quantized’ gradient waveform technique developed for this 

thesis is that compensation for eddy-currents with short time constants need not 

be perfect for reasonable implementation; it is sufficient that they are known. 

However, this method does not take into account the generation of any short 

eddy-current cross terms; it was assumed these were minimal. It was also 

assumed that short eddy-current B0 shifts were minimal, and that long eddy-

current time constants are sufficiently compensated.   

 

As might be expected the actual sampling density of the quantized waveform will 

slightly deviate from that prescribed by projection design (this will also be true 

for the ‘continuous’ implementation which must be altered from projection 

design). However, as described previously (Chapter 2), k-space is oversampled to 

a factor of 1/p for TPI at relative radial location p and typically oversampled 

throughout sampled k-space depending on the sampling density design 

implemented. As a result, gradient waveform quantization typically (for the scans 

presented) does not lead to critically under-sampled locations in k-space. Minor 

sampling density deviations from that prescribed by projection design are post-



Appendix 1:  Implementing TPI on the Varian Inova  
 

249 

 

acquisition compensated along with the oversampling at the centre of k-space, and 

local over-samplings associated with the quantization of the number of 

projections implemented on each cone. For each scan presented the desired Γ(r) 

function is effectively re-produced with sampling efficiency (which is reduced for 

post-acquisition weighting) 94% - 98% (which includes the post-acquisition 

compensation for oversampling at the centre of k-space).       

 

A quantized TPI projection (taken from the ‘long readout’ projection set of 

Chapter 4) is shown in Figure A1-1 below. The gradient steps of the quantized 

waveform are shown in (A), along with the inclusion of the measured gradient 

field responses. The trajectory of this projection through k-space is given in (B) 

and (C).  

 

 

 

Figure A1-1: A TPI projection (from the long readout technique of Chapter 4) 
demonstrating gradient quantization and the addition of the gradient field response (A). 
Images (B) and (C) depict projection trajectory through k-space.         
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The gradient field step response for different step sizes was measured in the 

magnet using a small proton coil surrounding an NMR tube filled with 

Gadolinium doped water (set-up courtesy Chris Bowen, University of Dalhousie, 

N.S., Canada). For each orthogonal direction within the magnet the accumulation 

of phase was sampled at two locations (+/- ~ 5 cm along the orthogonal direction) 

for a set of gradient steps ranging from 0.5 mT to 8.5 mT in 0.125 mT steps. The 

relative evolution of phase difference between each location (used to exclude any 

background B0 effect) was differentiated to produce the relative gradient field step 

response. In Figure A1-2 the relative gradient field step response for the ‘x’ 

gradient is shown normalized to its value at 0.5 ms and multiplied with the 

corresponding gradient step producing this transition. The gradient field step 

responses of Figure A1-2 include the effects of Varian Inova ‘slewing’, physical 

eddy currents, and eddy current compensation.  
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Figure A1-2:  Measured gradient field step responses for various gradient field step sizes 
up to 8 mT/m. ‘Oscillations’ (manifest as over-shoot and undershoot for different step 
sizes) are related to gradient amplifier instability. Images (B, C and D) show zoomed-in 
regions of (A). In (B) it can be seen that the gradient field response follows a delay of ~ 
25 µs, and that for gradient steps below 3 mT/m the rate of gradient increase is 
considerably less than the rate of gradient increase beyond 3mT/m. (C) highlights that the 
average rate of gradient field increase is less than the 120 mT/(m*ms) specified by the 
Varian Inova for these transitions. Also of note is the inverse exponential rise to 
maximum following the linear transition, suggesting the presence of uncompensated eddy 
currents. In (D) full gradient value can be seen to be attained ~ 350 µs.  

 

 

In Figure A1-2A it can be seen that there are ‘ripples’ in the gradient field step 

responses. These ripples are related to instability of the gradient amplifier for 

small step sizes. These ripples can also be seen with the oscilloscope on the 

output of the gradient amplifier (they are considerably more pronounced for the 

‘z’ gradient). The Varian Inova was set to produce a slew rate of 120 mT/(m*ms) 

for the measurements of Figure A1-2 and the images generated using this 
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methodology. While the current gradient system (Gradient shim set: HFC-10, 

Tesla Engineering, West Sussex, England. Gradient amplifier: QDCM1400, PCI, 

Montgomeryville, Pennsylvania, USA) used in our 4.7T scanner can generate 

much faster step responses, up to ~220 mT/(m*ms), for more rapid slew rates the 

gradient amplifier oscillations are exacerbated (this problem is currently in the 

process of being resolved by the manufacturer). It should be noted that Chapters 

2, 3, 6 and 7 were performed before a gradient upgrade (Gradient shim set: HFC-

1, Tesla Engineering, West Sussex, England. Gradient amplifier: QDCM700, PCI, 

Montgomeryville, Pennsylvania, USA. Slew-rate: 110 mT/(m*ms)). The effective 

doubling of the gradient step response rate with the upgraded gradient system may 

be particularly useful for potential proton TPI applications where desired high-

resolution may require larger gradient magnitudes than the < 8 mT/m (Figure 8-

3) used for sodium imaging in this thesis.       

 

For this gradient field step response measurement, sampling of phase 

accumulation begins at the same time that the gradient step command is issued. A 

delay of 25 µs before the initiation of gradient transition was extrapolated from 

Figure A1-2B. This delay following issue of the gradient waveform command 

was implemented before beginning TPI k-space acquisition. The gradient field 

step response following this delay was used to recalculate each k-space location.           

 

In Figure A1-2C the gradient step responses are shown alongside the prescribed 

linear slew rate of 120 mT/(m*ms). The initial slow response for each gradient 

step and the reduced rate of increase for gradient steps less than 3 mT/m (most 

visible in Figure A1-2B) are the result of the Varian Inova’s ‘slewing.’ The 

‘linear’ portion of the gradient field step response for the large gradient steps 

shown deviates somewhat from the prescribed 120 mT/(m*ms), and is ~95 

mT/(m*ms). This deviation during the linear portion of the gradient increase and 

the subsequent ‘exponential’ shaped rise to full value point to residual 

uncompensated eddy-currents within the bore of the magnet. While the short 

time-constant eddy current compensation could be improved, its imperfection 
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highlights the utility of this gradient waveform quantization and k-space location 

recalculation method. Perfect eddy-current compensation is not required; all that 

is required is knowledge of the gradient field step response.  

 

At 200 µs past initiation the gradient fields are ~96.75% of their value at 500 µs, 

at 250 µs ~98.5%, at 300 µs ~99.25%, and at 350 µs ~99.75% (Figure A1-2D). 

For the images generated using this gradient field measurement, full gradient 

value is said to be attained at 250 µs, and the relative gradient step response is 

made proportional to this value. The small error associated with ending the 

gradient step response at 250 µs, and making it relative to the value at 250 µs, will 

be discussed below. For implementation of the quantized gradient waveform, the 

minimum step durations will be constrained by the gradient rise to full value time. 

The gradient waveform step response is implemented for k-space location 

recalculation in 4 µs steps, where each step is defined by the measured gradient 

step response at the centre of that step.  

    

While the effect of the gradient step response of the k-space trajectory is difficult 

to see when observing the entire k-space trajectory (Figure A1-1), that is not the 

case is one zooms in on an initial trajectory segment (Figure A1-3). For large 

steps the sampled k-space locations are as much as 2 1/m less than that prescribed 

by the quantized step. The effect of not taking into account the gradient step 

response to recalculate the sampled k-space locations is readily apparent in 

Figures A1-3C and A1-3D. If the gradient step response is not taken into account 

to recalculate the sampled k-space locations, at the point in time in which the 

second sample of the trajectory is acquired all the spins within the object will 

have accumulated less phase than specified by the k-space location to which they 

are assigned. The effect could be simplistically described as erroneously elevated 

acquired signal intensity around the centre of k-space, producing an associated 

non-zero background effect in the image. Images from the 150 mM saline 

resolution phantom which was built using a piece of rectangular acrylic with holes 

drilled in it were used to assess the validity of k-space location re-calculation.  
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Figure A1-3:  The effect of the gradient field step response (A) on the sampled k-space 
locations (B), and the effect on the image of not recalculating the sampled k-space 
locations (C). In (C) the k-space locations using the gridding process are those directly 
associated with the quantized gradient waveform. The image in (D) was created from k-
space location recalculation using the measure gradient field step response. 
 

 

Images generated using linear gradient responses to recalculate k-space locations 

are shown in Figure A1-4. By delaying the linear rise in the k-space location 

recalculation model beyond the gradient step, the first sampled points beyond the 

centre of k-space can be ‘said’ to have accumulated smaller gradient-time 

integrals and as such can be said to have k-space location closer to the centre. 

Reducing the recalculation slew rate produces similar effect. If the gradient-time 

integrals said to be associated with the first sampled points are too large, a non-

zero background artifact is present in the centre of the image. If the said gradient-

time integrals are too small a non-zero background artifact in the centre of the 
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image is accompanied with edge enhancement effects. Different slew rates and 

delays can be used to ‘match’ the measured gradient field response and minimize 

image artifacts, but the most artifact free image is still that produced by the 

measured gradient field response (Figure A1-3).  

 

 

 

 
Figure A1-4: Saline resolution phantom images generated using linear slew rate models 
of 120 and 80 mT/(m*ms) to recalculate the k-space locations sampled in the quantized 
gradient waveform. Both linear rates of rise are implemented for k-space location with 
four different delays following the quantized gradient step. If the actual gradient-time 
integral at the first sampled point(s) beyond the centre of k-space is less than specified by 
the linear slew model in the k-space location recalculation, the image contains a circular 
background artifact. For the opposite case, a background artifact is also present along 
with an edge effect in the centre of the image. Although a linear model with appropriate 
‘delay’ can be used to minimize artifacts in the image, none of the images above are as 
visibly free from artifact as the image generated using the measured field response (black 
line) (Figure A1-3).     
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The images of Chapters 2, 5 and 6, produced before the gradient upgrade, used a 

linear gradient response to recalculate k-space locations. This method also 

included accommodation for reduction in step response for small gradient step 

sizes associated with the Varian Inova’s ‘slewing (as described above). Smaller 

gradient magnitudes used in these chapters (< 3.5 mT/m), making the absolute 

accuracy of the gradient transition of less relevance, in association with expected 

better (although not measured) short eddy-current compensation facilitated 

effective image generation. A saline resolution phantom image produced before 

the gradient upgrade is shown below in Figure A1-5.           

 

 
 

Figure A1-5:  A saline resolution phantom image produced before the gradient upgrade 
with a projection set used in the stroke study. A linear gradient response was used to 
recalculate the sampled k-space locations to produce this image.  

 

 

The method used in this thesis of gradient waveform quantization and sampled k-

space location recalculation using the measured gradient field step response is 

demonstrated here to be effective in the presence of slow, and ‘trailing-off’, 

gradient field step responses. Improved eddy-current compensation and the use of 

increased Varian Inova defined slew rate would minimize the error of less 

accurate knowledge concerning the gradient field step response (i.e. a smaller 

proportion of the gradient integral associated with the first one or two sampled 

values along the trajectory would be associated with the step response). An 

improved gradient field step response would also facilitate the use of smaller 

gradient quantization step durations. While the gradient field step response 
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limitation is of little concern for the projection designs presented in general, it 

does constrain the minimum duration of the initial straight segment of the TPI 

trajectory and hence has impact on the minimum values of ‘twist’ (p) that can be 

effectively implemented; the initial straight segment of the TPI trajectory used in 

the figures of this appendix is 0.35 ms (the long readout projection set from 

Chapter 4). However, as discussed in Chapter 4, reduction of p beyond that 

implemented in the long readout projection set shown (p = 0.15) has some 

additional value.  

    

It is assumed for this method of gradient waveform quantization and sampled k-

space location recalculation that the eddy-currents manifest within the bore of the 

magnet can be expressed as gradient field alterations. This same assumption is 

also required for eddy-current compensation. It is also assumed for this method 

that the long time-constant eddy-currents, as well as short time-constant B0 shift 

producing eddy-currents are properly compensated, and that cross-generated 

eddy-currents (i.e. the production of transient gradient fields in the directions 

orthogonal to the direction of an applied gradient field) are minimal. Any 

invalidity of these assumptions will introduce minor error into the images 

produced. 

 

It is perhaps also interesting to note that because the sodium gyro-magnetic ratio 

is roughly ¼ that of proton, the gradient waveforms presented above would 

sample k-space to 500 1/m rather than the 125 1/m for sodium. However, if 

trajectories similar to that presented above were to be used to produce 1/(2*kmax) 

= 1 mm acquisition proton voxels, 64x more projections would be required to 

fully fill k-space (2000 were implemented for the trajectory presented). In this 

case further reduction of p may be desirable to reduce the number of projections 

required. A technique facilitating order p2 projection reduction, as was presented 

at the non-Cartesian workshop in Sedona, Arizona (Stobbe, Beaulieu, 2007) 

(144). Reduction of p and any reduction of the readout duration to alleviate 

susceptibility problems (protons exhibit 4x greater phase accumulation than 
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sodium in areas of local magnetic field variation) will require improved gradient 

field step response if TPI is to be used to produce high resolution proton images 

on the 4.7T Varian Inova system. 

 

In retrospect the proton test setup could have been used to completely define the 

gradient field in the magnet for each waveform. However, this is not a desirable 

method of determining the actual k-space locations sampled for each projection 

set implemented, as it is a time consuming process. The method described above 

requires only one initial measurement of gradient field step response, from which 

sampled k-space locations can be recalculated for any given projections set 

implemented.   

 

It is also important to note that beyond the shape and timing of the gradient field 

response the group delay of the anti-aliasing filter must also be known. For this 

thesis the analog filter fitted in the Varian Inova was used which has a group 

delay of 0.776 / FB (filter bandwidth). This lag must precede the acquisition of 

sampling points along each projection. 
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Appendix 2 

Non-Cartesian Image Creation 
 

10. Appendix 2: Non-Cartesian Image Creation 

10.1.1. General Convolution Based Gridding 

Convolution based gridding (260,261,311,312) was used to generate images from 

non-Cartesian k-space sampling. This process essentially consists of weighting 

each sampled point according to the required compensation, convolving each 

point with a three dimensional kernel, sampling the result at the Cartesian matrix 

locations, inverse Fourier transform, and compensation for image space roll-off 

associated with k-space convolution. This is described mathematically below for 

both k-space and image space (Eqs. [A2-1, A2-2]), following Pipe (260). M��� is 

the continuous intensity in k-space; S is the non-Cartesian sampling function 

associated with the projection set; W is the SDC weighting applied to each 

sampled point; C is the convolution kernel; and R is a Cartesian sampling 

function (lower case letters represent the Fourier transforms of the upper-case 

letters).   

 

 M�&� = v_�M��� ⋅ S ∙ W� ∗ Ca ∙ Rx ∗ � C 

 

[A2-1]

 m�&� = v_�m��� ∗ s ∗ w� ∙ ca ∗ rxc  

 

[A2-2]
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10.1.2. Sampling Density Compensation  

Successful design criteria for sampling density compensation is stated below 

(where Γ is the desired transfer function and γ its Fourier transform). 

 

If 

 v_�S ∙ W� ∗ Ca ∙ Rx = _�Γ ∗ C� ∙ Ra [A2-3]

then 

 �S ∙ W� = Γ [A2-4]

within a desired FoV  
if there is no replication contribution to the FoV.    

 

There are two ways to ensure that there is no replication contribution to the FoV. 

The first is to sample the convolution on an infinitely fine grid. In this case the 

Cartesian sampling function (R) can be removed from Eq. [A2-1] along with its 

replication generating Fourier transform (r) in Eq. [A2-2]. However, computation 

of a continuous Fourier transform, or even the DFT of an ultra finely sampled grid 

is practically impossible. The second way to ensure there is no replication 

contribution to the FoV is to use a convolution kernel whose Fourier transform is 

zero outside the FoV bound. This is also practically impossible as it requires a 

spatially infinite convolution kernel.  

 

As it is impossible to completely eliminate replication contribution to the FoV, 

the intention is to ensure its minimization as possible within computing 

constraints. In this thesis the convolution is typically sampled 1.2x more finely 

than the matrix required for a given FoV; this expands the ‘replication window’ 

1.2x beyond the FoV (261). A Kaiser convolution kernel was selected because it 

allows simple control of side-lobe amplitude in its Fourier transform through its β 

parameter; the width of the kernel in k-space can be used to control the width of 

its profile in image space (141). A convolution kernel width of 4 (1.2x sub-

sampled) matrix locations was generally used together with a β parameter of 6.5 

in this thesis. This places the first null crossing of the neighbouring replication at 
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the edge of the FoV. A cubic 3D kernel was constructed from orthogonal 

multiplication of the 1D kernel. 3D kernel selection will be discussed further 

below. 

 

The goal in the generation of the sampling density compensating weighting 

coefficients is to seek the equality of Eq. [A2-3]. This is done iteratively 

following Pipe (Eq. [A2-5]) (260).  

 �S ∙ W���� = _�Γ ∗ C� ∙ Sav_�S ∙ W�� ∗ Ca ∙ Sx ∙ �S ∙ W�� 
 

[A2-5]

While Pipe is concerned with production of a uniform transfer function, here the 

concern is with the generation of an arbitrary transfer function – in particular one 

that is a k-space filtering shape. At any given sampled k-space location if the 

convolved sampled weighting function is less than or greater than the convolved 

desired transfer function the weighting at that location will be scaled accordingly. 

However, one iteration is not sufficient to achieve an acceptable weighting 

function; the subsequent convolution of altered weighting at each sampling 

location will not produce the shape of the convolved desired transfer function. 

This is because the value of the weighted and convolved sampling locations at 

any particular sampling location is also dependent on the altered weightings 

surrounding this location. The iterative process of sampling density compensation 

starts with a weighting function W0 = 1 across k-space.  

 

 

This iterative convolution-based sampling density compensation process was 

implemented in Matlab. The sampled convolution _�Γ ∗ C� ∙ Sa only needs to be 

solved once and can be done at the initiation of compensation, however, the 

sampled convolution v_�S ∙ W�� ∗ Ca ∙ Sx is very time consuming. Each sampled 

k-space location must be convolved onto its neighbouring locations within the 

volume of the convolution kernel. This requires knowledge of the all the sampling 

points and their locations located within the neighbourhood of each sampled k-
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space location. This is an õ�N7� process, where N is the number of sampled k-

space locations. Although some of the geometry of projection design could be 

used to speed this search, with an N of 1e6 (for a typical scan) many operations 

are required. In theory this search need only be done once and the locations of 

neighbouring points for each sampling point recorded in a matrix for subsequent 

use. However, such a matrix would be very large especially for 3D projection 

imaging; typically thousands of sampling points surrounding the centre of k-space 

would each be associated with thousands of neighbours.  

 

Instead of directly solving v_�S ∙ W�� ∗ Ca ∙ Sx the much simpler operation 

v_�S ∙ W�� ∗ Ca ∙ Rx is solved. This again follows in the path of Pipe (260). 

However, rather than perform a two step convolution as Pipe, the values 

following convolution at each sampling point are simply estimated through tri-

linear interpolation. The tri-linear interpolation estimation method is effective for 

smoothly and slowly varying Γ because as the iterative process produces v_�S ∙
W�� ∗ Ca ∙ Rx closer to that of _�Γ ∗ C� ∙ Ra this interpolation becomes more and 

more accurate. This method has proven effective for the projection sets presented 

in this thesis.  

 

Sampling density compensation is very mildly ‘complicated’ at the extents of 

sampled k-space. The Γ function is sampled on a Cartesian grid prior to 

convolution, and this sampling cannot reflect a ‘perfect’ spherical k-space 

sampling extent. At the edge of the sampled k-space extent the convolved Γ and 

sampling functions roll-off. If the effective radii are not the same, rolling-off 

values along the sampled extent of k-space will differ and compensation will be 

based on radius of k-space sampled rather than sampling density. For this reason 

the sampling points located beyond a radius Rmax - Cwid/2 (where Rmax is the radius 

of the sampled k-space sphere and Cwid is the width of the convolution kernel, 

both in sub-sampled voxels) are assigned the compensation value at Rmax - Cwid/2 

(with the same azimuthal and polar angles) throughout the SDC generation 
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process. In this manner compensation is not based on the convolution roll-off at 

the edge of the sampled k-space extent. Because for radial evolution altered k-

space acquisition the sampling density beyond the radial fraction p is designed to 

match Γ, the required compensation should (ideally) be uniform beyond p.  

 

The greatest difficulty of sampling density compensation for 3D projection 

imaging is the generation of appropriate weighting at the centre of k-space, where 

the sampling density is extreme and rapidly varying. An image produced using 

this sampling density compensation methodology and one iteration is shown in 

Figure A2-1. Notice that with only one iteration the ‘incomplete’ compensation 

of the sampling density at the centre yields a non-zero mean background intensity. 

For the projection set used in Figure A2-1 one iteration produces an error at the 

centre of k-space of 50%, and an average error throughout k-space (to the 

initiation of convolution roll-off at the edges of k-space) of 1.5%. Ten iterations 

reduces the error at the centre of k-space to 9% and the average error throughout 

k-space to 0.31%. One hundred iterations reduces the error at the centre of k-

space to 0.47% and the average error throughout k-space to 0.07%.  
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Figure A2-1:  Effect of increased number of sampling density compensation generation 
iterations on the resultant image (images from a healthy volunteer created used long 
readout approach of Chapter 4). Also shown are the weighted and convolved sampling 
functions for each number of iterations. A) no sampling density compensation; B) one 
iteration; C) 10 iterations; D) 100 iterations. 
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A relatively large number of iterations are required to remove the uniform 

background intensity from the images. To further speed convergence to minimal 

error throughout k-space it was found that the iteration process could be 

accelerated according to Eq. [A2-6] below. These values were found from 

empirical testing to yield accelerated convergence for each projection set 

generated. It is more than likely this acceleration could be improved.  

 

 �S ∙ W���� = è _�Γ ∗ C� ∙ Sav_�S ∙ W�� ∗ Ca ∙ Sxì;Y ∙ �S ∙ W�� 
 A� = 1.1  �i ≤  3� A� = 1.8  �i >  3� 
 
 

[A2-6]

Plots of the accelerated convergence are given in Figure A2-2. As can be seen the 

relative k-space average and centre errors for the accelerated SDC approach are 

attained with approximately ½ the iterations of the non-accelerated approach. 

Plots of profiles through v_�S ∙ W�� ∗ Ca ∙ Rx and _�Γ ∗ C� ∙ Ra are given in 

Figure A2-3 for W100 generated with the  non-accelerated sampling density 

compensation and W50 produced with accelerated sampling density compensation. 

These plots are essentially the same. The noise variance inefficiency associated 

with post-acquisition weighting is the same for both cases – 2%.  
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Figure A2-2:  The reduction of deviation (error) of the weighted convolved sampling 
function from the convolved design function with increasing number of sampling density 
compensation iterations for both the accelerated (dotted line) and non-accelerated (solid 
line) methods. When plotted in a log-log fashion (C, D) it can be seen that roughly half 
the number of iterations are required for the accelerated method to produce the same 
errors at the centre and throughout k-space.  

 

 

 
Figure A2-3:  Profiles through the weighted and convolved sampling functions for both 
the non-accelerated case with 100 iterations (black), and the non-accelerated case with 50 
iterations (red). One half of the convolved design function is also shown (green).  
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To save processing time the convolution kernel (C) is calculated before-hand and 

sampled in the convolution process. Due to computer memory limitations at the 

time of implementation it was quantized at a rate of 0.05 sub-sampled (1.2x) grid 

points. In the current implementation it is quantized to a rate of 0.01 sub-sampled 

grid points. However, the differences in the images produced as a result of the 

differences in quantization are infinitesimal (Figure A2-4). 

 

 

 
Figure A2-4:  Convolution kernel quantization to the rate of 0.05 sub-sampled grid 
points (A, C) and 0.01 sub-sampled grid points (B, D). The impact of these kernel 
quantization differences are undetectable, even when windowed to search in the noise 
floor (C, D). 

 

Production of a sampling density compensation matrix with 50 iterations for the 

projection set (from Chapter 4) demonstrated in the Figures above (~690000 

sampled k-space locations) takes roughly 18 minutes (Dell XPS 420). Fortunately 

the SDC matrix does not need to be generated on the fly, but can be generated 

beforehand and recalled for image production. It is certain that more efficient 
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coding (ideally outside of Matlab) could improve this generation time. This 

remains to be completed. 

 

10.1.3. Image Generation 

Directly following Fourier transform the resultant image will exhibit signal 

intensity roll-off toward the edges of the image as a result of the k-space gridding 

convolution. The resultant image must be multiplied by the inverse of the Fourier 

transform of the convolution kernel. This ‘inverse filter’ (as it is labelled here) is 

calculated before-hand for different zero-filled k-space dimensions and imported 

into software at the moment of image generation. 

 

While for sampling density compensation the shape of the kernel is used to ensure 

minimal replication contribution to the FoV space and the validity of the 

compensation, the shape of the kernel is also important in the image generation 

process. In the image generation process replication contributions to the FoV will 

be amplified, especially at the edges of the image, by the ‘inverse filter.’ A worst-

case scenario is one where acquired k-space is simply a delta function at the 

centre. The image error associated with this case is described below.  

 M�&� = �C ∙ R� ∗ � C 
 

[A2-7]

 m�&� = �c ∗ r�c  

 

[A2-8]

In this case the Fourier transform of the convolution itself will be replicated 

throughout the entirety of image space providing contributions to the image space 

within the FoV; the inverse filter will amplify these contributions.  

 

 

Replication contributions to the FoV space associated with Fourier transform of 

the sub-sampled (1.2x) convolution kernel are shown in Figure A2-5A for both 

the width 4 and β = 6.5 kernel and a width 6 and β = 10.5 kernel (1D case – both 

empirically selected). Replication-amplification is shown in Figure A2-5B for 
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both kernels. As can be seen the error within the FoV is as great as 2.5% for the 

width 4 case. For a wider convolution kernel the β parameter can be made larger, 

and larger β is associated with side-lobe reduction. Amplified replication-based 

error can be seen (around the edges) above in Figure A2-1A when a non ‘FoV-

limited’ image is produced from image generation without sampling density 

compensation; it is also slightly apparent for the case when sampling density 

compensation is generated with 1 iteration, and very slightly apparent (in the 

corners) for the case of 10 iterations. Each image shown in Figure A2-1 is shown 

to its full 1.2x FoV extent.  

 

 

 

Figure A2-5:  The relative replication contribution to the FoV associated with Fourier 
transform of the sampled (to 1.2x) convolution kernel (A) and the amplification of this 
contribution as a result of inverse filtering (B). This replication effect is shown for Kaiser 
kernels with width 4 and β = 6.5 (solid line) and width 6 and β = 10.5 (dotted line).    

 

 

Although the width 6 kernel is associated with a much smaller amplified 

replication-based error than the width 4 kernel when the Fourier transform of the 

sampled kernel itself is considered, it should be remembered that the Fourier 

transform of the sampled kernel itself is a worst-case scenario in terms of 

replication contribution to the FoV (equivalent to convolution gridding a delta 

function, i.e. a uniform image throughout the entirety of image space). If an image 
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is perfectly constrained within its FoV, replication-amplification based error will 

be non-existent (independent of the convolution kernel selected), but because 

images are acquired in k-space, and because k-space is discretely sampled, all 

MRI images produced will not be entirely constrained within their FoV. However, 

replication contributions from the signal producing objects themselves, when 

these objects are contained within the prescribed FoV, are generally very small. 

When appropriate sampling density compensation is implemented for image 

generation such that the ‘delta-error’ at the centre of k-space is ‘eliminated’ the 

replication-amplification based error is essentially non-existent (Figure A2-1D). 

While the signal intensity associated with the signal producing object may be 

effectively ‘FoV-limited,’ the noise acquired in an MRI scan is not ‘FoV-limited.’ 

Replication-amplification based errors can be seen toward the corners of the 

images of Figure A2-6 when one zooms in on the noise. However, this error is 

again small. As can be seen in Figure A2-6 the effect on the image associated 

with convolution gridding using a width 4 kernel is negligible when compared to 

the use of a width 6 kernel. Increased kernel width requires a width cubed increase 

in convolution computations, and for this reason a width 4 kernel was selected.   
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Figure A2-6:  Comparing the amplified replication based error for convolution gridding 
using the width 4 and β = 6.5 kernel (A, C) and the width 6 and β = 10.5 kernel (B, D). 
Very small difference can be seen in the corner of the images windowed to highlight 
noise. However, this tiny difference is beyond the FoV and of very little interest.   
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11. Appendix 3:  Arbitrary Imaging Development (AID) Software 

Matlab based software was developed for the design and implementation of non-

Cartesian k-space sampling. This software, named AID (Arbitrary Imaging 

Development), is intended to be independent of the actual k-space projection 

design and so provide utility for any and all non-Cartesian trajectories that could 

be conceived. The purpose of the AID software is to provide a platform for k-

space projection design (i.e. to load, display editable design parameters for, and 

execute projection designs), to appropriately quantize each k-space projection 

design produced, to generate the gradient files to be implemented by the system, 

to recalculate sampled k-space locations based on gradient field step transition 

shapes, and to calculate the appropriate weighting parameters required for 

sampling density compensation. 

 

The AID software is at the heart of the non-Cartesian imaging performed. The 

Varian Inova scanner was programmed as a ‘dumb’ participant in k-space 

acquisition, loading and ‘playing’ gradient files previously generated by AID, and 

storing acquired data for subsequent processing. In this manner, each (and any) 

type of k-space acquisition developed with AID can be implemented for any 

given Varian Inova program file. Different Varian Inova program files (each with 

the same ‘dumb’ k-space acquisition) are required only for different types of 

NMR sequences, i.e. sequences with different numbers of RF pulses and phases 

preceding acquisition. Use of the AID software is only required when k-space 

acquisition characteristics are to be changed; following development only the 

saved files generated by AID are needed for image generation.   
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Design files for numerous k-space acquisition methodologies were created during 

the tenure of this thesis including designs for: ‘standard’ TPI and sampling 

density apodized k-space acquisition (Chapter 2), relaxation compensating k-

space acquisition (Chapter 4), and a novel ‘Free-Twisting’ TPI technique (not 

included in this thesis, but presented at the Non-Cartesian workshop in Sedona 

(144)).  

 

Figure A3-1: Screenshot of the AID software user interface. The left column contains 
user input and projection characteristics dependent on the k-space projection design files 
loaded. The remaining columns are associated with the creation (of gradient and image 
construction files) and projection set analysis. 
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12. Appendix 4:  Arbitrary Image Creation (AIC) Software 

Images were created using another piece of software developed during this thesis 

labelled Arbitrary Image Creation (AIC) software. The purpose of this software 

was to read and properly format the exported experimental data from the Varian 

Inova scanner, import the k-space matrix locations and sampling density 

compensation matrix associated with the projection set used (as previously 

generated by the AID software), and perform the convolution gridding image 

creation process as well as zero-filling and scaling. The AIC software offers some 

rudimentary image visualization as well as export capability to the ‘analyze’ 

format.  

 

 

Figure A4-1: Screenshot of the AIC software user interface. Various image parameters 
are displayed on the right.  Some rudimentary image display functions are offered along 
with image export. 
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13. Appendix 5:  Galileo (Image Analysis) Software 

Image analysis software was created to fill the need for an appropriately 

functional and flexible tool for the stroke study of Chapter 6. This software, 

named Galileo, has many region of interest drawing, analysis, and saving features 

not present on other software tools available during the tenure of this thesis. All 

the features of this software are keyboard and mouse based to facilitate 

accelerated analysis capability.  

 

 

Figure A5-1: Screenshot of the Galileo software user interface. For this example the 
stroke lesion was drawn on the DWI image and visible CSF contributions to each ROI 
drawn on coregistered T2 images. Encircled regions within a greater ROI are 
exclusionary. The Galileo displays ROI volumes as well as average intensity measures 
and standard deviation. However, any other analysis feature that could be created in 
Matlab is available through the ‘script’ button.  
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14. Appendix 6:  Sodium Spin Simulation (Triple-S) Software 

A sodium spin simulator was developed to help understand, visualize, and 

optimize sodium NMR sequence. This simulator solves the coupled differential 

equations describing the evolution of the sodium spin ensemble density operator 

under all relevant Hamiltonians (these coupled equations come directly from 

(71,145,146) and are described in Chapter 1.5). The simulations of Chapters 5 and 

7 were performed using this software.    

 

 

Figure A6-1:  Screenshot of the Triple-S software user interface. This simple pulse 
sequence contains one RF pulse and a spoiling gradient. Considerably longer more 
complicated sequences, including multiple quantum filtering can be assessed. The 
evolution of all of the spin ensemble polarizations, as described by the irreducible tensor 
operator, can plotted throughout the pulse sequences. Spin 3/2 relaxation, as described by 
the spectral density parameters, as well as residual static quadrupole interaction effects 
can be simultaneously considered. 
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15. Appendix 7:  4.7 Tesla Sodium Radio Frequency Head Coil 

A simple, 16-rung, high-pass, quadrature sodium birdcage head coil was built 

early in this thesis for the sodium Larmor frequency of the 4.7 Tesla Varian 

system, 53 MHz, and was used exclusively for the experiments in this thesis 

(Figure A7-1). This coil, intended as a temporary coil until a professionally 

manufactured coil was to be completed, remains in use at the end of the tenure of 

this thesis. 

 

Figure A7-1:  A picture of the sodium birdcage head coil constructed and used during 
this thesis.  

 

This 4.7 Tesla sodium head coil has a diameter of 30 cm, a rung length of 18 cm, 

and an end rung capacitance is 202 pF.  The balun matching (Figure A7-2) (313) 

for human head loading includes 90 nH inductors and 100 pF capacitors. The 

loaded quality factor for the coil is 39.  

 
Figure A7-2:  The balun matching circuit used in the sodium birdcage head coil.  
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16. Appendix 8:  Sampling Efficiency Derivation 

k-Space sampling efficiency is a measure of relative SNR concerning the 

generation of a desired Γ�%� shape. An equation defining the decrease in noise 

variance for generation of a k-space filtering shape when designed sampling 

density is used instead of post-acquisition weighting is simply stated in the 

introduction of Chapter 2. The simple derivation of this equation, which was cut 

from the paper in revision for length related reasons is given below, as it is not 

listed elsewhere (to the author’s knowledge).  

 

The generation of Γ�%� k-space transfer function is reflected in the relative noise 

power spectral density (rPSD) introduced in Chapter 1.3, where SD is the 

sampling density, W is post-acquisition weighting 

 rPSD�%� ∝ SD�%� ∙ W7�%� 
 

[A8-1]

Consider first for the case of k-space filtering by post-acquisition weighting that N._w samples have been acquired for each k-space location in a uniform manner, 

i.e.   

 SD�%� = N._w. 
 

[A8-2]

The weighting required to produce the Γ�%� shape with a value of one at the 

centre of k-space must be  

 W�%� =  Γ�%�N._w  , 
 

[A8-3]

yielding the relative noise power spectral density  

 rPSD�%� ∝ Γ7�%�N._w   , 
 

[A8-4]
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and the image noise variance dependence for k-space filtering by post-acquisition 

weighting 

 σ:;<7 ∝ 1N._w p Γ7�%�
;

  . 
 

[A8-5]

 

Now consider that k-space has been sampled in such a manner that the same total 

number of data points (N._w ∙ A), where A describes the k-space matrix 

dimensions, have been acquired covering the same k-space volume. However, the 

excess data points at the edges of k-space have been redistributed toward the 

central region to generate a sampling density shape that is a scaled version of Γ�%�  
 N._wA = � ∙ p Γ�%�;   . [A8-6]

The sampling density with thus be  

 SD�%� = � ∙ Γ�%�  , 
 

[A8-7]

and the required constant weighting to maintain a constant value of one at the 

centre of k-space  

 W�%� =  1�  . 
 

[A8-8]

The relative PSD will be 

 rPSD�%� ∝ Õ∑ Γ�%�;N._wA Ö ∙ Γ�%�  , 
 

[A8-9]

and the image noise variance dependence for sampling density designed k-space 

filtering 

 

σ=>7 ∝ 1N._wA`p Γ�%�� a
7 . 

 

[A8-10]
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The relative noise difference between the two methods of producing k-space 

filtering is 

 σ:;<7
σ=>7 = A ∙ ∑ Γ7�%�;�∑ Γ�%�; �7  . 

 

[A8-11]

While this simple derivation is related to the generation of a k-space filter it can 

conceptually be applied to the weighting of individual sampling points regardless 

of their location. The expression of Eq. [A8-12] (in its essence) has been 

presented previously with different derivation (55)  

 σ:;<7
σ=>7 = L ∙ ∑ W7�#�´�∑ W�#�´ �7  

 

[A8-12]

In this case W�4� is the post-acquisition weighting applied to any given sampling 

point acquired, and (L) is the total number of samples acquired. The most SNR 

efficient k-space acquisition is attained when no post-acquisition weighting is 

required. Previously this has been discussed in terms of weighting required to 

produce a uniform Γ�m� when sampling density is non-uniform (55), but the 

production of uniform Γ�m� may not always be optimal.  
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