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A bstract

Accumulating and managing development experiences plays a key role in im­

proving software quality and process. However, the complexity of the soft­

ware process makes it difficult to establish and effectively provide operational 

support for experience management. To overcome these difficulties, this the­

sis defines a concept named the Competency Refinery, along with a method 

for building and running one to support software process improvement. The 

Competency-Refinery concept provides an organizational approach for extract­

ing development experiences from current software projects and supplying 

them to future projects. The thesis also provides a set of tools to support 

the accusation, selection, and evolution of software experiences within the 

Competency Refinery framework.

The concepts defined in this thesis, has been deploying to implement 

a Competency Refinery to support software development using application 

frameworks. Then, the concepts were validated by using the refinery, over 

two years, to support software development in 15 different software projects 

developed as a part of a senior level software engineering course at the Depart­

ment of Computing Science, University of Alberta. Two experience-bases were 

developed and managed within the framework of this thesis. One to support 

peer reviews and the other to support development using a specific framework 

called the CSF. Through our experience with the competency refinery, a peer 

review process for information exchange was identified to support framework 

learning.
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Chapter 1 

Introduction

The need to manage the quality of software products in a better way is quite 

evident. Spectacular failures such as the crash of the AT&T communication 

network [15] and Ariane 5 launch [217] still occur. Many recent problems, from 

loss of money [55] to endangering human life [201], can be attributed to quality 

problems in software products [124]. In addition to quality problems, schedule 

and budget overruns are commonplace. For example, a computer system for 

Allstate Insurance was budgeted for $8 million and scheduled to complete in 

5 years; the system was completed after 11 years of development with a total 

cost of $100 millions [194]. Unfortunately, defects are bound to occur even in 

the most carefully written software.

Quality management has remained more of an art than a science. Most 

project managers depend on their experiences and rather ill defined heuristics 

to manage software production. W ith this approach, software managers are 

expected to mentally maintain and deploy processes that produce high quality 

software in their particular development setup. Unfortunately, the success of 

this approach is tightly related to the level of experience of the project manger.

Striving to rectify these problems, many researchers turned their attention 

towards the software development process [162]. After decades of researching 

the software process, many practices have been identified and proven to be 

useful in improving the quality of work products. However, the complexity of 

most processes makes it difficult for organizations to identify and assess the 

parameters affecting the process. As a result, selecting the proper process,

1
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from available process alternatives, remains a challenge.

This dissertation addresses the above challenge by capitalizing on expe­

riences gained during software development. The approach is based on ex­

tracting and packaging development experiences into an experience base, and 

making it available for software practitioners. Software practitioners make use 

of the packaged knowledge by extracting experience packages from the experi­

ence base, and then reusing or tailoring them to suite the particulars of their 

development environment. Practitioners can also enrich the experience base 

by including their experiences to the experience base.

The rest of the chapter discusses the trends in quality improvement ini­

tiatives, states the research problem addressed in this thesis along with the 

research methodology followed. A synopsis of the thesis contributions is pre­

sented and finally, the chapter ends with an outline for the rest of the thesis.

1.1 Q uality  im provem ent in itia tives

Lack of a reliable methodology and the highly dynamic software market have 

lead to instituting quality improvement programs in many software organiza­

tions. The majority of these programs are based on the concept of continuous 

process improvement. The concept promotes the idea of achieving quality 

improvement in small steps by establishing feedback loops to monitor the per­

formance of the improvement efforts.

Many quality improvement programs have been tried in the last two decades. 

Some methods are based on the Shewart-Deming Cycle (plan/do/check/ act) 

[65], others used the closely related Total Quality Management (TQM) paradigm 

[79]. However, these approaches suffer from two major problems [21]: they as­

sume a consistent picture of a good software product and, in general, they 

don’t deal specifically with the dynamic, evolutionary, nature of software de­

velopment.

To overcome these problems, Basili [21] introduced the Quality Improve­

ment Paradigm (QIP). The paradigm is based on the notion that improving 

software process and product requires a continuous learning through aceumu-

2
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lating experiences in well-understood forms and models that can be accessible 

to other projects for use and/or modification. Basili et al. [24] introduced the 

experience factory concept to support the enaction of the quality improvement 

paradigm. The experience factory institutionalizes continuous improvement 

through the capture and utilization of the collective learning of the organi­

zation. Through the experience factory mechanisms different experiences are 

collected and analyzed then packaged in order to provide, upon request, feed­

back to new projects based upon the experiences of similar projects.

The perceived benefits of the experience factory paradigm were supported 

by the Software Engineering Laboratory (SEL) success story [23]. Over a ten- 

year period, the experience factory at SEL managed to reduce development 

cost by 60%, decrease the error rate by 85%, and reduce cycle time by 20%. 

Currently, the experience factory concept is widely accepted by the software 

industry as the process management approach th a t is most suitable for the 

special needs of software development [226].

1.2 R esearch  problem  and m eth od

In spite of reported successes, quality improvement programs are not always 

successful; even when deploying practices, such as the experience factory, that 

worked well for other organizations. The limited success can be attributed to 

a combination of factors [208]:

• concentrating on the mechanics of the technology rather than acting on 

the information it provides,

• enacting expensive practices that are beyond the technical needs of the 

process, and

• overlooking the organizational culture while defining the improvement 

program.

Furthermore, building an experience factory still represents a major challenge 

that is undertaken by very few software organizations [106]. It is an extremely 

challenging undertaking for the following reasons:

3
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• The concept has been treated theoretically; however, reported efforts in 

building an experience factory indicate tha t available information is too 

abstract to help implement it.

•  The experience factory at SEL evolved over more than 15 years. The es­

tablishment process was written with hindsight, consequently the details 

of the process may have been lost over time.

•  Little information was delivered about how experiences can be accumu­

lated, formalized, stored and used in day-to-day process management.

The goal of this thesis is to specify, implement and evaluate a model for 

process improvement based on the experience factory concept. The goal can 

be refined to the need to build a model for selecting processes based on the 

accumulation of experiences. The general questions we would like to address 

in this research area can be defined as follows:

How can we build an experience base to capture experiences gained 

during project development? and what are the proper methods to 

populate and extract information from the experience base?

Clearly, these questions are much more too broad to be fully addressed in one 

thesis. The work in this thesis begins a long-term exploration by focusing 

on some of the fundamental issues in this area. Specifically, we developed 

the concept of a Competency Refinery that defines how experiences can be 

captured, analyzed, modelled and deployed in support of software development 

in the focused domain of application frameworks.

1.2.1 Research M ethod

Based on the type of the phenomena under investigation, March & Smith [153] 

distinguished between design and natural sciences. In general, they divided 

research activities into: build/evaluate for design science and theorize/justify 

for natural science. They argued th a t the former is suitable for artificial phe­

nomena whereas the latter is suitable for natural phenomena. They further

4
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categorized outputs produced by design research into: representational con­

structs, models, methods, and instantiations. Since we are investigating the 

building of a Competency Refinery, the proposed research falls into the design 

science category.

Nunamaker et al. [173] presented a methodology for design science. The 

methodology consists of concept building, system development, experimenta­

tion and observation. During concept development, new ideas are explored 

and conceptual framework for methods and models are constructed. The sys­

tem development phase is dedicated to build concrete systems to realize the 

conceptual frameworks. Finally, during experimentation and observations re­

search methods such as action research, laboratory experiments, field tests, 

simulations and experimentation aid the researchers in validating or rejecting 

the concepts upon which the system was built.

Zelkowitz & Wallace [244], defined three different experimentation mod­

els for validating technology: observational, historical and controlled. Ob­

servational methods collect relevant data as projects develop. They rely on 

unobtrusive research methods such as project monitoring, case studies, field 

studies and assertions. Historical methods collect data from projects that have 

already been completed. Since data already exists in historical methods, the 

focus is primarily on analyzing data using techniques such as literature search 

or postmortem analysis. Controlled methods provides multiple instances of an 

observation for statistical analysis. This method is the classical method for 

experimental design in other scientific disciplines; relying on methods such as 

replicated experiments in laboratory setting and simulations.

In his Turing Award Lecture, Hartmanis [101] endorsed demonstration and 

observation as validation techniques in computer science, as they suite the na­

ture of the computer science research. In this research, model evaluation was 

run as a case study. The building and execution of a Competency Refinery 

was monitored in order to collect information about various attributes char­

acterizing the experiences.

Specifically, two types of experience bases are managed within the Com­

petency Refinery defined in this thesis. One to support peer reviews and

5
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the other to  support development using a specific framework called the CSF 

(Client Server Framework) [85]. The experience bases, and processes to inter­

act with them are evaluated by monitoring teams of developers using the CSF 

framework to assess the influence of the experience bases on the development 

process.

1.3 T h esis contributions

The work presented in this thesis is intended to address the above mentioned 

deficiencies in the experience factory. In particular, it makes the following 

contributions:

• The development of a method for building and running a Competency 

Refinery to support software development. The applicability of the 

method is examined by providing a concrete implementation for the re­

finery.

• A three-level model for packaging process experiences. The model sup­

ports the documentation of hands-on experiences as well as more abstract 

level of experiences such as lessons learned.

• The development of a three dimensional process taxonomy model. The 

objective of this model is to support engineering decision making in the 

software process domain. The taxonomy was used to  develop a process 

model for peer reviews, thereby providing the refinery agents, and the 

software practitioners at large, with a frame of reference for comparing 

different aspects of the review process.

® The provision of an integrated set of tools that support knowledge man­

agement within the refinery context. The set of tools support the se­

lection, evolution and acquisition of experiences within the competency 

refinery.

® The documentation of a significant case study tha t demonstrates the 

applicability of the approach in the development of applications using a

6
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common framework.

1.4 T hesis outline

The body of this thesis starts, in Chapter 2 with reviewing different approaches 

used for building a learning software organization. Work done to implement 

experience factories is also discussed. Chapter 3 provides the specifics of the 

experience management environment used in this thesis research and presents 

the characteristics of the structure agents, details of the experience base, as 

well as the methodology developed to build and run the structure. The pro­

posed process taxonomy is presented in Chapter 4. Efforts to identify experi­

ence packages and build the experience base for peer reviews are also reported 

in this chapter.

Details of the case study are discussed in Chapters 5 and 6. Enaction de­

tails are reported in Chapter 5, and the evolution of the experience package 

are discussed in Chapter 6. Chapter 6 also presents a simulation experiment 

tha t illustrates how performance prediction capabilities can be added to the 

experiences extracted in the case study. Chapter 7 discusses tool support for 

the refinery and introduces a  prototype tool intended to support the experi­

ence base as well as tools for collecting and analyzing information. Finally, 

thesis conclusions and further work related to  this research are presented in 

Chapter 8.

7

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Chapter 2

Learning Software 
Organizations

2.1 In troduction

The continuous change in technology, unpredictable strategies of competitors 

and the rapid change in customer needs has lead to a greater emphasize on 

knowledge as an important asset in the software industry [13]. To address these 

challenges, while providing high quality products, organizations are: system­

atically and continuously, managing their experiences for comprehensive reuse 

[5], leveraging the knowledge of highly skilled and experienced employees [80] 

and/or extending their knowledge from sources external to the organization 

[196],

Organizations taking measures to improve their products and processes by 

creating new knowledge and disseminating this knowledge through the orga­

nization are sometimes called Learning Software Organizations (LSO) [195]. 

Typically, LSOs have to deal with two fundamental issues: knowledge man­

agement and organizational infrastructure to support it. However, creating a 

LSO is not only a technical issue, it usually involves cultural change in the 

organizations. A culture tha t promotes continuous creation of knowledge and 

fosters the exchange of experience must be established.

Published studies [23], [106], [44], [116], [63] indicate a significant differ­

ence in knowledge management activities among software companies. In many 

cases, the recommended practices are in conflict. Therefore, similarities and

8
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differences among these practices have to be well understood before making a 

decision about the practices that best fit a particular organization. Because 

of this uncertainty, some experts suggest th a t maintaining a combination of 

strategies is the only way to improve the organization’s ability to compete in 

the market [152].

The rest of this chapter will survey the work done in LSOs in prepara­

tion for presenting the model used as the foundation for this thesis. Sections

2.2 and 2.3 present issues in knowledge management related to the software 

organizations. Similarities and differences among organizational structure pro­

posed to  support knowledge management are presented in Section 2.4. Section

2.5 discusses the experience factory paradigm. Technologies proposed to sup­

port the factory’s implementation, followed by presentation of some concrete 

implementations are discussed in Sections 2.6 and 2.7 respectively.

2.2 Softw are engineering know ledge

There is a wide variety of expertise to capture for a software organization. This 

expertise falls along three dimensions [13]: domain, methodology and technical 

expertise. Domain expertise incorporates knowledge about the application do­

main, methodology expertise requires knowledge about development processes 

and principles, and technical expertise encompasses knowledge about the de­

velopment technology including, for example, tools used in development.

Basili et al. [22] recommended packaging software engineering knowledge 

in the form of experience packages. Baselines (e.g., resources and defect rates), 

models (e.g., quality and process) and definitions (e.g., process and tools) are 

examples of useful information that can be included in an experience pack­

age. Basili [21] made some general suggestions about the contents of different 

experience packages. He proposed six classes of packages:

1. Product. The center element of a product package is a life-cycle prod­

uct supported with information needed to  reuse this product, (e.g., pro­

grams, architectures and designs).

9
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2. Process. The center element of a process package is a life-cycle process, 

supported with information to enact it and lessons learned from previous 

enactions, (e.g., process models, methods).

3. R elationship . The center element of a relationship package is rela­

tionships among different software project characteristics, (e.g., cost and 

defect models, resource models).

4. D ata. The center element of a data package is data collected from 

different software projects, (e.g., standard quality records).

5. M anagem ent. The center element of a management package is refer­

ence information for project management, (e.g., guidelines, project hand­

books, decision support models).

6. Tool. The center element of a tool package is reference information to 

a development and/or analysis tool, (e.g., CASE environment).

The contents and internal structure of a knowledge package depends upon the 

type of the packaged experience as well as its intended use. The types vary 

from mainly hands-on experiences [102] to lessons learned [222], Generally, 

the package structure is clustered around a central element that determines 

the nature of the package. There is no general agreement on the internal 

structure of any of the proposed experience packages. In this research, we are 

focused on process knowledge; one of the goals is to define a process pattern 

for structuring and storing process experiences. The pattern should be capa­

ble of representing hands-on experiences and support the evolution of these 

experiences to recommended practices and lessons learned.

2.2.1 Knowledge representation

A central technical aspect of knowledge management is the experience base 

(sometimes called the Organization Memory (OM)) [228]. Typically, experi­

ence bases store a combination of informal, semi-formal and formal knowledge. 

This combination poses challenges in how to organize and represent knowledge.

10
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This section discusses the merits of current frameworks used for packing dif­

ferent kinds of software engineering experiences.

Informal reports are the first form of packaged experiences proposed and 

used by Basili et al. [25]. Reports may contain any combination of plain text, 

graphs, tables and figures; the report structure is left to the report author. 

Unfortunately, informal reports are very dependent on their author’s views and 

perspectives and are prone to the risk of missing some relevant information 

(e.g., clear definition of the context in which the experience was enacted).

The project PERFECT, funded by the European community, defined struc­

ture for documenting process experiences. The suggested structure [177], [76] 

consists of: context description, process models and quality models. Context 

description contains a characterization of the environment and the project. 

The process models describe activities, methods and role definitions of the 

development process. The quality model represents the relationships among 

different factors affecting the process. This type of experience packages is 

limited to the software process [135].

The idea of extending software development experiences with formal char­

acterizations was presented by Prieto-Diaz [187] and further refined by Os- 

tertag [174]. Ostertag presented a formal language for documenting experi­

ences, and introduced a similarity-based search mechanism to  locate experi­

ences in the experience base. However, to take advantage of this mechanism, 

characteristics of the requested experience have to be described using the same 

formal language. The need to have designers and developers describe expe­

riences in a restricted, non-natural, language limits the applicability of this 

approach in practice.

A similar representation formalism, called REFSENO (REpresentation For­

malism for Software ENgineering Ontologies) was presented by Tautz k. Gresse 

von Wangenheim [223], The goal of REFSENO is to formally define an ontol­

ogy for software engineering. Defining an ontology is a long, time-consuming 

process. It requires a good understanding of the parameters affecting the de­

velopment environment before documenting an experience. This can pose a 

limitation for many software organizations trying to start knowledge manage-

11
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ment efforts.

Houdek et al. [106] proposed an approach based on rearrangement and re­

processing of captured experiences into quality patterns. The main concept 

of the quality pattern is to document problem solution patterns, domain de­

scriptions, explicit rationales and the pyramid thinking principle [166]. In this 

approach, only experiences that can be fitted as quality patterns can be cap­

tured and stored. Usually experiences directly extracted from development 

projects take different forms th a t may not necessarily fit into a quality pat­

tern. Using this approach, incorporating experiences from the development 

projects to the experience base can sometimes be problematic or limited.

Generally, experience documentation techniques are concerned with doc­

umenting successful experiences. W ith the exception of the quality patterns 

approach, hands-on experiences are not documented within the same docu­

mentation framework, because hands-on experiences are not always successful. 

This puts ‘real’ experiences at risk of being lost. Furthermore, by neglecting 

experiences with limited to no success some important information, such as 

reasons of failure, may be lost and mistakes may be repeated. In our ap­

proach, experiences are stored in a structured-text format. Different types of 

experience packages are used to  store different levels of experiences.

2.3 K now ledge m anagem ent

Although there is no generally agreed upon definition of knowledge manage­

ment, it is universally accepted th a t transfer of knowledge resides at the center 

of knowledge management [64]. The ultimate goal is to improve skills within 

the organization by providing software professionals with the expertise re­

quired to accomplish their tasks better.

Cook & Brown [61] distinguished two types of knowledge: explicit and 

tacit. Knowledge that can be captured in a manual is referred to as explicit. 

Tacit knowledge, on the other hand, includes the conventions and metaphors 

by which individuals work together and share ideas. In order to facilitate 

the transfer of knowledge, knowledge management activities should enable the

12
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conversion of knowledge from tacit to explicit [152]. Captured knowledge can 

either be applied to similar tasks or linked in new ways to handle new tasks.

2.3.1 Knowledge evolution cycle

In a typical software organization, knowledge is created, operated upon during 

its lifetime, then forgotten or abandoned when it is no longer useful. This cycle, 

as shown in Figure 2.1, is usually referred to as the knowledge evolution cycle

The creation of knowledge in an organization is associated with formal 

training, innovation and creativity, or importation from outside sources. By 

recording human experiences, information about the knowledge is acquired,

stage is to process the captured information and present the knowledge in a 

format that is accessible and easy to use. Actions at these stages include, 

analyzing the information, classifying contents by attributes, providing in­

dexes, assuring the quality of contents and providing access controls. During 

the access stage, knowledge is distributed to points of action. The distribu­

tion may take place using pull technologies, e.g. knowledge databases and 

search engines, or push technologies, e.g. training programs and alert mech­

anisms. Knowledge th a t does not get accessed is eventually abandoned from

[196], [240].

retained and preserved by the organization. The objective of the organizing

13

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



the evolution cycle. However, well understood knowledge may be abandoned 

as well, as it becomes common knowledge within the organization. Apply­

ing the knowledge is the ultimate goal and the most important stage of the 

cycle. Experiences from knowledge application contribute to the creation of 

new knowledge or the capture of more of its tacit part; hence deepening the 

knowledge understanding. Information from these experiences that are not 

acquired are usually forgotten.

2.3.2 Strategies for knowledge management

Trittmann [226] described two basic strategies for knowledge management: 

mechanistic and organic. The mechanistic form supports codified knowledge 

transfer. Systems adopting this form focus on capturing and documenting 

tacit knowledge. The organic form, on the other hand, supports personal­

ized transfer of knowledge. Systems adopting this form focus on facilitating 

interpersonal communications.

The mechanistic form of knowledge management aims mainly at leveraging 

existing knowledge through knowledge packaging [226]; knowledge is package 

through codification and standardization. Systems aiming at knowledge lever­

aging supports the identification, documentation, storage and communication 

of the packaged knowledge. The packaging process requires a considerable up­

front effort. However, once knowledge is documented, experience gained from 

one project can be distributed to several receivers with little effort. The bene­

fits of knowledge leveraging is maximized if the packaged knowledge supports 

tasks with limited variability.

By combining knowledge from different sources, new knowledge can be 

created, and the innovation effect of knowledge transfer can be realized [47]. In 

these cases, targeted tasks are typically new, complex and poorly defined direct 

reuse of experience is unlikely. The interaction between these experiences is 

what fosters the innovation effects [172]. Systems targeting innovation should 

support the personalized forms of knowledge transfer in order to facilitate the 

exchange of ideas and the creation of permanent channels for feedback.

Knowledge management systems can target any identified area of exper-
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tise in the software industry: application domain, development methodology 

and/or technology. The objectives of a system and the type of tasks it tar­

gets determines the suitable form of knowledge management. For example, to 

support the core development processes, a mechanistic system would perform 

better than an organic one. On the other hand, the rapid rate of change in 

the technology makes the organic form a more suitable form of support for 

technology. However, there is growing belief [152] that maintaining a combi­

nation of both strategies is the right-wayftcTimprove the organization’s ability 

to compete in the market.

2.4 O rganizational stru ctu re

In order to take advantage of the organizational knowledge, knowledge man­

agement activities should be supported by an organizational infrastructure 

dedicated to that purpose [12], Published case studies [23], [106], [44], [116], 

[63] indicate a significant difference and, in some cases, conflict in knowledge 

management activities among software companies. In this section, we identify 

four points of variation (see Figure 2.2), th a t represent the main differences in 

organization structures. Examples of these structures are also discussed.

Tritmann [226] distinguished between two types of knowledge management 

structures: centralized and decentralized. In a centralized structure, (e.g., the 

experience factory [24]), an agent performs the same set of knowledge manage­

ment tasks for all knowledge domains. This structure emphasizes capturing 

and representing knowledge in explicit formats. In a decentralized structure, 

(e.g., knowledge broker [44]), an agent performs all tasks pertaining to a certain 

knowledge domain. Maintaining lists of agents and their areas of experiences 

is the main focus of this structure [44]. The format of the preserved knowledge 

is left to individual agents to decide upon.

The relationship between the knowledge unit and the development orga­

nization represent another point of variation. The knowledge unit may serve 

as an internal consultant [64], or as supervisor that recommends how devel­

opment should progress [204]. Knowledge domain and the level of experience
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in the organization are the major factors in deciding the suitable type of rela­

tionship. Knowledge units dealing with methodology domains may adopt the 

supervisory or consultants relationship for various reasons. For example, a su­

pervisory relation supports the injection of some best practices (e.g., technical 

reviews) into the development process, or the adoption of a new development 

standards. On the other hand, the knowledge units may adopt the consul­

tan t type of relationship to provide support without disturbing the ongoing 

development. If the knowledge unit is dealing with technology domains (e.g., 

programming language, frameworks used in development), it is more suitable 

to adopt the consultant type of relationship, as the required level of support 

varies with respect to the particulars of the project, as well as the experiences 

of the project participants.

The realization strategy represents the th ird  point of variation. A knowl­

edge unit can be realized in the form of a separate department [24], or a
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position [116]. The last point of variation deals with the level of integration 

between the knowledge management units and project development units. The 

level of integration refers to  the extent of change in the organization structure 

and culture required to accommodate the knowledge unit within the organi­

zation [98]. The overall organization structure, type of supported knowledge, 

and the objectives of the knowledge unit are the major factors affecting the 

selection of the suitable combination of these points of variation. For example, 

a knowledge unit supporting tacit knowledge may be realized as a position. 

In this case, the created position can be accommodated with minimal im­

pact on the organization structure and culture. Transferring knowledge across 

geographical boundaries may require a mechanistic strategy. The impact of 

this specific organization structure and requirements of the knowledge unit 

may enforce the need for a separate department to capture and process the 

knowledge.

Despite their variations, all studies recommended the separation between 

the knowledge management unit and the development units; members of the 

knowledge unit should not be involved in the development organization. They 

should convey the knowledge to members of the development organizations 

and help them solve the problem rather than solving it themselves.

In this research we are interested in capturing knowledge in an explicit 

format as well as developing a systematic method to support the knowledge 

transfer process. We selected to define the knowledge unit as a centralized 

department, working as an internal consultant. We envisioned the centralized 

structure to be more suitable for our purpose for two reasons: (1) it supports 

the preservation of knowledge in explicit format and (2) it facilitates the in­

corporation of new knowledge domains in a systematic manner. Although we 

chose to define the knowledge unit in this thesis as a department, merging the 

identified tasks so that they are handled by one person can easily be achieved. 

Knowledge was provided through an internal consultant to minimize the cul­

tural and social impacts of the knowledge unit. We have viewed the cultural 

and social aspects as falling outside the boundaries of the thesis. However, 

we used alert mechanism (such as lectures) to advertise the benefits of the
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knowledge packaged in our experience base.

2.4.1 Examples of knowledge units

By far, the Experience Factory [24] is the best documented approach practiced 

in industry (see for example [36], [10], [9], [145]). However, approaches like the 

Knowledge Brokers [44] and the Experience Engine [116] prove to be useful as 

well. In this section we will discuss these three approaches emphasizing their 

differences.

Knowledge brokers [44] are full-time employees in the knowledge unit. 

Knowledge brokers act as internal consultants, they support projects with 

their own knowledge and identify possible internal and external knowledge 

sources. Each knowledge broker is responsible for one topic (e.g., requirement 

engineering, specifications, testing). They are responsible for identifying best 

practices, and maintaining knowledge stores related to their specific topic. 

The concept of knowledge brokers, as described in [44], is an example of the 

decentralized structure, with a consultancy type of relationship. Knowledge 

brokers were realized as positions.

The experience engine concept [116] is based on maintaining “yellow pages” 

of available expertise. The engine defines two roles: experience brokers and 

communicators. Brokers are the visible members of the knowledge unit. Their 

role is to maintain the yellow pages, and facilitate the contact between experi­

ence communicators and those who need the knowledge. Experience communi­

cators are those individuals who have the expertise. Their role is to help others 

solve their problems. The concept of experience engines, as deployed by Eric­

sson Software Technology AB [116], is an example of decentralized structure, 

with a consultancy type of relationship. In this deployment, the knowledge 

unit was realized as a department.

The experience factory is a logical and/or physical organization that sup­

ports project development by acting as a repository tha t captures the results 

of analyzing and synthesizing all kinds of experience and supplying that expe­

rience to various projects on demand [24], The experience factory, as deployed 

in [23], was realized as a separate department. It is an example of centralized
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structure, with a more or less supervisory relationship with the development 

organization. Due to its importance, and more direct relevance to this re­

search, we expand on the experience factory paradigm in the sections that 

follows.

2.5 T he exp erien ce factory paradigm

To address knowledge management with the purpose of software quality im­

provement, Basili et al. [24] introduced the experience factory paradigm. The 

paradigm was initially introduced to support the reenactment of successful 

development activities. More recent work discusses tailored versions of the 

factory to support learning organizations whose main business is not software

[19].

The paradigm organizes a software development organization into two or­

ganizations with separate goals: experience factory and project organization. 

The project organization focuses on developing and delivering software prod­

ucts and the experience factory focuses on improving development practices in 

the project organization by learning from experiences. The two organizations 

interact to support each other’s objectives. The experience factory structure 

and its interaction with the project organization is conceptually represented 

in Figure 2.3 [24]. The factory is centered around an experience base, which 

contains an integrated set of packaged experiences that capture past develop­

ment competencies. The factory supports three different organizational units 

that interact with the experience base: Support, Analysis and Packaging.

The Support unit facilitates the interaction between the factory and the 

developers. It saves and maintains the information in an easily and efficiently 

retrievable format. It also controls and monitors access to  this information.

The Analysis unit processes the information received from the development 

organization to provide direct feedback to individual projects. It also produces, 

and may provide upon request, tools, lessons learned, baselines, etc.

The Packaging unit works off-line to generalize, tailor and formalize infor­

mation and project experiences. It packages useful experiences in a variety of
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models that meet the needs of different users of these experiences.

The experience factory institutionalizes the capture and utilization of the 

organization’s knowledge to use it for collective learning purposes. To realize 

its purpose, it must support a set of interacting mechanisms for experience ac­

quisition, packaging and evolution as well as methods for providing packaged 

experience to its potential users. Through these mechanisms, different experi­

ences are collected, analyzed and then packaged in the experience base in order 

to provide, upon request, feedback to new projects based upon the experiences 

of similar projects. Packaged experiences may come from experimentation or 

previous development experience either local to  the organization, or from the 

software industry at large. The experiences take into account the software 

discipline’s experimental, evolutionary, and non-repetitive characteristics.

The operation of the experience factory is based on the Quality Improve­

ment Paradigm (QIP) [21]. The paradigm is based on the notion that im­

proving software processes and products requires continuous learning through 

accumulating experiences in well-understood forms and models that can be 

accessible to other projects to use and/or modify. QIP involves the following 

six consecutive steps:

1. C h arac te rize . Understand the environment and understand the exist-
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ing business process baselines.

2. S et goals. Based on the existing characterization and the capabilities 

of the organization, set quantifiable, reasonable goals based on current 

process baselines.

3. Choose process. On the basis of the environmental characteristics and 

the set goals, choose an appropriate improvement process and provide 

any required tools.

4. E xecute process. Enact the process and provide feedback to measure 

progress against goals.

5. A nalyze process data. At the end of the process, analyze all data col­

lected, record findings, determine problems and make recommendations 

for future improvements.

6. Package experience. Consolidate the gained experience in a new (or 

updated) experience package from this and prior project experiences.

In a successful implementation of the experience factory paradigm, each 

project will follow its own process model. Choosing the right model will 

take advantage of process models provided by the experience factory to select 

the model that best fits the project’s context and its product characteristics. 

Projects can access information about prior projects at different levels of ab­

straction, examining problems and solutions, effective methods, tools, etc. By 

accessing this prior experience, project managers can tailor the best possible 

processes, methods, and tools.

2.5.1 Discussion

The significant advantage of the experience factory paradigm lies in the trans­

ferring of development experiences, usually stored in the developers’ minds, 

into permanent tangible corporate assets. The experience factory also provides 

necessary resources and expertise to  support a wide variety of activities such 

as training, consulting, process management, process formalization, software
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measurements and evaluation as well as organization learning. However, the 

experience factory as implemented by Basili et al. [51] supports only codified 

knowledge; it does not provide a mechanism to handle tacit knowledge.

Although technology supporting the experience factory concept has been 

studied by many researchers [6] [102], successful realization of the experience 

factory concepts based on Basili’s results is extremely challenging [222]. The 

challenges vary from defining exactly what constitutes an experience and, how 

it can be captured, documented and stored, to institutionalizing effective mech­

anisms to  select the most relevant experience from the knowledge base [106]. 

For example, experience packages presented while explaining the experience 

factory concepts took the form of informal reports [23] [25]; yet, manuals of 

the first implementation of the experience factory indicate that the experi­

ence base was implemented using an online database [51], Furthermore, the 

constructed experience base was criticized by its limited ability to incorporate 

knowledge from software engineering body of knowledge [174, Chapter 5].

Theoretical treatment of the experience factory created many of these chal­

lenges [106]; the treatment focused on explaining the factory and related strate­

gies, giving little information about how experiences are accumulated, stored 

and used in day to day process management. Furthermore, Houdek et al. [107] 

indicated that these challenges existed even when the experience factory was 

documented fifteen years after it was first initiated. The description of how to 

establish the experience factory was written with hindsight, therefore it may 

be difficult to repeat.

2.6 T echnologies to  su pp ort th e  exp erien ce  fac­
tory

Seaman et al [202] identified three technical aspects that need to  be con­

sidered for supporting the experience factory: repository, user interface and 

procedural. The repository aspect deals with how experience should be stored 

electronically. The user interface aspect deals with how to represent the ex­

periences to its potential users and how the users will manipulate, search and
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retrieve experiences. General purpose browsers [97] and special interfaces such 

as the Visual Query Interface [209] have been used to support the factory’s 

user interface [202]; however, many of the reports discussing the factory’s im­

plementation do not emphasize aspects of the user interface.

The procedural aspect focuses on knowledge management issues, such as 

how experiences are acquired, reused, maintained and updated. To date, most 

of the technologies developed to support knowledge management within the 

experience factory have focused either on knowledge acquisition [32] or knowl­

edge deployment [103]; little support has gone into knowledge organization 

[196]. In the rest of this section we examine candidate technologies to support 

the procedural aspects of the experience factory. The discussion is organized 

around stages of the knowledge evolution cycle.

2.6.1 Knowledge acquisition

Technologies supporting knowledge acquisition have to overcome the very dif­

ficult task of making tacit knowledge explicit. The technology is usually built 

around a specific acquisition technique. Several techniques have been used to 

acquire software knowledge: literature surveys, expert consultation [75] and 

collecting all uses of the experience base [103].

Literature surveys help organizations to solicit knowledge from the software 

industry at large. This technique is useful to start a knowledge base, update 

the knowledge base with industry best practices or, to explore the usability of 

standards and recommended practices. When using consulting experts, a large 

set of solutions for a given problem should be solicited. The experts are then 

questioned about parameters that differentiate the solutions (solution space) 

[75]. This technique is useful for relatively mature knowledge domains.

The amount of knowledge relevant to the software process and the dis­

agreement among experts about key parameters affecting process performance 

require the collection of information about concrete enactions of the process 

in order to build a knowledge base for an organization. By treating every en­

action of the process as new knowledge to be acquired, a rich set of data can 

be collected, documented and analyzed. Several approaches such as informal
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reports [23], [25], structured text [106], [33] and formal languages [174] have 

been proposed in the literature to document and store enaction knowledge.

2.6.2 Knowledge deploym ent

Software experiences have been made available through a human consultant 

[105] and automated tools [97] [209] [202] [8]. For purposes of this discussion, 

knowledge deployment implies that the knowledge about a software process 

is codified, stored, and retrieved using an automated tool to support making 

decisions about the process.

Technologies to support knowledge deployment are based on the expected 

size of the Experience Base (EB). Lists and indexed catalogues have been 

used to document experiences in small-to-medium size experience bases [97]. 

For large experience bases, reasoning technologies are recommended [102] [7]; 

although, relational databases have also been used [202]. Three reasoning 

technologies can be considered in knowledge deployment systems: rule based, 

model based and case based.

Rule-based reasoning systems require the extraction of the domain knowl­

edge and encoding the knowledge into rules. Each rule contains a small chunk 

of information and reasoning is done by rule composition. The intuition is 

“by iteratively applying the knowledge rules, answers to questions may be de­

rived.” With little guidance about rule contents, expressing knowledge into 

rules is not a trivial task [94]. Evolving a rule based system is not a simple task 

as well [212], because changing one rule often requires modification of several 

other rules. Rule-based reasoning implies th a t most of the domain knowledge 

is known and can be encoded into rules; an implication that does not generally 

hold true for the software process domain.

Model-based reasoning derives answers by knowing the causal model of the 

domain. Models tend to hold information needed for validation or evaluation 

of the solution, but do not provide methods of constructing the solution. For 

example, models for human resource management in software projects [2] pro­

vide some insight into Brooks’ Law1 [43], but they stop short of suggesting 

1Brooks’ Law states th a t “Adding manpower to  a late software project makes it later.”
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balanced manpower acquisition policies to overcome this problem. The un­

derlying paradigm in the competency refinery supports mechanisms for con­

structing solutions. Hence, model-based reasoning alone is not enough for 

supporting the refinery concept. Furthermore, reasoning using causal models 

assumes that the domain is well enough understood to enumerate a causal 

model. Very few software organizations understand their software processes 

well enough to reason about them, a state that limits the applicability of 

model-based reasoning at present.

Case-based reasoning systems draws decisions on the comparison between 

remembered cases and the new situation. The intuition is “what has been 

done before to successfully solve a problem may be successfully used in similar 

situations.” They typically reason using large chunks of knowledge, rules and 

similarity metrics for adaptation - a type of knowledge that is easier to acquire. 

Due to the importance of Case-Based Reasoning systems to  this thesis, an 

overview of how it can be deployed is given in Appendix A.

2.6.3 Knowledge creation and organization

Knowledge creation and organization add context to the information captured 

by the system or imported from external sources. Knowledge creation and 

organization tasks include maintaining the knowledge base according to a spe­

cific classification, adding new relationships between knowledge items, setting 

up a hierarchy of knowledge items and maintaining historical data about the 

usage of the knowledge items. The level of support th a t can be provided at this 

stage depends on the nature of information processed. For example, little sup­

port can be provided for knowledge creation by soliciting information from the 

software industry at large, because such information is presented in an infor­

mal manner, often as a report or a working paper. Extracting knowledge from 

these reports is typically a human intensive activity. On the other hand, qual­

itative research methods and statistical analysis techniques can be deployed 

to support knowledge organization for formal and semi-formal data captured 

during the usage of different knowledge items. For example, the effect of a 

new testing tool can be assessed by interviewing testers in the organization or
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by comparing the defect detection rates before and after the tool.

2.7  Im p lem en tation  o f th e  experience factory  
con cep t

Most of the reported implementations of the experience factory focused on the 

software process. However, efforts in building domain specific experience facto­

ries in the areas of data mining applications [17], developing CBR applications 

[11], and ontology deployment [125] have also been reported.

The first implementation of the experience factory was at NASA Goddard 

Space Flight Center (GSFC). The center established the Software Engineering 

Laboratory (SEL) in conjunction with University of Maryland and Computer 

Science Corporation. SEL was established in 1976 to support research in 

the measurements and evaluation of software development process. One of 

its major responsibilities was the collection, storage and archival of software 

engineering data. In this environment, the experience factory concept was 

proposed, developed [24] and enacted [23]. SEL maintains its data in an 

online database [51] implemented using the ORACLE Database Management 

System. Over a ten year period, the experience factory at SEL managed to 

reduce development cost by 60%, decrease error rate by 85%, and reduce cycle 

time by 20% [202].

The success of the experience factory at SEL has motivated other organiza­

tions to build their own experience factory. Houdek et al. [107] reported Daim­

ler Chrysler’s initial experiences in establishing experience factories. Three 

different projects formed the basis of the analysis: the first two initiatives fo­

cused on formal reviews and the third dealt with acceptance processes. The 

study concluded by defining a plausible m andate for similar initiatives [200], 

and recommending more studies to validate and generalize their observations.

An Australian telecommunications company established an experience fac­

tory [135] with the goal of enhancing the transfer of process knowledge amongst 

projects. The factory was built by providing an effective framework for ac­

cess and integration of the information already existing in the organization’s
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repositories. Despite achieving its technical objectives, the system was decom­

missioned shortly after the completion of the project. The lack of ongoing 

management commitment and the lack of identification of clear goals and pay­

back criteria was among the reasons contributing to the decommission.

Chatters [52] reported on ICL’s efforts to develop a framework to support 

its method engineering based on the experience factory paradigm. The frame­

work has four key components: tools development, learning, deployment and 

experience. Checklists and process descriptions are examples of the tools de­

veloped in the tools component. Through the learning component, project 

members are trained on how to deploy the predefined tools. Finally, the expe­

rience component captures the results, an assessment of effectiveness of specific 

applications of the tools, and any lessons learned. Information gathered from 

the application of the framework is captured in a knowledge sharing repository.

Recently, Fraunhofer Institute for Experimental Software Engineering built 

a  COrporate Information Network (COIN) to facilitate experience sharing 

among different projects within the organization. COIN was used to  develop 

and validate a goal-oriented experience management approach. It consists 

of three main parts: the experience base, the COIN Team and an intranet 

representation [8]. The project is focused on business process description and 

lessons learned.

Until recently, there is a limited number of published enactions of experi­

ence factories. These publications focused either on the structure of the factory 

as in [107] and [52] or the structure of the experience base as in [8]. Methods 

to create, organize and evolve knowledge within the experience factory are 

rarely discussed; details of the experience base to support this evolutionary 

nature of knowledge are still vague. Furthermore, publications dealing with 

the experience factory did not provide a comprehensive description for the 

organizational units inside the factory nor how these units work together and 

interact with the development organization.

27

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



2.8 S um m ary

This chapter presented an overview of the measures taken by Learning Soft­

ware Organizations to capture and disseminate software engineering knowl­

edge. Typically, LSOs have to deal with two fundamental issues: knowledge 

management and organizational infrastructure. We identified three main cat­

egories of software engineering knowledge to capture for a software organiza­

tion: domain, methodology and technical expertise. Strategies to manage this 

knowledge depends on its format: explicit or tacit, as well as the objectives 

of the organization. We also explored different organizational structures used 

to  support LSOs. Finally, we turned our attention to  the experience factory 

paradigm discussing its merits, problems of reenactment, as well as technolo­

gies developed to support it.

Having investigated the fundamental issues facing LSOs, a number of weak­

nesses were identified. It was decided to build an experience factory focusing 

on software process expertise. The objective is to focus on the process of 

starting and running one rather than its structure. We primarily want to:

•  define process patterns for structuring and storing process experiences. 

The pattern should be capable of representing hands-on experiences and 

support the evolution of these experiences to recommended practices and 

lessons learned.

•  provide mechanisms to support a combination of mechanistic and organic 

strategies for knowledge management within the factory. However, the 

ultimate goal is to capture explicitly the required knowledge and support 

it mechanistically.

® document the processes and infrastructure required to create, evolve and 

disseminate knowledge within the organization.

These issues were identified as being vital to the success of starting a Learning 

Software Organization. In order examine the validity of our ideas and concepts 

we built an experience base for technical reviews and ran the factory to support
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a senior class in software engineering at the Department of Computing Science, 

University of Alberta. In the next chapter we discuss our proposed structure 

of the factory as well as the templates we use to capture experiences.
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Chapter 3

A M odel for Selecting Process 
Steps

3.1 In trodu ction

In this chapter, our model for knowledge management in software, called the 

Competency Refinery (CR), is presented. The model is based on the experience 

factory paradigm proposed by Basili et al. [24]. It supports the capitalization 

and reuse of development experiences. The main goal of the competency refin­

ery is to facilitate quality improvements by analyzing and packaging software 

development competencies.

The main function of the competency refinery is to  collect, package and 

maintain process experiences and evolve and continuously improve the expe­

rience models. Because the competency refinery is built on the concepts of 

the experience factory, it utilizes the same quality improvement paradigms 

and adopts the same principle of separating the factory organization from the 

project organization. It further improves the paradigm by centralizing and 

focusing experiences on knowledge units [52].

The refinery supports two types of users: technical leaders (or project man­

agers) and quality improvement engineers. Technical leaders use the refinery 

to make more knowledgeable decisions about the development, whether they 

are facing circumstances that are new or similar to previous projects. Quality 

improvement engineers use the refinery mechanisms to extract tacit knowledge 

and present it in an explicit format. The extracted knowledge can further be
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used to improve the performance of the technical staff.

In the rest of the chapter we further discuss the competency refinery model. 

The next section presents the basic concepts and paradigms used in the refin­

ery, explaining how it differs from the experience factory. Sections 3.3 and 3.4 

discuss the refinery’s architecture and the details of the knowledge base as it 

applies to the software process domain respectively.

3.2 T he C om p eten cy  R efinery concepts

The Competency Refinery paradigm supports the reenactment of successful 

development activities and institutionalizes continuous improvement through 

the capture and utilization of the organization’s knowledge and collective learn­

ing. It provides a mechanism for improvement through creating, analyzing and 

packaging software development competencies within the organization. Com­

petencies are created by documenting development experiences within the or­

ganization, by importing generally accepted software engineering practices, or 

through the innovation in development activities within the organization. Af­

ter their creation, competencies are continuously refined by deploying them 

in development. Experimentation serves as an important technique to create 

and refine competencies as well.

The paradigm can be thought of as an extension to  the experience factory 

paradigm presented by Basili et al. [24]. The major differences are in the 

overall objectives and the nature of stored knowledge. The paradigm has 

evolved from a software environment concerned with storing software artifacts 

for reuse, to an environment to store development experiences for the purpose 

of detecting development competencies existing within the organization and 

exploiting their intrinsic benefits.

While the main objective of the experience factory is facilitating software 

reuse through packaging knowledge supporting software reuse, the major ob­

jective of the Competency Refinery is to package knowledge to  support decision 

making and facilitate organization learning. The Competency Refinery capi­

talizes on the evolutionary nature of knowledge. Experiences from deploying

31

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Competency RefineryProjects

Experience
Manager

Experience
Adapter

Experience
Base

Package
Developer

Experience
Organizer

Figure 3.1: The Competency Refinery

stored competencies in other projects lead to capturing more of its tacit part. 

Through this process, issues affecting the quality of the competency may be 

identified for the purpose of quality improvement and/or better control.

Experience bases built in most implementations of the experience factory 

store one class of knowledge; some implementations focus on processed infor­

mation [22] [222], others focus on hands-on experiences [102]. Objectives of the 

competency refinery mandates maintaining historical data at different levels 

of abstraction. To accommodate these requirements, different types of experi­

ence packages are maintained to capture different classes of knowledge about 

the competencies. In the competency refinery, the main source of knowledge is 

hands-on experiences. By collecting and storing hands-on development experi­

ence, the Competency Refinery creates and maintains a knowledge base about 

the competencies administered by the refinery. By continuously analyzing and 

synthesizing these experiences, lessons learned from its usage are abstracted 

and stored. Models describing the competency and its performance may also 

be developed by consolidating different hands-on experiences.
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The Competency Refinery is conceptually represented in Figure 3.1. The 

refinery is centered around an experience base, which contains an integrated set 

of packaged experiences that capture past development competencies. To serve 

its purpose the competency refinery supports a set of interacting mechanisms 

for experience acquisition, packaging and evolution as well as methods for 

providing packaged experience to its potential users.

3.3 C om p eten cy  R efinery arch itecture

An implementation of the Competency Refinery is composed of contents, ar­

chitecture and tools. The contents sustains the core value of the refinery, 

namely the experience packages. Packaged experiences can be raw data col­

lected from various projects or knowledge extracted by abstracting the data. 

Through out the thesis we use experience and package interchangeably to mean 

experience package. Tools support managing and communicating the contents 

of the refinery. The structure is the foundation that enables the refinery to 

serve its purpose. The refinery structure proposed in this thesis is composed 

of two parts: reference architecture and interaction mechanisms. The refer­

ence architecture, as defined in [31], describes agents of the structure and their 

necessary communication paths, leaving the particulars of their implementa­

tion to the refinery instantiation. Therefore, there are no assumptions about 

the way these components may be implemented. For example, they can be 

implemented using human or computer based systems.

Interaction mechanisms define activities required for the components to 

function on daily basis. Through the set of interaction mechanisms supported 

by the competency refinery, experiences are collected, analyzed and then pack­

aged in the experience base in order to provide, upon request, feedback to new 

projects based upon the experiences of similar context. These mechanisms can 

be grouped in three different sets of activities to interact with the experience 

base: identification, storage and communication [226].

Communication activities facilitate the interaction between the refinery 

and its users, with the objective of controlling and monitoring access to in-
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Agent Specification

Experience Manager

Activities Package storage 
Package retrieval 
Taxonomy management

Comm. Paths Experience adapter 
Experience organizer 
Experience developer

Experience Adapter

Activities Package selection 
Project consultation 
Feedback generation

Comm. Paths Experience manager 
Experience developer

Experience Organizer
Activities Information consolidation 

Knowledge formalization
Comm. Paths Experience manager

Experience Developer

Activities Experimentation 
Package generalization 
Package composition

Comm. Paths Experience manager 
Experience adapter

Table 3.1: Activities and communication pathes for the competency refinery

formation stored in the experience base. Experiences captured from different 

projects, or other relevant sources of experience, are processed to  identify 

new experiences tha t need to be packaged. Through identification activities, 

captured experiences are abstracted to establish baselines (e.g., defect rates), 

build models (e.g., quality) and designate definitions (e.g., process). Storage 

activities focus on the consistency and diversity of the captured experienced.

3.3.1 Reference architecture for the C om petency R efin­
ery

From the discussion of the sets of activities associated with the refinery we 

define requirements for four architectural agents. Activities performed by these 

agents and their possible communication paths are summarized in Table 3.1. 

The agents are:
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1. E xp erien ce  A d a p ter .  The experience adapter is the main interface 

between the refinery and its users. It selects and tailors a coherent set 

of experiences that satisfy the project requirements. Selected packages 

are based on the knowledge accumulated in the experience base. The 

adapter is also responsible for tracking the deployment of selected ex­

perience packages and documenting the resulting hands-on experiences. 

Generally, the experience adapter is the only agent actively interacting 

with the production process, by feeding knowledge and collecting expe­

riences.

2. E xp erien ce  M a n a g er. The experience manager controls the knowl­

edge that resides in the experience base. In addition to storing the 

experience packages, the manager responsibilities are addressed by two 

activities: structural management and content management. Structural 

management extends the taxonomy of the experience base to  include new 

areas of knowledge according the organization needs. Content manage­

ment is concerned with the integrity of knowledge within the experience 

base. The experience manager is concerned with the syntactical aspects 

of the experience base. Access control and access strategies are also main 

functions of the experience manager.

3. E xp erien ce  D eveloper. The responsibility of the experience developer 

is to create new experience packages. New experiences can be developed 

by adapting, generalizing and/or assembling pre-existing experiences, or 

adopting public domain processes typically found in the software lit­

erature. The developer agent is also responsible for validating created 

experience through practical techniques (e.g., experimentation). The ex­

perience developer also defines measurements that need to be collected to 

assess the value of the newly deployed experiences or to  support knowl­

edge area expansions proposed by the experience manager.

4. E xp erien ce  O rgan izer. The responsibility of the experience organizer 

is to maintain experience packages already existing in the experience
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base. The organizer agent develops models to analyze existing experi­

ences or validate the applicability of existing models by examining them 

using newly acquired data. The semantics of the packaged experiences 

is the main concern of the experience organizer.

Activities of the experience organizer are asynchronous with respect to 

the production process in the organization as it interacts with the project 

organization through the experience base. According to the QIP, knowl­

edge packaged by the organizer agent start with a simple model that is 

incrementally enhanced in order to improve and/or expand the capabil­

ities of the packaged competencies.

This list of agents represent a complete set of architectural agents that cover 

all the activities related to the knowledge evolution cycle stages (see Figure 

2.1), as explained in Figure 3.2. Agents of the refinery interact together either 

to communicate experiences or to extend the experience base. Communication 

paths identified in Table 3.1 support experience-base extension.

3.3.2 Instantiation of the architecture

In order to instantiate this architecture, interfaces of the architectural agents 

have to be defined as well as the flows of data and control among the agents. 

This implies finalizing the agents’ communication specifics and the distribu­

tion of control among agents. Similar to the experience factory, the refinery 

can be started following two possible approaches: top-down and bottom-up 

[25]. That is, proceed either from a well-defined ontology, to a schema for the 

experience base, then collect concrete experience data, or else collect concrete 

experiences and proceed towards abstracted knowledge. However, the bottom- 

up approach mandates the definition of a taxonomy to  start data collection. In 

this implementation of the refinery, we favored the bottom-up approach over 

the top-down for these reasons:

• Top-down approach assumes a relatively stable environment [5]. This 

assumption does not hold true in general, as many organizations favor
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Figure 3.2: Relation between the competency refinery and the knowledge evo­
lution cycle

and, indeed live with, dynamic development environments to cope with 

short technology cycles.

• Our approach focuses on data collected from hands-on experiences. Most 

of documented experience factory implementations following the top- 

down approach are either based on long-term application [23], or exper­

imental data [11].

•  For simplicity, we started with the simplest solution that would work as 

recommended by newer software development methodologies [27].

From his experience in building knowledge units, Schneider concluded that 

[200] seeding the experience base is a fundamental requirement to start a 

knowledge unit.

To limit the thesis scope, we chose to focus on the software process knowl­

edge. Following the concept of knowledge units requires partitioning the ex­

perience base into knowledge domains (or topics). Knowledge captured in
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each knowledge domain is maintained independently. The knowledge unit we 

implemented in this thesis is focused on peer reviews.

In our enactment of the refinery all agents of the structure were imple­

mented using human agents. However, we developed several automated tools 

to support the functions of the Experience Manager, the Experience Adapter 

and the Experience Organizer. Details of this implementation will be further 

discussed in chapters 4, 5 and 6.

3.4 Packaging softw are process know ledge

For an organization to benefit from a competency refinery, details about the 

experience base need to be well understood. Key questions that need to be 

answered include: W hat constitutes a process experience? How can it be cap­

tured, documented and stored? W hat motivates the selection of a particular 

process alternative?

In general, any knowledge related to the software development process 

is considered a process experience that could be captured, documented and 

stored for further use. To achieve the required learning goals, process knowl­

edge needs to be kept in a normative or prescriptive format; a process package 

should prescribe how a sensible agent should act to achieve a certain goal. A 

process package may also be descriptive, describing the enaction details of a 

particular process. The following are a few examples of these experiences:

Hands-on experiences: Objects describing knowledge gained through pro­

cess enaction. This knowledge can be described in natural, or semi- 

formal languages.

Process definitions: Definition of the process capturing its important de­

tails. These details include its inputs, expected outputs, participants 

and their roles, entry/exit criteria, etc. Process definition may be writ­

ten in a language th a t may be formal, semi-formal, or graphical.

D evelopm ent m odels: Process models obtained by aggregation of several 

processes to serve a particular purpose. These processes are integrated
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to cover one or more aspects of the development process. This includes 

quality assurance processes, testing processes, and life-cycle models (e.g., 

waterfall, spiral).

A ssessm ent m odels: Objects describing how to measure the process, judg­

ing its success or failure. This includes mathematical models, process 

standards.

Supporting docum ents: Textual objects written in natural or semi-formal 

language with figures, tables, checklists to communicate information in 

some organized way, (e.g., hypertext objects). This includes specifica­

tions of documents produced or consumed by a process, data analysis 

techniques, recommendations, reports from specific studies and analysis, 

etc.

Process experiences produced and maintained in the process refinery are called 

Process Packages. Each process package is a composite object made of one 

or more process experiences. The capability of the process refinery to orga­

nize and synthesize process experiences is a  critical element for the successful 

support of process improvement.

3.4.1 Types of process packages

In the context of this thesis, process experience is viewed as the “practical 

knowledge or skill abstracted or directly observed from participation in a par­

ticular activity” [161]. We are interested in capturing the < abstracted knowl­

edge, direct participation> tuple. This tuple implies that we are focused on 

packaging knowledge rooted in participation and accumulated during everyday 

work in the organization. However, knowledge and participation need not be 

reported in the same package. In fact, we view participation reports as the 

concrete knowledge from which abstract processes may be deducted.

The < knowledge, participation> tuple implies that development knowl­

edge can be divided into concrete and abstract aspects. Concrete knowledge 

captures hands-on experiences and abstract knowledge is a generalization of
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the concrete knowledge. It supports the decision making process of a project 

by offering packaged solutions to its problems. This knowledge may come 

from in-house experiences, experimental results or the adoption of standard 

practices in the software industry. In despite of the basis of the abstract 

knowledge, a critical aspect of process improvement within the organization 

is the continuous refinement of the abstract knowledge using related concrete 

experiences.

Process experiences need to be packaged in a variety of ways to fulfil dif­

ferent interests of its users. For example, during project planning, experience 

base users are more interested in exploring options to decide on the set of 

processes to  use. At this stage, they are interested in process merit and major 

risks, inter-process interactions and trade-offs, rather than how to enact it. 

When a particular process is chosen, a user’s interest shift to issues like com­

paring the different methodologies to enact the process, and how to  measure 

its success or manage its risks.

While concrete knowledge can be packaged as one type (concrete type), 

abstract knowledge needs to be packaged differently to fulfill different users’ 

interests. To emphasize these differences we have chosen to package abstract 

knowledge as either: praxis and modus types. The three experience package 

types can be described as follows:

Praxis. Praxis packages document industry best practices, as well as, the best 

practices accepted within the organization. Praxis packages are general 

in nature, documenting for example, the efficacy of a process, the merits 

of a tool, with enaction details removed (i.e. abstracted out).

M odus. Modus packages focus on the details of a particular process or best 

practice. A modus package may document a particular methodology 

for enacting the process and, as necessary, clarify how to perform its 

sub-processes.

Concrete. Concrete packages are tightly related to the real world; they doc­

ument hands-on experiences. A concrete package reports on how an ab­

stract package is enacted in a given organizational context, and whether
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Figure 3.3: Different levels of experience packages

the practice is a success or a failure. The package may include a recom­

mendation of “what to do and/or avoid” .

Generally, praxis packages capture the merits of industry’s best practices; 

modus packages represent methodologies of enacting these practices and con­

crete packages describe the experience gained by participation on process en­

actions.

The three package types align with proposed models of process evolution 

[58]. The three package types can be viewed as representing development ex­

periences at different levels of abstraction as depicted in Figure 3.3. Each 

enaction of the process is acquired as a concrete package. By analyzing a 

set of similar concrete packages, environment particulars are abstracted out 

and the knowledge is represented as one modus package. Details of the en­

action methodology are further abstracted out to be documented as one or 

more praxis packages representing a best practice within the organization. For 

example, various methodologies of performing technical reviews (e.g., Fagen 

inspection [77] and IEEE standard review [112]) are represented as different 

modus packages. However, the merits and risks of technical reviews (despite 

the particulars of the methodology) are represented as one praxis package.
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3.4.2 Experience Representation

The complexity of the software process domain presents several problems in 

determining and representing experience packages. At the macro level we must 

address the question: “W hat is the proper level of granularity for an experience 

package?” At the micro level, the main question is: “How to characterize 

different experiences?”

An experience package may represent a process-step (e.g., inspection kick- 

off meeting), a process (e.g., technical review) or a complete development 

methodology (e.g., eXtreme Programming [154]). At the concrete level, pro­

cess methodologies are too general to prescribe in one package. On the other 

hand, we anticipate that process-steps are too specific. Hence, we set the 

granularity level of our experience packages at the process level. A process is 

defined as [126]: a set of process-steps with well defined roles and input/output 

work products to serve a set of common objective.

The core of a process package is the < objective, prescription> tuple. Pro­

cess objectives are the key characteristic th a t set processes apart; in a sense 

they represent the “problem(s)” addressed by the process. The prescription 

part of the package details the “know-how” or the core knowledge about the 

process. Each process package must have at least one objective or goal to 

achieve. For practical considerations, no other constraints are imposed on 

process packages; for example, it is acceptable to include a process package 

without well defined input/output or missing a clear definition of roles, etc.

It is evident th a t the performance of successful process experiences is not 

globally consistent [208]; however our goal is to uncover experiences that 

provide consistent performance with respect to their enaction environment. 

Hence, reporting process prescription alone is not enough, the context of the 

knowledge contained in a process package is also important to report, specially 

for concrete packages.

The goal of the experience base is to categorize packaged experiences based 

on certain features. A typical feature may be a chance of success at first 

enaction or a type of training required to  perform the process successfully.
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Process features may not be clear at first; they are determined following an 

iterative enactment of a process. Selection of new features to represent a 

package is determined by studying the set of available experiences, studying 

the discriminatory power of the selected features, modifying them if necessary, 

then starting the next iteration. For example, by analyzing concrete packages 

for inspection we might find out that formal inspection training increases the 

chances of success of the inspection process. Hence, ” requires formal training” 

would be added as a feature for the inspection modus package.

Other information about the process (e.g., references, comments) to provide 

further information about the process is also required in the package. During 

software production, processes interact in a variety of ways. Details of this 

interaction and dependencies is captured in the process package as related 

experiences. For management purposes, each package should have a name, 

type, etc. The information in a process package is reported in a structured 

text format following an experience package template as illustrated in Figure 

3.4. As the experience base matures, the discriminatory power of process 

features matures through a clear understanding of the network of interactions 

and dependencies among processes.

3.4.3 Selection criteria

After matching the context of the process alternatives, project managers have 

to apply some discriminate measures to select an alternative. The selection 

measures are usually based on the the cost-benefit relations of the available 

alternatives. Hence, a process package should contain cost-benefit models for 

the process. Cost-benefit models define the set of metrics required to assess 

the benefits of enacting the process as well as its set of cost drivers. Direct 

process costs can be determined quantitatively. Measuring or estimating the 

direct benefits is not so straight forward, as not all process benefits can be 

quantified. Hence, in order to evaluate process alternatives, qualitative criteria 

may be used.
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N am e: a unique identifier for the experience.

T ype: Praxis, Modus or Concrete.

O bjective: a list of the objectives satisfied by the process documented in the

P re sc rip tio n : is a detailed description of the experience knowledge.

C o n tex t: characterization of the environment from which the experience was 
acquired.

F ea tu res: features of the experience that make it distinctive from other ex­
periences in the experience base.

R e la ted  E xperiences: listing of experience packages semantically linked to 
current experience (e.g. uses, contains), as well as information for nav­
igation among experiences (e.g. linking inspection Modus package with 
corresponding inspection concrete packages)

R eferences: Additional material discussing the experience (books, articles, 
manuals, etc.).

C om m ents: any additional information important for using the experience.

A d m in is tra tio n : listing of administrative information.

Figure 3.4: Experience package template

3.4.4 E xperience Acquisition

Closely related to experience representation is experience acquisition. Where 

to acquire experiences? When to say that available experience packages are 

enough for the organization’s needs? There are three basic ways to gain expe­

riences [33]:

•  Use available technical knowledge sources;

•  Use goal-oriented knowledge acquisition; and

•  Accumulate knowledge during everyday work.

Concrete packages are typically internal to the organization. They doc­

ument the enaction of a process (either in a project or in an experimental 

setting). Aspects of the process that can’t  be explored through day to day 

work are usually investigated in experiments designed to achieve this goal. 

Depending on the type of experiment, praxis and modus packages may be 

created as well. For example, praxis packages can represent the result of sim­

ulation experiments. Praxis and modus packages may come from internal or
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Figure 3.5: Sources of knowledge for different types of packages

external sources. If praxis and modus packages are internal, they are generated 

by abstracting enaction details from different concrete packages. However, rel­

egating the praxis and modus packages to this path is overly restrictive, as it 

neglects the available knowledge accumulated in the software industry. Ex­

ternal packages are acquired primarily from software engineering publications 

and standards. Figure 3.5 presents sources of information for all types of the 

process packages. Throughout the rest of the thesis the identified sources of 

abstract experiences are explored. In chapter 4 we explore aspects of gener­

ating knowledge packages from external sources. Documenting development 

experiences is discussed in chapter 5 and packages generation from experimen­

tation is discussed in chapter 6.

3.5 Sum m ary

This chapter presented our proposed architecture for the competency refinery. 

While the architecture is based on the experience factory concepts, the major 

differences are in the overall objectives and the nature of stored knowledge. 

The main objective of the experience factory is to store software knowledge 

to support reuse, the main objective of the competency refinery is to package 

knowledge to support decision making and facilitate organization learning. To
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serve its objective, the refinery is equally concerned with knowledge acquisi­

tion, evolution and delivery.

The architecture defines four agents centered around an experience base: 

experience adapter, experience manager, experience developer and experience 

organizer. Experiences are packaged in the experience base in the form of 

structured text that is tolerant to incomplete information and the incorpora­

tion of knowledge from software engineering at large. The next three chapters 

document our efforts and experiences in implementing and running a refinery 

for peer reviews. The first step towards the implementation, discussed in the 

next chapter, is to build an experience base for peer reviews.
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Chapter 4 

A n Experience Base for Peer 
R eview s

4.1 In troduction

The main doctrine of the competency refinery is to  support the selection of 

the process alternative that best suites the specific needs of the project under 

development. It provides the mechanisms to build experience bases and make 

available relevant experiences to different projects based on some similarity 

analysis.

Schneider [200] argues that a successful experience factory can not start 

with an empty experience base. The experience base needs to provide useful 

seeds [81] from the very first hour of usage. Process seeds could be driven from 

internal sources (e.g., the organization process manual) or external sources 

(software process literature). Unfortunately, most of the publications dis­

cussing experience factories, discuss either the specifications of the experience 

base (e.g., [8]) or how the experience base is used (e.g., [107]), ignoring the 

transitional step where the experience base is actually built and seeded. In this 

chapter we will discuss how process seeds can be constructed systematically 

by building an experience base for peer reviews [84].

Unfortunately, inconsistencies among publications addressing peer reviews, 

makes it difficult to identify similarities and differences among proposed and/or 

practiced review processes [140]. Hence, it is not easy to evaluate and reconcile 

the results for software practitioners. In order to identify those processes that
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can be used as seeds in the experience base, we need to integrate published 

work about reviews into a coherent body of knowledge through a comprehen­

sive taxonomy. Because review literature can include many variations and 

ambiguities, this integration is also needed to assist software organizations in 

evaluating and benefiting from any research effort in the area [193].

First, we will review some of the proposed review taxonomies in Section 

4.2. Some background about peer reviews is presented by describing some of 

the major research results in the area in Section 4.3. Section 4.4 discusses the 

process taxonomy we used along with its objectives. Peer review literature is 

discussed in the context of this taxonomy in Section 4.5. The chapter concludes 

with a summary of our key findings.

4.2 R ela ted  work on taxon om ies for peer re­
view s

The importance of peer reviews coupled with the ambiguities among published 

work stimulated many trials to consolidate and reconcile peer-reviews research 

findings. At a high level, peer reviews have been classified based on process 

formality and objectives into inspections, technical reviews and walkthroughs 

[108] [84]. Inspections are the most formal process with the most precise objec­

tives. Walkthroughs are the least formal with the widest range of objectives. 

According to this classification, walkthroughs are used for training, technical 

reviews are used for consensus formation and planning, and inspections are 

used for improving the quality of software artifacts.

At a lower level of detail, surveys provide taxonomies to  classify peer re­

views based on different subsets of its attributes. These attributes include 

[180] [237] process objectives, input/ output characteristics, required prepara­

tion, collection techniques, team size and member roles, number of sessions, 

how the sessions are coordinated and defect detection method. Unfortunately, 

most of these studies looked only at formal — inspection like — reviews ex­

cluding and/or marginalizing some useful review methodologies (e.g., cognitive 

walkthrough [236], IEEE standard technical review [112]). In a general sense,
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contributions of available surveys can be summarized as follows:

® Kim et al. [131] classified reviews across five dimensions: aims and ben­

efits, human element, process, output and other matters. The survey 

focused on how to perform a peer review.

• Macdonald et al. [148] focused their classification on the process. Their 

goal is to formalize the process for the application of tool support.

• Porter et al. [180] focused on the review process that are geared towards 

defect detection. The survey identified variation points among differ­

ent review methodologies paying attention to the costs and benefits of 

methodology alternatives.

•  Wheeler et al. [238] divided reviews based on number of review partici­

pants. They further categorized reviews with limited number of partici­

pants into inspections, walkthroughs, selected aspect reviews and others. 

The survey focused on elaborating the differences between inspection and 

other peer review processes.

• Tjahjono [225] mapped formal technical reviews (FTR) methods into a 

series of phases. Each phase is described in terms of seven basic com­

ponents: objective, collaboration, roles, synchronicity, technique, entry 

and exit criteria. The survey’s goal is to determine the similarities and 

differences between different FTR methods.

• Laitenberger [140] classified software inspection along four dimensions: 

technical, economic, organizational and tool support. The goal of the 

classification is to  articulate the core concepts and relationships of soft­

ware inspections. Although Laitenberger’s model tried to be global, it 

failed to classify reviews in orthogonal dimensions. Confusion was evi­

dent when attributes of different dimensions were defined.

These surveys helped in identifying potential success factors controlling a 

peer review process. Unfortunately, most of available surveys evaluated only 

a subset of these success factors. Hence, resulting taxonomies are limited to
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the perspectives and objectives of the study — for example, [180] is part of a 

study [213] looking at cost-benefit analysis of inspections. On top of that, most 

of these surveys either ignored the organization context or project specifics 

while presenting their findings. This makes it difficult for software developers 

to choose the proper review that would fit their needs, and thereby provide 

maximum impact on specific projects for the development organization.

4.3  B ackground on peer review s

Peer reviews have been practiced in the software industry for over twenty-five 

years. They are used primarily for the detection and elimination of defects in 

software artifacts as soon as these artifacts are created [77]. The core process 

of any proposed and/or practiced peer review involves a team of independent 

experts examining software artifacts. The benefit of reviews is supported by 

the argument that it is easier to detect errors in someone else’s work than in 

your own; a phenomenon known as ‘cognitive dissonance’ [232].

In general, a peer review process has three stages: preparation, examina­

tion and follow-up. Specifics of these stages vary greatly depending on the 

process objectives. With the objective of defect detection, Fagan inspection 

[77] represents one of the earliest formal peer review processes described in 

literature. Fagan inspection stimulated a substantial body of work in peer 

reviews over the past twenty years. The published work concerned with peer 

reviews can be categorized 1 into: empirical studies and experience reports.

4.3.1 Empirical Studies

Although there is a general agreement about the key factors affecting the 

success or failure of a peer review, the contribution of each factor towards 

review success is not well understood. For example, Eick et al. [73], Weller 

[234] and Tjahjono [225] reported that the larger the number of reviewers, the 

better the review performance; in Eick’s report [73], the performance increased

1 These categories are not m utually exclusive, a paper m ay present an enhancement in 
methodology supported by industrial experience d ata  (e.g., Fagan’s Inspection paper [77]).
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Method Efficiency Document type Team size Ref.
Paragraph effect 
analysis

37.3% code 1 [104]

Code walkthrough 38% code 3 [168]
Phased inspection 50% code 2 [134]
Fagan inspection 20% - 46% code 4 and 7 [69]
FTArm 46.4% code 3 [225]
iV-fold inspection 27% requirements 4 [155]
iV-fold inspection 35.1% - 77.8% requirements 4 [199]
Inspection 25% - 50% requirements L  3 [184]

Table 4.1: Empirical results of peer review experiments

by 600% for 8 persons review team over individual reviewers. On the other 

hand, Bisant and Lyle [34] found no difference in performance between 3, 4 

and 5 person review teams.

To understand the causal factors underlying peer reviews success and ef­

fectiveness better, many researchers conducted carefully controlled laboratory 

experiments. Most of these studies focus on the defect detection aspect of 

peer reviews. Study goals varied from evaluating the process as a whole (e.g., 

peer reviews against testing [104] [168]) to evaluating details of the process 

(e.g., comparing the effectiveness of a set of defect detection techniques [183] 

[225, 184]). Goals sometimes included an investigation of the superiority of a 

specific review process [199] [134].

Reported experimental results, summarized in Table 4.1, shows a wide 

variations in review performance. Reported defect detection efficiency2 ranges 

from 20% to 50% for code and 25% to 77.8% for requirement documents. 

There is no definitive explanation for this wide variation, however, factors 

include review method used, team size and/or the document type.

4.3.2 Experience R eports

While introducing his inspection process, Fagan [77] demonstrated the pro­

cess efficiency by comparing results pulled from the implementation of a large 

operating system project. Fagan chose two pieces of a moderately complex

2In this context, defect detection efficiency is defined as percentage of to ta l defects found.
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component. One piece was subjected to inspection after the detailed design 

and the coding phases, the other piece was not inspected at all. Fagan reported 

an increase of 23% in coding productivity, a saving of one programmer month 

per KNCSS (1000 Non Commented Source Statements). He also reported 

quality improvement as the inspected piece contained 38% less errors.

The promised cost savings and quality improvements in Fagan’s report 

promoted the enaction of peer reviews in many industrial setups. Reported 

industrial experiences focused mainly on discussing peer reviews benefits and 

limitation. Review benefits are reported as either improvements in product 

quality or reduction in development time. Limitations on the other hand, are 

presented as problems hindering the deployment of a successful peer review 

process.

Industrial reports show that code is the most reviewed work product in 

industry [84] [46] [129]. Review of design [100] [160] and requirements [67] 

artifacts is also reported. Furthermore, industrial experiences are usually dis­

cussed in the context of a particular review process experienced by an orga­

nization. However, details of reported review process have to be examined 

carefully. Many organizations which claim to use Fagan inspection are not 

using the process as specified by Fagan [92].

Despite the number of reported successes, deployment of peer reviews is not 

always successful [208]; Brykcysnki [45] attributed this to industry’s frequent 

failure to adopt a successful peer review process. In the literature, this failure 

was attributed partly to problems with enacting the technical details of the 

process and partly to the development environment.

The major reason of failure related to reviews deployment is enaction errors 

[110]. In one survey [92], 84% of surveyed organizations claimed to perform 

Fagan inspection, yet none of them performed it exactly as specified by Fagan. 

The relatively high process cost, setup and running costs, provides another 

reason for failure, specially if review data is not well managed [110] [93] [45].

The biggest problem with review enactment as observed by Humphrey 

[110] [111], is management inattention and schedule pressure. Other identified 

organizational problems include technology transitions [4-5] and the difficulty to
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Organization Quality Imp. Saving Method
Aetna 83% [77]
Sperry Uni vac 27:1 [100]
IBM, Santa Teresa 1:20 [190]
IBM, UK 93% [78]
Standard Bank >50% [78]
AMEX > 50% [78]
IBM 85% [169]
Banking Services firm 1: 2.2-4.5] [3]
Operating Sys. firm 1: 1.4-8.5] 3

5.4:1 [84]
Jet Propulsion Lab. 75% $1:$100 [48]
Bell-Northern 1: [2-4] [197]
Bull HN 80% 1: [1.43-6] [233], [234]
Shell Research 1:30 [67]
IBM 1: 15-25] [129]
Jet Propulsion Lab. 1: 10-34] [128]

A Large Real-time 
software project 1:[6.3-11.6] [56]

Ericsson 65% 1:16.75 [59]

Table 4.2: Reported peer review benefits in industry

motivate participants [93]. These problems could arise due to  a previous failure 

with reviews, or wrong perceptions about reviews. Reviews are sometimes 

perceived as low-level manual work that can be easily automated and replaced 

by testing [54].

It is worth noting that most of the industry reports are coming from large 

software organizations like IBM [78] [127], Hewlett-Packard [96] [83], ICL [132], 

AT&T Bell Laboratories [16] and Ericsson [59]. Successes and failures of small 

to  medium organizations with reviews are rarely reported in the reviews liter­

ature.

4 .4  A  fram ework for process taxon om y

Engineering decision making is a three-step process. First, plausible solutions 

for the target problem are proposed. Second, the feasibility of enacting each 

solution is assessed based on its risks, costs and benefits. For each alternative,
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risks are assessed to evaluate: chance of correctness and chance of success. 

Chance of success refers to the chance a proposed solution will adequately 

solve the target problem. Chance of correctness refers to the chance the pro­

posed solution be deployed correctly. Based on the assessed risks, the expected 

benefits from enacting each alternative is calculated. Then, the costs associ­

ated with deploying each solution are factored in. The last step is to select the 

most appealing solution based on a predetermined criteria (e.g., lowest cost, 

maximum benefit).

Following these steps, a process engineer, when selecting a process alterna­

tive to solve a particular problem, answers the following questions in sequence:

1. What are the process alternatives that match this particular problem?

2. W hat are the chances th a t a selected process alternative will adequately 

solve the problem?

3. What are the chances tha t the organization can deploy each of the se­

lected process alternatives correctly?

4. What is the expected benefit from each process alternative - taking into 

consideration the assessed risks?

5. What are the costs associated with each process alternative?

In order to answer these questions properly, knowledge about the processes 

along different dimensions is required. The economics of different processes 

(economic dimension), as well as the required development environment to 

support process deployment (e.g., required tool support, staff training) (sup­

port dimension) are key characteristics th a t need to be captured by any tax­

onomy supporting decision making in software process. In addition, a third 

dimension capturing the “how to” aspect of the process is needed (technical 

dimension).

The taxonomy introduced here is organized around three main dimensions 

Technical, Economic and Support. Each dimension encompasses a set of a t­

tributes required to identify that dimension. Hence, carefully planning for
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and being aware of these dimensions and attributes can help an organization 

to choose the best process alternative that suites their needs for a particular 

situation and thereby maximize the benefits within allocated costs.

In the next section, details of the dimensions of the taxonomy and the 

attributes characterizing them are discussed further in the context of peer 

reviews.

4.5 A taxon om y for peer review s

In order to customize the process taxonomy presented earlier for peer reviews, 

we need to articulate fundamental concepts of reviews around the taxonomy 

dimensions. We elicited these concepts and notions from the literature and 

extended them as attributes and sub-attributes along each of the three di­

mensions. While the attributes are selected to  be relevant to most processes 

deployed in software development, the sub-attributes principally apply to just 

peer reviews. Figure 4.1 shows the elicited concepts and presents them as 

sub-attributes for the three dimensions.

In the rest of this section, each of the dimension, attributes and sub­

attributes are discussed. Reference to various research contributions and cur­

rent industry practices are integrated into the discussion.

4.5.1 Technical dimension

The technical dimension of peer reviews is concerned with the strategies and 

enaction details of a particular review process. The main attributes of the 

technical dimensions are the process objectives, process structure and 

the work product. These attributes are discussed in the following sections.

Process O bjectives

The set of process objectives is probably the most im portant characteristic 

that shapes the review process. For example, if an objective is defect detection, 

the preparation period becomes essential for review success. Input materials 

should include checklists. If, however, the objective is learning, the preparation
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Figure 4.1: Dimensions and attributes of proposed taxonomy of peer reviews

stage can be small or even eliminated.

Software organizations have implemented different types of review pro­

cesses to serve different objectives [219]. Reviews are mostly employed as a 

tool to verify and validate work products [42] and to identify, and subsequently 

fix defects in these products [78]. Nevertheless, information swapping and 

learning [110], as well as progress reporting [57], are also important purposes 

for deploying reviews. Some enactions of the review process have involved 

brainstorming sessions, or a forum for design decision. Other enactions have 

been geared towards resolving design and implementation issues [176].

Process s tru c tu re

The process structure attribute details the overall organization of the process 

(i.e., enaction steps), specific techniques deployed during process enaction (e.g., 

reading techniques and collection techniques) and, resources mandated by the 

review process (e.g., team roles and responsibilities).
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E naction  steps. This sub-attribute looks into the underlying process steps 

that characterize the review process. It helps in reducing ambiguities regarding 

how to conduct a particular review technique. A reference model is needed to 

explain the similarities and differences among different review processes. In 

general, the review process can be viewed as a series of phases:

O verview The overview phase consists of a meeting, usually referred to as 

the kick off meeting [92]. During the meeting, the author explains the 

work product under review to other review participants. The objective 

is to inform the participants about key aspects of the work product in 

order to speed up the understanding process.

W ork product analysis Analyzing work products is an individual activity 

performed by each review participants. A major goal of this phase is 

for review participants to  familiarize themselves with the work product 

under review [3] [34]. However, many researchers [230] [3] [90] [141], 

include defect detection as a major outcome of this phase. An objective 

that motivated further research to improve reading techniques during 

this phase [183] [18] [20] [141] [142],

Findings collection After review participants analyze the work product, 

their findings have to be collected and documented, then passed to the 

author to take proper actions. Findings collections is usually performed 

in a group meeting [77] [92], During the collection phase decisions are 

made about what needs to be reworked and whether the work product 

needs to be reviewed again.

R ew ork. The final step in a typical review is to reflect the review findings 

on the work product being reviewed. The author needs either to resolve 

each raised issue or justify why the work product is defined the way it is 

[77] [208],

In main stream reviews literature, these phases are done in sequence. However, 

some authors [15-5] suggest multiple, parallel sessions of analysis and collection 

phases.
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In parallel to the review phases, a d m in is tra tio n  [180] is another per­

formed activity; although it is rarely discussed in the literature. Before a 

review begins, administrative tasks include: selecting participants, preparing 

and distributing review materials and ensuring that the work product to be 

reviewed passes the entry criteria. During the review, the tasks focus on fa­

cilitating the review (e.g., scheduling meetings and if needed, tool support). 

After the review, the focus shifts to collecting and maintaining the review re­

ports properly, ensuring that findings are handled properly by the author and 

checking the review exit criteria. Some organizations create the role of Chief 

Moderator [96] to administrate reviews and study possible improvements in 

the process.

R eading technique. During the preparation phase, different types of analy­

sis methods are applied to work products. Reading is one of the key activities 

performed during this phase [20]. These methods range from unsystematic 

ad hoc methods [208] to highly systematic methods. Checklists and question­

naires are the most commonly used tools to help reviewers analyzing work 

products [77] [224],

The design of a checklist and/or questionnaire used on a  review, should 

reflect the review objectives, reviewers’ responsibilities, and the underlying 

work product analysis method [108]. Checklists for ‘defect detection’ might be 

passive, reminding reviewers about the issues they have to  examine [53]; while 

checklists for ‘correctness’ may be more active, asking reviewers to justify the 

acceptance or rejection of a specific part of the document [207] [206]. A single 

general checklist can be designed for all reviewers. Alternatively, a  different 

checklist for each reviewer can be designed to focus the reviewer’s attention 

on a limited set of issues [164] or to match the reviewer’s background and 

expertise [18].

Different approaches based on scenarios [20], reading by stepwise abstrac­

tion [71], and active participation from the document author [176] are also 

proposed and evaluated in practice.

The justification for research in reading techniques is based on the as­

sumption that review results depend on the participants and their strategies
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for understanding the work product they are reviewing [182] [192]. However, 

when Sandahl et al. [198] replicated the experiment performed by Porter et al. 

[183] they concluded that the work product under review is the most probable 

explanation for the source of variance in defect detection rates rather than the 

reading technique as originally suggested by Porter et al. [183].

C o llec tio n  tech n iq u e . There are three basic techniques to  collect reviewers’ 

comments: group-focused through meetings, individual-centered and computer- 

mediated. Most of existing review processes include a meeting involving all 

review participants. It is believed that meetings produce synergy and par­

ticipant stimulation and, as a result, better and more objective reviews [77] 

[219]. Learning by interaction is another advantage of a group-focused tech­

nique. However, scheduling overheads and the general problems of improperly 

conducted meetings have increased the popularity of the individual-centered 

techniques [66]. In these technique, meetings are held only when needed and 

attendance is optional [110]. The paper [230] suggests replacing meetings with 

depositions, in which the author and moderator meet with one reviewer at a 

time.

Although collection meetings are the most suggested collection technique 

in the literature [237] [84] [219], there are no conclusive results to support the 

effectiveness of such meetings for defect finding. In fact, some industrial data 

[59] indicate that they are extremely expensive. However, meetings provide 

other intangible benefits such as sharing development experiences, and enhanc­

ing team spirit [62]. Furthermore, collection meetings improve participants’ 

confidence in the review quality [120].

In the third technique, called computer-mediated, a computer support en­

vironment is necessary. Several such environments have been developed [117] 

[156] to overcome the problems with group-focused technique without a seri­

ous risk of loosing its benefits. In this technique, meeting time constraints are 

relaxed, hence allowing participants to “effectively” meet [156]. Group e-mail 

and electronic communication [117] are depended upon to  reduce significantly 

or eliminate the need for face-to-face meetings.

T eam  roles an d  resp o n sib ilitie s . A minimum set of roles for all reviews
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consists of [130]: moderator, author, reader and recorder. The author is pri­

marily responsible for creating the work product, the moderator facilitates 

and coordinates the review, the reader guides the review session by reading 

or paraphrasing the work product, and the recorder keeps track, in writing, of 

the issues raised during the session. A chief moderator role [96] is created to 

oversee the administration of review enaction in the organization.

W ork product under review

The work product attributes describe the nature of the work product that may 

undergo review (input material size and type) as well as the rules controlling 

the initiation, progress within the enaction steps and termination of the pro­

cess (entry/exit criteria). A ttributes of the technical dimension are furthered 

discussed in the following subsections.

E n try /ex it criteria. Most review processes define entry and exit criteria that 

determine the starting or completion conditions for the review. For example, 

a clean compilation is usually the entry criteria for code documents [84]. W ith 

the exception of code documents, entry criteria is not well defined in the 

literature.

Exit criteria is usually dependent on the work product under review [119] 

and its properties [133] [134]. Some authors recommend the use of exit criteria 

based on statistically estimating the work product quality (number of remain­

ing defects) [14] [50] [73]; evaluating these models is still an active research 

subject [74] and is explored further in chapter 6.

Input m aterial ty p e  and size. Any software work product can, and in 

most cases should, be reviewed. Typical work products include: requirements, 

design specifications, code and test plans. Despite the fact th a t deferring defect 

detection is a costly mistake [35], code is the most reviewed work product [140].

The volume of materials to be reviewed depends on the review objectives 

and the required exhaustiveness of the review. Reviews focusing on progress 

reporting tend to cover a lot of material with shallow analysis, while defect 

detection reviews cover less materials with deep analysis. Materials that can 

undergo a review process can be work-in-progress or completed. However, an
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entry criteria for the work product is always recommended.

4.5.2 Econom ic dimension

The economic dimension describes the effect of the process on the project by 

detailing its cost and b enefit attributes. It is essential to collect and maintain 

data tha t can be translated to either costs or benefits of the peer reviews.

At the micro level, cost-benefit data is essential to keep the project under 

control. At the macro level, the same data is used to evaluate peer reviews 

against alternative quality processes. For example, if the process goal is defect 

detection, a typical set of data to collect might be effort and number of defects 

found. At the micro level, this data is used to track total project costs, assess 

product quality, etc. At the macro level, the same data may be translated into 

cost per defect. This information can then be used to answer the question: if 

we did not find these defects during a review, how much more will it cost to 

detect and eliminate them later (e.g., using extra testing time).

Cost

For peer reviews, different types of costs are accounted for in the literature: 

direct cost associated with deploying peer reviews (effort and administrative 

costs) as well as indirect costs associated with the effect of reviews on the 

project schedule (elapsed time) [180] [140].

Effort and interval are probably the most im portant cost items for running 

reviews in large organizations; however, initiation, administration and main­

tenance costs are typical items that can affect the decision making process in 

small to medium size organizations.

E ffort. Because peer review is a human intensive activity, the person-power 

cost (effort) of practitioners directly involved in the review process accounts 

for the major portion of total review costs. Effort is usually measured in 

person-hour units where typically, a person hour is rated equally despite that 

person’s level of involvement in the project. However, this assumption is often 

not true in practice. Dollar value and a person’s availability are two important 

factors directly affecting the value of his/her person-hour. For example, the

61

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



value of the lead engineer’s person-hour is typically higher than that of a junior 

developer.

Elapsed tim e. The elapsed time between start and end of the review process 

is called the review interval. The length of this interval depends on time spent 

performing the reviews and delays due to the unavailability of one or more of 

the review participant. Measuring review interval and subintervals is usually 

based on keeping track of start and finish times for the visible events of the 

review process [241]. The review interval time is an important metric because 

the inclusion of a review in the development process can directly increase 

the product’s time-to-market. Increasing project time can lead to [180]: late 

market entry, opportunity costs and carrying costs. Accounting for these cost 

items falls beyond the scope of our work3; however, for proper calculation of 

these costs, delays attributed to reviews has to  be measured and assessed. 

It is worth noting that mapping review interval to project delays is not a 

straightforward process. For example, if the review interval is one week, its 

effect on the project schedule could range from no effect to one week delay. 

The exact delay depends on whether the review is on the project critical path 

or not, the effect of tasks performed by review participants on the project 

schedule, etc.

A dm inist rat ion costs. Administration costs account for costs that stem 

from including reviews in the development process, for example, preparing 

the review material, maintaining review results, resources consumed during 

the review (e.g., meeting rooms), etc. all contribute to the overall costs of a 

review. Initiation costs account for costs related to starting up the process 

in the organization. Staff training, tool purchase and process adaptation are 

typical examples of initiation costs. Finally maintenance costs account for 

other running costs at the macro level, for example, tool upgrades, continual 

training, etc.

3For interested readers methods for calculating these costs falls under “cost accounting” 
domain boundaries. A good overview of these m ethods can be found in [151].
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B enefits

Although software organizations can benefit from peer reviews in three differ­

ent areas: defect detection and elimination, development process management 

[57] and enhancement of the proficiency level of review participants [110], most 

of the published work quantifying review benefits focus mainly on defect de­

tection, (see for example [4] [169] [197] [67] [234] [16] [96]).

R eview  effectiveness. For defect detection purposes, several efficiency mod­

els have been used in the literature. Two straightforward efficiency models are 

suggested: i) measure the percentage of the total defects found during the re- 

«ew  (771 ( “  “ > M u r e  the eff° rt COnSUmed
. , ,  - i  r  /  defects found during review \  rn o i r-, c r vi
m the process is made use of ( ^ orT^ n ~rnfdTr ^ ¥ w ) W  f150!'

Another model suggested by Collofello and Woodfield [57] compared the

estimated savings of the review to the costs consumed to perform the review

( — ). A similar formula is used in Hewlett-Packardv effort consumed m review '
to calculate the return on investment (ROI) obtained from the review [83].

In their formula they used the net savings instead of the estimated savings
( defects found during review-effort consumed \
1 ’ effort consumed ''

Kusumoto [138] noticed a discrepancy in the above model. Comparing the 

savings to the effort consumed might be deceiving. For the same efficiency 

level, extra effort consumed is associated with larger savings. For example, 

suppose we are comparing two review techniques, the first one has an ROI of 

10 and consumes 20 Hrs; the second has an ROI of 8 and consumes 50 Hrs. 

Looking only at the ROI, the first review should be favored. However, if we 

calculate the actual savings, the first review saved (10 x 20 =  200 Hrs.) and 

the second review saved (8 x 50 =  400 Hrs.). Kusumoto [138] suggested an 

alternative formula to compare the net savings to the total efforts consumed 

in testing, if no reviews are performed.

4.5.3 Support D im ension

The support dimension defines attributes characterizing the required support 

from the software organization in order to enact a successful peer review. Un-
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derstanding these attributes facilitates comparison among alternatives while 

selecting the proper review for a particular project. Attributes of the support 

dimension capture the characteristics of the development environment sur­

rounding the process through the developm ent context and the staffing 

attributes.

D evelopm ent context

The development context attribute articulates organizational culture (organi­

zation), nature of the developed product (product), process formality (pro­

cess), and the required tools to support the review (tool support). W ith the 

exception of tools, few articles discuss this attribute of peer reviews (see for 

example [82], [208] and [96]).

O rganization. Organizational context include the definition of the organi­

zation’s business goals, resources and infrastructure, teams involved in the 

process, their agents and roles as well as information flow paths. Organiza­

tional context affects both the software process and product but in different 

ways. The effect on the product was recognized decades ago by, Conway [60], 

who wrote, “Organizations which design systems are constrained to produce 

systems which are copies of the communication structures of these organiza­

tions.” The effect of the software process and product was recognized in many 

international standards such as ISO 12207 [114],

Although an organization’s operations and goals have, in general, broader 

scope than the software process, the software process is implemented in this 

context. At the macro level, to choose, or improve, a peer review process that 

effectively benefits the overall software process, the appropriate organizational 

environment needs to be established first [82]. At the micro level, the need to 

understand the organizational context by project managers is vital in order 

to choose the practices th a t both meet the organization’s goals and integrate 

smoothly with its environment. For example, review practices and resources 

allocated for a project th a t produces the first in a family of products, will 

differ from those required for a m ature product line.

Product. The nature of the application being developed or enhanced im-
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poses different requirements on the development process. Enacting a tool or a 

method does not only depend on the process but also on the product. For ex­

ample, the success of technical reviews for discussing the quality of a software 

design does not only depend on how rigorously the process is defined, but also 

on how clearly the system design is described.

Other factors include product size, maturity, level of reuse within the prod­

uct, and the criticality of the product to the organization. The requirements 

for security, quality, maintainability, reliability, also constrain the process to 

be used.

P ro cess . Incorporating changes in the development process in not an easy 

task. The m aturity of the overall process in the organization defines the nature 

of tasks that can be successfully injected into or properly managed within 

the organization. Peer reviews are no exception. Developing a strategy for 

introducing reviews or changing current review practices is vital for the success 

of the process change program. Tools used to enact process improvement 

programs (e.g., training sessions [82], presentations [197], introduction of new 

automation tools) can be deployed here as well.

Measures that relate directly to the process capabilities of the software or­

ganization are the important parameters to consider along this sub-attribute. 

Assessment of the process m aturity [68], defines how rigorously the process 

is defined and enacted within the organization. The importance of under­

standing the process capabilities of the organization emerges when applying 

reviews in practice, as things can easily go wrong [208] if the process is not 

well understood or consistently used.

For a particular peer review to be enacted successfully, its process require­

ments should not exceed the organization’s process capability. For example, 

a highly formal review process (such as Fagan Inspection [77]) with well de­

fined process objectives, step definitions, entry and exit criteria for each step 

and process monitoring mechanisms will not work properly for an organization 

with an overall ad hoc. approach to software development. Using a less formal 

review process (such as Freedman and Weinberg’s Walkthrough [84]) might be 

more suitable for this organization.
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Tool su p p o rt. Tools to support reviews can range from tools as simple as 

checklists and findings-collection forms [84] to computer based support envi­

ronments [119], Computer based support for peer review is still in its infancy. 

Few tools are available for peer review support and they provide limited sup­

port for the process. Many tools start from the research community (e.g., 

In sp ec t [134], [29] ASSIST [146] and HyperCode [178]) and others are com­

mercially available (e.g., ReviewPro [191] and CheckMate [157]). In addition 

to these tools there is at least one “remote inspection” service available [189].

The level of support for these tools varies from support for a specific re­

view process [134] to supporting limited phases of the process (e.g., findings 

collection [178]) to supporting the whole process [149].

S taffing

A paradigm reducing the importance of people in production was initiated 

with the industrial revolution through the creation of production lines. This 

is not true in software production, “People are the production when it comes 

to software” [15]. The best peer review for the project depends on both the 

technical skills of the project staff and the social environment in which they 

work. Proper training and harmonizing of the software worker’s goals and 

motives are the key factors for a successful enaction of any peer review. The 

staffing attributes describe the team size as well as how the review teams are 

constructed.

T eam  size. Review processes reported in the literature have the number of 

review participants ranging from one reviewer [235] to an unlimited number 

[112]. Reviews with an unlimited number can involve tens or hundreds of 

participants who are usually not peers. These types of review are usually held 

by software contracting agencies to evaluate the progress of their contractors 

or by management to ensure progress. In this thesis we are not interested in 

reviews with unlimited participants and therefore do not consider them further 

in our work.

Fagan [77] recommended a four-person team. Performance of two-person 

teams has also been studied [34] [139] [181]. Typical numbers from industry
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ranges from three to eight participants [243] [238] [150] [234].

The review literature does not provide definitive rules of when to increase 

or limit the review team size. In a recent study, [38] supports adding more 

reviewers to increase the quality of the review. Usually, a trade off between 

work product coverage and cost must be considered in deciding actual team 

size. The smaller the team size, the more likely that certain findings will be 

overlooked. On the other hand, the larger the team size, the higher the impact 

on the project cost and schedule.

Team construction. Peer review is a human intensive process, hence, con­

sidering the human factor in the review team is fundamental for its success. 

In order to choose the review team properly, qualifications and motivations of 

the personnel have to be assessed. Qualifications include, general experience, 

experience with the current project, initial education and amount of ongo­

ing training. Motivation includes the social aspect of the process, like career 

progression, salary, team work, etc.

To set the right attitude towards reviews, software developers have to ac­

cept the fact that defects in software are inevitable [83]. For defect finding 

reviews, reviewers have to  be assured that review results are used to asses soft­

ware particulars (e.g., quality, reliability) rather than the quality of the work 

product author [78]. Hence, it is recommended to exclude management from 

these type of reviews [83], [128] [216]. Furthermore, ‘selling’ reviews to project 

participants through advertisement campaigns is deemed useful to  resolve any 

wrong impressions or attitudes toward reviews [197].

Primary candidates for the review team  are the project participants [78] ; 

they are the ones with most knowledge about the work product under review. 

However, reviewers with distinguished expertise may be invited [216] [215]. It 

is always recommended to  have well trained [3] [82] inspectors with good ex­

perience and knowledge about the work product under review [78] [219]. For 

purposes like team building and knowledge spreading, novice or less experi­

ence reviewers should also be included. Other suggested participants include 

maintenance experts, and user representatives [216].
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4.6  Sum m ary

This chapter presented a taxonomy framework to distinguish several software 

processes with the same objectives. The framework organizes the process along 

three dimensions: technical, economic and support. In addition to the process 

objectives, the technical dimension is concerned with the methodological de­

tails of the process: process structure and work product characteristics. The 

economic dimension is concerned with the cost effectiveness of the process by 

describing its cost drivers and benefit measures. Finally the support dimension 

is concerned with the environment within which the process is enacted. The 

framework was applied on peer review processes and successfully identified 

16 different proposed and practiced review processes which were organized in 

an experience base for peer reviews - see appendix B for a summary of the 

different review processes identified.

The taxonomy presents an up-to-date overview and analysis of peer re­

view knowledge presented in literature th a t assisted in identifying 17 different 

process attributes. Process objectives, enaction steps, reading techniques, col­

lection techniques, team roles and responsibilities, work product type and size, 

entry/exit criteria along the technical dimension; effort, elapsed-time, admin­

istration costs and review effectiveness along the economics dimension; and 

characteristics of the development context (organization, product, process, 

tool support) and team size and team construction along the support dimen­

sion. These attributes characterize the core concepts of the review process, 

allowing the identification of the details of the review process that best suite 

a particular situation through the comparison of different alternatives along 

various dimensions.
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Chapter 5 

Enacting the C om petency  
Refinery

5.1 In troduction

Associated with most software development environments is a lot of experi­

ences residing in people. It is often difficult to manage experiences within 

organizations [30] because they are many and varied. W ithout proper man­

agement; however, organizations may easily waste time and effort collecting 

and managing experiences [200]. The question is how can useful experiences 

be identified, collected and disseminated to  those who need it? Experience col­

lection activities must impose minimal overheads while collecting experiences 

and, ensure completeness and consistency while disseminating these experi­

ences. In order to  assure these qualities in an experience management system, 

it is necessary to enact the system. In particular, lessons learned from pro­

cess enactment are needed to develop and recommend processes supporting 

experience management activities properly.

In this chapter, we report on a study of processes supporting the infusion 

of new technologies in a software development organization. The study was 

conducted over a  two-year period from 1998 to 2000 in an educational setting. 

The main goal of the study was to investigate processes and techniques sup­

porting software development using application frameworks. Specifically, we 

investigated how software developers with little or no knowledge of a frame­

work approach the development of new applications using this framework. This
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chapter focuses on issues related to experience communication, elicitation and 

preservation.

5.1.1 Study objectives

The focus of this enaction of the competency refinery is to observe and under­

stand issues related to framework usability from the framework users’ stand­

point. The refinery’s objective is to solicit related experiences and ultimately, 

recommend best practices. In order not to disturb the project logistics (e.g., 

budget, schedule) by the refinery processes, we believed that the best approach 

was to observe practitioners developing application with minimum interaction. 

We solicited the experiences by reviewing project deliverables, meeting with 

project participants regularly and polling their perspective using question­

naires. By examining the information collected in a postmortem fashion, we 

gained insights about the principles and issues. However, we provided guid­

ance when needed and performed a postmortem analysis for the projects we 

studied.

Since the enaction took place in a classroom environment, we felt it is 

necessary to give the student some guidance, including what we envisioned as 

best practices and guidelines. Using these recommended practices was optional 

and students were allowed to make use of their expertise and experiences to 

modify these guidelines. We observed the processes enacted by the students 

and determined the usefulness of our guidelines. Early on, we narrowed down 

the scope of the refinery to these questions:

1. Can peer reviews be effectively deployed as an interaction mechanism 

to communicate knowledge about the framework at the early stages of 

application development?

2. Is there a pattern-of-use framework users deploy to understand frame­

works and learn how to  develop applications using frameworks?

3. W hat are the roles of framework documentation in communicating the 

framework knowledge and how can it be improved?
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To answer these questions, we collected a wide range of data about the par­

ticipating students, factors affecting framework usage and understanding, and 

the students’ views on recommended practices.

5.2 B ackground

Frameworks are difficult to understand [37]. This difficulty creates learning 

problems associated with building applications by extending frameworks. The 

static and dynamic structure of the framework must be first understood be­

fore adapting it to the specific requirements of the application. Understand­

ing these structures requires a lot of time and effort from new users of the 

framework [185], [186]. Some researchers estimate the required effort as be­

ing equivalent to that of maintaining an existing application [210]. Problems 

associated with understanding a framework usually hinder the development 

process, and in extreme cases may cause projects to fail [37].

According to the breakdown of the learning processes suggested by Nonaka 

and Takeuchi [172], learning how to extend frameworks is a two step process: 

knowledge externalization and knowledge internalization. During knowledge 

externalization, framework developers explicitly codify all knowledge required 

to extend the framework. During knowledge internalization, framework users 

need to internalize the provided information into their tacit knowledge. A 

survey of the framework publications shows that little work has been done 

to  support knowledge internalization in frameworks as opposed to knowledge 

externalization.

Knowledge externalization in frameworks focuses on strategies for frame­

work developers to document their work. The basic concept promoted by 

most of the work addressing the framework intended-use is to think about the 

framework in terms of the functionality it provides. Proposed strategies sug­

gested the use of hooks [87], patterns [121], motifs [143] or cookbooks [137] to 

document the functionality in terms of sets of related functions. For example, 

a hook describes a set of functions supported by the framework along with a 

demonstration of how to extend the framework to provide this functionality
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to an application. Other strategies demonstrate the most important points of 

the framework functionality using exemplars [89] or tutorials [229].

All framework documentation strategies assume that framework develop­

ers will be able to anticipate future uses of the framework and provide enough 

documentation for all these uses. This assumptions imposes two main defi­

ciencies:

1. It is hard to anticipate how much knowledge is enough for the framework 

users to use the framework effectively.

2. It is unlikely that the framework users will always extend the framework 

in a manner that was conceived by the framework developers.

To overcome these deficiencies and support the documentation, the framework 

users need to participate in the process of understanding the framework by 

asking questions in order to emphasize their perspective.

Documentation strategies provide no support for knowledge internaliza­

tion. The assumption is tha t framework users will internalize the knowledge 

by reading. We believe tha t supporting knowledge internalization is as impor­

tant as supporting framework documentation in order to facilitate framework 

learning.

We selected peer reviews as a vehicle for knowledge communication due to 

its unique educational capabilities [118], [67]. Fortunately, reviews encompass 

most of other knowledge communication techniques used within the software 

engineering domain (e.g., reading, lectures and, learning by active partici­

pation) . They support the exchange of views about a framework with the 

objective of solving usage problems through an organized process. Another 

viewpoint about the educational capabilities of reviews, endorsed by Votta 

[230], argues tha t education by observation and participation is not effective, 

and tha t proper training courses are a better option. This is a viewpoint that 

is questioned by other studies that showed th a t lectures, the most common 

method in training courses, are the least effective in knowledge transfer and 

tha t learning by active participation is more effective [220].
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5.3 R efinery  context

We conducted the study over three consecutive terms within the context of 

a senior level software engineering course (CMPUT401) at the Department 

of Computing Science, University of Alberta. The study focused on a group 

project th a t was the major activity and the focus of the course. The peda­

gogical goal of the project is to help students put the theoretical knowledge 

acquired through their undergraduate program into practice and show their 

ability to work in teams and communicate verbally and in writing with external 

and internal interest groups.

Students were divided into teams of five to seven students each. In order 

not to interfere with team synergy, students self-selected their team partners. 

To compensate for any bias in the collected data that might result from the 

self-selection process (e.g., teams are not of equal capability), each student’s 

background information (e.g., courses taken, industrial experience, technical 

knowledge) was collected and considered during data analysis. A total of 

fifteen teams participated in the study, six in the first term, five in second 

term and four in third term.

Over the time span of the course, each team  was required to develop a small 

to medium size client-server application of their choice. The only requirement 

imposed on the product was th a t it must be built by extending framework 

called the Client Server Framework (CSF), which is described in the next 

section.

The development budget ranged from 90 to 100 person-hours per student. 

All developed applications were written in Java with a communication com­

ponent that used the Internet as a communication medium. The size of the 

developed applications ranged from 21 to 108 classes (excluding the frame­

work) covering a variety of application domains like on-line auctions, distant 

learning, on-line reservation systems, document sharing systems and on-line 

gaming.
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5.3.1 S tu d y  participants

Data was collected on all of 89 students who participated in the study. All 

subjects were computer science students in their senior year of which 53% had 

at least sixteen-month industrial experience through an industrial internship 

program.1 Using students as representatives of software professionals is a 

common, but still controversial, practice in software engineering studies [147], 

[210]. A replicated experiment [184] indicates that student subjects can be 

adequately used as representative for software professionals. Because, more 

than half of our subjects have some industrial experience, we believe our results 

are relevant to industry practice.

5.3.2 Organizational Structure

The projects are designed to simulate how real software products are devel­

oped. The realistic setup was primarily achieved by following the domain 

engineering organizational model [39]. In this model, a domain engineering 

unit is responsible for the development, evolution and support of the reusable 

asset (the CSF framework). Products are developed in separate business units. 

The projects were run as business units and a member of the teaching team 

(the CSF expert) represented the domain2 engineering unit by providing the 

support activities for the CSF framework.

The teaching team performed the role of upper management, overseeing 

the development activities and establishing a quasi-corporate culture through 

coordination mechanisms. The projects were monitored by upper management 

through weekly meetings and were controlled by a set of pre-scheduled deliv­

erables. Commitment ethics [109] were adopted to ensure a mature attitude 

among team members. The issues emphasized within the course were:

• Requirements are negotiated between members of the development team 

and upper management.

1 h tt p : / / www. cs. ualb ert a . ca / iip / index. ht ml
2The domain in this case represents the domain of services provided by the framework 

rather than  the application domain.
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•  Agreement on what is to be done was identified in a product specification 

document.

® Teams are to do their best to meet their commitment,

•  If it is evident that the delivery can not be done before the commitment 

date, advanced notice is given to upper management and a new, less 

ambitious, commitment is negotiated.

In addition to upper management activities, I, as a member of the teaching 

team, played the role of the process adapter to fine tune the review process to 

satisfy the project needs and track the process enaction.

5.3.3 Developm ent process

Due to the lack of guidelines for framework deployment in the literature, we 

decided to develop our own. We relied heavily on experience existing from 

previous offerings of the course, and the experience base we developed for peer 

reviews. We separated the project life-cycle conceptually into two phases: 

exploring the framework to gain an understanding of its use and, using the 

framework to build an application.

In the first phase, framework users explored the basic functionality of the 

framework. The objectives of this phase were:

1. To ensure that the framework can adequately support the needs of the 

application the team was to develop.

2. To understand the framework enough to build a reuse strategy (e.g., 

assigning development responsibilities to team members).

At the beginning of the first phase, the CSF expert, gave two ninety-minute 

overview sessions of the framework. The sessions covered the framework design 

and its documentation style. The use of the framework was also demonstrated 

using a simple example application to  give a concrete instance of the abstract 

classes of the framework. The developers were given the chance to explore 

and voice their concerns about the framework in a peer review session. This
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review, the focus of this study, aimed at supporting the internalization process 

of the framework knowledge.

In the second phase, the framework was extended to produce the applica­

tion. The main objective of this phase was to submit the project deliverables 

on time. Details of the process were left to the individual project teams to 

decide upon; however, we provided guidelines as to the nature of a set of de­

liverables at predetermined milestones. Each team had to produce an analysis 

document and a detailed design document. Deliverables up to and including 

product testing, consisted of updated version of the two documents along with 

test plans, integration plans, reports on the process used, and user documen­

tation.

A second technical review was held in the eighth week of the development 

cycle. The objective of the second review was for the teaching team to review 

the product design and give students some feedback. The second set of reviews 

followed a process similar to the first set, but they differed in roles, and reading 

technique. In the second review, the teaching team was the reviewer and 

student team was the authors. No particular reading technique was suggested 

for this review.

Project progress was monitored in two ways. Weekly meetings were held 

between management and each project team to gauge their progress and ad­

dress any concerns the team might have. Secondly, project team  members 

were required to keep time logs of their project-related activities.

5.4 P rojects con tex t

Building the application by extending the CSF was the only development con­

straint imposed on the products developed within the context of this study. In 

addition, two review processes were recommended as part of the development 

process. All fifteen teams chose to perform the second review, and twelve of 

them chose to perform the first one (the focus of this study). In this section 

we describe in more details the CSF framework and the process details of the 

first review.
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5.4.1 T he CSF framework

The CSF [85] is a small framework of approximately 50 Java classes developed 

to serve the purpose of this study. The framework facilitates persistence data 

management and platform-independent communication. Through a relatively 

simple messaging mechanism, the framework allowed objects within different 

programs running on different machines to exchange messages of any type and 

size.

In order to facilitate its use, the framework comes with several types of 

documentation covering all aspects outlined in [49] and [123]:

• Design documentation to provide a high-level overview of the major 

classes of the framework and their relationships to one another. This 

includes both class diagrams and collaboration diagrams along with tex­

tual descriptions.

• Hooks [87] to document the framework’s intended use. They show how 

and where the framework can be extended in order to meet application 

specific requirements.

• Use-cases to give an overview of the use of the framework. They refer to 

individual hooks where developers have to provide their own classes or 

methods.

® Examples to show some specific uses of the framework and to provide 

running code th a t the developers can experiment with.

« Interface descriptions and source code to show details of classes used in 

the framework.

The documentation is about 25 pages (excluding code and code documen­

tation) and was distributed using the Web. The framework was carefully 

designed. Commonality analysis was performed on other existing frameworks 

in the area along with other client server applications developed in the class. 

Design patterns [88] were incorporated where applicable. Furthermore, a beta 

version of the framework had been used in a limited manner in two student
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projects of a previous offering of the course to ensure the maturity of the 

framework.

5.4.2 Peer review for information sharing

The objective of the first review in the project was to facilitate the knowl­

edge internalization step associated with learning the framework. During the 

review we collected questions and identified difficulties in understanding the 

framework. The questions were addressed immediately if possible, or later if 

needed. The underlying assumption is that framework understanding would 

be enhanced by deploying a peer review process. The success of this pro­

cess mandates that all framework documentation to  be reviewed must be in a 

relatively mature status.

The review team consisted of a moderator, framework expert, recorder and 

five to seven reviewers (all members of the development team ). Members of 

the teaching team  were assigned the moderator, the framework expert, and the 

recorder roles. I joined the review meetings as an observer and was responsible 

for tracking the review progress, capturing relevant data  and video taping all 

review meetings.

Unfortunately, none of the existing review processes included in our expe­

rience base address the learning objectives directly. The round robin reviews 

proposed by Freedman and Weinberg [84] was the closest to serving our pur­

pose (see Appendix B), as round robin reviews provide a good educational 

environment, especially when all reviewers are at the same level of expertise 

[84]. In this study, we enacted a process based on the round robin review. 

The review consisted of three phases: preparation, consolidation and follow- 

up. The phases are detailed as follows:

Preparation P h ase The reviewers were exposed to  the review materials in 

two phases. First, they had a preparation meeting (1.5 hour in lecture 

format) with the framework author. During that meeting, the framework 

author introduced the framework, its design principles and available doc­

umentation. These materials were available to students two weeks be-
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fore the review meeting. On the second phase, students uncovered and 

recorded their findings using a checklist based method [183]. One week 

before the review meeting, checklists were sent to students. Students 

individually reviewed the framework documentation and each student 

prepared a list of questions to ask.

C onsolidation P h a se  Review findings were consolidated in face-to-face col­

lection meetings. Each team was given the opportunity in a thirty- 

minute meeting to pose their concerns and/or questions. Depending on 

the nature of the concern/ question the framework expert either discussed 

it immediately during the review meeting or deferred the answer to be 

published in a list of Frequently Asked Questions (FAQ). The moderator 

restricted the discussion about the raised issues as suggested by Gilb & 

Graham [92].

Follow-Up Phase The author follow-up method was used as described in 

[84]. The framework expert was free to choose what to include in the 

FAQ. The FAQ was published (or updated) one week after the review.

The preparation phase of the reviews started at the beginning of the second 

week of the project. The review meeting was held at the third week and the 

process ended by publishing (or modifying) the FAQ in the fourth week.

An inspection rate of 50 pages per hour was required in this study - which 

is much higher than the suggested optimal rate of one page per hour [92]. This 

may indicate an unusually ineffective review process; however, the situation is 

not as unusual for the following reasons:

• Gilb & Graham indicated that it is very difficult for organizations to 

achieve the optimal rate in practice. In practice, inspection rate of up 

to 60 pages per hour are reported (see for example [203], [40]).

• Studies investigating optimal rates are always referring to code inspec­

tion rather than documentation reviews. The Reviews literature rarely 

discusses technical documentation.
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To support the review process, we developed preparation forms, collection 

forms and a participant information package (see Appendix C). During the 

review preparation period, participants used the preparation forms to record 

questions and concerns they wanted to raise. They also recorded preparation 

period, team ID, and personal ID. In addition to the material to be reviewed, 

the participant information package included the checklist developed to sup­

port analysis of the documentation. Findings forms were used to summarize 

the outcome of the review meeting.

5.5 D a ta  and analysis

5.5.1 D ata and analysis technique

A wide variety of data was collected over the course of the project life span, 

using several techniques. First we describe the subset of data related to this 

thesis, then we briefly discuss the analysis technique used to answer the re­

search questions.

Q uestionnaires. Questionnaires were used at the beginning to  collect in­

formation about students’ academic backgrounds and industrial expe­

riences, and at the end to poll students opinions about the provided 

process guidelines and the quality of the documentation. Students were 

also required to report on the effort invested in activities related to  the 

framework uses. After the first term, as a result of the projects post­

mortem analysis a second questionnaire was added to poll the partici­

pants’ view about aspects of the framework at the end of the first phase 

of development.

Data on the first questionnaire were mostly confirmed using students’ 

academic records. Information from the final questionnaire were partially 

verified against the submitted project documentation and the weekly 

reports.

Im plem entation score An implementation score was assigned for each prod­

uct at the end of the semester. A grade was assigned by the teaching
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team based on the quality of the product’s architecture and how well 

the submitted system meets each of the agreed-upon functionalities, as 

defined in the product specification document.

The data was collected over three consecutive terms and members of the 

teaching team changed over these terms. In order not to jeopardize the 

consistency of the data, we analyzed data from each term separately.

R eview  data The preparation data was collected (time and list of findings) 

and the review meetings were video taped. Details of the review data 

and its analysis will be discussed in the next chapter.

S elf-assessm ents Within the term, students were asked to assess the ef­

fectiveness of all team members, individually and collectively. Self- 

assessment reports were used to detect problems, or exceptional per­

formance within the team.

Process M anagem ent R eport After committing to the product require­

ments, each team is required to submit a project plan. The project 

plan details the product requirements, development life-cycle, role as­

signment and the projected budget. At the final delivery, the project 

plan was modified to reflect changes to the plan over the semester with 

proper justification in case of deviation from the original plan.

Progress reports Each team was requested to update their project logs on 

weekly basis to record development activities done during th a t week as 

well as the number of hours worked by the team on the project.

Problem  reports Clarification or help with the CSF was submitted via e- 

mail to the framework expert.

To answer our first question (can peer reviews be effectively deployed as 

an interaction mechanism to communicate knowledge about the framework at 

the early stages of application development?), we statistically analyzed the 

review data (number of findings and effort). Statistical findings were further 

confirmed (or questioned) based on the subjective assessment of the review
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participants. The reviewer’s perception was collected right after the meeting 

in a quick discussion session and was confirmed using the questionnaires.

To answer the second question (is there a pattern-of-use framework users 

deploy to understand frameworks and learn how to develop applications using 

frameworks?), we qualitatively analyzed the project management reports look­

ing for commonalities and differences in the development process. Specifically 

we were interested in management models and role assignments. Findings were 

confirmed using the self-assessment reports, progress reports and the observa­

tions we collected during the weekly meetings.

The third question (what are the roles of framework documentation in 

communicating the framework knowledge and how can it be improved?) was 

answered by quantitatively analyzing the student’s response to some closed 

questions in the questionnaires. For example, students were asked to rate the 

usefulness of the examples supplied in the framework documentation in a five 

point scale. To reduce subject bias in the results, we allowed “not applicable” 

as one of the choices. Findings were confirmed using open ended questions in 

the questionnaires. For example, students were asked to recommend changes 

in the process for future offerings of the course.

5.5.2 Potential confounding factors

Since in this study we didn’t have the same level of control as in a laboratory 

experimental study, identifying and eliminating the effect of potential con­

founding factors were vital for the validation of the study findings. The effect 

of subjects’ backgrounds is a  usual concern in this type of study. The concern 

is that the differences in the statistical data can be explained by the partici­

pants’ backgrounds rather than the variables identified in the study. Typically, 

professional training of a software developer and industrial experience [210] are 

used to assess his/her background.

The amount of professional training was assessed in terms of academic 

records in previously studied computer science courses and the number of 

these courses. Based on their Grade Point Average (GPA), students were 

categorized as above average, average or below average. Assuming a normal
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distribution for GPA, a student is considered:

•  above average if his GPA > average GPA +  tr/2,

•  below average if her GPA <  average GPA - cr/2,

® average otherwise.

All subjects in our study have experiences in designing and implementing 

course projects, and they all worked in development teams. We also assessed 

their development experience in industrial setting. A student was assessed as:

• novice if s/he has any industry experience but less than one year of 

experience in industrial setup

• experienced if s/he has more than three years of experience in industrial 

setup, and

• limited experience otherwise.

Background data was assessed using a Likert-type scale in the follow­

ing manner: above-average (3), average (2), below-average (1), experienced 

(3), limited experience (2) and novice (1). The team score is calculated as 

a percentage of the maximum score they could have achieved. For exam­

ple, if the academic records of a team of six students shows two above aver­

age students, three average and one below average, the team  score would be 

_  72.22%. Table 5.1, provides a summary of background profile 

of all participating teams along with the implementation score. The average 

number of computer science courses (count) is also provided in the table.

In order to understand the effect of the confounding factors, we used Pear­

son correlation coefficient [122] to measures the strength of the linear relation­

ship between the implementation score and each of the potential confounding 

factors discussed above. Correlation r  falls between —1 and +1. Values of 

r near zero indicate a very weak linear relationship. The strength of the re­

lationship increases as r moves away from 0 towards either —1 or +1. The 

case of — 1 indicates an inverse relationship. The values of Pearson correlation
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Team ID Industrial
Experience

Professional Training Implementation
ScoreScore Count

T1G1 53.33% 60.00% 6.00 98.67%
T1G2 50.00% 72.22% 4.67 92.00%
T1G3 38.89% 72.22% 3.17 88.67%
T1G4 40.00% 60.00% 4.20 55.33%
T1G5 66.67% 83.33% 6.83 93.33%
T1G6 66.67% 80.00% 7.80 83.33%
T2G1 38.89% 61.11% 4.50 88.81%
T2G2 60.00% 73.33% 6.80 80.00%
T2G3 61.11% 61.11% 6.00 90.71%
T2G4 44.44% 55.56% 5.67 16.67%
T2G5 61.11% 66.67% 6.50 75.24%
T3G1 33.33% 71.43% 3.71 85.71%
T3G2 52.38% 80.95% 6.57 76.19%
T3G3 33.33% 55.56% 4.33 84.52%
T3G4 66.67% 71.43% 7.43 92.38%

Table 5.1: Background scores for project teams

Correlation with
GPA number of courses Industrial Experience

Term 1 0.1001 0.2571 0.3105
Term 2 0.3198 -0.1 0.1768
Term 3 -0.1026 0.2 0.4045

Table 5.2: Correlation between implementation score and student background

coefficients are summarized in Table 5.2. As seen in the table, there is some 

correlation between the confounding factors and the implementation marks. 

As expected, the industrial experience has the largest correlation coefficient. 

However, we can ignore these correlation in further analysis as the largest cor­

relation coefficient, 0.4045 accounts for 16.4% (r2 =  0.1636) of the observed 

variation in the implementation score. According to  Humphrey [108]: there 

is no relation if r 2 <  0.5. Furthermore, the combined effect (over the three 

terms) of the industrial experience reduces the effect to 7.25% (r2 =  0.0727).
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5.6 R esu lts

In this section the results are summarized in terms of project teams which is 

the same unit of analysis used in the project. Through our study, we used the 

implementation score as the major indicator for team success. The significance 

of this measure was cross-checked using records of the weekly meetings and 

the type and volume of questions addressed to the CSF expert after the first 

review.

5.6.1 Effectiveness of peer reviews

Our quantitative analysis confirmed the usefulness of peer reviews in the con­

text of understanding frameworks (see Chapter 6). The subjective assessment 

of those who replied to the question “how helpful was the review process for im­

proving your understanding of the framework?” in the questionnaire confirmed 

the statistical results. The students answers to this question are summarized 

in Table 5.3. As can be seen from the table, on a scale of 1 to 5 with 1 =  not 

helpful and 5 =  very helpful, 54.29% of those responded to this question rated 

the review as either helpful or very helpful as opposed to those who rated it 

to be with limited or no help 17.14%. One student even added “The group 

discussion, and review led to a faster and more thorough understanding o f the 

framework. ” Furthermore, some of the reasons given by students for the low 

rating of helpfulness were: “my understanding was that we were supposed to 

understand the CSF when we showed up, enough to raise risks and concerns 

with i t” and “I  don’t think I  am technically sound enough to go around and 

start commenting on other peoples code. ”

Reviewers pointed out the benefits of reviews in three areas: i) setting 

deadlines for the understanding process, ii) consolidating the development 

team ’s point of view through well-organized discussion, and Hi) getting fast 

feedback from the framework expert. Few reviewers saw reviews as waste of 

time because they suspected the accuracy of the documentation; as one student 

stated: “(the project has to work with the CSF not the concepts explained in 

the documentation) .”
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Helpfulness level
1 2 3 4 5

0.0% 17.14% 28.57% 42.86% 11.43%

Table 5.3: Answers to question: “how helpful were the reviews in understand­
ing the CSF?”

The review benefit extended beyond supporting the development organi­

zation, it provided an interaction mechanism to improve the form and content 

of the framework documentation. The information sharing reviews were used 

in building an experience base to support the CSF in the form of Frequently 

Asked Questions. In total, the FAQ contains 48 questions, 85.42% of which 

came directly from reviews.

Reviewers also detected framework defects (e.g., “There seems to be unnec­

essary dependency between the persistence and the communication subsystems. 

The initialization requires a persistence manager to be initialized even if the 

user doesn’t require persistence (just communication) ”) or documentation lim­

itations (e.g., “The exception types (i.e. SendException) do not appear to be 

listed in a definitive form at”). Reported defects amounts to 18.5% of the total 

number of reported issues.3

5.6.2 Role of the docum entation

At the beginning of the study, to  ensure th a t the framework documentation 

fulfils all the roles proposed by Johnson & Foote [123], we included a complete 

set of documentation as suggested by Butler et al. [49]. In addition to the 

functionality provided by the framework, we found that the framework users 

were interested to learn about the non-functional aspects of the framework as 

well. 25% of the reported questions and concerns in the reviews addressed 

the performance of the framework. Although it seems natural enough for 

developers to have concerns about framework performance, it has received 

little recognition as a documentation priority [49]. Some of the questions in 

this category addressed the general performance of the framework, (e.g., “In 

Excluding false positives

86

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



!

Term
HL Doc. D. Doc. Code Exp. Base Consulting
R C R C R C R C R C

1 2.1 n /a 2.7 n /a 4.0 n /a n /a n /a n /a n /a
2 3.4 3.4 3.8 3.2 4.2 3.4 3.6 3.7 4.5 4.4
3 2.2 3.1 3.9 4.0 4.0 3.0 3.6 4.0 3.4 3.8

Table 5.4: Rating for different sources of knowledge

real time context, what are the overheads imposed by the framework?”) and 

others addressed the options provided by the framework, (e.g., “Are there 

performance advantages to running “applet mailserver” vs. “mailserver” ?)

As part of the post project survey, participants were asked to rate on a 

scale of 1 to 5 where 5 is the highest value, the usefulness4 of different parts of 

the supplied documentation. The results shown in Table 5.4 are the averages 

of these ratings categorized into high level documentation (design diagrams 

and use cases) and detailed documentation (hooks and examples ) and code.

In the first term, as can be seen from the first line of the table, all aspect 

of the supplied knowledge was not perceived as useful by project participants 

(with the exception of code). Analyzing the results we realized that the doc­

umentation suffers from two main problems: presentation and perspective.

The problem with the presentation of the documentation appeared in the 

comment of one participant: “The documentation was fairly sparse, and I

really only found the use cases of any value. ” Although the documentation 

provided all the required knowledge proposed in the framework literature, we 

did not adequately support navigation among different type of documentation. 

In the second term, we added diagrams and hyper-links to  cross reference 

related parts of the documentation. In general, these changes improved how 

the developers valued the documentation as seen in the second and third lines 

of Table 5.4.

The second problem with the documentation was already known to us, the 

documentation reflects the perspective of the framework developer, providing 

what s/he envisioned as im portant to document rather than what is seen as im­

portant from the perspective of the framework users. The FAQ we maintained

4 Starting the second term  the usefulness was refined into relevance and clarity.
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P ro cess guidelines 
for CSF

Term 3

Figure 5.1: Percentage of students relying on the framework experience base 
to  understand the CSF

was the first proposed solution to mitigate this problem. We also realized the 

need to provide process guidelines for using the CSF framework. A series of 

steps defining high level processes guiding new users of the framework through 

its use were provided starting the second semester of the study [86]. Students 

rated the experience base (FAQ) part of documentation as of high value (see 

Table 5.4). Furthermore, as the framework FAQ and the process guidelines 

evolved, the number of the students who relied on the framework FAQ for 

understanding and using the framework increased. This increase showed up 

in the increase of the number of students who explicitly mentioned FAQ and 

the process guidelines while answering the question: “Which option5 or com­

bination of options from question 3 did you mainly rely on in understanding 

the CSF?,; in the post project survey. The results axe displayed in Figure 5.1.

5The options are code, hooks, examples, design diagrams, use cases, process guidelines 
and FAQ.

88

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



5.6.3 Effective processes

The effect of using the framework on the development process was relatively 

uniform across all teams. During the analysis phase, teams investigated the 

framework to understand its architecture and how to integrate it within their 

application. For the first two term, the key process enacted during this stage 

was the information sharing review. During the third term the teams relied 

predominantly on the knowledge carried over between terms. To prepare for 

the review, students relied on high level documentation, mainly the use cases 

and design diagrams, to gain a high level understanding about the framework.

During the coding and testing phases, most of the developers relied on 

the code and examples. The key process during this phase was expanding the 

examples. Almost all project teams started from one of the supplied executable 

examples and modified that example to accommodate the requirements of 

their application. The experience base built around the framework (FAQ and 

process guidelines) provided guidance through out the modification process.

The number of developers directly interacting with the framework varied 

depending on the team management model used. The number of developers 

responsible for learning and using the framework varied from one person to 

the nearly the entire group. Our data shows in Table 5.5 that successful 

teams delegated all framework-related tasks to  few team members. Pearson 

correlation coefficient between the implementation score (measure of success) 

and the number of people involved with the framework ranged from r — —0.99 

to r  =  —0.73.

This correlation could be explained by considering a team ’s resource man­

agement. Developers involved with the framework have to invest a considerable 

amount of time and effort to understand the framework before they could be­

come a useful resource for the team. Teams with few developers assigned to 

the job, gained collectively from having an expert with good understanding 

of both the framework and the application. This expert was able to work as 

a framework consultant and to propose solutions and answer question when 

the need arose without having other developers to devote extra time to under-
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Team ID
#  of developers 

involved with the CSF
Implementation

Score
T1G1 1 98.67%
T1G2 2 92.00%
T1G3 3 88.67%
T1G4 4 55.33%
T1G5 3 93.33%
T1G6 3 83.33%
T2G1 3 88.81%
T2G2 2 80.00%
T2G3 1 90.71%
T2G4 1 16.67%
T2G5 5 75.24%
T3G1 1 85.71%
T3G2 2 76.19%
T3G3 1 84.52%
T3G4 n /a 92.38%

Table 5.5: Background scores for project teams

standing the details of the framework. On the other hand, teams with more 

developers assigned to the job depleted their resources repeating the same job 

with minimal gain to  the team as a whole.

The use of consultant-based management was quite evident in the third 

term of the study, as one team even relied on the help of a student who had 

used the framework in a previous term. This model was recommended in other 

studies concerned with communicating knowledge in software organizations 

[116].

5.7 Sum m ary

We conducted a study to investigate processes and techniques supporting soft­

ware development using application frameworks. Specifically, we investigated 

how software developers with little or no knowledge of a framework approach 

the development of new applications using this framework. The study was 

considered successful. Over the course of three academic terms, adopted tech­

niques managed to successfully disseminated knowledge about the framework
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to interested parties. The experience base centered around the framework 

significantly improved the framework documentation and drastically reduced 

dependency on the framework expert.

Analysis of quantitative data showed that reviews are useful interaction 

mechanism for information sharing at early stages of development (after the 

requirements phase and before the design phase). These findings were further 

confirmed by the subjective assessment of the study participants. Reviewers 

pointed out the benefit of reviews in three different areas: (i) setting deadlines 

for the understanding process, (ii) consolidating the development team point 

of view through well-organized discussion, and (Hi) getting fast feedback from 

the framework expert.
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Chapter 6 

Packaging Process Experiences

6.1 In troduction

The focus of this chapter is to analyze the concrete experiences collected from 

the enaction of the competency refinery and to build a modus experience 

package for the information sharing reviews discussed in the pervious chapter. 

According to the review taxonomy defined in Chapter 4, the new package has 

to define the process objective, work products that can be reviewed, methods 

to calculate costs and benefits and the development context and to recommend 

an optimal team size and a process structure.

The main objective of the information exchange review is to  support frame­

work learning by speeding up the rate of learning. However, the reviews have 

proven to be useful in improving the quality of the framework documentation 

as well. In the pervious chapter we discussed the development context, and 

the document under review. In this chapter we define the costs and benefits 

of enacting peer reviews to accelerate the early stages of framework learning. 

We then use this function to  statistically evaluate different alternatives of the 

process structure. Specifically, we want to answer the following questions:

• Does the checklist used affect the review results?

• W hat is the optimal size for the review team to maximize the review 

effectiveness?

• Do multiple-session reviews outperform one-session reviews with respect
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to defect detection? If yes, what is the optimal number of sessions to 

maximize the defect detection rate?

First, our investigation strategy is presented in Section 6.2, followed by 

an overview of the data used in the analysis in Section 6.3. The research 

questions are answered in Section 6.4 and the effect of different process inputs 

on the review performance is assessed. Specifically, professional training and 

industrial experience of the reviewers, and the length of the preparation period 

are analyzed in Section 6.5. The chapter concludes with our recommendation 

for this type review.

6.2 In vestigation  stra tegy

A total of 11 teams (55 reviewers) participated in the reviews; 27 students from 

six teams, in the first term, and 28 from five teams in the second term. Since 

we want to answer our research questions for a varying number of team sizes, 

we based our study on virtual teams; a technique widely used in software en­

gineering research [18], [38], [41], [163]. A virtual team is created by randomly 

selecting a combination of individual reviewers from reviewers working on the 

same document. The validity of this technique is assured by creating a large 

group of virtual teams for each team size and using the statistical parameters 

of the group as basis for the results.

The team size was systematically changed to cover the range of teams sizes 

required to properly answer that particular question. For each team size a 

group of 1000 different virtual teams were created. For each virtual team, we 

collected the effort in minutes of each individual during preparation (rounded 

to the nearest 10 m inute), and the specific issues (findings) raised during the 

review meeting by th a t individual. To reduce the effect of out-liars in the 

data, the value of the variable of interest is reported as the median of the 1000 

observation. For the same reason, the IQR (Inter Quartile Range) was used 

as a measure for the spread in data.

In the analysis, we considered two distributions to be significantly different 

only if the Student’s t-test reject the null hypothesis (Ho)  th a t the observations
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are drawn from the same population with a confidence level >  0.9. In all cases, 

the value of the significant probability (Pt) is reported to indicate the strength 

of evidence against (or for) H0. Pt < 0.1 indicates the significant probability 

for rejecting the null hypothesis, a smaller value for Pt means that the H0 is 

strongly rejected or the result is highly statistically significant.

6.2.1 Evaluation criteria

For defect detection purposes, several models have been used in literature 

to report review effectiveness. Two straightforward efficiency models were 

suggested: either to measure the percentage of the total defects found during

the review ( ^  or to measure the results (defects
r j  , ,, a  4- i • , i / defects found durinq review \
oun agains e e or consume m e process ( effort consumed in review )
[92] [163]. W ith the exception of evaluating the optimal team size, the first 

model was used in all the analysis.

6.3 O verview  o f data

Three sets of data are used in the analysis of this study:

i) Preparation reports. The preparation forms were used by individual re­

viewers to record questions and concerns they wanted to raise during the 

review meeting. They were also used to record time invested in prepar­

ing for the review. The data recorded in the preparations forms are used 

to assess the gain (or losses) of the virtual review meetings, assuming 

that all questions and concerns reported in the preparation forms will 

be asked during the virtual review meeting.

ii) Meeting summaries. Collection forms were used to summarize the re­

view meetings. They captured all questions and concerns raised by each 

team during the meeting. This information is used to assess the benefits 

of multiple session reviews by comparing the meeting reports from all 

review sessions.
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in) The author repair list. The author repair list appeared in the form of 

a list of Frequently Asked Questions (FAQ). Each item in the FAQ list 

characterizes an issue related to the framework performance and func­

tionality, but not covered by other forms of documentation (omission 

defects).

6.3.1 D ata reduction

Data manipulation after collection is frequently called data reduction. This 

manipulation is usually done to remove data that are not pertinent to the 

study or to adjust to any systematic errors in the measurements.

The purpose of the data reduction we performed was to consolidate the in­

formation captured in the preparation and meeting forms. Because the ques­

tions and concerned were documented in natural language, the same issue 

may be worded differently in different forms. Following the data reduction 

technique presented in [41], two researchers independently reviewed the list of 

issues with a primary focus of identifying repeated issues. To ensure a consis­

tent counting scheme, the two researchers then met to produce a consolidated 

list of unique issues. To raise our confidence in the final list, this list was 

further confirmed by having the framework author review and agree to its 

content.

Issues raised during the review meeting were classified and their classifica­

tion was agreed upon by the reviewers. This classification was further validated 

with the framework author through an interview and a few adjustments were 

made. The issues were grouped into:

• False Positives (questions that are not related to the framework (e.g, 

Java related questions).

• Maintenance issues (issues for which documentation was changed to fix 

framework defects and documentation limitations (e.g., missing Web 

link).

• Findings (questions related to framework understanding).
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Figure 6.1: Disposition of issues recorded at the review meetings

Finally, to  raise our confidence in the list of findings, it was cross-checked with 

the FAQs. All issues in the findings list either appeared in the FAQs or was re­

solved during the review meeting.1 Across all reviews, 36% of the issues raised 

during the review meetings were false positives, 12% dealt with maintenance 

issues and 52% were issues related to framework understandability. False pos­

itives and maintenance issues were not included further in the analysis. The 

distribution of issues reported by each team appears in Figure 6.1.

6.3.2 Summary of observations

During preparation, reviewers examined the framework documentation to  iden­

tify difficulties in understanding the framework. During the meeting, the is­

sues raised were answered immediately, if possible, or later in the FAQ. The 

meetings served two functions: (1) Removal of unimportant or unrelated is­

sues from the list of questions that has to be answered in the FAQ, and (2) 

improvement of the framework expert’s understanding of the issues. In this 

section, we analyze the discovery of findings across the review activities.

1Issues resolved during the meeting generally resulted in docum entation changes (e.g., 
changes in the documentation wording to  make it clearer).
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Figure 6.2: Number of findings per reviewer during preparation

Sum m ary o f reported findings

Figure 6.2, shows a histogram2 of the number of findings reported by each 

reviewer. The number of recorded findings across all reviewers range from 0 

to 9, with a median =  2, IQR =  2.

In analyzing the rate of findings reported per term, we found no statistical 

difference3 between the average number of findings reported across teams in 

each term  (p^Term  1)= 0.37, Pi?(Term 2)= 0.62). However, this average was 

significantly different across terms (pf  =  0.01). The rate of reporting per team 

in Term 2 was 45.6% less th a t the average rate in the first term.

Sum m ary o f effort data

The total number of hours spent in preparing, meeting and responding to

the review findings is the most common measure for review cost [77], [57],

[138]. Figure 6.3 shows a histogram of the time investment by each reviewer

in order to prepare for the review. Across all reviewers the effort ranged from

30 minutes to 4 hours, with a median effort was 2.5 hour, with IQR =  1 Hour.

2All histograms in this thesis are normalized to  show percentage with respect to  the to tal 
population size.

3Multiple comparison tests like these were computed using ANOVA F -test.
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Figure 6.3: Time spent preparing for the review

The data suggests tha t there is no statistical difference between the average 

effort across teams (pf =  0.33).

6.4 T he effect o f  process stru ctu re

6.4.1 The effect o f th e detection technique

The choice of the detection technique has always been perceived as an im­

portant factor affecting peer review performance [183]. Some methods use 

systematic techniques, with specific and distinct responsibilities (e.g., Active 

design review [175], phased inspection [133]). While others use nonsystematic 

techniques with general and identical responsibilities (e.g., Fagan inspection 

[77], jV-fold inspection [155]).

In our study we adopted the nonsystematic approach, however, we sup­

ported the reviewers with a checklist. In the first term, two different checklists 

were prepared and each list was given to three review teams. The first was a 

generic checklist based on the checklist provided with the description of the 

round-robin reviews [84]. The second checklist was based on the scenario based 

checklists proposed by Proter et al. [183].

We studied the effect of using different checklists in two stages. First,
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Figure 6.4: The effect of using different checklists

we investigated the individual preparation reports. There was no significant 

difference in the number of findings reported by users of the two checklist 

(Pt =  0.57).

Second, we investigated the amount of overlap in the reported findings 

reported by the reviewers. In order to perform this analysis, we created virtual 

teams. The total number of findings reported by each virtual team was then 

calculated and we analyzed the differences in these results. The team size was 

systematically changed from four to eight reviewers. The range of team sizes 

was selected based on literature recommendations [95], [78], [150], and typical 

numbers from industry [238], [243], [234].

As can be seen in the boxplot in Figure 6.4, there was no difference between 

the two checklists despite the team size (pt (4 members team) =  0.43, pt (5 

members team) =  0.73, pt (6 members team) =  0.80, pt (7 members team) 

=  0.97, pt (8 members team) =  0.70).

6.4.2 Large team  versus small team

The nature of the review and the definition of effectiveness are the major 

source of variation in recommended team size. Usually, a trade off between
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work-product coverage and review cost must be considered in deciding the 

actual team  size. The smaller the team size, the more likely that some findings 

will be overlooked. On the other hand, the larger the team size, the higher the 

impact on the project’s cost and schedule. In our context, the effectiveness of 

the review is calculated as the gain divided by the costs. The review costs are 

calculated as the sum of fixed costs and the cost of performing the review. The 

fixed costs is the sum of the administration costs and the cost of the framework 

expert. The review cost is the sum of the time reviewers spend in preparation 

and the cost of attending the meeting. The review cost can be formulated as:

. » r  • 7 ■ V '■team SizeFixed costs +  leam size * Meeting duration +  /  x Preparation time

Review gain is calculated as the sum of the individual gain of all review par­

ticipants. The individual’s gain is the time saved due to attending the review 

meeting, i.e the number of of issues a reviewer learns during the meeting 

multiplied by the cost of detecting these issues by reading the framework doc­

umentation. The review gain can be formulated as:

E team Size , _ . 1 1 . . Preparation time of reviewer(i) .
( Issues learned by reviewer (i) * -----------------------------------  )

i=zl Issues detected by reviewer (i)
This formula is built on assuming that the cost of detecting the issues learned 

during the review is uniform and equals to  the cost of detecting an issue during 

preparation time. These assumptions are not accurate.

Since we don’t  know the exact cost for an individual to detect more issues 

we simulated this value. The time consumed by a reviewer to find an issue 

after the review was estimated as the time consumed to detect an issue during 

the review multiplied by a multiplication factor (MP). We simulated the MP 

by a normally distributed random variable. A low MP means that issues 

discussed during the review are simple and the reviewers will discover them if 

they invested a small amount of extra time reading the documentation. The 

higher the MP, the higher the likelihood a reviewer may need more time to 

detect that particular issue by reading the documentation.

Since the review focused on the reviewers initial understanding of the 

framework, the preparation time was divided between understanding the ba­

sics of the framework and studying how the framework can be extended to
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Figure 6.5: Review benefits as team size increases

meet the project requirements. During the studying time, concerns and ques­

tions are raised. We assume that a considerable part of the preparation time 

was dedicated to understanding the basics of the framework. Consequently, 

it is highly probable that finding more issues will take less time. Hence, we 

assumed that the value for the MP should range between [0,1]. In the analysis 

we used MP =  (p. =  0.5, a  =  0.167)4.

Although reviews with more than eight reviewers are rare in practice, one 

report supported review teams of twelve reviewers [73]. Increasing the number 

beyond 12 was supported by a recent study [38]. In order to  cover all sizes 

of review teams mentioned in the literature, we changed the team size from 

two5 reviewers to teams of up to twenty reviewers. Because the framework 

documentation were changed after the first term, members of the virtual review 

teams were selected from the same term.

As can be seen in the boxplot in Figure 6.5, adding more reviewers will 

increase in review benefits at a higher rate than the increase in its costs. Hence, 

increasing the team size will increase the collective benefit from the review.

For practical reasons, while determining the optimal team size, we consid­

ered a bigger team  to be more efficient only if adding a new reviewer will result 

in cost saving of more than 30 minutes (0.5 hr s.) per reviewers. The goal is

4Following the six-sigma rule, 98% of the values are bound between [0,1]
5for team size 2 the maximum number of different teams th a t could be created equals 

2 7  C o  —  351 virtual teams.
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Figure 6.6: Difference in review benefits as team size increases

to evaluate the number beyond which, adding more reviewers will not achieve 

the predefined savings level. According to this definition, the optimal team 

sizes are nine or ten reviewers (as seen in Figure 6.6). The average increase in 

time saving per reviewer drops to  25 minutes per reviewer when the team size 

increases from 10 to 11 reviewers. Note that we considered the average savings 

as the team increases from 8 to 9 reviewers (29 minutes.) as an outliar. On 

the other hand, the data indicates tha t the benefit per reviewer for two and 

three person reviewers is less than 30 minutes as well (see Figure 6.5).

6.4.3 O ne session versus m ultiple sessions

From the document under review perspective, the findings th a t appeared in 

the FAQs are omission defects [18]. Finding and correcting these defects are 

as important as spreading the framework knowledge among students.

As seen in Section 6.4.2, under realistic assumptions, large teams are not 

efficient with respect to the reviewers’ knowledge about the framework. In­

creasing the number of review teams [155] was proposed as an efficient method 

to increase the throughput of the process; especially when the document under 

review is written in natural language (e.g., requirements document). In this 

section we want to evaluate the effectiveness and efficiency of using more than 

one team to review the same document.

In order to perform this evaluation we generated all different two-team, 

three-team, four-team and five-team permutations from our data such that all
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One Two Three Four Five
Term 1 6 6C2 =  15 6C3 =  20 6C4 =  15 6C5 =  6
Term 2 5 5C2 = 10 5C3 = 10 5C4 -  5 5c 5 = i
Total 11 25 30 20 7

Table 6.1: Multiple session - data summary

teams are from the same term. Table 6.1 shows the number of data points 

for each treatment. Furthermore, to analyze the multiple session data, we 

performed another data set reduction to remove duplicated findings (i.e., each 

finding is considered once in the findings count across sessions).

We calculated the average change in the review throughput as

average findings for N  +  1 sessions — average findings for N  sessions 
average findings for N  sessions

As can be seen in Figure 6.7, adding an extra session to  the review has im­

proved the review throughput by a minimum of 14.8% (from four-sessions 

review to  five-sessions review) to a maximum of 80% (from one-session review 

to two-sessions review).

Despite the difference in exact values, these results are consistent with 

the results reported by Martin & Tsai [155] and Schneider et al. [199] but 

contradict the results reported by Porter et al. [181]. This difference can be 

attributed to the type of document under review. In our case, as well as in 

Martin & Tsai and Schneider’s et al. experiments, the documents under review 

are written in natural language. The document under review in the experiment 

performed by Porter et al. was more formal as reviewers reviewed code written 

in Ch—K

6.5 T he effect o f th e  process in p u ts

Several factors, other than process construction, may affect the throughput of 

the review process, including the characteristics of the document under review, 

reviewer’s ability to detect issues, and the framework expert. The number 

and type of issues raised during preparation are influenced by the reviewers’s 

ability to detect and raise questions as well as the clarity of the document under
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review. The number and types of issues recorded in the collection meeting are 

influenced by the number of issues recorded in preparation and the amount 

of discussion about a specific issue with the framework expert attending the 

review meeting.

In the previous section we studied the effect of the process structure on the 

review process. In this section we discuss the reviewer’s effect on the review 

throughput. Specifically, we will assess the effect of the following three factors: 

professional training, industrial experience and preparation time on the total 

number of issues reported by each reviewer.

Although, it does not confirm causality, the effect of these factors is assessed 

by calculating the correlation between the number of reported findings and 

each of the three factors. In order to increase the confidence in our results, we 

used resampling techniques [211] to calculate the correlations.

6.5.1 Professional training factor

It is an established fact that experienced practitioners outperform less ex­

perienced ones. Apart from the hands on experience (discussed in the next 

section), process improvement programs like CMM put a lot of emphasis on 

professional training as a vehicle to enhance practitioners’ experience. In this
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section we want to evaluate the effect of professional training on the review 

throughput.

Although we did not provide direct training on reviews, we believe that 

students’ Grade Point Average (GPA) of junior and senior level computer sci­

ence courses as well as the number of these courses can be taken as an indicator 

to the effect of professional training on the review performance. However, the 

results have to be interpreted cautiously and can not be generalized beyond 

the performance on this type of reviews.

In order to evaluate the correlation between the GPA and the review per­

formance, we investigated whether students with high GPA tend to report a 

high number of findings more often than would be expected by chance. The 

strategy is to  rank the students by GPA and split the number of reported find­

ings into ‘above median’ and ‘below median’. Then, the sum of ranks (SO R ) 

for students in the ‘above median’ category is calculated (SORobserved)-

By randomly associating the GPA rank with the number of reported find­

ings and calculating the resulting SOR, a data point representing an associa­

tion ‘by chance’ between the sum of ranks and the ‘above median’ category is 

generated. By repeating this process 1000 times, a distribution representing 

how often the SOR are associated, by chance, with reporting ‘above median’ 

number of findings is generated (see Figure 6.8(a)).

The level of correlation can be evaluated by comparing the SORobserved to 

the random pattern of SOR. The more frequently th a t the randomly generated 

SOR(s) is as low as the SO Reserved) the higher the probability that there is no
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Number of 
Reported Findings

Industrial Experience Rank
Total2 1

Above Median 25.9% 7.4% 33.3%
Below Median 37.1% 29.6% 66.7%

Total 63.0% 37.0% 100%

Table 6.2: Data summary for industrial experience versus reported findings

relationship between the students GPA and the number of reported findings.

The SORobserved for the students reporting an ’above median’ number of 

findings is 115. Comparing with the randomly generated values we find that 

in only 36.3% of the trials did random selection of ranks produce a total of 

115 or less.

Following the same analysis strategy, the observed number of junior and 

senior level computer science courses taken by students reporting ’above me­

dian’ number of findings sums to 47 courses. Comparing with the randomly 

generated values (see Figure 6.8(b)) we find th a t in 84.7% of the trials did 

random selection of number of courses sums to 47 or more.

The above results imply that the association between the review perfor­

mance and the GPA is stronger than tha t with the number of courses. How­

ever, in both cases it does not seem to be a strong enough association to be 

used as a predictor for the review performance.

6.5.2 Industrial experience factor

In this section we statistically evaluate whether the level of industrial expe­

rience affects the individual’s performance in the review or not. According 

to the categorization of industrial experience data presented in the previous 

chapter, student’s experience can take the value of 1 for less than one year of 

industrial experience or 2 for more than  one year of industrial experience.

If there is a high association between the two variables, then the observed 

data will be large in the two diagonal cells on either diagonal on Table 6.2 

(ignoring the ‘to ta l’ data). Under the assumption that industrial experience 

and the number of reported findings are positively associated, we expect that 

the sum of the top-left, bottom-right diagonal to be larger than the other
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Figure 6.9: Histogram of consistent industrial da ta  through random  selection

diagonal. The difference between the sums of the two diagonals is called the 

consistency measure. In Table 6.2, the consistency measure =  (25.9% +  29.6%) 

- (7.4% +  37.1%) -  11%)

Comparing the difference between the sums of the two diagonals in the 

observed data with randomly generated simulated results we found that 10.1% 

of the trials produced difference equivalent to or higher than the observed 

difference (see Figure 6.9). The results indicate that a strong association 

exists between the reviewer’s industrial experience and the number of reported 

findings.

6.5.3 Preparation tim e factor

The amount of preparation time is a measure of the amount of effort the 

reviewers put into studying the framework documentation. In this study, we 

recommended that students spend between 120 to 180 minutes in preparation. 

However, students did not follow this recommendation literally, the reported 

preparation time varied from 30 to 240 minutes.

Ranked on the number of reported findings, the top 25% students spent on 

average 168 minutes in preparation for the review. The average time reduces 

to 160 minutes for the top 50% students. As can be seen in Figure 6.10, the 

chance of detecting the same numbers in a randomly generated data is 2.9% 

and 4% respectively, indicating a high correlation between the amount of time 

invested in preparation and the number of defects reported during the review
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Figure 6.10: Histogram of randomly selected effort data

meeting.

However, this impressive correlation can only be used as an indicator for 

the review performance rather than a predictor. The amount of effort invested 

does not only depend on the ‘planned’ or ‘recommended’ amount of effort the 

reviewer wanted to spend in preparation, but also on the document under 

review as well. It is influenced by the number of questions and concerns a 

reviewer has identified by reading the documentation. The more difficulties 

s/he finds, the more time s/he will invest to formulate the questions and 

concerns. Hence, recommending longer preparation time may not improve 

the review throughput. Comparing average preparation time and reported 

defects among teams in the first term and the second term confirms this fact. 

Although there is no significant difference in the preparation time among the 

two sets, reported defects in the second term  is less by 45.6%.

6.6 S um m ary and recom m en dations

We have collected data from a review process designed to accelerate the frame­

work learning process. In this study, reviews are used in a novel way where 

benefits of the review are not only directed towards the reviewers but focus 

on improving the quality of the document under review. In order to build an 

experience package for this type of review, we evaluated the optimal team size, 

number of review sessions and, reading techniques. We also evaluated the ef­

fect of the review context, in particular the effect of the reviewer’s background 

(industrial and professional training) as well as the amount of time invested
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Figure 6.11: Findings breakdown

in preparing for the review.

In the following section we summarize the specific results of our study data 

and discuss their implications from the viewpoint of a practitioner wanting 

to deploy the experience package and a researcher working to improve the 

experience package.

R eported  Findings. Around one third of the reported issues turned out 

to be false positives. Approximately, 10% of the issues raised maintenance 

issues either in the framework or in the documentation. Finally, of the issues 

related to framework understanding questions, two thirds were seen as omis­

sions from the documentation. The remaining 18% were resolved during the 

review meeting (see Figure 6.11). The number of issues related to the frame­

work understanding per review team ranged from 25.3% to  56.8% for the first 

term  and from 18.9% to  44.2% for the second term  .

For practitioners this suggests that time spent in the review is well invested; 

on average 38% of the issues raised during a review meeting added to the 

knowledge of the reviewers on how to use the framework. We anticipate that 

this number would increase if the reviewers are familiar with the programming 

language used to develop the framework, as most of our false positives were 

questions related to the Java programming language. However, the decline in 

the number of questions and concerns discussed in the review meeting from 

the first to the second term suggests that the review process is more useful at
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the introduction of a new framework. Over time, the documentation should 

evolve to cover most of the concerns and questions related to the framework 

with respect to that domain of applications.

For researchers this suggest that the learning capabilities of reviews need 

to be well understood to support different aspects of software development 

involving program understanding. Better models need to be developed to 

evaluate specific aspects of the review in this context (e.g., review efficiency 

and meeting gain).

Team size. We found that the bigger the team size, the more issues will 

be detected. However, if the cost associated with adding a new member to 

the team is accounted for, the optimal team size will depend on the difficulty 

level of the issues raised during the review. Under reasonable assumptions, we 

found that the optimal team size is 7 or 8 reviewers.

For practitioners, this imply that increasing the team  size up to 8 would 

improve the throughput of the review. However, for smaller development 

teams, we don’t recommend joining two teams in one review as the points 

of interest in the framework may change from one project to another (e.g., not 

all the teams used the persistence storage aspect of the framework).

This result was based on the preparation reports. The underlying assump­

tion is that all issues raised during the meeting are understood by all reviewers 

attending the meeting. More research is needed to verify these results by tak­

ing meeting synergy into account.

M ultiple sessions. We found that increasing the number of sessions 

improves the throughput of the review; however, the rate of improvement 

drops drastically as the number of sessions increases. Two sessions reviews 

improved the throughput over one session review by an average of 80%. The 

improvement drops to 28% if the number of sessions increased from two to 

three. In practice, this means that if the main objective of the reviews is to 

improve the quality of a framework documentation, multiple session reviews 

improves the review throughput.

The efficiency of multiple session reviews depends on the number of defects 

to be found in the document. The lower the number of defects in the docu-
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ment, the less the number of review sessions needed. In order to design the 

proper number of sessions for a review, more research is needed using statistical 

techniques to estimate the number of remaining defects in a document.

R ev iew er’s B ackground  Our observed data indicates that the perfor­

mance of individual reviewers is highly correlated with their industrial ex­

perience. A weaker correlation with their performance in computer science 

courses was also observed. The number of courses taken did not seem to have 

any correlation with the performance.

From a practitioners’ perspective, these results confirm the value of indus­

trial experience in software engineering activities. The importance of profes­

sional training is also evident but somewhat weaker.

6.6.1 Summary

In summary, an information sharing review is an effective tool to accelerate 

the process of knowledge internalization for object-oriented application frame­

works at the early stages of the development process. The optimal team size 

for this type of review is 7 or 8 reviewers. Statistically, the design of the 

checklist does not affect the review performance; however reviewers felt more 

comfortable with the scenario based checklists. In general, experienced review­

ers will outperform the less experienced ones; however, professional training 

may mitigate this performance difference.

I l l
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Chapter 7

A utom ated Support for the  
C om petency Refinery

7.1 In troduction

A typical competency refinery has to deal with a large amount of information 

in order to create business value to support the development organization. 

The refinery built in this thesis is no exception. The amount of information 

to be handled mandates some level of automated support for the refinery 

functionality. The main goal of the support environment is to facilitate the 

reuse of past experiences and thereby suggest solutions to given problems based 

on some similarity criteria.

The refinery’s support environment should aid both the users and the main­

ta in ed  of the experience base. The most im portant users are project members 

who must be provided with easy to use and efficient search capabilities of the 

experience base. Key support for the maintainers of the experience base in­

clude the capturing and analyzing of information about the process enactment.

In the following section we discuss requirements for the proposed support 

environment. An overview of the tool architecture to support different aspects 

of the refinery architecture are described in Section 7.3. The documentation of 

the prototype tool we built along with some usage scenarios follows in Sections 

7.4 and 7.5, respectively. An assessment of the developed prototype along with 

suggested modifications to overcome identified problems is discussed in Section 

7.6. Finally, Section 7.7 summarized the chapter’s contributions.
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7.2 R equirem ents for supporting  th e  C om pe­
ten cy  R efinery

Several authors [7] [26] [24] [102] [167] [196] [221] [240] discuss the important 

factors required for a successful implementation of a system to support knowl­

edge management activities within software organizations. These requirements 

can be grouped into organizational requirements (e.g., motivating employees, 

need to share knowledge and to create shared objectives), functional (e.g., 

experience acquisition, experience characterization) and technological require­

ments (e.g., details of the knowledge base and other technical infrastructure). 

Although the organizational requirements are extremely important, we will 

not elaborate on them any further, as they require substantial psychological 

and sociological studies that are beyond the scope of this thesis.

7.2.1 Functional requirem ents.

As discussed in Chapter 3, the mechanisms necessary for the refinery to func­

tion properly can be grouped in three sets of activities: identification, stor­

age and communication of experiences [226]. Communication activities facil­

itate the interaction between the refinery and its users. They can be broken 

down into two sets of tasks: collecting information and dispensing experi­

ences. Through the identification activities, collected information is processed 

to extract knowledge, for example, to detect lessons learned, and/or develop 

process models. Storage activities are concerned with packaging and saving 

models created during identification as well as saving collected information. 

Hence, an environment supporting the refinery is required to: collect infor­

mation and package and dispense experiences. These functional requirements 

can be broken down as follows (see Figure 7.1):

F . l  C ollect in fo rm ation : In this set of tasks, information captured from 

process enactions is recorded in order to document hands-on experiences. 

Recorded information has to  be somehow validated to  assure its objec­

tivity; for example, sending questionnaires to as many developers as pos­

sible and using statistical techniques to determine trends in the replies.
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Figure 7.1: Decomposition of the experience administration tasks

Collected information is then classified according to a predefined taxon­

omy and stored for future reference. This information should provide 

evidence of success or failure of a particular process and/or technique.

F.2 Package knowledge: Through analysis, the refinery maintainer com­

piles experiences by exploring knowledge contained in the collected in­

formation. Compiled experiences are then catalogued according to the 

problem they address and features that set them apart from similar expe­

riences. Composed experience packages are then stored in the experience 

base.

F.3 D ispense experiences: The refinery users access the experience base 

to search for possible solutions for their problems. They should be able 

to review and reason about the proposed solutions before selecting one. 

Allowing the users to browse the contents of the experience base is im­

portant in case the reasoning system failed to provide a solution to the 

problem in hand.

7.2.2 System  level requirem ents

In the following we present a list of requirements which we found important 

for a system to support effectively the refinery’s functionality from a technical 

perspective. The list is compiled from our experience in the enactment of the
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refinery as well as the requirements reported in similar research results [7] [24] 

[102] [167] [196]. A proposed system should:

5.1 Support th e evolutionary nature o f th e software experiences. As

more experiences are solicited from projects, more of the tacit process 

knowledge is recognized and explicitly documented. Furthermore, devel­

opment processes evolve to match the dynamics of the software business 

and the organizations maturity. This means th a t packages stored in the 

experience base should be continuously maintained. For example, at the 

beginning of our case study, we anticipated the existence of an effective 

process for developing applications using the framework but we did not 

have any recommendations to this effect. After the first term, we realized 

a correlation between the number of developers directly interacting with 

the framework and the team performance and reflected this knowledge in 

our recommendations. Towards the end of the case study, it was evident 

that consultant-based team management is suitable for this type of de­

velopment. A system to support this form of knowledge evolution must 

allow the packaging and repackaging of knowledge at different levels of 

abstraction.

5 .2 Support different project setups. The assumption that a standard 

setup must be used for each project may create barriers to supporting the 

development process. A competency refinery system must support the 

development organization as its development practices mature. Hence, 

the refinery should be able accommodate a variety of project setups 

by supporting acquisition and deployment techniques that are flexible 

enough to integrate easily with several development environments. For 

example, we relied heavily on questionnaires to  acquire knowledge about 

the process performance. For an organization with mature development 

processes, process measurements might be a better approach to acquire 

the same information.

5 .3 Support evaluating the applicability o f packaged knowledge.

The dynamic nature of the software business frequently raises the need
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for new information to be collected and packaged; this, in turn, may 

render some existing packages obsolete. A package may be obsolete 

due to the emergence of a better solution for the problem or the prob­

lem it addresses no longer exists. For example, the experience base 

centered around the CSF matured as a result of the information shar­

ing reviews. If this experience base reaches a certain level of maturity, 

browsing the experience base might be a better approach to support the 

CSF understanding than reviews. In order to evaluate the best match­

ing knowledge item, the system should support mechanisms to solicit 

user feedback about the used knowledge items. Maintaining statistics 

about the system usage (e.g., frequency of search, frequency of access) 

is also important to differentiate between obsolete knowledge items and 

items that are not accessed due to problems in the built-in knowledge 

classification technique.

5 .4 Support re triev a l of packages o f sim ilar experiences. Differences 

between software development projects do exist, and therefore it is very 

unlikely to  find a packaged experience that exactly matches the cur­

rent project’s characteristics. Typically, software practitioners address a 

problem by thinking of situations where similar problems occurred and 

often adapt a previous solution to the current problem. This reuse stra t­

egy is commonly used by software developers. For example, based on our 

experience, it is natural to recommend reviews as a tool for framework 

understanding despite the product size, the development setup (indus­

trial or academic). In support for this strategy, if the project charac­

teristics can not be exactly matched, the retrieval mechanism should be 

able to find and rank similar experiences.

5 .5 Interactively guide users through the retrieval process. In order 

to locate the best matching solution, the built-in knowledge classifica­

tion structure needs to be understood. Often, the refinery users can 

only anticipate a subset of these classifiers; classifiers such as chances of 

short-term and long-term success are sometimes used as process classi-
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fiers [159], yet they are not easy to anticipate. Knowing and understand­

ing the built-in classification structure should not be required in order 

to  effectively use the system. To overcome these impedances, the sys­

tem should guide users through the package selection by asking specific 

questions about the problem context to retrieve the best solution(s) that 

matches the problem and its environment characteristics.

5 .6 Support retrieval based on incom plete inform ation. As experi­

ence packages stored within the system evolve, more classifiers about 

these packages emerge. However, the refinery users might not be aware 

of all the classifiers for the target experience package. The system should 

be able to retrieve the packages, even if the user did not answer some of 

the guiding questions.

5 .7 R ely on familiar technologies to  acquire and dissem inate knowl­

edge. The steep learning curve needed to use a software tool effectively 

is a major reason for rejecting the software tool in practice [159] [27]. 

The refinery system must be easy to learn and use (e.g., by presenting a 

familiar look and feel on a web platform).

7.3 A  p ro to typ e  environm ent to  su pp ort th e  
C om p eten cy  R efinery

Because a wide range of activities are required in the operation of the refinery, 

an automated environment should be considered (developed or acquired) to 

provide basic support for the majority of these activities. First we describe 

the core technology used to support knowledge deployment, followed by a 

discussion of the tool architecture we used in our prototype environment. The 

architecture is generic, scalable and supports not only the dissimilation of 

experiences, but complete experience reuse as well.
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7.3.1 Supporting Technology

As discussed in chapter 2, three candidate reasoning technologies: rule based, 

model based and case based, can be used to support knowledge deployment 

activities. In our approach, we favored case-based reasoning for the following 

reasons:

• Rule-based and model-based reasoning imply that the domain knowledge 

is well enough understood either to enumerate a causal model or to 

encode the knowledge into rules; an implication that does not generally 

hold true for the software process domain.

• Case-based systems can propose solutions without a full understanding 

of the domain characteristics [136]. They provide an opportunity to 

make assumptions and predictions about the domain according to what 

worked in the past.

• Communicating cases, as opposed to rules or model characteristics, back 

and forth with project participants (domain experts) is relatively simple 

and straightforward.

• Case-based systems are easier to build and maintain [212].

We also assume th a t by adding more and more cases to the case base, the 

domain will become better understood to the point that efficient, compre­

hensive rule-based systems or models tailored to the organization needs can 

be developed and enacted for the well-understood aspects of the development 

processes.

7.3.2 Tool Architecture

A refinery system consists of three layers: data, servers and tools, as shown in 

Figure 7.2. We distinguish between two types of tools, general purpose tools 

and experience specific tools. General purpose tools administer the knowledge 

deployment activities. Specifically, these tools focus on the experience base 

and allow the refinery customers to locate experiences th a t meet their needs by
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Figure 7.2: Architecture of the competency refinery support environment

searching or browsing the experience base. Other tools in this category include 

experience input/ maintainance tools. These tools support the functionality 

of different refinery agents. For example, experience input tool support the 

functionality of the Experience Manager and the search tool supports the 

functionality of the Experience Adapter. Experience specific tools support the 

evolution of knowledge contained in the experience base. Tools in this category 

support the collection of software engineering measurements, data analysis and 

the polling of feedback from experience users. These tools mainly support the 

functionality of the Package Developer. For example, the statistical analysis 

tools developed to analyze the case study data are examples of this category of 

tools. They focus on analyzing the reviews data to abstract general knowledge 

about the information sharing reviews.

Both types of tools act as clients using servers within the servers layer. 

The servers layer contains at its core a case-based reasoning engine to support 

experience deployment. To manage the amount of knowledge in the process 

domain, we implemented the experience base as a collection of case bases.
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However, in many instances data collected from projects did not fit directly 

into the experience base (e.g., questionnaire results, review questions and mea­

surements collected about the experience packages). This data is vital for the 

proper evolution of knowledge within the experience base. It is important 

to maintain and manage the databases and file systems containing this data 

within the support environment. Supporting the collection and maintenance 

of this data requires other types of servers within the servers layer such as Web 

server, or a database server supported by a Data Base Management System 

(DBMS).

7.4 S ystem  im p lem entation

We built our prototype using a commercially available case-based reasoning 

system ( C a s e A d v is o r ™ )  [242]. Several case bases have been built, each 

targeting a different type of experience. The whole system was then integrated 

using the Web technology and Pearl scripts to allow the navigation from one 

experience base to another.

C B R  Engine

C a s e A d v is o r ©  is an intelligent problem diagnosis and resolution system for 

applications in enterprise knowledge management. Although the core technol­

ogy of the system is case-based reasoning engine, it contains additional features 

such as decision trees and constraint satisfaction algorithms. C a s e A d v is o r  

was developed by the CBR group at Simon Fraser University using case-based 

reasoning technology. Stand-alone and client-server versions of the tool are 

available to work on either a PC or via an internet connection. In addition 

to the engine, C a s e A d v is o r  contains two main tools: a C a s e  A u t h o r in g  

tool to build a case base and a PROBLEM  RESOLUTION tool to use the case 

base.
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C a s e  A u t h o r i n g  t o o l

Domain experts interface with the system using the C a s e  A u t h o r in g  tool. 

In  addition to the case name, the tool provides two generic parts to describe 

a case: problem description and problem solution.

Feature-value pairs can be added to increase case distinguishability in the 

form of questions-answer pairs. Answerers can be individually weighted to 

index the cases in the P r o b l e m  R e s o l u t io n  module.

Accessories such as files, decision trees and keywords may be attached 

to  any case to simplify and/or structure the retrieval process or to clarify 

the proposed solution. Keywords can be manually entered or automatically 

extracted by the system.

P r o b l e m  R e s o l u t io n  t o o l

After a case base for a domain has been constructed using the C a s e  A u t h o r ­

i n g  tool, it can be used to solve problems in that domain using the P r o b l e m  

R e s o l u t io n  tool. A user first gives a high-level natural-language description 

of the problem. The system isolates keywords from the description and uses 

them to  retrieve the cases that best match the description. The questions serve 

as a logarithmic indexing structure which dynamically re-ranks all retrieved 

cases. A nearest neighbor formula is used to compute similarity.

E x p e r i e n c e  m a i n t a i n e r  t o o l

The effect of experience base maintenance activities can be local (affects a 

particular experience package) or global (affects all packages). Typical main­

tenance activities for the experience base are [171]:

• Add newly acquired knowledge.

•  Remove obsolete packages.

• Add/modify a context parameter or a feature to the experience base.

To facilitate experience maintenance activities we built an experience main­

tainer tool using peri and CGI scripts. Maintenance processes start with
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Figure 7.3: Maintenance tool screen

extracting experience packages currently stored in the experience base. A 

summary of the information along with maintenance activities options are 

presented to the maintainer as in Figure 7.3. The summary lists all pack­

age names and, package features along with the values that the feature may 

take. Depending on the nature of the required update, the maintainer will 

be presented with forms to either update the information in a single experi­

ence package or add a new feature to the experience base. If a new feature is 

added, the next step is to  associate a value for tha t feature for the experience 

packages. Finally, the updated information is posted back to the experience 

base.
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Browser tool

The hierarchical nature of the stored experiences requires browsing along two 

dimensions: (1) within the same case base or (2) from one case base to an­

other. In addition to browsing the same case base, the need for mechanisms 

to  navigate through different levels of experiences was evident.

The browser module was implemented to take full advantage of C a s e A d ­

v is o r  features. Browsing the same case base is provided by default in the 

P r o b l e m  R e s o l u t io n  module. For inter case-base browsing we used the 

“invoking files” feature in C a s e A d v is o r  case description. In the solution 

description, experience packages are set to invoke and run a new PROBLEM  

R e s o l u t io n  module using the target case base. At present, browsing is lim­

ited to one step either up or down the experience base hierarchy.

D ata acquisition tools

Data acquisition represents a major factor that determines the success or fail­

ure of a competency refinery. If data acquisition does not happen naturally 

(i.e. in a transparent manner) as part of the process, developers will refrain 

from making the additional effort of entering data into the tool. Moreover, 

the tool has to assert the objectivity of the data solicited from developers.

In our implementation of the refinery, we used a variety of methods to col­

lect data and to assert its objectivity. Two questionnaires were used to solicit 

feedback from the reviewers about the enacted review process (see Appendix 

C). The review documentation (e.g., preparation reports and meeting min­

utes) were collected to analyze the review performance and the review sessions 

were video taped for further analysis.

Because the knowledge related to CSF is relatively mature, we relied on 

‘consulting experts’ technique while building the experience base for the CSF 

framework. In this case, a large set of documented problems were solicited 

from users before they were addressed by the framework expert who provided 

proposed solutions to these problems. Project members had a chance to in­

teract with the framework expert in a formalized setting (peer review) at the
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beginning of the project. As a follow-up support process, more problems were 

addressed through e-mails and face-to-face meetings with the CSF expert.

D ata analysis tools

From our experience we soon realized the importance of collecting a set of 

quantitative and qualitative data through measurements and questionnaires 

to understand and develop processes that best suit the organization’s needs. 

Collected data were statistically analyzed using Microsoft Excel and a statis­

tical analysis tool called S-Plus. Subjective judgement was necessary in some 

cases to determine the preference of one process alternative over the others. 

For example, measurement data in the first enaction of the peer review pro­

cess in our experiment indicated no difference in performance between the two 

checklists used; however, post-questionnaire replies indicated that reviewers 

were more comfortable using the scenario based checklist.

7 .4 .1  Current status of the experience base

To manage the different levels of knowledge abstraction in our model, we im­

plemented the experience base as a collection of knowledge bases. A knowledge 

base is dedicated to best practices (praxis package type). Moving down a level 

of abstraction, a knowledge base is dedicated to knowledge about how to enact 

a particular process (modus packages). Finally, concrete packages were col­

lected in yet another knowledge base. We found th a t partitioning the knowl­

edge in this manner helps to produce an experience base with manageable 

sized knowledge bases. That strategy subsequently eased further analysis of 

the information. At present, we have encoded three different knowledge bases: 

Rapid Development Best Practices (RDBP) with 27 cases and 3 discrimina­

tory features, Peer Reviews (PR) with 18 cases and 4 discriminatory features 

and Information Swapping Concrete Experiences (ISCE) with 15 cases and 7 

discriminatory features.

Packages in the (RDBP) (27 packages) were acquired from the set of best 

practices in rapid development methodology identified by McConnell [159]. 

These practices are directly associated with development speed and process
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visibility. To date, all modus packages existing in the experience base exist 

on the P R  knowledge base. In addition to the review package identified in 

Chapter 6, this knowledge base contains different inspections, technical reviews 

and walk-though mechanisms proposed by researchers and industry expert (see 

Appendix B). The 15 packages in the ISCE were acquired from the case study 

discussed in Chapter 5.

7.5 U sage scenarios

These scenarios demonstrate how the tool is used in practice. The first sce­

nario describes how a typical customer of the refinery would use the support 

environment to find the most similar experience package. The second scenario 

describes how the tool is used by the refinery agents to evolve the knowledge 

contained in the experience base.

7.5.1 Selecting an experience package

Let us assume the project manager of a particular project decides to use some 

new technique to enhance the design quality. After querying the RDBP expe­

rience base, he found that technical reviews is the most appropriate technique 

to the current project goals (see Figure 7.4). By viewing the details of ‘tech­

nical reviews’ he finds out th a t there are several technical review processes 

that could be used. To find out what technical review process best suites the 

project needs, the project manager invokes the TR experience base and com­

pares different review methodologies to  find a set of methodologies that best 

suit the project context and needs. Prom this set, let us assume he chooses 

Fagan Inspection. At this point the project manager may view the Fagan 

Inspection case (see Figure 7.5) or invoke the concrete Inspection experience 

base to review hands-on experiences within the organization. By retrieving 

these experiences, information about the effect on the project schedule, and 

design quality are retrieved and assessed.

After reviewing all information related to Fagan Inspection, the project 

manager may either deploy the process or decide that this inspection process is
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not appropriate because, for example, it is very human intensive and stretches 

beyond the project’s available resources. At this point, s/he can reinvoke the 

RDBP experience base and query it again to find out other practices that can 

positively affect the design quality and adhere to the project’s constraints.

7.5.2 Add a new feature

Assume that analyzing available concrete packages for technical reviews reveals 

that the chance of successfully enacting certain technical review methodologies 

highly correlates with formal staff training. To incorporate this new feature 

“requires formal training” in the TR  experience base, we begin by adding the 

question “Did the staff undergo review training?” and all its plausible answers: 

“Yes” and “No” (see screen shot in Figure 7.6). After hitting continue, the 

script will present the domain expert with another form (see screen shot in 

Figure 7.7) that contains all technical review methodologies stored in the case 

base with the option of associating the new question with all stored cases and 

individually setting the weights of each answer. Finally, the question and the 

weights of the answers for all the associations are posted to the experience 

base by hitting ‘continue’ button.

7.6 A ssessm en t and proposed  m odifications

Initial assessment of the prototype, based on the set of requirements identified 

earlier, indicate that the major activities of the competency refinery can be 

supported. Specifically, the prototype supports, to a large extent, most of the 

identified requirements, however, it fell short of supporting requirement S .2 

(support different project set-ups) and F . l  (collect information) and provided 

limited support for requirement F .2  (Package knowledge) and S.7 (see table 

7.1).

Currently, support for the knowledge deployment tasks is provided through 

the stand alone version o f C a s e A d v i s o r . ™  This choice limited our ability 

to integrate the environment with different project set-ups because in this 

version of C a s e A d v i s o r , ™  the user interface and the CBR engine are tightly
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Req. Rating Comments
F . l Poor data collection is not automated
F .2 Limited developed packaging tools are not general
F .3 Good
S . l Good
S.2 Poor the prototype works as a stand alone system
S .3 Good
S.4 Good
S.5 Good
S.6 Good
S.7 Limited the CBR engine uses an unfamiliar user interface

Table 7.1: Assessment of the prototype

coupled. However, this problem could be solved by using the web-based version 

of (C aseA dvisor™ ) 1- note, when we started developing the prototype the 

web-based version was not available.

To increase the provided support for incremental learning, better mecha­

nisms are needed to  enhance the flow of knowledge to and from the prototype, 

as well as to improve the contents of the knowledge base. Specifically, we need 

to:

•  foster knowledge acquisition mechanisms tha t are transparent to  the de­

velopment process.

• integrate the user interface of the knowledge deployment prototype into 

the development environment supporting the project organization.

• develop a richer knowledge base both at the abstract and concrete levels.

Knowledge acquisition techniques could be the factor causing the success 

or failure of the refinery support environment. Effective knowledge acquisition 

techniques have to: (1) be transparent to the development process and, (2) 

target useful information. Knowledge acquisition techniques that require ex­

tra  documentation effort are bound to fail as most software professionals view 

documentation as a cumbersome additional task. Knowledge acquisition tasks 

have to be transparent to the development process. This could be achieved by

1http://ww w .cs.sfu.ca/~isa/isaresearch.htm l#svstem s
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using existing project documentation (e.g., project plans, e-mail threads) and 

process measurements (e.g., costs and benefits) as the main sources of informa­

tion. Furthermore, by modifying and standardizing parts of these documents 

(e.g., through document templates) targeted information could be captured.

For end users to accept and value the knowledge stored in the system, 

the system has to capture information that is perceived as useful by these 

users. The system users should be able to report, react to and/or resolve 

insufficiencies and breakdowns of the stored experiences. Typically, not all 

users will be interested or willing to influence changes to the experience base; 

however it is safe to assume that there often exist local users [170] who are 

interested and capable of performing these tasks.

To increase the value of the experience base, a richer knowledge base has 

to be developed. At the concrete level, enriching the knowledge base can re­

sult from packaging each enaction of the process, as hands-on experience is 

the source of concrete experience packages. However, including each enac­

tion of the process as a new package should be considered with caution as it 

may generate inconsistencies in the captured knowledge. For example, perfor­

mance of individual review sessions in our experiment varied widely. Including 

these experience packages without performing a root cause analysis to identify 

the reasons for success or failure may result in inconsistencies in the stored 

knowledge about the enacted review process.

At the abstract level, the knowledge base can be enriched by encoding more 

results from work in the software process quality and improvement domain. 

For example, ISO 15504 (Part 2) [115] (also called SPICE) defines a set of 40 

processes that covers most of the software development process. By encoding 

these processes into praxis level experience packages and seeding them into the 

knowledge base, a comprehensive list of experiences covering major aspects of 

the software process could be integrated into the experience base.

For a reasonable-size experience base, end users might not be fully aware 

of what the refinery has to offer. We found that the existence of a human 

expert to lead the knowledge deployment tasks is very important to raise users’ 

awareness about the stored experiences. However, the use of human expert is
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typically expensive and may become the bottle-neck in knowledge deployment 

tasks. To overcome this anticipated difficulty, we recommend integrating the 

knowledge deployment tasks into a process support environment such as the 

cafe-401 environment.2 The cafe environment is a distributed development 

environment built using Prothos framework by Avrasoft). This integration 

will support both knowledge acquisition and knowledge deployment activities.

7.7 Sum m ary

In this chapter we presented an environment to  support the Competency Re­

finery. To support knowledge management and deployment, we implemented a 

prototype for an automated decision support system using case-based reason­

ing technology. Assessment of the prototype indicated positive potential for 

reasoning about the software process as our CBR-based approach can propose 

solutions without a full understanding of all factors affecting the process. The 

prototype fell short of satisfying all identified requirements. Specific modifica­

tions to the prototype were proposed to fill these gaps.

Apart from the mechanisms to support knowledge acquisition and deploy­

ment tasks, we realized the need for productive approaches for knowledge 

abstraction. These approaches should address the problem that frequently 

faces the refinery maintainers: Given a set of concrete packages, what abstrac­

tions can be made to add or modify a modus package using automated or 

semi-automated techniques?

2http://peoria.cs.ualberta.ca:8162/prothos/401_2003_W .x/login.p?
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Chapter 8 

Conclusions and future work

8.1 Sum m ary

Despite the reported success of the ‘accumulation of experiences’ paradigm in 

quality and process improvement programs, successfully deploying the paradigm 

still represents a major challenge th a t is undertaken by very few software orga­

nizations. This thesis has investigated challenges facing software organizations 

to  establish an environment to manage their experiences and to facilitate col­

lective learning from these experiences; in other words, become a Learning 

Software Organization (LSO).

The thesis began by critically reviewing existing trends in starting LSO(s) 

with the purpose of identifying the main challenges in establishing an LSO; 

two aspects were identified. The first is related to the accumulated experi­

ences. Little information has been delivered about how experiences can be 

accumulated, explicitly represented, formalized, stored and used in day to day 

process management [106] [103]. To help address this deficiency, a three level 

structure was defined for the experience base to capture different classes of 

knowledge namely: praxis, modus, and concrete package types. Moreover, an 

experience package template was defined to capture features of accumulated 

experiences.

The second challenge is related to the actual building of an environment to 

manage experiences. While the concepts have been treated theoretically, re­

ported efforts indicate that available information is too abstract to effectively 

implement such an environment [106] [222], To help address this problem, the
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thesis defined the competency refinery paradigm to serve as a basis for manag­

ing software experiences. To illustrate the competency refinery approach the 

concept was deployed in a two-year case study to support application devel­

opment using frameworks, with a special attention given to peer reviews.

Throughout the case study, the refinery was deployed using human agents. 

The deployment successfully refined the information-sharing review process, 

supported the development of better documentation for the framework and 

helped in identifying team management models tha t provide best value to the 

development team in the context of the study.

The experience gained from the case study, was then used to define the re­

quirements for a system to  automate key aspects of the agents’ functionality; 

namely tasks related to experience storage and dissemination. A prototype 

environment was then built to fulfill these requirements. Although, the rel­

atively small number of experiences currently stored in the experience base, 

and the scale and context of the projects used in the case study did not al­

low a full evaluation of the developed prototype, the prototype was critically 

assessed. The assessment indicated that most of the important requirements 

were met; however, a need to improve on acquisition techniques, integrate the 

environment with a process support system, and develop a richer knowledge 

base were identified.

8.2 C ontributions and resu lts

This dissertation has made several contributions in the area of software qual­

ity management and process improvement. In particular, we introduced the 

Competency Refinery concept to support the re-enactment of successful devel­

opment activities. The concept was then used to improve peer reviews prac­

tices. An experience base for peer reviews was built to provide the required 

background for the research.

The experience base was used to define an information sharing peer re­

view. The defined process was enacted in 15 different projects, over three 

consecutive terms, to  speed up the learning curve for a moderately complex
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framework (CSF). By collecting and packaging students’ experiences, the ap­

plicability of the defined process was examined and validated. Collected expe­

riences were used to suggest process modifications to be enacted in the next 

round of projects. In addition, the case study collected information to identify 

successful ‘patterns of use’ for building application using frameworks, and for 

improving the quality of the framework documentation. The thesis also intro­

duced an automated environment to support the collection, management and 

dissemination of packaged experiences.

8.2.1 Building and running a C om petency Refinery

The applicability of the concepts underlying the Competency Refinery were 

examined by providing a concrete implementation for the refinery. By collect­

ing, packaging and managing projects’ experiences (15 different projects), the 

concepts underlying the Competency Refinery were evaluated. By starting 

with the simplest solution that works, as recommended by agile development 

methodologies [27], we deployed the refinery using human agents. We then 

proceeded towards the automation of certain aspects of the agents’ tasks.

We found that through the support of a human experience adapter agent, 

the model could adequately support identification and reenactment of success­

ful development activities. Furthermore, instantiating the refinery using the 

bottom-up approach proved to be an appropriate decision; we started by col­

lecting concrete data, then abstracted the data to answer specific questions 

regarding the quality of the peer review process. Following this start-up ap­

proach: (i) the refinery provided value to its customers as soon as the data 

was collected; (n) there was no need to define a process ontology, as the de­

velopment environment was not stable enough to  define one.

8.2.2 Packaging process experiences

In order to fulfil different interests of the refinery users, three levels of ab­

straction were introduced to package process knowledge: praxis, modus and 

concrete packages. Generally, praxis packages capture the merits of the indus­

try  best practices; modus packages represent methodologies of enacting these
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practices, and concrete packages describe the experience gained by participa­

tion on process enactions. The main concept behind this knowledge struc­

ture is to simultaneously capture and maintain abstract and concrete process 

knowledge. The advantages of this structure are:

• Both the knowledge and its roots are captured and stored in the knowl­

edge base.

• Experience from internal and external sources can be fit easily into 

the structure. Only the internal experiences are supported by concrete 

knowledge.

• The knowledge base is refined as soon as a concrete experience is cap­

tured, rather than waiting until the experience is abstracted and pack­

aged into the experience base.

• Abstracted knowledge can be continuously reevaluated based on the ac­

cumulation of concrete experiences, supporting the main concept of the 

competency refinery paradigm.

• Abstract knowledge is packaged in a variety of ways to fulfil different 

needs of its users. Abstracted knowledge may be packaged as, modus or 

praxis type experience depending on intended use.

8.2.3 A utom ated support for the C om petency R efinery

Through our experience in collecting, managing and disseminating knowledge 

related to the case study, we identified the requirements of an environment 

to support knowledge management and deployment. A proof of concept en­

vironment to support the acquisition, selection, deployment and evolution of 

experience packages was developed. The environment was implemented as 

a decision support system using case-based reasoning technology. Although 

the environment did not to provide general approaches for abstracting process 

knowledge, several statistical analysis packages were developed to  analyze and 

abstract knowledge accumulated through the enaction of peer reviews. These
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packages were developed in S, a language developed at AT&T for statisti­

cal analysis. They also can be executed in S-Plus, a commercially available 

statistical analysis tool or R, an open source statistical analysis environment.

8.2.4 Process taxonom y m odel for peer reviews

The thesis defined a process taxonomy to distinguish several software pro­

cesses. The goal of the taxonomy was to meet the needs of the engineering 

decision making process introduced in Chapter 4. The taxonomy organized the 

process along three dimensions: technical, economic and support as described 

in Section 4.4. The taxonomy was applied on peer review processes, and suc­

cessfully identified 16 different proposed and practiced review processes which 

were organized in an experience base for peer reviews.

The taxonomy presents an up-to-date overview and analysis of peer review 

knowledge presented in literature and identified 17 different process attributes 

for peer reviews as described in Section 4.5. These attributes characterized 

the core concepts of the review process and allowed the identification of the 

details of the review process tha t best suite a particular situation through the 

comparison of different alternatives along various dimensions.

8.2.5 D ocum entation of a major case study

A long-term foundational case study was initiated in this thesis. The two-year 

study investigated processes supporting the infusion of new technologies in a 

software development organization. Specifically, we examined how software 

developers, with little or no knowledge of a framework, approached the de­

velopment of new applications using this framework. At the macro level, the 

study was used to evaluate the competency refinery concept. At the micro 

level, the study focused on examining processes and techniques supporting 

software development using application frameworks.

In addition to  confirming the value of process improvement based on the 

accumulation of experiences, the study showed that: (i) peer reviews are useful 

technique to speed-up frameworks learning; (ii) the consultant-based team  

management model provided the best results for building of applications using
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this framework; and (Hi) in addition to the functionality provided by the 

framework, the users are interested in learning more about the non-functional 

aspects of the framework (e.g., reliability).

8.2.6 Supporting framework know ledge internalization

Over the course of the case study, the adopted techniques (peer reviews and 

the framework’s experience base) successfully disseminated knowledge about 

the framework to interested parties. Analysis of quantitative data from our 

case study showed that reviews are useful interaction mechanism to facilitate 

framework knowledge internalization at early stages of the application devel­

opment. These findings were further confirmed by the subjective assessment of 

the study participants. Reviewers pointed out the benefit of reviews in three 

areas: (i) setting deadlines for the understanding process, (ii) consolidating 

the development team point of view through well-organized discussion, and 

(in) getting fast feedback from the framework expert. The experience base, 

centered around the framework, significantly improved the framework docu­

mentation by including the users’ perspective. Over time, the experience base 

drastically reduce the users’ dependency on the framework expert.

8.3 F u tu re  directions

While pursuing this thesis research, a number of interesting questions were 

uncovered that could extend the research.

8.3.1 Tool developm ent and refinement

The developed prototype shows promise and leads naturally into the possibil­

ity of developing a production-quality knowledge management environment. 

This environment can be the basis for further studies and refinements in the 

refinery model as well as mechanisms supporting experience base management. 

Some of the key issues with the environment development that need immediate 

attention are:
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Integration  w ith  other tools Knowledge management tools deliver their 

best performance when integrated into existing development environ­

ment. This integration facilitates knowledge acquisition tasks and en­

hances opportunities for knowledge dissemination. Typically, automated 

development environments collect a lot of information throughout the 

development activities. By analyzing and/or modifying the collected 

information, the refinery knowledge acquisition can happen effortlessly. 

For example, integrating the prototype described in Chapter 7 with an 

automated peer review tool will replace many of the specialized data 

collection forms we developed. Review findings, time consumption and 

checklist outcomes can all be electronically captured through an inte­

grated peer review tool.

M aintaining the experience base The refinery concept is based on the ac­

cumulation of experiences supporting the continuous growth of the ex­

perience base and thus emphasizing the importance of deploying tasks 

to  maintain that experience base. The complexity of these maintenance 

tasks can be attributed to: i) the evolutionary nature of the stored 

knowledge which can quickly render some packages obsolete; ii) the di­

verse sources of cases which can easily generate inconsistencies among 

stored cases; and Hi) the emergence of new development methodologies 

that may require substantial restructure of the experience base. The 

complexity of these tasks, coupled with the demanding time and perfor­

mance requirements of the software industry, strongly suggests the need 

to find better automated support for experience-base maintenance.

8.3.2 Extending the experience base

From his experience in building knowledge units, Schneider concluded that

[200] seeding the experience base is a fundamental requirement to start a 

knowledge unit. Based on our experience, seeding an experience base is not a 

trivial task. Background research about the target process is required to apply 

the process taxonomy framework and to reflect the up-to-date overview and
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analysis of that process.

To exploit the full advantage of the Competency Refinery, the developed 

experience bases have to cover as many processes as possible. As recommended 

in Chapter 7 an investigation of how to extend the experience base by align­

ing it with the SPICE embedded model should be undertaken. Specifically, 

processes defined in the SPICE model can be used as basis for seeding the re­

finery’s experience base. The SPICE standard defines a sophisticated model of 

software process management consisting of 40 different processes drawn from 

the the world-wide experience of large and small software organizations.

8.3.3 Case studies

The case study administered as part of this thesis enriched the peer-reviews 

experience base by giving insights about how reviews can support frameworks 

understanding. Despite the number of projects included in the study, the 

scope of the study was somehow limited. It focused on peer reviews, was run 

using one framework, and took place in an academic context. More case stud­

ies using different frameworks, larger projects, different development context 

and/or focusing on different activities supporting framework understanding 

(e.g., structured tutoring) need to be explored.

8.3.4 Controlled experim ents

Our initial assessment of the tool indicates positive results supporting the 

refinery’s functionality. However, more controlled experiments are required to 

determine the areas of strength and weaknesses of the tool as it compares with 

deployment through a human agent.

8.3.5 D ocum enting application frameworks

Frameworks are bound to evolve as they mature and more is understood 

about the domain they represent. Nowadays, framework evolution is an active 

research areas in software engineering. Framework documentation needs to 

evolve to reflect changes in the framework, as should the experience base built
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around the framework. More work is needed to determine when and how the 

experience base will be affected by the evolution of the underlying framework. 

For example, a model (formal or informal) th a t ties cases in the experience 

base with changes in the associated framework could be used to determine hot 

spots in the framework and predict framework evolution.

8.3.6 Peer reviews for framework understanding

Although information swapping and learning is a well recognized benefit of 

reviews [110], little has been done to explore the full capacity of reviews to 

serve these objectives. Most of the research concerning peer reviews has fo­

cused on defect detection capabilities. More research is needed on reviews that 

have information swapping and learning as a central objective. For example, 

research is needed to answer the following questions:

• H ow  to  form an  effective checklist? Our results indicated no dif­

ference between the two checklists used; however, many researchers [92], 

[53] emphasized the value of the checklist in supporting reviews. More 

studies are also required to track and evaluate the effect of checklist 

improvement techniques (e.g., the statistical method described in [53]).

® W hat data to collect? Gathering data concerning the performance of 

the review process is essential for its improvement. Gilb & Graham [92] 

define over fifty measures to collect. 1 In order to define a comprehensive 

set of measures th a t will reflect the actual performance of information 

sharing reviews, research is needed to evaluate the usefulness and cover­

age of the measures defined by Gilb & Graham for information sharing 

and learning purposes.

8.3.7  Forecasting and estim atio n

Despite the effectiveness of peer reviews in information sharing, reviewers are 

unlikely to discover all questions they want to ask about a framework. Hence,

1 Other list of measurements defined for reviews could be viewed as subset of this list 
(e.g., [72], [219]).
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it would be useful to estimate how many problems (questions) are yet to 

be discovered. Prom the application development perspective, the estimate 

could be used to judge how well the developers understand the framework 

prior to engaging in the development. From the framework documentation 

perspective, the estimate could be used to judge the completeness of the doc­

umentation. Capture-Recapture techniques [205] [239] have been suggested 

to  estimate number of defects remaining in a document after inspection [73] 

[163]. However, the robustness of the CR models with respect to  reviews need 

to be carefully examined, as reported research indicated disagreement in the 

results (see for example [163] and [41]).

8.4  C oncluding rem arks

Prom the research performed, it is clear that supporting software quality and 

process improvement based on the accumulation of experiences is valuable. 

Experiences accumulated about the difficulties facing the CSF users resulted 

in framework documentation that reflects the users’ perspectives. Monitor­

ing the performance of the information sharing peer reviews resulted in the 

refinement of a review process that positively affects application development 

using frameworks. Tracking the overall performance of the projects identified 

consultant-base team management as an effective model for developing this 

type of applications. The observed success of the Competency Refinery con­

cepts defined and deployed in this thesis research suggests th a t these concepts 

can be used as a baseline for exploring more advanced techniques to support 

software experience acquisition and management.

The Nunamaker et al. [173] methodology for design science research was 

followed in this thesis and it proved to be suitable for this line of research. Two 

cycles of this methodology were performed in this thesis. In the first cycle, 

the Competency Refinery model and its underlying paradigms were defined in 

the concept building phase. During system development, a refinery for peer 

reviews was built. The first cycle ended after the peer review refinery was used 

in a case study to validate the defined concepts. From our experience in this
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cycle we learned that the interpretation of collected data is not a straightfor­

ward process. The data reduction process is time consuming and in few cases 

we had to use our subjective assessment. We also learned that experiments 

assessing knowledge deployment is hard to control, as knowledge disseminates 

along different routes that are not necessarily under the researchers’ control.

The second cycle was started by defining the requirements for an auto­

mated environment to support the refinery, followed by the development of a 

prototype environment to satisfy these requirements, and ended by a critical 

evaluation of the developed environment. While implementing the tools, we 

learned that having access to the internal representation of data within the 

CBR system is useful. We also learned that even if the refinery is using an 

off-the-shelf CBR engine, understanding the underlying indexing mechanism 

is essential for the proper implementation of the knowledge base.

The cycle of conceptualize/build/ evaluate defined by Nunamaker et al. 

can be repeated as required. The only caveats are the size of the developed 

experience base and the evaluation environment context. Unquestionably, a 

large experience base is required to explore the full potential of an automated 

environment supporting the competency refinery. Furthermore, due to time 

and budget limitations, there is an upper limit to the value achieved from 

observing student projects. The research cycle would be more effective if 

continued with software professionals in an industrial setup.

The area of software experience management is still in its infancy; there is 

much scope for further research. Development of large experience bases, ad­

vanced search algorithms, and knowledge abstraction techniques are a few of 

the topics that need innovative research to boost the already realized benefits 

of software experience management. As one of the most useful software verifi­

cation and validation tools, peer reviews is another research area th a t deserves 

much more investigation to exploit its full potential. In particular, a critical 

investigation of the parameters th a t affect review performance is likely the 

best means for defining review techniques that can exhibit better/ consistent 

performance.
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A ppendix A  

Case Based R easoning

Case based reasoning [136] is a commonly used knowledge deployment tech­

nique. A case-based reasoning system draws a decision on the comparison 

between knowledge stored in the case base and the new situation. The current 

problem description and the stored solutions are known as cases. The intu­

ition is “what has been done before to successfully solve a problem may be 

successfully used in similar situations” .

Typically, CBR systems reason using large chunks of knowledge, rules 

and similarity metrics for adaptation. The CBR technology is an interac­

tive paradigm, where the user is involved in much of the process [231]. The 

CBR technique is more effective than rule-based or model-based reasoning 

systems as it can overcome the ’’knowledge acquisition bottleneck” by storing 

cases, as they emerge, for later analysis rather than encoding the entire do­

main knowledge a priori [136]. This appendix provides an introduction to  the 

CBR technique.

A .l  T he C B R  process

The CBR process can be described as a four-steps cycle [1] - see figure (A.l):

R e triev e : The process starts by a user querying the CBR system to solve 

a given problem. The system interprets a query to retrieve the most 

appropriate case(s) from the case base.

R euse: Often, the system retrieves a list of cases. The user is given a chance
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Similar Cases
Problem Retrieve

Case Base

Revise
Revised Solution Proposed Solution

Figure A.l: The process of case based reasoning

to select the ‘most’ appropriate case from the retrieved list.

R evise: If the selected case does not appropriately solve the current problem, 

the system (or the user) revises the case to fit the current problem.

R e ta in  If the solution is revised, the system or the user extends the case base 

to  include the revised solution as a new case in the case base.

In reality, most of the available CBR systems are retrieval and reuse sys­

tems [231]. Typically, each of the retrieved cases is given a relative score based 

on their similarity to the problem as expressed in a user querry. Generally, the 

case with the highest score is the one which the system believes is the most 

appropriate to  answer the user query. Along with the list of cases, the system 

posts a set of questions that the user can answer. If the user is unsatisfied 

with the resulting list of cases (e.g. all retrieved cases have similar score), she 

can answer the questions to further focus the results. Upon answering each 

question the list of cases and the score of the cases are updated to  reflect the 

answers.
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Feature Value
Make 
Processor 
Memory Size 
Price ,

HP
P-IV 2.0 GHz 
512 MB 
$1,200

Table A .l: An example of a case

A .2 B uild ing a C B R  S ystem

Typically CBR systems provide case indexing mechanisms in support of re­

trieval algorithms. The domain expert is usually responsible for defining the 

specifics of the case base. In this section we will briefly review the main issues 

related to building a case base and the different techniques CBR designers use 

to index and retrieve cases.

A .2.1 The case base

The case base is typically the first step in developing a CBR system. A case 

base consists of a number of cases, each of which describes an experience 

from the knowledge domain. There are no standards describing what informa­

tion should be retained in a case [231]; however, each case must encompass a 

problem description and a particular solution to that problem. Typically, the 

problem description details the situation in which the case occurred, and the 

contents of the solution are affected by tha t situation description.

In general, cases are structured as a collection of feature-value (also called 

attribute-value) pairs. The main difference among case representations is the 

granularity of the feature-value pairs. They can be very specific as the example 

in Table A.l, or very general. In the general type of cases, the case may 

only have two features, Case Name and Case Solutions, each is associated 

with a paragraph of text. Two main factors affect the decision of the case 

representation: ease of acquisition and provided functionality [136].
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A .2.2 Indexing techniques

The objective of indexing the cases is to provide efficient case retrieval. Wat­

son [231] stated some guidelines for efficient indices. Essentially, the indices 

should be: (1) predictive, (2) allow for an extending case base, and (3) con­

crete enough to be recognized in the future. Traditionally, indices are used 

as pointers to cases. Strategies such as applying importance value to cases or 

sections of cases and labelling cases with their important features have been 

used to index cases.

A .2.3 Retrieval algorithms

Given a user query, the retrieval algorithms are responsible for retrieving the 

most similar case in the case base. Several techniques have been used for 

case retrieval including nearest neighbor, induction and template retrieval or 

a combination of these strategies [214] [231].

The nearest neighbor approach calculates similarity by matching a weighted 

sum of the case features. To use this approach, each feature must be assigned 

a weight to indicate its importance within the knowledge domain. In the 

inductive approach a decision tree is built to classify cases within the case 

base. Each branch represents a feature value pair and each level of the tree 

represents a feature. The most similar cases are retrieved by traversing the 

tree [188]. Template retrieval algorithms work similarly to  the SQL (Standard 

Query Language) used to extract information from databases. They return all 

cases that fall within a specified parameters.

A .2.4 Adaptation strategy

There are two main methods to adapt retrieved cases to the current problems

[231]: transformational reuse and derivational reuse. These methods depend 

heavily on the application domain and are expensive to implement. As a result 

very few CBR systems use adaptation [231].
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A ppendix B 

M odelling Current Peer 
R eview s

This appendix provides a summary of different review methodologies we en­

countered in our survey. At a high level of abstraction, reviews are classified 

as inspections, technical reviews and walkthroughs [108]. Inspections are the 

most formal process with the most precise objectives and walkthroughs are the 

least formal that can accommodate a wide range of objectives in one session. 

Generally, inspections are used for defect detection and elimination, technical 

reviews are used for building consensus and walkthroughs are used for training

[84].

B .l  In sp ection

Software inspection, as defined in IEEE STD.610.12-1990 [113] is “a formal 

evaluation technique in which software requirements, design or code are ex­

amined in detail by person or group other than the author to detect faults, 

violations of development standards and other problems. The inspection ob­

jectives as identified in IEEE-STD 1208-1990 [112] is to detect and identify 

software elements defects.

B.1.1 Fagan Inspection

Fagan [77, 78] published an influential method, called inspection, for statically 

testing a work product to verify that it meets its requirements. There are
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six principle stages in Fagen’s inspection process [78]: planning, overview, 

preparation, examination, rework and follow-up.

1. Planning. A moderator is designated and the inspection team is formed. 

The moderator ensures that the work product satisfies the inspection 

entry criteria and assign roles to participants.

2. Overview. An optional step to familiarize participants with the work 

product, its context, etc.

3. Preparation. Participants individually, analyze the work product and 

related materials and record potential defects.

4. Examination. The inspection team meets to analyze the work product 

with the sole objective of finding defects. During the meeting, a person 

designated as the reader presents the work product while everyone is 

looking for defects. Identified defects are reported, classified and their 

severity are noted.

5. Rework. The author resolves all the issues noted on the examination 

stage.

6. Follow-up. The moderator verifies th a t all issues have been resolved 

effectively and no secondary defects have been introduced, or a second 

inspection may be scheduled.

A typical inspection team consists of three participants, other than the 

work product author, drawn from the project technical team; more partici­

pants may be added depending on the subject work product. The examina­

tion meeting requires several roles to be filled: a moderator to orchestrate the 

meeting, a reader to paraphrase the work product and a maintenance expert 

to view the work product from the maintenance perspective.

Only work in progress goes through an inspection process. The work prod­

uct hast to meet the inspection entry criteria, as well. During the process, 

supplementary materials should be accessible to inspectors, e.g. checklists, 

defect distributions from previous inspections, etc. After the inspection, the
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moderator submits a cumulative report of defects found, their count, type and 

severity to the project manager.

B.1.2 F ine-tunes on Fagen Inspection

“IEEE Standard for Software Reviews and Audits” [112] (IEEE STD 1028- 

1988) adopted Fagen’s inspection, at large, and fine tuned some of its param­

eters. Specifically, they restricted the inspection team to a maximum of six 

participants, and added a ‘recorder’ role to record the location and description 

of all defects discovered during the meeting. They also recommended that the 

preparation period to be within 1.5 hours per inspector.

NASA [216] also fine tuned Fagan inspection focusing primarily on the 

process itself. The examination meeting is strictly limited to two hours, if the 

work product examination is not complete, an inspection continuation meeting 

is scheduled for later time. Additional, informal meetings may be scheduled 

to resolve open issues raised during the meeting and discuss defect solutions. 

These meetings are scheduled upon a request from the work product author.

Schneider et al. [199] proposed replicating the inspection process to operate 

in parallel using N  independent teams along with a single moderator who is 

responsible for coordinating and merging their efforts. They recommended 

the replication only be applied to the inspection of the user requirements. 

Studies [155] have showed that traditional inspections are much less successful 

at detecting requirement faults in this case, than design and code faults.

B .1.3 Gilb Inspection

Gilb [92] introduced an inspection process that, in addition to the main objec­

tive of detecting and eliminating defects, included process improvement as a 

secondary objective. He suggested th a t inspection should take place between 

software production phases to ensure a defect free transition between phases.

Gilb [91] [92] based his inspection on Fagan’s, yet he modified almost all of 

the stages to  adapt for the secondary objective, and introduced a new stage, 

called third-hour as well. As opposed to Fagan’s inspection, the overview step 

is usually held. It familiarize inspectors with the inspection process as well as
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the work product to be inspected. Process changes, strategies and productivity 

goals are usually discussed in this meeting.

During the examination meeting, identified issues are logged. Logged issues 

can be potential defects, ‘question of intent’ to the author or an improvement 

suggestion. Third-hour meeting directly follows the inspection meeting. It is a 

process brainstorming meeting to discuss causes for raised issues, recommen­

dations for eliminating them in the future as well as improvement suggestions 

for the inspection process. The rework stage, usually done by the author, re­

solves the issues logged during the examination meeting. The inspection ends 

when the moderator make sure tha t corrective actions to identified defects are 

taken.

B .1.4  Phased Inspections

A phased inspection [133] [134] is a series of small inspections, termed phases, 

each of which is designed to  inspect one class of defects. The idea behind 

phased inspection is to examine work products, using a dependable method, 

against different desired characteristics such as correctness, portability, reusabil­

ity and maint ainability.

There is no overview stage in phased inspections and defect collection 

is performed individually. Two types of phases exist in phased inspections, 

single-inspector phase and multiple-inspector phase. The assumption is that 

all inspectors, in multiple-inspector phase, will find exactly the same list of 

defects. If not, a meeting may be needed to reconciliate the list of defects. 

Depending on the property checked, either type of phases will be used. For 

example, checking design functionality should be performed in a multiple- 

inspector phase, whereas, checking source code readability may be performed 

as a single-inspector phase. Inspected work products have to pass phases se­

quentially, i.e. inspections does not progress to the following phase until all 

identified defects in the previous phase are reworked.
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B.1.5 Inspecting for Program Correctness

Britcher’s [42] approach to software review builds on the questionnaire idea 

used in active design review [176] and Fagan’s inspection [77]. Moreover, this 

approach emphasizes the search for correctness, instead of looking for defects. 

Reviewers would investigate how the software is developed, informally apply 

formal verification methods, looking for evidence of disciplined methods in its 

construction and adequate consideration of the error domain.

Correctness arguments are based on four key program attributes: topology, 

algebra, invariance and robustness. Topological correctness refers to the hier­

archical decomposition into small, manageable and independent subproblems 

while conserving the original problem space. Algebraic correctness refers to 

the functional equivalence among successive refitments of the design. Invari­

ance attribute explores the relationship between variables before, during and 

after execution. Robustness investigates how well the design considers error 

conditions.

The process involves two to three reviewer in addition to  the author. There 

are two stages in the process, preparation and meeting. The meeting can be 

split into four sessions [180], each session examines one correctness aspect of 

the work product.

B .2  Technical R ev iew

A technical review as defined in ANSI/IEEE Std 610.12-1990 [113] is “a formal 

meeting at which the preliminary or detailed design of a system is presented 

to the user, customer or other interested parties for comments and approval”. 

Reviews are frequently used to develop consensus about the work product, 

examine alternatives or identify defects.

B.2.1 Round-Robin R eview

The basic idea behind Round-Robin reviews [84] is to give participants an 

equal and similar share of the entire task. This could be achieved by circulating 

different review roles among participants or by using forms of redundant round-
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robins. Task division could depend on the review criteria, i.e. each person 

examines the work product against one item of the review checklist, or on 

the work product itself, i.e. dividing it into sections or on a functional basis. 

Round-Robin reviews can be used to check work product characteristics or 

decide the best alternative in design. They also provide a good educational 

environment, especially when all participants are at the same level of expertise.

The Round-Robin review process is informal to  the choice of number of 

participants, their roles, review results reporting, reviewed material size and 

m aturity level depend on the review objective. For example, for testing work 

product readability, speed reviewing [165] can be employed. In this technique, 

the work product is divided into equal parts. Reviewers spend short time (e.g. 

five minutes) checking a part, before circulating it to the next reviewer. First 

impression comments provide a good indication for a document readability.

B .2.2 A ctive D esign Review

Active design review, a review process developed by Parnas and Weiss [176], 

uses a questionnaire to guide the reviewers during their preparation for the 

review. These questions are carefully designed such th a t they can only be 

answered by careful study of the design. The objective of this questionnaires 

is to enforce the reviewers to take a more active role than just reading the 

document; some of the questions may ask reviewers to implement particular 

parts of the design.

There are three stages in active design reviews: overview, examination and 

follow-up. In the first stage, a brief overview of the module being reviewed 

is presented. In the second stage, reviewers study the design individually 

and complete the questionnaire. Reviewers can meet with designers to resolve 

questions they have about the design and/or the questionnaire. This stage ends 

by handing the completed questionnaires back to the designers. In the third 

stage, designers read the completed questionnaires and meet with reviewers to 

resolve questions the designers may have about reviewers’ answers.
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B .2.3 Verification Based Reviews

Dyer [70] [71] proposed this review method with the intent of striking a compro­

mise between formality and thoroughness. In these reviews, the work product, 

usually code, is reviewed line by line using informal correctness proofs.

van Ed man [227] has also proposed a review process, mainly for code, 

that is a cross between formal verification and technical reviews. The method 

is based on including comments on the code using a formal notation. Then, 

during the examination meeting, reviewers determine if the comments are ade­

quate and if the code performs the functionality documented in the comments. 

To successfully apply this review mechanism, another programming method­

ology, namely the assertion-based methodology, is introduced. Van Edman 

states th a t this methodology not only facilitates the review process, but eases 

the coding process as well.

B .2.4  Selected A spect R eview

‘Selected aspect review’1 is a method of rapidly evaluating material by focusing 

attention to a few selected aspects, one at a time [84], This type of review is 

commonly used as part of feasibility studies, or to  reevaluate plans and cost 

estimate. Large amounts of materials are generally covered, as only selected 

aspects of selected samples of the work are examined.

In this approach, preparation is recommended but not required and follow- 

up is the responsibility of the work product author. Before the examination 

phase starts, each participant should be informed of the primary area of con­

cern, generally by a checklist of items to look for. The roles include moderator, 

author and reviewers. The moderator role emphasizes on the interpersonal 

skills more than technical skills because of the review structure. The review 

team is generally larger in size than other types of reviews.

1 Freeman and Weinberg [84] called this approach inspection, however to  avoid confusion, 
we have used the name selected aspect reviews.
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B.2.5 M eeting-less reviews

Several studies [230] [183] have indicated that most defects are found dur­

ing the preparation stage. Votta [230] suggested replacing the examination 

meeting with a series of depositions, A deposition is a meeting between the 

work product author, inspection moderator and an inspector to collect his/her 

findings.

Along the same line, Bisant and Lyle [34] proposed a two person inspection 

for projects that do not involve large group of developers. The approach 

requires only two people, the author and a reviewer. In other approaches

[238] [158], the process is limited to a person checking the work product and 

returning his/her comments to the author. These approaches can be limited 

in participant numbers from one person examines the code in isolation to two 

or more reviewers examining distributed parts of the work product. Reviewers 

may meet with the work product author to discuss the defects.

B .3 W alkthrough

A walkthrough is [113] “a review process in which a designer or programmer 

leads one or more other members of the development team through a segment 

of design or code that he or she has written, while the other members ask 

questions and make comments about technique, style, possible errors, violation 

of development standards and other problems”. The primary objective of the 

walkthrough as identified in ANSI/IEEE-Std-1028-1988 [112] is “to find de­

fects, omissions, and contradictions, to improve the software element and to 

consider alternative implementations ”, Other objectives identified on the same 

standard include “exchange of techniques and style variations, and education 

of the participants. A walkthrough may point out efficiency and readability 

problems in the code, modularity in the design or unstable design specifica­

tions. ” Software engineers have used walkthroughs for other objectives such 

as software safety analysis [99], usability analysis [144] [179] and programming 

language design assessment to determine how easy or hard it is to write a 

program given a specific language definition [28].
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B .3.1 Structured W alkthrough

Yourdon [243] defines his walkthrough process, named structured walkthrough, 

as “a peer group review of a product”, with a basic purpose of error detection. 

Reviewers are encouraged to make constructive criticism, comments and sug­

gestions about the work product. The spectrum of work products th a t can 

undergo a structured walkthrough includes specification, design, code and test 

documents.

Roles in a structured walkthrough include the presenter (typically the au­

thor of the work product), coordinator, secretary to record comments, mainte­

nance oracle to look into maintainability aspects, standards bearer, user repre­

sentative (where appropriate) and general reviewers to give general comments 

about the work-product correctness and quality. The roles can be combined, 

except for the coordinator and secretary. Two persons are a minimum re­

quirement for a walkthrough. Yourdon recommends a team of 5-6 persons for 

a productive walkthrough. The desired team size depends on parameters such 

as walkthrough context and level of formality.

A structured walkthrough has two phases, preparation and meeting. Each 

reviewer should spend on average one hour in preparation, for a typical 30 

to 60 minute walkthrough meeting. The meeting begins by reviewing “old 

business” from previous walkthroughs, if applicable. It may be followed by 

a brief presentation of the work product. After collecting comments from 

reviewers, the meeting ends with a recommendation if another walkthrough is 

needed or not.

A structured walkthrough can be scheduled at different points in the life 

cycle of a product. Yourdon suggests that they be held on legible documents 

before any extensive testing, for example, code walkthroughs can be held after 

clean compilation (legible code) but before testing.

B .3.2 Technical W alkthrough

The technical walkthrough process [206], defined for software safety analysis 

purposes, is by far the most formally defined walkthrough process. Sherif
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[207] recommended technical walkthroughs as a periodical ongoing activity in 

all software development phases. In addition to the general objective of finding 

errors, the specific objectives of a technical walkthrough will depend on when 

it is held in the software life cycle.

The software manager appoints a lead reviewer for each phase of the prod­

uct life cycle, who in turn, appoints the review team for tha t phase. Depend­

ing on the work product being reviewed, the review team will have three to 

six participants in addition to the lead reviewer and the author of the work 

product. For example, the participants for the test plan walkthrough in the 

analysis phase are: lead reviewer, test-plan author, a system engineer, a se­

nior operations specialist, an integration specialist and a senior development 

engineer.

Only work-in-progress work-products should undergo a technical walk­

through. The presenter has to distribute the work-product to be reviewed 

accompanied with a brief statement describing its state of completeness. Par­

ticipants submit their comments to the lead reviewer before the walkthrough 

meeting as well. During the meeting, the team goes through the concerns 

raised and levies action items for those concerns. Critical concerns are added 

to the project’s ‘Critical Issues List’. After the meeting, the lead reviewer has 

to  report findings and recommendations to the software manager.

B .3.3 Freedman and W einberg’s W alkthrough

Freedman and Weinberg [84] defined their walkthrough as a review process 

“Characterized by the producer of the reviewed material”. The process is per­

formed on the basis of a step-by-step simulation of procedures. Despite this 

procedural approach, the walkthrough can be extended to review nonproce­

dural materials as well.

The objective of this type of walkthrough is mainly educational. Major 

oversights can also be detected, depending on the background and skills of the 

audience. There are two roles in this type of walkthrough: presenter, who has 

to  lead the walkthrough meeting as well, and the audience. In this type of 

walkthrough a classroom approach is followed. This gives the audience a more
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passive role during the walkthrough meeting and implies that the presenter has 

to do most of the preparation and guide the meeting progress. The classroom 

approach is flexible enough to accommodate a large size of audience and large 

amounts of materials.

B .3.4 Cognitive W alkthrough

Cognitive walkthrough [236] is “A set of reasonable speculations about a user’s 

background and state of mind while carrying out a task” tha t is aimed at the 

analysis of highly interactive user interfaces. C. Lewis et. al [144] [179] defined 

this process to evaluate the ease of learning of user interfaces by exploration. 

Different variations of a cognitive walkthrough have been used in different 

contexts [28] [218]. The key idea is to examine a plausible sequence of steps 

leading from a problem to its solution using a tool.

There are two phases in cognitive walkthroughs: preparatory and analy­

sis. In the preparatory phase, reviewers identify the walkthrough inputs. In 

addition to the design under review, the inputs should cover three different 

areas: identification of the users, sample task suite for evaluation and action 

sequences for completing the tasks. During the second phase, the analysis, re­

viewers examine the actions required to complete each task on the task suite, 

trying to assess if the user will choose the correct action to complete the task.

There is no limits on the team size of a cognitive walkthrough. It can 

be as little as one person evaluating his/her own design, up to any number 

needed to perform the task. Each member in the team should have a specified 

role. The roles include presenter (the designer), secretary, coordinator and 

reviewers (analysts). The reviewers should contribute various expertise such 

as knowledge of potential market, user-needs analysis, and interface design 

evaluation. A cognitive walkthrough can be performed at different points in 

the development of a user interface.

B.3.5 Program m ing W alkthrough

A programming walkthrough [28] applies the same basic idea of cognitive walk­

through to assess the ease of writing programs in a programming language.
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The two processes share the property of defining specific tasks. The reviewers 

must have a suite of problems to examine the process of writing programs to 

solve them. In contrast to the cognitive approach, programming walkthroughs 

do not require the action sequences for completing the program to be given a 

priori. The output of the walkthrough is the careful documentation of these 

sequences, along with the knowledge required for each step in the sequence. 

Language designers use this knowledge to understand the programming pro­

cess from the programmer’s point of view.
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A ppendix C 

Support M aterial for the Case 
Study

This appendix provides a copy of forms and tools we developed and used 

during our case study. The items listed in this appendix are:

1. The questionnaire used to survey the students’ feedback about the peer 

review process. This questionnaire was added after the first round of 

projects. It was added to solicit the the students’ opinion about the 

review right after it was enacted.

2. The questionnaire used to solicit students’ feedback about the framework 

and its documentation as well as the review processes recommended 

during development.

3. The checklist used in the study as a part of the review preparation pack­

age. In the first round of projects, two checklists were used, one copied 

from Freedman and Weinberg book [84], and one developed to along the 

lines of the scenario based reviews. The second checklist is included in 

Section C.3.

4. Student preparation form.

5. Review meeting collection form.

6. Student’s background form.
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It should be noted that the students’ participation in the review process was 

optional. All those attending the review meetings agreed to release the review 

results to  be used in this research project. Students’ consent was captured on 

video before the review meeting.

C .l P ost-rev iew  questionnaire

1. After the CSF review, how confident are you that you will be able to use 

the framework to produce an application? (Answer on a scale of 1 to 5, 

where 1 =  not confident and 5 =  very confident)

2. Rate the relevance and clarity of the documentation in terms of gaining 

a high level understanding the CSF framework. In addition what per­

centage of time did you spend on each of the types of documentation? 

(For relevance and clarity, answer on a scale of 1 to 5, where 1 =  not use­

ful/clear and 5 =  very useful/clear. For time, simply give a percentage.)
Item Relevance /  U sefulness Clarity Time_____

Hooks 
Examples 
Design diagrams 
Use cases
Guidelines/Process 
FAQ
Talking to the CSF developer

3. How did you approach preparation for the review?

For example - started by looking over the review guidelines, reading the 

use cases, then tried an example, etc.

4. Did you try  any examples? If so, which ones?

5. Characterize the changes to the communication and persistence require­

ments of your application due to using the CSF? (Answer either uncer­

tain, or using a scale of 1 to 5, where 1 =  no significant changes, 5 =  

significantly modified)
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6. How helpful was the review process for improving your understanding of 

the framework? (Answer on a scale of 1 to 5, where 1 =  not helpful and 

5 =  very helpful)

7. Prom your perspective, how can the review be improved for CMPUT 401 

students in the future?

C.2 P ost-p roject questionnaire
Section I

1.1. W hat is your name and group name?

1.2. For your part of the project, how much did you use the CSF?

(Please answer: significant use, limited use or did not use)

If you used the CSF significantly or in a limited way, please answer sections

II and III. If you were not involved in using the CSF, proceed to section III.

Section II

II. 1 How did you approach development using the CSF? Give a brief de­

scription. For example, did you start by modifying examples, read the 

documentation, examine the code, etc.?

11.2 Now th a t you’ve completed a project, rate the usefulness/ relevance and 

clarity of the following on a scale of 1 to 5 for using the CSF. (1 =  not 

useful or clear, 5 =  very useful or clear)

Item Relevance /  U sefulness Clarity_____

Hooks 
Examples 
Design diagrams 
Use cases
Guidelines/Process
FAQ1
Talking to the CSF developer

11.3 Which option or combination of options from question 2.2 did you rely 

on in learning and using the CSF?
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11.4 W hat problems did you encounter in using the CSF? Give a brief de­

scription of 3 to 5 of the major ones.

11.5 At each stage of development, how much time did you personally spend 

on issues involving the CSF as opposed to other activities? (i.e. How 

much time did the CSF take up for that stage only as compared to other 

activities at that stage?) Answer on a scale of 1 to 5 where:

1 =  up to 10% (a minimal amount of your time for that stage)

2 =  10 to 25%

3 =  26 to 33%

4 =  34 to 50%

5 =  greater than 50% (the majority of your time for th a t stage)

* Project planning

* Analysis

* Design

* Implementation

* Testing

11.6 On a scale of 1 to 5, how difficult did you find each of the following parts 

of the framework to use? (1 =  very difficult, 5 =  very easy) Leave it 

blank if you didn’t use that part.

* Asynchronous communication

* Synchronous communication

* Data m aster/data proxy

* Persistence

* Mail servers

* The Framework as a whole
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II.7 After completing the project, how confident are you that you will be 

able to use the framework to produce another application? (Answer on 

a scale of 1 to 5, where 1 =  not confident and 5 =  very confident)

Section I I I

111.1 How useful was the design review in the areas of:

(Answer on a scale of 1 to  5 where 1 =  not useful and 5 =  very useful)

* Using the CSF correctly

* Enhancing the overall design quality

* Enhancing the design documentation style and details

* Enforcing a milestone for the progress of the project

111.2 How appropriate did you find the timing of the reviews?

(Answer: too early in the process, too late in the process, or at an 

appropriate time.)

* CSF review

* Design review

C .3 Scenario-based checklist

This objective of this checklist is to help you as a reviewer to:

-  Identify the parts of the CSF external interface that are relevant to your 

particular application.

-  Identify missing information (hooks, data objects, etc.) that is needed 

by your application.

In order to use this checklist you have to:

i ) Read the CSF documentation.

ii) Visualize your application’s requirements’ in the areas covered by the 

CSF.
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1. Identify the set of CSF use cases th a t are relevant to your application.

2. Identify the set of CSF Hooks that you will use to develop your applica­

tion.

3. For the previously identified hooks and use cases:

-  Do they cover your application’s key functional requirements? If 

not, identify the functionalities that may not be properly covered.

4. Identify the CSF’s classes that you need to inherit from/ modify/ etc. 

for your application’s purposes.

5. Identify the CSF’s input/output data objects relevant to your applica­

tion.

6. For the previously identified classes and objects:

a. Do they cover your application’s anticipated requirements, if not,

identify the requirement (s) that may not be covered.

b. Does the CSF documentation cover their functionality, intended use,

etc. If not, identify any information need to be added.

7. Define key collaborations between the CSF and your application. I.e. in 

the existing collaboration diagrams:

a. Identify those relevant to your application.

b. For each of these diagrams, mark the objects that your application

might change.

C .4 Forms
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COMPUT 401 -  Software Engineering
CSF Review Preparation Form.

Team: ---------------- ------- -------------------------
R eview er:--------------------------------------------------
Preparation T im e:---------------------------------------

Findings:

Type Severity Document Comment

Notes:
Record the preparation time to the nearest 10 minutes.
Classify the type o f finding into either (question or concern)
Classify the severity into: major, moderate or minor.

- For ‘document’ indicate what part o f the documentation is related to your finding.
- In comment explain the actual finding.

//steele-Ik/docs/perf-frm.doc Individual Finding Report -  version 1.0 1 of 1
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COMPUT 401 -  Software Engineering
Review Collection Form.

Review Tim e Date

Participants:

Findings

Type Severity Document Comment

//steele-lk/docs/meeting-record.doc Review Collection Form -  version 1.0 l o f l
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COMPUT 401 -  Software Engineering
Background Information.

Personal Information:
Name: -------------------
ID: --------------------

Educational Background:
Current Degree: - Year:
Pervious Degree(s) (if an y ):---------------------------------------------------
Please list all computing courses completed (course ID and name):

1.

3.

5.

7.

9.

2 .

4.

6
8
10.

Hands-on Experience:
Please describe any software projects you have worked on. Briefly explain the project 

size (total number o f software workers, and total project duration in weeks) and your role 
in the project (design, coding, testing, documentation, etc.). Also indicate if  it is a course 
project or not.

Project Size Your Role Project Description

//steele-lk/docs/stdbkgrd.doc Student Background -  version 1.0 l o f l
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