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Abstract 

T h e inner workings of individual cells are based on intricate networks of protein-

protein interactions. However, each of these individual protein interactions requires 

a complex physical interaction between proteins and their aqueous environment at 

t he atomic scale. In this thesis, molecular dynamics simulations are used in three 

theoretical studies to gain insight at the atomic scale about protein hydrat ion, 

protein s t ructure and tubul in- tubul in (protein-protein) interactions, as found in 

microtubules. Also presented, in a fourth project, is a molecular model of solvation 

coupled with the Amber molecular modelling package, to facilitate further studies 

without the need of explicitly modelled water. 

Basic propert ies of a minimally solvated protein were calculated through an ex­

tended study of myoglobin hydrat ion with explicit solvent, directly investigating 

water and protein polarization. Results indicate a close correlation between polar­

ization of both water and protein and the onset of protein function. 

The methodology of explicit solvent molecular dynamics was further used to study 

tubulin and microtubules. Extensive conformational sampling of the carboxy-

terminal tails of /3-tubulin was performed via replica exchange molecular dynamics, 

allowing the characterisation of the flexibility, secondary s t ructure and binding 

domains of the C-terminal tails through statistical analysis methods . Mechani­

cal properties of tubul in and microtubules were calculated with adapt ive biasing 

force molecular dynamics. The function of the M-loop in microtubule stability was 

demonst ra ted in these simulations. T h e flexibility of this loop allowed constant 

contacts between the protofllaments to be maintained during simulations while the 

smooth deformation provided a spring-like restoring force. Additionally, calculat­

ing the free energy profile between the straight and bent tubulin configurations was 

used to test the proposed conformational change in tubulin, thought to cause mi­

crotubule destabilization. No conformational change was observed but a nucleotide 

dependent 'softening' of the interaction was found instead, suggesting tha t an en-

tropic force in a microtubule configuration could be the mechanism of microtubule 



collapse. 

Finally, to overcome much of the computational costs associated with explicit sol­

vent calculations, a new combination of molecular dynamics with the 3D-reference 

interaction site model (3D-RISM) of solvation was integrated into the Amber molec­

ular dynamics package. Our implementation of 3D-RISM shows excellent agreement 

with explicit solvent free energy calculations. Several optimisation techniques, in­

cluding a new multiple time step method, provide a nearly 100 fold performance 

increase, giving similar computational performance to explicit solvent. 
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Chapter 1 

Introduction 

Proteins are simple polymers t ha t exhibit complex behaviour. Composed from a selection of 
20 basic chemical building blocks, these molecules are machines t ha t allow cells to function. 
While the contr ibut ion of these individual molecules to the complex functions in a cell can 
be understood through purely physical means, predicting their s t ructure and function based 
solely on composition has been a difficult task. 

The most powerful theoretical technique for the s tudy and prediction of protein struc­
ture and function has been molecular modelling. Quantum mechanical, molecular mechanical, 
coarse-grained and mean-field methods have all been used for the s tudy of protein folding, 
ligand binding and more. 

In this thesis, we have used molecular dynamics to focus on three different topics in inter-
and intra-protein interactions: water-protein interactions, microtubule properties and accel­
erat ing molecular dynamics through a mean-field solvation method. While these topics are 
diverse, they are all motivated by the greater goal of unders tanding protein interactions and 
their application to microtubule dynamics. 

Background material can be found in Chapters 2 to 5. Chapter 2 provides basic background 
on the physical makeup and characterization of proteins. As such, it is an overview of the 
material this thesis will focus on. In Chapte r 3, we focus on a part icular protein, tubulin, 
and the structures it self-assembles to create, microtubules. Here the physiological properties 
and roles of microtubules are discussed and the current understanding of the molecular basis 
is presented. We then s tep back to look at water and how it influences protein s t ructure 
and function in Chapter 4. The final introductory chapter details the background of our core 
methodological tool, molecular dynamics. Here the basic and advanced algorithms used in our 
various simulations are discussed. 

The remaining five chapters each address different aspects of protein interactions and mi­
crotubule dynamics. This begins in Chapter 6, where the interactions of water, protein and 
their respective influences are investigated for the specific case of myoglobin hydrat ion. Mi­
crotubule s t ructure and stability is directly addressed in Chapter 7. A detailed picture of the 
molecular origin of microtubule properties, from its constituent protein tubulin, is developed 
through potentials of mean force calculated via molecular dynamics. Chapter 8 continues to 
investigate microtubule properties but focuses on sequence differences in the human body. The 
physical properties of the most variable part of tubulin, in both sequence and structure, is char­
acterized using molecular dynamics. The enormous computat ional resources required for our 
investigations of tubul in motivate the implementat ion of a mean-field approach to molecular 
solvation in molecular dynamics. Chapter 9 details the theory of the 3D-reference interaction 
site model (3D-RISM) [1-4], implementat ion in the Amber molecular dynamics package [5] 
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and comparison against other models. Chapter 10 characterizes the computational perfor­
mance of 3D-RISM coupled to Amber. In Chapter 11 we summarize the results of this thesis 
and contemplate the new questions it has led us to. 
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Chapter 2 

Proteins 

While we can not yet predict all of the physical properties of a given protein from its chemical 
composition, through decades of experimental and theoretical study, there is much we do know 
about the physical properties of proteins. This chapter serves to review the basic physical 
characteristics and terminology required to discuss protein structure and function. Section 2.1 
describes the chemical composition of proteins. In Section 2.2, structural terminology is intro­
duced and described. Section 2.3 provides a brief discussion of protein function. This basic 
knowledge, and much more, can be found in many sources such as [6] and [7]. It is from these 
texts that we have taken the material below except where otherwise noted. 

2.1 Amino Acids 

Individual proteins are single molecules, containing anywhere from 10's of atoms to 10's of 
thousands of atoms. We are fortunate that these large collections of atoms are constructed in 
a piece-wise manner out of chemical building blocks called amino acids (also called residues), 
of which there are only 20. However, these 20 amino acids each have a distinct atomic make up 
(see Appendix A), which is an alteration of a basic form (see 2.1(a)). It is with these building 
blocks, and sometimes embedded prosthetic groups, that proteins are made. 

However, one should not make the mistake that the small number of standard amino acids 
imposes any serious limits on protein versatility. There are 20n possible sequence combinations 
for a protein n amino acids long. For example, the protein myoglobin stores oxygen in muscles 
and is 153 residues long. It is one combination out of approximately 10199 possibilities. The 
vast majority of these other possibilities do not have stable conformations and are, consequently, 
not found in nature. 

The basic structure of an amino acid is very simple and can be found in Figure 2.1(a). 
Every amino acid contains the three backbone atoms: N, CQ and C. The CQ also has bound 
to it a side-chain group that gives the amino acid its particular properties. 

Amino acids chemically combine to form long polypeptide chains (Figure 2.1(b)). These 
chains have a direction due to the fact that the C of the backbone binds to the N of the next 
amino acid backbone, forming a peptide bond. As proteins are constructed starting at the 
N-terminus, sequences start at the N-terminus and end at the C-terminus, which are typically 
positively and negatively charged respectively at neutral pH. 

Due to their side chains, amino acids fall into one of four different groups, acidic, basic, 
uncharged polar, nonpolar. A table of amino acids and their basic properties can be found in 
Appendix A. A discussion of the properties of acidic and basic amino acids can be found in 
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Figure 2.1: (a) General structure of an amino acid. The backbone is made up, from left to 
right, of the nitrogen (blue), a carbon (blue) and carbon. The carbonyl oxygen is shown in 
yellow. "R" (red) represents the protein side chain, (b) Basic form of a polypeptide chain. 
This chain is made up of three residues. Residue 1 (side chain Ri) is the N-terminal residue. 
Residue 3 (side chain R3) is the C-terminal residue. Residue 2 (side chain R2) may be replaced 
by any number of residues. 

Appendix B. These properties determine, in part, the location of the peptide with relation to 
the surface of the protein. Acidic, basic and polar groups are hydrophilic and tend to reside 
on the surface of the protein while nonpolar groups form the core. 

Three amino acids that are often lumped in with the nonpolar residues are also known as 
"special" amino acids[6]. Cysteine contains a sufhydryl group (—SH) that can oxidize with 
a second cysteine bond to form a disulfide bond (—S—S—). This typically only occurs in 
extracellular proteins, to help maintain structure in diverse chemical environments. Glycine is 
the smallest amino acid as it has an side chain consisting of a single hydrogen. Finally, proline 
is unique in that the side chain is covalently bound to both the C a and the N of the backbone 
(technically, it is an imino acid). This leads to a very rigid structure that often produces a 
fixed kink in the chain. 

In summary, a protein is a long chain of specific amino acids in a specific order with its 
physical properties determined by the side-chains of the amino acids. 

2.2 Structure 

Despite typically having a globular, lumpy shape when "viewed" microscopically, proteins do 
have well ordered structures. In fact, there are generally four levels of structure in any given 
protein which are fundamental to the function of the protein. Changes in the structure of a 
protein on any of these levels may result in disease, such as sickle-cell anemia or Alzheimer's 
disease[6, 7]. Protein structure is governed by physical laws and is, therefore, predictable, 
though not easily so. The structure, in turn, defines how the protein physically interacts with 
other proteins and its physical environment. 

2.2.1 Primary Structure 

Primary structure is simply the sequence of amino acids in the polypeptide chain. This chain 
has a direction so residues are listed starting from the N-terminus. An example, bovine pan­
creatic trypsin inhibitor (BPTI)[8, 9], of such a structure is shown in Figure 2.2. 

This sequence can be determined from DNA sequence that encodes it or from the protein 
directly. The protein folding problem, the task of determining the tertiary structure from the 
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RPDFCLEPPYTGPCKARIIRYFYNAKAGLC 
QTFVYGGCRAKRNNFKSAEDCMRTCGGA 

(a) 

ARG PRO ASP PHE CYS LEU GLU PRO PRO TYR THR GLY PRO CYS LYS ALA ARG 
ILE ILE ARG TYR PHE TYR ASN ALA LYS ALA GLY LEU CYS GLN THR PHE VAL 
TYR GLY GLY CYS ARG ALA LYS ARG ASN ASN PHE LYS SER ALA GLU ASP CYS 
MET ARG THR CYS GLY GLY ALA 

(b) 

Figure 2.2: Primary structure of (BPTI). BPTI consists of one polypeptide chain of 58 amino 
acids, (a) uses single character symbols for the residues while (b) uses three-letter codes. The 
N-terminus is located on the top left while the C-terminus is located on the bottom left for 
both. 

HI : "" *' A V o " " A~;* " R Y H2 *" I *""" "j; 

R PDFCLEPPYTGPCKARIIRYFYNAKAGLCQTFVYGGCRAKRNNFKSAEDCMRTCGGA 

2 10 15 20 25 30 35 40 45 50 55 

Figure 2.3: Secondary structure of BPTI. Helices are shown as coiled ribbons, /3-sheets are 
arrows. Disulphide bridges between cysteine residues are labeled 1 — 3. A hairpin turn where 
the P sheets loop back on each other is indicated by a red "U". p and 7 turns are identified by 
P and 7 symbols [10]. 

primary structure has been the focus of much attention. 

2.2.2 Secondary Structure 

The conformation and arrangement of nearby residues in a protein is known as the secondary 
structure. Individual residues are classified as having a particular type of secondary structure, 
the most common of which are a-helix or /3-sheet. Other common types of structures are 
turns and different types of helices. Through x-ray crystallography over 100 types of secondary 
structure have been classified. The rest of the residues, typically 40% of the protein, is random 
coil and relatively flexible. A representation of secondary structure of BPTI can be found in 
Figure 2.3. 

2.2.2.1 a Helix 

a helices are rod-like structures formed by the backbone taking on a helical conformation 
(Figure 2.4(a)). This structure is stabilized by hydrogen bonds between carbonyl oxygens 
and the hydrogens bound to the backbone nitrogen, amide nitrogen, four residues along the 
sequence. This gives 3.6 residue per turn of the helix. Because the hydrogen bonds are aligned 
it gives the helix a net electrostatic polarization when the side chains are not considered. 

Side-chains are excluded from the center of the helix. Since backbone polar groups are 
already involved in hydrogen bonds the hydrophobicity or hydrophilicity is completely deter­
mined by these side chains. Often hydrophobic side chains will extend to one side of the helix 
(toward the core of the protein) while hydrophilic ones will extend to the other. Such an ar­
rangement is called amphipathic. This arrangement is common in globular and fibrous proteins 
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(a) (b) 

Figure 2.4: A subsection of a alpha helix from myoglobin, (a) The ribbon traces the backbone 
atoms of the protein which are shown as spheres. Oxygen and hydrogen are coloured red and 
yellow respectively while carbon and nitrogen are grey. Stabilizing hydrogen bonds between 
oxygen and hydrogen are coloured blue. Side chains are represented as lines, demonstrating 
how they are excluded from the center of the helix, (b) Hydrophobic residues are shown in 
orange while hydrophilic ones are shown in cyan. Images created with VMD [11]. 

that exist in a watery environment. An example of this can be found in Figure 2.4(b). 

2.2.2.2 p Sheet 

/? sheets are the other most common structural element in proteins. Unlike a-helices, amino 
acids can form /?-sheets with residues widely separated in the primary sequence. /3-sheets are 
made up of two or more strands (continuous regions of primary sequence with their polypeptide 
backbone almost completely extended) laterally pack together such that amide hydrogens bond 
the carbonyl oxygens on adjacent strands (see Figure 2.5(a)). Each of these f3 strands is 
typically 5 — 8 residues long and may be aligned parallel or anti-parallel (see Figure 2.5(b)). 

The large number of hydrogen bonds makes /3-sheets an extremely strong structure. For 
example, silk fibers consist almost entirely of stacked anti-parallel /3-sheets. The polypeptide 
chain is aligned parallel to the fiber axis, which provides tensile strength. Flexibility is provided 
by the stacked (3 sheets slipping over one another. 

2.2.2.3 Turns and Random Coil 

Turns are commonly formed by three to four residues that, through hydrogen bonding, form a 
rigid U-shape that turns the peptide chain back into the protein. These turns allow the protein 
to become tightly packed. Common residues found in turns are glycine and proline. The small 
side-chain of glycine allows it to make sharp turns while proline already has a rigid built-in 
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(a) (b) 

Figure 2.5: /? sheet.(a) The ribbon traces the backbone and shows the direction of the peptide 
chain. Oxygen and hydrogen are coloured red and yellow respectively while carbon and nitrogen 
are grey. Stabilizing hydrogen bonds between oxygen and hydrogen are coloured blue. Side-
chains are omitted for clarity, (b) /? sheets are made of two or more contiguous sections of 
peptide chain that are not necessarily nearby in terms of primary structure. /3 sheet is orange, 
a helix is red, turns are yellow and random coil is grey. This piece of chain starts at the top of 
the middle /? strand and ends at the top of the left /3 strand. Images created with VMD [11]. 

turn in it backbone. 
Random coils are sections of the backbone with no rigid structure. These are typically 

found on the surface of the protein and tend to be very flexible. As a consequence, these 
also tend to be the areas that interact with other molecules. Typically, these are the sites of 
greatest conformational change after such interactions. 

2.2.3 Tertiary Structure 

The complete 3D structure of an amino acid sequence is known as its tertiary structure. 
Whereas secondary structure is stabilized through hydrogen bonds, tertiary structure is stabi­
lized primarily by hydrophobic/hydrophilic interactions as well as salt and disulphide bridges. 
Nonpolar residues tend to collect in the center of the protein while hydrophilic residues line the 
surface as a general rule. In the case of membrane proteins the part of the surface embedded in 
the lipid bilayer also tends to be hydrophobic. As a result, the size and shape of a protein is de­
termined both by the length of the amino acid and by how the secondary structure is arranged 
inside the protein. As an example, the tertiary structure of BPTI is shown in Figure 2.6. 

2.2.4 Quaternary St ructure 

Proteins may be made up of one or more polypeptide chains. The number of these chains 
and how they fit together is called quaternary structure. Monomers, dimers and trimers are 
proteins composed of one, two and three chains, or subunits, respectively. These chains are 
held together by noncovalent bonds. 

Hemoglobin, a classic example of quaternary structure, is shown in Figure 2.7. It is com­
posed of four subunits, two a and two j3. Each subunit contains a heme group that binds to 
0 2 , C 0 2 or CO since hemoglobin is used to transport oxygen in the blood. 
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Figure 2.6: Tertiary structure of BPTI. f3 sheet is orange, a helix is red, turns are yellow and 
random coil is grey. The water accessible surface is shown as transparent. Image created with 
VMD [11]. 

Figure 2.7: Quaternary structure of human hemoglobin (PDB ID: 1GZX)[8, 12]. a chains are 
shown in red and (3 chains are shown in blue. Image created with VMD [11]. 
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2.3 Function and Role 
Protein functions in the cell are many and varied, controlling the cell's ionic content, cellular 
locomotion, intra-cellular transport, replication of DNA, digestion of other molecules, e tc . . . 
Common yeast, Saccharomyces cerevisiae, is thought to produce at least 6225 different proteins, 
each with a specific function. All of the elements of physical structure presented in the last 
section serve to determine an individual protein's function. Rather than focus on protein 
function in general, this section highlights the three topics of protein function found in this 
thesis. 

2.3.1 Interaction w i th the Environment: Solvation 

All proteins have evolved to function in a specific environment. Common to almost all these 
environments is their aqueous nature. Solvents are required for protein function and alter the 
structure of proteins. Likewise, proteins alter the structure of the hydrating water. 

In Chapters 4 and 6 the quantity of water used to hydrate the protein myoglobin is examined. 
In particular, we investigate the amount of water required for myoglobin to attain functionality 
and how the properties of the water change as this limit is approached. 

Chapter 4 also discusses methods for modelling solvent while Chapters 9 and 10 focus on 
one method in particular, the 3D-reference interaction site model (3D-RISM) of molecular 
solvation. Here we implement 3D-RISM in the molecular dynamics (MD) package Amber. 
Combining 3D-RISM and MD offers a new approach to modelling the complex interactions 
between solute and solvent. 

2.3.2 Prote in-Prote in Interactions 

Besides solvent, proteins most commonly interact with other proteins. In the case of tubulin, 
its primary function is to interact with other tubulins to form microtubules (MTs). Chapters 3 
and 7 examines tubulin protofilament interactions essential for MT stability. 

2.3.3 Conformational Flexibility 

Proteins are not rigid objects and as they change conformation they change function. Two 
examples can be found in tubulin. Tubulin undergoes a conformation change that causes MTs 
to switch stable to unstable structures. In Chapters 3 and 7 the effects of nucleotide hydration 
on tubulin protofilament conformation and rigidity are examined. 

A much smaller example, the tubulin C-terminal tails (CTT), are thought to change shape 
to bind to a variety of different proteins. In Chapter 8 and Section 3.3 we examine the 
conformational flexibility of the CTT and the isotype sequence dependence. 
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Chapter 3 

Microtubule Structure and 
Function 

Microtubules (MTs) are ubiquitous structures, found in all eukaryotic cells [6, 7]. These long, 
hollow cylinders carry out a wide variety of functions within the cell, including chromosome 
segregation, cellular locomotion and intracellular t ranspor t . This chapter provides detailed 
background on our current understanding of the structure and function of MTs, much of which 
is the subject of Chapters 7 and 8. Section 3.1, discusses the s t ruc ture of the only element 
necessary to create MTs, tubulin. Section 3.2 covers how MTs are formed and the function 
of the resulting structure. Finally, Section 3.3 focuses on a highly variable par t of tubul in 's 
structure, the carboxy terminal tails, which have a profound effect on both the s tructure and 
function of MTs. 

3.1 Tubulin 

Tubulin is found in all eukaryotic cells 1. Prokaryotic cells have a protein t ha t is smaller, but 
still somewhat homologous to tubulin, called FtsZ. Tubulin is a dimeric protein consisting of 
an a and /? monomer. The most common form of pig brain tubul in consists of 896 residues, 
451 a residues and 445 (3 residues. 

The crystal s t ructure of cow brain tubul in was first published by Nogales et at. in 1998 
(PDB ID 1TUB)[13]. The sequence for the most common form of pig brain tubulin was used 
for fitting the da t a since a sequence for cow brain tubul in was unavailable. The s t ruc ture 
was subsequently refined by Lowe et at, using the same da ta , and published in 2001 ( P D B 
ID 1JFF)[14]. A number of different s t ructures, under different conditions, have since been 
solved [15-18]. The final secondary structure (Figure 3.1) and 3D crystal structure (Figure 3.2) 
are missing several residues 2. This is largely due to flexible par t s of the chains not being 
resolved. These sections are both of the N-terminal residues, residues 35 — 60 of the a chain 
and a large part of the C-terminal tails (CTT) (440 - 451 a, 438 - 455 fi). Although the C T T 
are the sites of greatest isotype variability (see Section 3.3.1.1), the poor resolution of the tails 
appears to be due to their flexibility (see Nogales et at. [13] and Section 3.3). 

'Cells with nuclei, i.e. plant, animal and fungal cells. Tubulin, and MTs, are also found in red blood cells 
which have no genetic material and, thus, no nuclei. 

2Additionai gaps in the sequence also appear due to the convention used for tubulin residue numbering 
based on sequence homology [13]. Residues 45. 46 and 361 — 368 of the /3 chain and 442, 443, 454. 455 of the 
a chain do not exist. 
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Figure 3.1: Secondary structure of tubulin. The secondary structure of a tubulin, (a) and j3 
tubulin, (b). Residues 35 — 60 of the a subunit are missing. Helices are shown as coiled ribbons 
and /3-sheets as arrows. Labeling has been adjusted to match that of [14]. (i and 7 turns are 
identified by /? and 7 symbols[10]. 

The primary function of tubulin in the cell is to self-assemble to form MTs. MTs are yet 
another layer of highly organized structure and are discussed in the next section. A third 
tubulin, 7 tubulin, exists, has had its structure determined [17] and is thought to create 
nucleation sites for MT growth. 

There are three areas of tubulin structure that are of particular importance for MT structure 
and function (Figure 3.3). These relate to lateral protofilament contacts, bound nucleotides 
and MT associated protein (MAP) binding sites. 

3.1.1 MAP Binding 

There are likely hundreds of proteins that interact with MTs directly but only a handful of 
binding sites are known. Through mutagenesis, proteolysis via substilisin and direct visualiza­
tion, the CTT and the H l l and H12 helices have been identified as common binding targets 
for a variety of proteins [19-21]. This is not surprising given that these are highly exposed 
regions of tubulin when MTs are formed [22]. 

3.1.2 Lateral Contacts 
Lateral contacts are primarily made between the M-loop (/?-tubulin) and N-loop (a-tubulin) 
with the H3 helix [13, 14, 22]. These are sites of sequence variation in cold-stabilized MTs 
found in arctic fish [23, 24]. The M-loop has also been an issue for crystallographers. In 
crystals that have not stabilized the M-loop with taxol or epoth'ilone, the M-loop has not been 
resolved [15, 16]. The N-loop has had no such issue, the equivalent of the taxol/epothilone 
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(a) 

Figure 3.2: (a) Tertiary structure of crystallized tubulin. (3 sheet is orange, a helix is red, 
turns are yellow and random coil is grey. GTP, GDP and Mg2+ are shown in purple, cyan and 
green respectively. The water accessible surface is shown as transparent, (b) Water accessible 
surface. Hydrophobic residues are shown in orange while hydrophilic ones are shown in cyan. 
(c) Quaternary structure, a chains are shown in red and f) chains are shown in blue. The 
orientation of all images is the same. Images created with VMD [11]. 

binding pocket on a-tubulin is filled with a 10 residue loop not present in /3-tubulin. This is 
the primary evidence that taxol and epothilone stabilize MTs through stabilizing the M-loop 
and strengthening lateral interactions. 

It has also been hypothesized that conformational changes in and adjacent to the H3 helix 
are responsible for destabilizing MTs. The H3' helix and the S3-H3 loop are thought to resemble 
the highly conserved switch-II region of classical GTPases [14]. Furthermore, the H3' helix is 
a 7r-helix in /^-tubulin as compared to an a-helix in a-tubulin. This 'unwinding' of H3' may be 
an indicator of real structural change or simply an artifact due to the poor resolution of the 
crystal structures. 

3.1.3 Nucleotides 

Tubulin also contains three non-covalently bound prosthetic groups. Each of the a and (3 
subunits contains a guanosine nucleotide. The a subunit binds guanosine triphosphate (GTP, 
Figure 3.4(b)), which is not exchangeable, to the so-called N-site. The (5 subunit contains 
an exchangeable guanosine nucleotide, bound at the E-site, that may be either GTP or GDP 
(guanosine diphosphate, Figure 3.4(a)). At the N-site a Mg2+ is also noncovalently bound. 
Mg2+ has a high affinity to GTP and is always present at the N-site and at the E-site when 
GTP is present [25]. The lower affinity with GDP suggests that Mg2+ may be present when 
GDP is bound at the E-site but not necessarily and Mg2+ • GDP has been placed in some 
crystal structures [15]. 

3.2 Microtubules 
MTs are constructed entirely out of tubulin. Along with microfilaments, intermediate filaments, 
MTs are one of the three major components of the cytoskeleton. Due to their tubular structure, 
they are the most rigid component and have a diameter twice that of intermediate filaments 
and three times that of microfilaments. MTs have a highly ordered and dynamical structure 
that is central to their function in the cell. 

(b) (c) 
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Figure 3.3: MT structural highlights (a) along the protofilament axis (E-site exposed) and (b) 
outside the MT. Images created with VMD [11]. 
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Figure 3.4: G D P (a) and G T P topologies (b) with IUPAC atoms names. 

3.2.1 Structure 

MTs are long, cylindrical structures with walls made out of an ordered array of tubulin dimers. 
The diameter of an M T is 25 nm with a 15 nm in diameter. Lengths vary from a fraction of 
micrometer to 100s of micrometers. 

The wall of an M T lattice is of either type A or B [26-28] (see Figure 3.5). In bo th cases 
dimers are stacked longitudinally in protofilaments. There are relatively few examples of MTs 
in vivo t ha t do not contains 13 protofilaments though in vitro this number may vary from 9 
to 18 [26]. In A type lattices, each dimer is shifted 4.92 nm longitudinally from its neighbour. 
When there is an odd number of protofilaments, A lattices do not exhibit a seam. In the B 
lattice type each dimer is shift 0.92nm longitudinally relative to its neighbour, except a t the 
seam, where the shift is 4.92nm. Longitudinally there is a new dimer every 8.12nm [14, 22, 26 -
28]. It was long believed tha t A lattices were preferred due to their symmetry. However, by 
labeling MTs with kinesin motor proteins, it was demonstra ted tha t B latt ices are, in fact 
dominant in number [27, 28]. 

MTs may be in one of three forms: singlet, doublet and triplet (see Figure 3.6). The singlet 
form is by far the most common and has already been discussed. Doublets take the form of 
a singlet of 13 protofilaments with an addit ional tubule of 10 protofilaments a t tached to the 
side. Triplets contain an additional tubule at tached to the secondary tubule. 

In vitro, tubul in s t ructures can be quite diverse and are sensitive to changes in environ­
ment [29, 30]. The types of s t ructures formed can be tubes , sheets, protofilaments, hoops, 
ribbons, double walled MTs etc. The three main variables for inducing different tubulin super­
structures is the concentration of ions (mono- and divalent), anti- or pro-MT agents (colchicine, 
taxoids, vinca alkaloids etc) and the presence or absence of the carboxy terminal tails (Sec­
tion 3.3.2.2). Some notable s t ructures t ha t can be created in this manner are tubul in sheets 
using zinc ions and taxol [13] and double walled tubes using manganese and partially subtil-
isin cleaved tubulin [31], bo th of which have been used to derive information about tubul in 
structure. 

3.2.2 Dynamics 

Tubulins self-assemble to form MTs. The physical characteristics and rates of polymerization 
depend on different environmental conditions, such as tempera ture , dimer concentration and 
G D P / G T P concentration. For example, assuming all other conditions are suitable, if t he 
t empera ture falls to 4°C, yeast MTs will spontaneously disassemble [23]. However, if the 
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(a) (b) 

Figure 3.5: (a) A type MT lattice has a 4.92nm longitudinal offset between lateral neighbours 
while the (b) B type MT lattice has a 0.92nm offset, a subunits are coloured red and f3 
subunits are colour blue. Images created with VMD [11]. 

C 

(a) (b) (c) 

Figure 3.6: (a) Singlet, (b) doublet and (c) triplet MTs. Adapted from 
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temperature is raised above this temperature the MTs will reform 3. 
The process of self-assembly begins when the temperature is in the right range and the 

concentration of dimers and GTP are above the critical concentration, which is environment 
dependent. If nucleation sites, such as already formed MTs or 7 tubulin, are present then the 
process is accelerated. Since tubulin has a polarization due to its quaternary structure the MT 
also has a polarization. The (-) end has exposed a monomers while the (+) end has exposed 
(3 monomers with exposed E-sites. Both MT assembly and disassembly occur preferentially at 
the (+) end. 

It is not definitively known how 7 tubulin acts to nucleate MTs though two models exist [32-
34]. The first suggests that 7 tubulin forms a ring or partial ring through lateral contacts, a/3 
dimers then longitudinally bind to this ring. A second model suggest that the 7 tubulin forms 
rings or curls through longitudinal contacts and that aj3 dimers then bind laterally in sheets. 
However, it is known that 7 tubulin caps the (-) end of the MT and prevents both assembly 
and disassembly. 

Electron micrographs of the 7-tubulin ring complex (7-TuRC) are strong evidence that the 
template model at least exists [35]. There is no similar structural evidence for the protofilament 
model. However, the fact that not all eukaryotes, such as budding yeast [34], have 7-TuRCs, 
but only 7-tubulin small complexes (7-TuSC), one of the subunits of 7-TuRC, strongly suggests 
that this model is still a possibility. In favour of the template model is the crystal structure 
of 7-tubulin, which indicates that it can form lateral bonds itself and 7-TuSCs may act as 
templates alone [17]. 

MTs grow through individual protofilaments adding tubulin dimers [36]. Only tubulin 
dimers with GTP in the exchangeable site are able to polymerize. However, once a dimer 
has spent some time in the MT it hydrolyzes the GTP to G D P + P 0 4 . Thus, a GTP cap is 
formed on the end of the MT as shown in Figure 3.7(a). However, if conditions for the growth 
of the MT are poor, the rate of tubulin addition is slower than the rate of GTP hydrolysis 
and the cap disappears. At this point rapid shrinkage occurs, known as catastrophe. When 
catastrophe occurs, the end of the MT frays and the protofilaments peel off, maintaining their 
longitudinal contacts but losing the weaker lateral ones. When conditions become favourable 
again the GTP cap will reform and the MT with grow again (rescue). This process, outlined 
in Figure 3.7, is called dynamic instability. 

Another related phenomenon is treadmilling. In this case, conditions favour assembly at 
the (+) end but favour collapse at the (-) end. Thus, the MT grows at the (+) end and shrinks 
at the (-) end and dimers joining the MT at the (+) end will, eventually, leave at the (-) end. 

There are several molecules that can stabilize MTs and prevent their disassembly [37]. 
Microtubule-associated proteins (MAPs), such as MAP2 and Tau, may bind to two or more 
dimers, acting as a support or neutralizing the negative net charge. Other MAPs like CLIP-17 
and EB1 may copolymerize with new tubulin subunits and induce a particular conformation. 
An important small molecule that also stabilizes MTs is taxol. Taxol was instrumental in the 
crystalization of tubulin to determine its structure [13]. It is also a widely used therapeutic 
agent against various cancers [38]. 

Other molecules are known to disrupt MTs. Once again, they may be proteins (e.g. ki-
nesin 13 [39]) or small molecules. Some of these may also have therapeutic applications as well 
(e.g. colchicine in gout [15, 40] and vinblastine in Hodgkin's disease [16, 38, 41]). 

3Temperature dependence on MT polymerization is known to be isotype dependent [23, 24]. Some arctic 
fish MTs can polymerize at temperatures as low as -1.8°C. There is even considerable variation amongst human 
isotypes. 
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Figure 3.7: Microtubule assembly and disassmebly. a subunits are coloured light blue and (3 
subunits dark blue. GTP and GDP are represented by light blue and yellow centres respectively, 
(a) A GTP cap is formed on the MT allowing (b) further growth, (c) GTP hydrolysis occurs 
faster than growth causing the GTP cap to disappear and (d) catastrophe to occur. At some 
future time the GTP cap reforms and the cycle begins at (a) again. Adapted from [36] 

3.2.3 Function 

MTs perform a variety of functions within the cell. The three predominant tasks performed 
by MTs all involve motion: transportation of molecules within the cell, locomotion of the cell 
in its environment and cell division. 

3.2.3.1 Intracellular Transportation 

MTs are the railway system of the cell. They provide the tracks on which molecules like kinesin 
and dynein haul their molecular cargo [7]. Nowhere is this as important as in nerve axons. The 
cell body of the nerve, where the ribosomes are present, can be several meters from the synapse 
where proteins, mitochondria and membranes are required. While this process requires days 
or weeks with motor proteins, it is much faster than simple diffusion, which would require on 
the order of a decade. 

This transport is aided by the fact that MTs grow out from the MT-organizing center 
(MTOC), located in the centrosome. That is, their (-) ends point toward the nucleus of the 
cell while the (+) ends radiate outward. Kinesin and dynein are directional motor proteins. 
Almost all isotypes of kinesin move toward the (+) end while dyneins move toward the (-) end. 
Different types of each of the respective proteins carry a specific load. Cytosolic kinesin carries 
cytosolic vesicles (closed membrane shells). Spindle kinesin carries spindle and astral MTs, 
centrosomes and kinetochores. Cytosolic dyneins carry cytosolic vesicles and kinetochores. 

Axonal transport can be very rapid; motor proteins can travel over 300 of their own body 
lengths per second. This is about 3 /zm/s or 250 mm/day. Thus, for a typical sciatic nerve of 
a human, approximately lm in length, the fastest axonal transport can take nearly 40 days. 
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Figure 3.8: Cross section of the internal structure of cilia. The inner sheath with a pair of MT 
singlets is connected to the outer ring of doublets by a set of radial spokes. Outer doublets 
are connected to each other by the protein nexin. Inner and outer dyneins are permanently 
attached to the A tubule and walk along the adjacent B tubule. Adapted from [6]. 

3.2.3.2 Cellular Transportation 

Cilia and flagella 4 are the common method for swimming for all cells [7]. Their function, 
however, is not limited to swimming. Some cells have one or two long flagella (up to 2 mm 
long in the case of some insect sperm) or may have thousands of short cilia used for feeding. 

The internal structure of flagella is shown in Figure 3.8. Typical structure of the axoneme 
has two central singlet MTs and nine outer doublets. In addition to a and j3 tubulin there are 
over other 250 polypeptides present. Among these is dynein, which permanently binds to the 
A tubule of a doublet with its motor protein heads reaching out to the B tubule of the adjacent 
doublet. Other proteins, such as nexin, stabilize the axoneme, connecting the doublets to each 
other and the central singlets, and providing a central sheath around the singlets. 

Cilia movement is caused by the movement of the outer doublets relative to each other. In 
particular, the dynein molecules 'walk' along the adjacent MT, pushing its (+) end away from 
the cell and bending the axoneme. Permanent crosslinks pull the MTs back to their original 
place. 

3.2.3.3 Cell Division 

The primary role of MTs in cell division is the partitioning of newly replicated chromosomes 
into, what will be, two separate cells [7]. Figure 3.9 shows a schematic snapshot of the cell 
and the mitotic apparatus during mitosis. It should be noted that the mitotic apparatus is 
anything but static and dynamic instability, discussed in Section 3.2.2, is central to the success 
of this stage in the cell cycle. 

During prophase, polar MTs are responsible for first aligning and then separating the 
centrosomes (Figure 3.10). The mechanism involved in the moving the MTs is similar to that 
of movement of cilia and flagella. Motor proteins attached to one MT walk along an adjacent 
MT. During alignment (-) end-directed motor proteins change angle of the MTs, taking up the 
slack. Once aligned, (+) end-directed kinesins push the MTs, and with them the centrosomes, 
away from each other. 

4Cilia and flagella are the same structures but were named before their structure could be studied. 
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Kinetochore Kinetochore MT 

Polar MTs Chromosome 

Figure 3.9: The mitotic apparatus is composed of centrosomes (red dots), astral MTs (orange), 
polar MTs (green) and kinetochore MTs (yellow). Adapted from [6]. 

(a) (b) (c) 

Figure 3.10: (a) Misaligned polar M T s are aligned by (-) end-directed motor proteins (blue), 
(b) These same motor proteins then pull the two centrosomes closer together. Once completely 
aligned (+ ) end-directed motor proteins push the centrosomes apart again. Adapted from [6]. 

MTs begin interacting with the chromosomes during prometaphase, when the nuclear en­
velope breaks down. Two centrosomes (organizing centers for the MTs) have already formed 
and the (+ ) ends of the MTs can now interact with the chromosome kinetochores. 

At metaphase there are two centrosomes at either end of the cell and the chromosomes have 
duplicated but sister chromosomes are still at tached to each other. The mitotic apparatus has 
formed and consists of astral, polar and kinetochore MTs. 

Kinetochore MTs control the alignment and separation of the chromosomes. First, chromo­
somes are gathered via their kinetochores at taching to the kinetochore MTs. Attaching to the 
kinetochores is one example of how dynamic instability is used in the cell. There are several 
theories of how this is done but most involve dynamic instability or treadmilling. One theory 
is tha t the MTs grow and shrink, fishing for the kinetochores. An MT may strike a kinetochore 
but it is more likely t ha t the kinetochore will a t tach to motor proteins on the surface of the 
M T and be pulled to the (+) end. After at tachment the chromosomes are moved to the center 
of the cell. 

The sister chromosomes separate during anaphase and the kinetochore MTs pull the chro­
mosomes back into their respective centrosomes. 

Finally, the cell divides. This occurs on the plane tha t the chromosomes aligned on in the 
center of the cell. The action of dividing the cell is caused by the contraction of an actin and 
myosin ring but the location of this cleavage appears to be determined by the astral MTs alone. 

Since dynamic instability plays a central role in cell division and the mitot ic appara tus , 
drugs t ha t stabilize MTs can prevent cell division [38, 41]. This is how drugs like taxol can 
be used on cancers, such as ovarian cancer in which the cells rapidly divide, without overly 
affecting the other roles of MTs within the cell. 
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3.3 Carboxy-Terminal Tails 
A mounting body of evidence suggests that tubulin's carboxy-terminal tails (CTTs) have a 
wide and varied biological significance. CTTs typically account for 20 of the roughly 450 
residues that make up a tubulin monomer; however, they are the sites of both the greatest 
charge density and isotypic variation in the tubulin sequence. With only 50-60% sequence 
identity, compared to 80-95% in the total sequence [42, 43], we can, at least, speculate that 
this region has been under specific evolutionary pressure to have different physical properties 
for different biological functions. Much of the conserved sequence identity between isotypes is 
in the form of glutamic acids that account for typically half of the residue number, 1/3 of the 
net charge of tubulin and are the source of the CTTs less commonly used name, 'E-hooks'. 

In this Section, we begin with a brief description of the physical structure of CTTs and vari­
ations due to sequence differences and post-translational modifications. With this background, 
we then discuss the many biological roles of CTTs and how physical variations are important 
in them. 

3.3.1 Physical Properties of CTTs 

CTTs are highly flexible and have no intrinsic structure in isolation [44-46] or in their native 
state, attached to tubulin [13]. This high flexibility lends them the ability to bind or interact 
with a large number of substrates. Due to their location on the outside of the MT, they are, 
inevitably, encountered by all proteins seeking to bind to MTs (Figure 3.3). 

Though CTTs are often thought of as floppy, amorphous, highly charged protrusions, there 
can be considerable variability in physical properties within a single cell. The length, charge 
and binding motifs of an individual CTT is determined first by its primary sequence (isotype) 
and then modifications made after expression (post-translational modification). 

3.3.1.1 Isotypes 

The number of isotypes expressed within a cell or an organism varies greatly from species to 
species. Here, we focus on humans, having eight a and eight /3 isotypes though some subtypes 
also exist. Due to the high sequence variation of the CTT, isotypes are generally identified by 
their CTT sequence. Known human tubulin isotypes and their basic distribution and function 
are given in Table 3.1. 

3.3.1.2 Post-translational Modifications 

Post-translational modifications (PTMs)are changes made to side-chains or entire residues 
after the individual protein has been expressed. In the case of tubulin, almost all PTMs are 
applied to the CTT. Residues may be added or deleted. Side-chains may modified and are 
often extended. Below is a summary of two excellent review papers [48, 49]. 

Poly-Glycylation Poly-glycylation is the covalent addition of glycine residues to glutamic 
acid side-chains. In particular, this is a peptide bond between the 7 carboxyl group of the 
glutamic acid and the a amino group of the glycine. This can occur on adjacent glutamic acids 
and 30 or more glycines may be attached in a single chain, making for a very bulky CTT. It 
is typically found only in animal cells and predominately in axonemes. The modification is 
thought to confer stability but the evidence is not clear. 
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Isotype Function Distribution 

(3- Tubulin 

I Found in all tissue types but varies in amount 

May confer stability 

II 58% of bovine brain tubulin 

Expressed more during development 

Function is not well understood 

III Highly conserved (two residue difference between 
human and chicken squence) 

In the brain, only found in neurons 

Accounts for 25% of bovine brain tubulin 

Found in some cancers 

Very dynamic 

IV IVa is found only in the brain 

IVb is found in cilia and flagella 

IVb only isotype with the EGEFEEE sequence 

V Highly conserved 

Unknown function 

VI Least conserved 

VII Unknown function 

VIII Unknown function 

Widespread 

Brain, muscle 

Neurons, Sertoli, testis, 
colon 

Brain, ciliated tissues, 

sperm 

Unknown 

Platelets, 
row,spleen 

Brain 

Unknown 

bone 

a-Tubulin 

I 

II 

III 

IV 
V 

VI 

VII 

VIII 

Unknown function 

Unknown function 

Unknown function 

Unknown function 

Unknown function 

Unknown function 

Unknown function 

Unknown function 

Lowest sequence identity 

Mostly brain 

Testis 

Brain, muscle 

Blood 

Heart, 

testis 

Testis 

Ovary 

Heart, 
tal muscle 
pancreas 

skeletal muscle, 

testis, skele-
brain and 

Table 3.1: Human tubulin isotype distribution and function [42, 43, 47]. 
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Poly-Glutamylation This is a similar PTM modification to poly-glycylation. Glutamic 
acids are added in chains to the 7 carboxyl group of the main chain glutamic acid side-chains. 
In this case, the number of residues in a single chain is typically one to six. While this is 
far less bulky than poly-glycine PTMs, it can make the already negative CTT significantly 
more negative. Chains of three to four are associated with greater MAP binding and, possibly, 
greater MT stability. It is also observed to increase processivity of kinesins. Poly-glutamylation 
is particularly prevalent during mitosis. 

(De-)Tyrosination This PTM occurs only on the C-terminal tyrosine of a-tubulin, which 
is present in almost all isotypes. In this case, the entire residue is removed and is, typically, 
replaced later. In fact, this may happen multiple times in the lifetime of a tubulin. The 
function is not known but their is a strong correlation with decreased de-tryosination and most 
breast cancers. Cells that lack the de-tryosination enzyme are known to cause tumors when 
injected into mice. 

De-Glutamylation If the terminal tyrosine has been removed from a-tubulin, the terminal 
glutamic acid may also be removed. Once this occurs, neither the glutamic acid nor the tyrosine 
is replaced. 35% of mammalian brain tubulin is de-glutamylated and this is thought to confer 
MT stability. 

Phosphorylation Phosphorylation is a relatively rare PTM. It occurs only in mammals, 
may aid the interaction with MAP2 and does not affect assembly. 

3.3.2 Biological Role 

CTT are implicated in a wide variety of biological processes. Most are are associated with MT 
functionality but some functionality beyond this has been proposed. For example, the CTT 
have been shown to confer chaperone-like activity to tubulin, preventing the aggregation of 
insulin and alcohol dehydrogenase [50]. Also, CTT peptides have been shown to form amyloid 
fibrils in vitro [51]. These have been directly implicated as the source of amyloid plaques found 
in the brains of British type familial cerebral amyloid angiopathy victims. 

This section discusses the two most common CTT associated functions: tubulin polymer­
ization and MAP binding. This is followed with a discussion of the role of the CTT and the 
binding of two common anti-mitotic agents. Most of the findings presented here were made by 
removing one or both of the CTT from tubulin. The only known method for doing this is with 
the enzyme subtilisin, which is where we begin. 

3.3.2.1 Subtilisin 

Subtilisin is a general class of serine proteases commonly expressed by bacteria and is the only 
enzyme known to selectively cleave the CTT from tubulin [52, 53]. It uses the same mechanism 
as chymotrypsin and serine carboxypeptidase II but has no sequence or structural homology 
with either of these other classes. In fact, other than the functional core of the protein, there 
is not much sequence identity within subtilisin class [52]. 

CTT proteolysis is a time dependent process [54, 55]. First, /3 is cleaved at Gln-433 and 
Gly-434. Some time later, a tubulin is cleaved at Asp-438 and Ser-439. However, there is 
some overlap in the two stages and contamination between the two species can easily occur 
without proper procedures [54]. The standard nomenclature is 'tubulins' for tubulin without 
CTT (alternatively 'as/?s')- If only the j3 CTT has be removed, then the notation 'a/?s' is 
used. 
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3.3.2.2 Tubulin Polymerization 

One of the immediate observations made when subtilisin was first added to tubulin in solution 
was its effect on polymerization [56]. The critical concentration for polymerization is lowered by 
one to two orders of magnitude and appears to additively increase as first the reactions proceeds 
from afts to as/%- Also, very small amounts of a/% added to native tubulin can profoundly 
affect the polymerization [54]. However, few MTs are formed from this polymerization. Rather, 
spirals, sheets, tubes, rings, bundles and short protofilaments are observed. The increase 
in polymerization is thought to result from the reduction of the total charge of tubulin as 
similar structures and critical concentrations are observed with the increased concentration of 
salt [29, 30]. 

3.3.2.3 M A P Binding 

Any protein that binds to MTs is classified as a MT associated protein (MAP). Here we focus 
on two with well studied MAPs, kinesin and spastin, and their proposed interactions with 
tubulin's CTTs. 

Kinesin Binding While kinesins come in many flavours, there are two broad classes of this 
motor protein, monomeric and dimeric (conventional) kinesi, that interact with CTTs in a 
fundamentally different ways. The 'heads' of kinesin bind to the f3 monomer of tubulin and 
walk towards the (+) end, hydrolysing adenosine triphosphate (ATP) as a fuel. Both types 
are known to require CTT to process along the MT. 

Dimeric kinesin was thought to interact with the CTTs through a lysine rich region in 
the neck linker, using electrostatic interactions to strengthen affinity. This was supported by 
experiments that showed greatly reduced processivity when CTTs were absent and kinesin's 
with increased lysines content in the neck linker displaying increased processivity. However, the 
current consensus is now quite different [57]. Cryo-electron microscopy (cryo-EM) and various 
other experiments have shown that in the usually weakly bound adenosine diphosphate (ADP) 
state of kinesin becomes strongly bound when CTT are absent [58, 59]. That is, kinesin gets 
stuck in the ADP state and the role of the CTTs is to reduce the binding affinity, promoting 
the next step. Further, cryo-EM has shown that the CTT likely bind to the switch-II region 
of kinesin and not the neck linker. When experimenting with NcKin, a fast fungal kinesin 
with no lysines in the neck linker, Marx et al. found the same property [57]. When CTT were 
absent, kinesin stalled in the ADP state. This is also consistent with observation of high salt 
concentrations that would screen CTT-kinesin interactions. 

Monomeric kinesin appears to use the 0 CTT as an anchor. KIF1A has a so-called k-loop 
(high lysine content) that appears to bind the [3 CTT [60, 61]. This k-loop is not present in 
dimeric kinesin. In fact, these cryo-EM electron densities have been the only experimentally 
observed density of CTTs. Unfortunately, these where not at atomic resolution, so details of 
the interaction are not known. 

Spastin Binding Spastin is a large, star shaped hexamer implicated in MT severing. Defects 
in the subunits lead to hereditary spastic paraplegia [20]. The recent crystal structure of this 
protein shows a central pore hypothesized to thread CTTs through, pulling apart MTs. Spastin 
has a preference for severing poly-glutamylated MTs that are otherwise quite stable. This 
suggests a roll in specifically de-constructing stable MTs when they are no longer needed. 
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3.3.2.4 Drug Interaction 

Colchicine Colchicine is an anti-MT agent that binds irreversibly to tubulin after inducing 
the formation of its own binding pocket [15]. In native tubulin, the binding site is labile for 
4-5 hrs and there is a pH dependence for binding, with an optimum of 6.8 [62]. When both 
CTT are removed with subtilisin tubulin remains labile for > 12 hrs and the pH dependence 
on binding vanishes. A similar effect can be produced with the addition of cations, suggesting 
that the a CTT interacts with the colchicine binding site. 

Vinblastine Vinblastine has a more complex relationship with tubulin [55]. At concentra­
tions < 1 /iM vinblastine inhibits MT dynamics. When increased above 1 fjM but < 10 /xM 
it inhibits MTs. As concentrations are further increased above 10 /uM, vinblastine begins to 
promote polymerization. Rather than forming MTs though, tubulin forms spirals and other 
polymers. The effects of vinblastine can be blocked with the addition of oligoanions, such as 
GTP. However, if the (3 CTT is removed, polymerization by vinblastine is increase and the 
concentration of oligoanions must be further increased to block this behaviour. Since further 
removing the a CTT has no effect, it is thought that the /? CTT's negative charge blocks the 
binding of vinblastine. 
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Chapter 4 

Protein Hydration 

An accurate physical description of a protein molecule is not enough to understand its function 
or structure. Proteins have no biological functionality without water and require a proper 
solvent environment to properly fold. To study proteins in detail it is essential to have an 
accurate description of water and its interactions with protein. This chapter begins with an 
overview of the physical properties of water in Section 4.1, our current understanding of protein-
water interactions in Section 4.2 and some of the most popular water models used in the study 
of proteins in Section 4.3. 

4.1 Water 

Water is the essential solvent for life on earth. Because of this, water has been the most 
studied molecule and has developed, in general, a certain amount of lore if not mystique. 
Certainly, much has been made of the so-called anomalous properties of water. While none of 
these individual properties is unique to water, there combination is exploited by life on Earth, 
particularly at the microscopic level. 

To accurately model the properties of proteins and their interactions it is necessary to also 
include the effects of water. The focus of this Section is to identify the biologically important 
properties of water and their molecular basis. This should serve as a guide for creating and 
assessing models of this ubiquitous solvent. 

Material for this Section is taken from three review papers by Finney [63, 64] and Guillot [65]. 
Additional sources are otherwise noted. 

4.1.1 Macroscopic Properties 

There are a number of properties of water that are necessary for life. In short, water is 

• a liquid at standard pressure and temperature, 

• an excellent solvent for a wide variety of substances and, 

• able to ionize many substances, including, but not limited to, salts. 

These properties relate to water's role as an almost universal solvent: dissolving salts, sugars, 
acids, bases, gases, proteins etc. Many of these substances, like salts and acids, are further 
ionized by water. This is possible because, unlike most simple liquids, water is a liquid at 
ambient temperature (Fig. 4.1). 

Electrostatic properties of water include 
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Figure 4.1: Partial phase diagram of water. O indicates the triple point, • the critical point 
and it is room temperature at ambient pressure. Coexistence curves fit to experimental data 
from the CRC Handbook [66]. 

• having a high dielectric constant, 

• being a good insulator but also 

• being a good proton conductor. 

While these are bulk properties they are most important at the microscopic level where they 
mediate interactions between molecules. 

At the organism or environmental level, we can also add that water has 

• a higher density as a liquid than a solid and 

• a high specific heat capacity. 

Certainly, colder ecosystems largely depend on ice floating on water. Also, temperature reg­
ulation for individual organisms - and the planet as a whole - relies on the high specific heat 
capacity of water. 

While this list is not exhaustive and none of these properties are unique to water, all are 
important and can be accounted for at the molecular level. 

4.1.2 Molecular Properties 
To explain the macroscopic properties of water we need to examine the microscopic properties. 
This starts with the geometric structure and electrostatic properties of the molecule. In turn, 
this gives water it's dipole moment, polarizability and hydrogen bonding properties. Particu­
larly, from hydrogen bonding, we explain the microscopic structure of bulk water and many of 
the macroscopic properties of water. 

- Solid 

Liquid 

/ Vapor 
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Figure 4.2: Structure of H2O with gas phase bond lengths and angles. Oxygen is shown in red 
and hydrogen in white. Image created with VMD [11]. 

Property 
Bond length (A) 
Bond angle (°) 

Dipole (D) 
Polarizability (A3) 

Gas 
0.9572 
104.52 

1.85 
1.45 

Liquid 
0.925-1.0" 

2.6-3.0 
1.3 

Table 4.1: H2O properties in gas and liquid phase."For D2O [68]. 

4.1.2.1 Intramolecular Structure 

Fig. 4.2 gives geometric structure of water and Table 4.1 parameters of the structure in liquid 
and gas phase. The H-0 bond length is 0.9572 A and the H-O-H angle is 104.52° as measured 
through gas phase spectroscopy [67]. Note that this angle is very close to the tetrahedral angle 
(109.47°) and the internal pentagon angle (108°). Bond length and angle values have been 
difficult to measure in the liquid phase. Recent work on liquid D2O found this bond length 
stretched from 0.925 to 1.0 A depending on distance from neighbouring waters [68]. It should 
be noted that the asymptotic value for long range separations is lower than the gas phase bond 
length measured for H2O. The electrostatic potential is polarized over this structure with the 
positive charge localized towards the hydrogens and negative around the oxygen. 

4.1.2.2 Dipole Moment 

As the net charge of the molecule is zero, the dominate term in the multipole expansion of the 
potential is the dipole. In the gas phase this has been experimentally measured to be 1.85 D. 
The answer is not clear for liquid water though. Both experiment and ab initio calculations 
put the average value around 2.6-3.0 D but suggest that individual dipoles may very in the 
range of 2-4 D. Of course, higher order terms in the multiple expansion also contribute, and 
short range interactions are not well described by a simple dipole. 

4.1.2.3 Polarization 

As suggested by the difference between gas phase and liquid phase dipole moments, water is 
significantly polarizable. Ab initio calculations suggest that the polarizability is about 10% less 
in liquid water than gas phase [65]. This susceptibility to local electrostatic fields contributes, 
in part, to two of water's characteristic properties: its dielectric constant and ability to ionize 
solutes. 
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(a) (b) 

Figure 4.3: Water-water hydrogen bonding. Colouring as in Fig. 4.2. (a) Water from a 
simulation of TIP3P water [69] with hydrogen bonds (dashed lines) to four neighbours, (b) 
Isosurface of hydrogens (white) and oxygens (red) around a single SPC/E water [70] calculated 
by 3D-RISM [3, 44]. Images created with VMD [11]. 

4.1.2.4 Hydrogen Bonding 

A single water can make a total of four hydrogen bonds (HBs); hydrogens act as donors and 
the two oxygen lone pair sites act as acceptors. Fig 4.3 shows a snapshot of a single water 
with HBs to its four nearest neighbours and the average positions of water hydrogens and 
oxygens around a water molecule. This 2-and-2 HB property of water has often been cited 
as the most important feature of the molecule. The high density of HBs per unit volume 
makes water a particularly good solvent for polar material and also contributes to its ability 
to ionize solutes. Furthermore, the strength of these bonds, about 10 kT r o o m , is why water 
is liquid at room temperature when other simple liquids are not. Despite these large energies, 
HBs in ambient water are broken and formed again frequently. Experimental measurements 
have shown that individual waters reorient themselves every 2 ps and move the distance of one 
molecule diameter every 7 ps. 

4.1.2.5 Tetrahedral Structure 

The four-fold nature of water hydrogen bonding is what leads to the tetrahedral structure of 
water networks in both the liquid and solid states. This tetrahedral structure is rigidly main­
tained in all known forms of ice. As ice melts, waters deviate from this four fold coordination 
as the angles and distances of the HBs become more relaxed; larger and smaller ring structures 
can form and interstitial spaces can be reduced, leading to the increased density. With increas­
ing temperature, bond lengths become longer and the volume of the liquid begins to increase. 
Taking together, these properties explain the maximum density of 4 °C for H2O, 11.2 °C for 
D 2 0 and 13.4 °C for T 2 0 . 

One should note that the electrostatic potential of water is not tetrahedral. Rather the 
four-fold hydrogen bonding where the lone pairs collectively accommodate two hydrogen bonds 
leads to this structure. This has become apparent in molecular models that have attempted to 
exploit a tetrahedral charge distribution. In these cases, the water networks have been overly 
structured. 
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Figure 4.4: Radial distribution functions of water. Plotted using data from [71]. 

4.1.2.6 Intermolecular Structure 

Tetrahedral coordination in water leads to its characteristic pair correlation function (Fig. 4.4). 
In particular, the peaks in this function correspond to HB lengths in first and second (or large) 
neighbours. As the temperature increases there is an increased spread in HB lengths and 
angles, resulting in a softening of the peaks. 

4.1.2.7 Proton Conduction 

Proton conduction is still not completely understood. However, its appears to be the results 
of hydrogen bonding and polarizability of the water molecule. At least one possible scenario 
(perhaps the oldest) is the Grotthuss mechanism [63, 72] where a free hydrogen associating 
with a lone pair of a water oxygen. The oxygen can then exchange one of its hydrogens 
for the formerly free hydrogen. This process continues as a chain reaction, forming so-called 
water-wires. 

4.2 Proteins-Water Interactions 

Proteins have evolved in an aqueous environment; without this environment, they cease to 
function. Regardless of specific details for individual proteins, the dominant mechanism for 
water-protein interactions is hydrogen bonding, or the lack thereof. This is seen clearly in both 
protein folding and protein-protein binding and is explored in Sections 4.2.1 and 4.2.2. 

To be clear, a substance can be hydrophilic, hydrophobic or neither [73]. A substance is 
hydrophilic if it is soluble in water. If it is not soluble in water but is soluble in a non-aqueous 
solvent (e.g. hydrocarbons) then it is hydrophobic. 

4.2.1 Prote in Folding and Structure 

Broadly speaking, folding is the result of different regions of the protein being hydrophilic -
forming hydrogen bonds with water - and hydrophobic - not forming hydrogen bonds with 
water. We begin our discussion with the parts of the protein that don't interact favourably 
with water and then those that do. 
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4.2.1.1 Hydrophobicity 

The most basic principle in protein folding is that hydrophobic side chains are packed into 
the center of the protein while hydrophilic ones are left to interact with water [73, 74]. Qual­
itatively, this has been known for a considerable time. However, to make predictions about 
protein structure or stability, there must be a quantitative understanding as well. Two ma­
jor advances in this regard have been the Kauzmann and the solvent accessible surface area 
(SASA) models [73]. 

Noting that the interior of most proteins was hydrophobic, Kauzmann suggested that this 
could be modelled as an oily liquid. The free energy change of burying a side chain in the 
interior of the protein could be estimated experimentally with a model compound for the side-
chain and an oily liquid to model the protein interior. The model compound could then be 
partitioned between water and a non-aqueous solvent to obtain the solvation free energy. For 
example, toluene was used as a model for the phenylalanine side-chain with the free energy 
change given as 

AGtoluene = _ R T j n x = _ 5 45 k c a l / m o l (4J) 

where x is the mole fraction of toluene in the water. Early work done by Kauzmann and others 
in this area indicated that hydrophobicity is the largest energetic factor in protein folding. 

The method of using side-chain analogous is still used in both computational and exper­
imental studies for predicting the free energy of solvation [75, 76]. However, partitioning is 
typically between water and a vacuum instead of a hydrophobic solvent. This is, at least in 
part, because it is not clear what the hydrophobic liquid should be. In fact, there may not 
be a suitable liquid as the core of typical proteins is densely packed, approaching the optimal 
densities found for hexagonal close packed or face centered cubic lattices. 

In the 1970s it was proposed that there was a linear relationship between the SASA and 
the transfer free energy 

AGh y d = fch ( SASAF - SASAu) (4.2) 

where F and U are the folded and unfolded states and fch is an empirically determined pro­
portionality constant. This has been largely based on experimental data for the solvation free 
energy of linear alkanes that show a linear relation between the SASA and AGhyd- However, 
when branched or cyclic hydrocarbons are used, the result is a non-linear correlation. Due 
to the computational simplicity, the model is still extensively used (see Section 4.3.2.3) but is 
generally held to be a rough approximation at best. 

The true free energy cost of hydration consists of the entropy and enthalpy change as 
associated with taking the solute from a vacuum into the solvent 

AGhyd =AHhyd - TAShyd 

=A*7hyd + PAV - TAS h y d (4.3) 

where we have split the enthalpy into energetics (U) and cavity formation in the solvent (PAV). 
However, approaches that exploit this relation, such as thermodynamic integration, tend to 
be computationally expensive and full solvation calculations are limited to small molecules of 
a few tens of atoms at most [77]. This makes implicit solvents and SASA methods relatively 
popular. 

The relative contributions of each term in Equation (4.3) are known to vary with temper­
ature. In particular, ^hydration n a s been observed to decrease linearly with increasing temper­
ature [73]. For both protein unfolding and hydrocarbons in aqueous solution, Shydration goes 
to 0 at approximately 110 °C. The reduction of the entropic barrier goes far to explaining 
heat denaturing for proteins. Cold denaturing is caused by quite different circumstances (see 
Section 4.2.1.3). 
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While the role of hydrophobic residues in protein folding has been well established, the 
physical details of how these residues go from an aqueous environment to a dry one are still 
unknown. The two competing theories for the process are the dewetting effect and expulsion 
mechanism [74]. 

The dewetting effect postulates that there is a decrease of water density around hydrophic 
residues followed by a spontaneous collapse of the core or the protein to the folded state. The 
main evidence in support of this theory has been dewetting experiments and simulations of 
idealized parallel hydrophobic plates [78]. These show a vapor layer forming around large hy­
drophobic surfaces. In the case of these idealized situations, a vacuum is formed and the plates 
quickly collapse together. However, this has not been observed in experiment or simulation for 
real proteins. 

In the expulsion mechanism theory, hydrophobic residues remain hydrated throughout the 
folding process and are only expelled slowly as the protein arrives at its final conformation. 
In fact, the water is necessary as a lubricant for the folding process. This is characterized 
by a slow folding process with several intermediates rather than the fast two-state process for 
dewetting. 

4.2.1.2 Hydrogen Bonding 

The hydrophobic residues' interactions with water are dominated by the second and third terms 
of Equation (4.3). There is little energetic contribution, other than steric, to this equation 
as these non-polar solutes do little to polarize the solvent. Thus, larger solutes are more 
hydrophobic (AV) as are ones that tend to locally order water. However, all residues have 
polar backbone atoms, NH and CO, that can form hydrogen bonds with water and other 
residues (backbone or side-chain). The backbone can, in theory, form three hydrogen bonds; 
one hydrogen is donated by NH while CO can accept two. Internal hydrogen bonding in the 
form of /3-sheets and a-helices also serves to satisfy the polar groups of the backbone that are 
buried inside the otherwise hydrophobic core or the protein. 

Hydrophilic residues, on the other hand, still incur the cost of the cavity formation and 
entropic terms but compensate by forming hydrogen bonds with water. There are at least two 
roles for hydrophilic residues in protein folding. By favourably interacting with the solvent, 
they help contribute to the hydrophobic folding mechanism. The other key contribution is 
making the protein soluble in water. For example, ALA13 is n ° t soluble in water unless capped 
by two basic amino acids [73]. 

ALA13 capped by basic residues is also interesting because it is helix forming. Until this 
experiment, it was believed that all helices needed to be stabilized by salt bridges or ter­
tiary structure. Experimental measures of helix formation show, on average, that enthalpy 
favourably accounts for half of the free energy of folding this helix. 

4.2.1.3 Protein Induced Water Structure 

As water shapes the native structure of proteins, proteins induce structure in water. Water 
has different properties depending on which of four different parts of this structure it resides 
in: buried, first hydration shell, second hydration shell or bulk [74, 78-81]. 

Buried Buried waters interact the most strongly with the protein; they are a part of the 
proteins structure. Most commonly, they directly hydrogen bond to the backbone, stabilizing 
irregular structures [78] and are characterized by long residence times (> 1 ns) [74, 79, 80]. 
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First Hydration Shell The first hydration shell includes waters that are not buried but are 
in direct contact with both the protein and the bulk water. The density of this water is 10-20% 
higher than bulk [74, 79] with longer residence times as well (500 ps) [74]. About 55% of this 
water binds directly to the backbone [74]. The structure has been compared to supercooled 
water at 268 K and generally does not freeze with the bulk solvent [81]. Furthermore, this 
layer has been shown to be necessary and, often, sufficient for protein activity [81]. 

While this primary shell may not freeze completely, its order and structure have a profound 
effect on protein structure. Most proteins have a cold denaturation threshold, often near or 
below the freezing temperature of bulk water [74, 82]. While the exact mechanism is unknown, 
MD studies have identified that upon cooling, water associates more with hydrophobic groups. 
One hypothesis is that the water becomes more structured by the bulk and the strength and 
number of water-protein hydrogen bonds is reduced. Thus, the energetic difference between 
hydrophobic and hydrophilic interactions is reduced, and a compact, folded state become less 
favourable. 

Second Hydration Shell A second hydration shell can often be found 5-7 A from the 
surface of the protein [79]. The density increase is much small than for the first hydration shell 
and diffusion rates are intermediate to those of the first hydration shell and the bulk. However, 
there is a strong anisotropy with perpendicular rates being faster than parallel rates. 

Bulk As the name would suggest, these waters have the same physical properties as bulk 
water. Typically, these waters have residence times of 5-7 ps and must be out of the range of 
the proteins screened electrostatic potential, which can be 15 A or more from the protein [79]. 
There is, however, a smooth transition from waters in the second hydration shell to the bulk. 

4.2.2 Protein Interactions 

The same physical mechanisms of protein hydration at play in protein folding are also at play 
in protein-protein binding (or binding in general). The major difference is that binding sites 
must alternate between wet and dewetted states. Since this requires the removal of considerable 
amounts of water from both interfaces, water plays a significant role in binding. 

Binding interfaces can be characterized by three main groups, depending on their level 
of hydration [74, 78]: sites that have no waters when bound (typically co-folded), interfaces 
with multiple dry binding sites surrounded by water and partially hydrated binding sites. 
The direct role of water is two fold. The first role is to mediate and smooth the long range 
interactions, allowing the reactants to find the optimal configuration without getting stuck in 
an intermediate state. Once the correct configuration has been established, water may be part 
of the final structure, bridging otherwise disconnected residues via hydrogen bonding. The 
later role, in particular, is thought to allow promiscuous binding (i.e. a single binding site can 
have multiple targets) which may be necessary for signaling pathways or transient interactions. 

4.3 Molecular Modell ing of Solvent 

In the context of molecular modelling there are two basic approaches to solvation, explicit 
and implicit. Explicit solvent models explicitly represent all of the molecules (and typically 
atoms) in the system. These models treat the solvent molecules in the same manner as the 
solute. Implicit models treat the solvent as a continuum without discrete particles. Often the 
solvent is a featureless bulk dielectric medium. Occasionally, the methods are combined, with 
an explicit solvent near the surface of the solute and implicit solvent beyond a given radius. 
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Figure 4.5: Schematic representation of the SPC and TIP families of water models shown in 
two orientations. The point particles are oxygen (O), hydrogens (H), the ZHOH bisector (M) 
and lone-pairs (L). Only oxygen and hydrogens have mass. Only oxygen has a van der Waals 
radius. 

Of course, solvents include, but are not limited to, water. Water is the most common solvent 
for biological materials and the only one used in this thesis. Unless otherwise noted, details of 
specific models deal with water though the general approach is applicable to all solvents. 

4.3.1 Explicit Water Models 

A wide variety of explicit water models have been developed, including 2-D (e.g. Mercedes 
Benz model [83]), polarizable (e.g. Yu et al. [84]) and quantum variants (e.g. Lobaugh el 
al. [85] and Bernal-Uruchurtu et al. [86]). For a historical perspective of explicit water model 
development see Finney [64] or Guillot [65]. 

The vast majority of molecular simulations use the TIP3P [69] or SPC/E [87] water models. 
Thus we will briefly review these models. It is important to keep in mind that these are fixed 
charge models with no temperature dependence for any of the parameters. Though some have 
been parameterized to reproduce water properties over a wide range of temperatures, most 
have been optimized for ambient temperature and pressures and should be used only at these 
values. 

For an in-depth comparison of these and other models see Guillot [65]. Vega et al. [88] 
complements this with an overview of the most commonly used models and their melting 
temperatures. 

4.3.1.1 TIP3P and Family 

The transferable intermolecular potential functions (TIPS) is the basis of all of the TIP models, 
produced by the Jorgensen group, and derivatives there of. While originally developed for water, 
alcohols and ethers, TIP is synonymous with water due to the popularity of the TIP3P model. 
TIP3P is include as the default water model for Amber and CHARMM molecular modelling 
packages. 

TIP TIP [89] was the original model published in 1981. The motivation was to create a 
simple, modular potential and parameters that could be applied to a wide variety of molecules. 
The form of the TIP potential is 

a £ ^ + ^ + ^ ( 4 4 ) 

a b V ' ab I ab ' ab / 
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Model 

TIP 
TIP3P 
TIP4P 
TIP4P-Ew 
TIP5P 
SPC 
SPC/E 

<?o <7H 9 M <?L 

e 

-0.8000 0.40000 
-0.8340 0.41700 

0 0.52000 -1.04000 -
0 0.52422 -1.04844 -
0 0.24100 - -0.482 

-0.8200 0.41000 
-0.8476 0.42380 

eo 
kcal/mol 

0.11880 
0.15200 
0.15500 
0.16275 
0.16000 
0.15530 
0.15530 

TO 

A 
3.6090 
3.5534 
3.5398 
3.5519 
3.5020 
3.5534 
3.5534 

r(OH) r(OM) r(OL) 
A 

0.9572 
0.9572 
0.9572 0.150 
0.9572 0.125 
0.9572 - 0.7 
1.0000 
1.0000 

ZHOH ZLOL 
o 

104.52 
104.52 
104.52 
104.52 
104.52 109.47 
109.28 
109.28 

Table 4.2: TIP and SPC family water model parameters. 

Here, r is the distance between atoms a and b, the respective charges are give by q and the 
last two terms of the equation are a 6-12 Lennard- Jones potential with A and C as parameters. 
Using the Amber/CHARMM form of the Lennard-Jones potential, it has the form 

AE = ZJ1f^ + J<£ + 2£\\ (4.5) 
a b V rab \ r a b

 rabJ J 

where e is the well depth and a the radius. Parameters for this model can be found in Table 4.2. 
The bond length and angle parameters were taken from experimental measurements of water 
in the gas phase. Also, note that only oxygen has a Lennard-Jones potential. See Figure 4.5. 

This model is not in current use; it is included as it is the origin of the TIP based water 
model. 

TIP3P TIP3P [69] was a re-parameterization of the original TIPS model using Equation (4.4) 
with the same geometry (see Figure 4.5). While the calculated energy and density were im­
proved it was found that this was at the cost of the second goo peak. 

TIP4P TIP4P [69] was created to overcome the problems found with the TIP3P model and 
was one of two parameter sets for a four-site model originally proposed by Bernal and Fowler in 
1933 [90]. In both the TIP4P and TIPS2 (introduced in the same paper) models the negative 
charge is removed from the oxygen and placed along the ZHOH bisector at the center-of-mass 
of the molecule (see Figure 4.5). TIP4P was, however, modified to reproduce the density of 
liquid water at 25° C and 1 atm. 

TIP4P-Ew TIP4P-Ew [91] was a re-parameterization of the TIP4P model intended to re­
produce the properties of liquid water at 1 atm over typical physiological temperature range 
using Ewald summation. All of the Jorgensen group's models had been produced for the use 
of a cutoff in calculating electrostatic interactions. Using Ewald summation introduces a sys­
tematic decrease in the pressure and increase in the diffusion constant for all of the previous 
models. 

Notably, the model is able to reproduce many temperature dependent properties of water 
without an explicit temperature dependence in the model. In particular, it was parameterized 
by fitting experimental data over the range of 235.5-400 K for the bulk density and enthalpy 
of vaporization. It generally outperforms other models for these values. Other values, such 
as the self-diffusion coefficient are also predicted in agreement with experiment. Other values, 
show systematic errors, such as the dielectric constant which is consistently low. 
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TIP5P TIP5P [92] created to predict the temperature and pressure dependent properties 
of water over the ranges -37 to 100° C and 1 to 10000 atm. In particular, the temperature 
dependence of density was considered a key goal. 

As four-site models were not found to be fruitful, they adopted a five site model with a 
tetrahedral structure. The model has an oxygen with a mass and Lennard-Jones parameters 
but no charge. There are four charge sites corresponding to two hydrogen and two lone-pair 
sites. The geometry remains the same as the original TIP model but with addition of the 
lone-pair sites. See Figure 4.5. 

4.3.1.2 SPC and Family 

SPC water and family have been the main alternative to the TIP family in biological molecular 
simulations. The potential shares the same form as Equation (4.5) but has a modified geometry 
and different parameterization. 

SPC The simple point charge (SPC) model [87] was developed to provide a fast, accurate 
effective pair potential model for molecular simulations of proteins. It also uses Equation (4.5) 
for its potential. The geometry, however, is slightly different than that of the TIP family, 
closer to the values for liquid water. After setting the geometry and assigning a charge of q to 
the hydrogens and —1q to the oxygen, three parameters where left to fit the model, q and the 
Lennard-Jones parameters for oxygen. The attractive r6 term was taken from the experimental 
value from the London expression. The resulting 2D parameter space was searched with 12 
NVT MD simulations with a density of 1 g/cm3 and temperature of 300 K. The resulting 
parameters can be found in Table 4.2. 

S P C / E To improve the quality of the SPC model and demonstrate the importance of the 
polarization, the extended SPC (SPC/E) model was created [70]. This time, four models were 
produced that modified the charges of the original SPC model and created a larger dipole. 
NPT MD simulations were run at 300K and 1 atm. The model that best fit the experimental 
values for potential energy, self diffusion constant and density was selected. 

4.3.2 Implicit Solvents 

Implicit solvents, generally speaking, ignore the molecular nature of the solvent, treating it as 
a bulk. As a result, these models generally do not reproduce the effects of solvent as well as 
explicit models. However, they are generally faster to calculate, reduce the overall degrees of 
freedom of the system and enhance sampling. As the accuracy of these models has improved, 
so has their popularity. 

A wide variety of approaches has been taken to implicit solvation. The simplest forms 
have been constant or distance dependent dielectric coefficients. The related generalized Born 
(GB) and Poisson-Boltzmann (PB) models are generally recognized as the most successful and 
are the most widely used. However, these only account for polar solvation effects. Apolar 
contributions are usually calculated with a simple solvent accessible surface area term. 

4.3.2.1 Poisson-Boltzmann 

PB has become the gold standard in implicit solvent calculations for molecular modelling [93, 
94]. This is, in large part, due to its firm theoretical foundation. However, as this is a relatively 
expensive model to calculate, it has not found much use in MD calculations. Rather, it has 
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been used in MD in the course of researching implicit solvation methods or for calculating 
single point energies, for example Baker et al. [95]. 

The theoretical base is the Poisson equation 

- V • e{x)Vi/j(x) = 4Tre2p(x) (4.6) 

where e is the elementary charge. This assumes a fixed charge distribution, p(x), to calculate 
the potential, ip(x)- The position dependent dielectric coefficient, e(x), is generally taken to 
be 2 inside the protein and 80 outside if the solvent is water. 

As physiologically or experimentally relevant solvents also contain free ions, this is added 
into the theory via a Boltzmann distribution 

m 

V • [e(x)V^(x)] = -47re2p(i) -Y^qiCie{-Qi*lx)-Vtlx))/kT (4.7) 
i = l 

The additional term includes m species of ion with concentration c, and charge qt. The steric 
interaction with the fixed solute is given in Vi(x). 

In practice, we have equal concentrations of two oppositely charged monovalent ions, which 
means (-qip(x) — V(x)) <g; kT and q = q\ — qi, c = c\ = c-i. Thus, we use the following 
approximation for the Boltzmann term [96] 

2 

J2 qCe^"^-V{x»'kT = qcsmh{(~qij(x) - V(x)) /kT) 

« qc{-qij(x) - V(x)) /kT (4.8) 

This gives the linearized form of Equation (4.7) 

V • [e(x)VV(*)] = -Ave2
P(x) + qc?tM±XM. (4.9) 

Equation (4.9) must still be solved numerically. Though other methods exist, the multi-
grid, finite difference approach has been the most economical and popular. The solution is 
calculated on a 3D grid with a typical grid spacing of 0.25-0.5 A. Properly implemented, it can 
also be efficiently parallelized [95]. 

To find a solution ,& set of boundary conditions must also be applied. Most commonly 
the potential is calculated at the boundary using a multipole expansion of the solute charge 
distribution, which is truncated after the first few terms. Often a technique, known as focusing, 
is used achieve high resolution of a small part of a system. First, the potential is calculated on 
a large, coarse grid. From this coarse grid the boundary conditions for the region of interest 
are determined. 

4.3.2.2 General ized-Born 

Like PB, GB is a macroscopic, continuum model for solvation. However, GB avoids cost of 
solving the PB equation with a simple analytical approximation. First, the total electrostatic 
free energy of widely separated particles of van der Waals radius p in a dielectric medium, with 
coefficient e, is given as 

•,2 

AGelec = 332 £ E B ~ 166 f1 " 7) £ 5 (4-10> 
i~ 1 j = i-\-l Ti3e \ e J *~f pi 
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where the second term is the Born equation [97]. The first term can be rewritten to give 
Coulomb's law in vacuo and a corrective term 

n— 1 n / i \ n ~ l n / i \ n 

1—1 i - » i 1 (J V / i'=-1 1—̂-1-1 ^ V / A r 

- I n / .. \ n — 1 

2 
1 

Pi 

i = i i = i + i ^ V e / j= i j = j + i • ' G B 

/ G B is a function of r^ and ay that is smooth and not uniquely defined. For isolated particles, 
c*ij will equal their van der Waals radii. However, if a particle is buried inside of a larger 
molecule, a will be the effective Born radius and may be approximated by the radius of the 
enclosing molecule. The function of / G B is to smoothly interpolate between the case when the 
two spheres are merged (no dielectric screening, r^ —> 0) and when the particles are very far 
apart (point particles in a dielectric, r^ —> oo). The most common form is 

/ G B = V 4 + oc%aje^'^^ (4.12) 

Calculating accurate effective Born radii is critical to the success of a GB implementation. 
As they must be recalculated every time the conformation changes, it is also essential that 
the method be computationally efficient. A typical expression for the effective radius is the 
Coulomb field approximation and is used in Amber [98] 

4TT J 
*r'=^-i- / ^^d\ (4.13) 

solute 

where 9 is the Heaviside function. The volume integral of this function is, in turn, approximated 
to create a closed-form analytical expression. The simplest of these expressions is to integrate 
over the van der Waals radii of the particles. Since this leads to gaps in the interior of large 
molecules where water would not actually be able to fit, significant errors can arise from this 
method. More sophisticated approximations have been created with the intent of limiting such 
artifacts and are the currently preferred methods [98]. 

It is possible to calculate so-called perfect Born radii by solving the PB equation but this 
defeats the purpose of GB. This has been done to investigate the limits of GB and has been 
shown that even with perfect radii, GB is not as accurate as PB [77]. 

Ion Screening To accurately simulate in vivo and in vitro conditions it is important to 
include salt ions. The approach used for GB starts with the solution to the linearized PB 
equation for two widely separated ions [99] 

AGpol = -332 (l - £ p . \ S^i (4.14) 

where n is the Debye-Hiickel screening parameter. For the case of a single ion in solution we 
have 

AG^i = -116 (1 - - ) ^ - f " (4.15) 
\ e J p 2e(l + na) 

a is the distance to which ions are excluded so a — p is the ion exclusion radius. To a close 
approximation, both these limits are satisfied with the substitution 

1 \ / e - « : / G D \ 
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giving the final equation 

/ P - « / G B \ "z i " n.n. 
A G o B _ 1 6 6 , _ ! _ ) X Z % (4.17, 

4.3.2.3 Solvent Accessible Surface Area 

The solvation free energy can be decomposed into three terms [97] 

AGso] = AGcav + AGv dw + AGpoi (4.18) 

where Gcav and Gvaw are the cost of creating a cavity in the solvent and the van der Waals 
interaction between the solute and solvent. Gpoi is the solute-solvent electrostatic polarization 
term and is calculated through PB or GB. 

While more sophisticated approaches do exist [94], the nonpolar terms are commonly mod­
elled using an SASA model (see Section 4.2.1.1) 

AGnonpoi = AGcav + AGvdw = / ĝfcSAfc (4-19) 
k 

SAfe is the solvent accessible surface area (SASA) of the atom type k and o^ is the empirical 
solvation parameter for this atom type. The physical justification for this is the observation for 
fully saturated hydrocarbons, Gso] is linearly related to the SASA and Gpoi should be zero. In 
practice, however, there is no distinction made between atom types when the method is used 
in simulations and a single a is multiplied by the total SASA of the solute. In addition, the 
value of a can vary considerably from 0.005-0.070 kcal/mol [100] though 0.005 kcal/mol is the 
most common choice. 
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Chapter 5 

Molecular Dynamics Simulations 

Molecular Dynamics (MD), on its most basic level, is the brute force integration of Newton's 
equations of motions for a large number of atoms interacting via a given potential energy 
function. This involves calculating the force on every atom imparted by every other atom 
in the system. Unlike other numerical methods, such as Metropolis Monte Carlo methods, 
in MD we not only collect information about the equilibrium properties but, also, the time 
dependence, allowing the calculation of transport properties as well. 

We must keep in mind that this is a classical treatment of systems that are bordering on 
the quantum world. While a good classical potential can approximate most physical proper­
ties, such as chemical bonds (itself only a model) and electrostatics, reasonably well, not all 
properties of the system can be captured. This is in large part due to the limits of real world 
computational power. However, as computers increase in speed so too does the quality of 
potentials that may be used. 

As the field has matured, the sophistication of the systems being studied and the programs 
being used to model them has grown. Thus, unless the model being used is quite simple, it 
is standard practice to use one of several software packages that have been developed over 
the past 20 years. Some of the most popular packages over the years have been Amber [5], 
CHARMM [101, 102], GROMACS [103] and NAMD [104]. All of these come with their own 
potentials and many other popular potentials and software packages exist as well. 

Far too many algorithms have been developed for MD to discuss them all in this chap­
ter. Rather, we focus on the main algorithms used in the remaining chapters of this thesis 
and discuss how they relate to alternative methods. Sections 5.1 to 5.4 introduce algorithms 
intended to reproduce accurate physical and physiological conditions in our systems. Topics 
covered, in order, are integration of the equations of motion, reproduction of rigorous ensembles, 
minimization of the effects of boundary conditions and potential energy functions governing 
atom-atom interactions. The final two sections introduce methods to increase computational 
efficiency. First, methods are considered to reduce the cost of integrating the equations of 
motion, such as distance based cutoffs. The chapter concludes with a discussion of advanced 
sampling techniques, such as replica exchange and adaptive biasing force MD. 

5.1 Equations of Motion 

As stated above, MD is the integration of Newton's equations of motion of a molecule using 
a classic Hamiltonian to derive forces. As it is not possible to do this analytically we must 
develop numerical methods for doing so. The method that we choose should conserve the total 
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energy of the system and be time reversible, just as Newton's equations are. We would like 
the algorithm to be fast but, since most computation time will be spent evaluating the forces 
on the particles, this is not the most important consideration. The simplest method (and in 
many cases one of the best) that does all this for us is the Verlet method [105]. Other popular 
methods include the Velocity Verlet method, the leap-frog algorithm and the Multi Time Step 
(MTS) method. 

5.1.1 Verlet 

To derive the Verlet algorithm we start by Taylor expanding the position r one time step ahead 
about the time t [106]. 

v(t + At) = r(t) + v(t)At + -^At2 + ~T'" + 0(At4) (5.1) 

r(t - At) = r(t) - v(t)At + ^ A i 2 - ^ r ' " + 0{AtA) (5.2) 
2m 3! 

r(t + At) + r(i - At) = 2r(t) + ^At2 + 0{At4) 
m 

r(t + At)^2r(t)~r{t-At)+f-^-At2 (5.3) 

The Verlet algorithm is accurate to order At4. Although the velocity is not used in the 
Verlet scheme it is useful to calculate it in order to compute the kinetic energy of the system. 
The equation for velocity can be derived in a similar way to the position as we have seen above 

r(i + At) - r{t - At) = 2v(t)At + 0(At3) 

r(t + At) - r(t - At) , „ , A 9x 
v(t) = J ^ '- + 0(At2) (5.4) 

This is only accurate to order St2. 
While still a good algorithm the Verlet algorithm is not often used. This is primarily due 

to the fact that the 0(At4) accuracy of the positions is poor compared to some other methods. 
The lack of accuracy impacts the length of the time step we are able to employ which, in 
the interest of computational efficiency, we would like to be as long as possible. The 0(At2) 
precision of the velocities is even worse, though this is only used for calculating the temperature 
of the system. Despite its short comings, the Verlet method is time-reversible (which cannot 
be said about many more accurate algorithms) and is not susceptible to long-time energy drift. 

Three widely used alternatives to the Verlet method are the velocity Verlet, leapfrog Verlet 
and Beeman methods. Of the three the Beeman method is the only one that differs significantly 
from the basic Verlet method. It can be shown that the positions produced by the Beeman 
method satisfy the Verlet algorithm and the velocities are more accurate. Unfortunately, the 
scheme is not time-reversible [106]. 

5 . 1 . 2 L e a p f r o g V e r l e t 

The leapfrog Verlet method offers improved accuracy over the basic Verlet method and is the 
default method in CHARMM. The algorithm evaluates the velocities at half-integer time steps 
and uses the velocities to calculate the new positions [106]. Because the velocities and positions 
are not defined at the same time the total energy of the system cannot be directly calculated 
for the system. Velocities at time t are typically calculated as the average of v(t — At) and 
v(t + At). 
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To derive the leapfrog method we begin by rewriting Equation (5.4) 

v(t) = ^ + At/2)^r(t-At/2) ^ 

where we have simply substituted At/2 for At'. Note that this makes the velocity slightly 
more accurate. Having done this we can state the velocities at half integer time steps about 
the time of interest 

v ( , - A W - * > - % - * > (5.6) 

v( t + A t / 2 ) . r " + ^ - * > . (5.7) 

Prom Equations 5.6 and 5.7 we immediately obtain the previous and new positions respectively 

r(t - At) = r(t) - Atv(t - At/2) (5.8) 

r(t + A t ) = r ( t ) + A t v ( t + A t / 2 ) . (5.9) 

Substituting these equations into Equation 5.3 we have 

r(f) + Atv(t + At/2) = 2r(t) - r(t) + Atv(t - At/2) + - ^ A t 2 

m 

v(t + At/2) = v(t - At/2) + ^ A t (5.10) 
TO 

Due to using the more accurate velocities at half integer time steps the leapfrog Verlet 
method is superior to the basic Verlet method even though the two yield identical trajectories. 

5.1.3 Velocity Verlet 

The velocity Verlet method provides the additional accuracy of the leapfrog method with 
velocities and positions computed at equal times[106]. We begin with the Taylor expansion 
forward and backward in time (Equations 5.1 and 5.2 respectively). For the new position we 
merely truncate Equation 5.1 beyond the At2 term. 

r(t + A t ) = r ( t ) + v ( t ) A t + ^ A t 2 (5.11) 
2m 

One should note that this equation, by itself, is the Euler algorithm. The Euler algorithm 
is not time-reversible or area preserving. Furthermore, it suffers from a massive energy drift 
that causes the integration to become unstable and eventually "blow-up". The velocity Verlet 
algorithm avoids this by using a different velocity update scheme. To obtain this update scheme 
we take Equation 5.2 (truncated beyond At2 and evaluate it at t' = t + At. 

r = r(t + At) - v(t + At)At + f ^ ^ At2 (5.12) 

Substituting this into Equation 5.11 and solving for v(£ 4- At) we obtain 

r(t + At) = r(t + At) - v(t + At)At + f ^ + A t ^ A t 2 + v(t)At + ^ A t 2 

2?TZ 2TTI 

v(t + A t ) ^ v ( t ) +
f ( t + A t ) + f ^ A t (5.13) 

2m 
Like the leapfrog method the velocity Verlet method produces identical trajectories to the 

standard Verlet method but with increased precision. 
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5.1.4 Langevin Dynamics 

An alternative to Newtonian dynamics is Langevin dynamics (LD). It is generally used to 
simulate particles immersed in a solvent or in contact with a heat bath. 

When used as a heat bath LD may be used with implicit or explicit solvent, though the 
parameters used will vary. In the simplest form of implicit solvation, a uniform bulk dielectric 
coefficient (e.g. e = 80) is typically used. Since this method eliminates the need for water 
molecules, it provides a considerable speedup compared to a system fully hydrated with explicit 
water. 

Unfortunately, this bulk approach to system hydration has many drawbacks. Among them 
is the fact that all the atoms are subjected to the same LD and e even if they are deeply 
buried inside the protein. Thus, a normally hydrophobic residue would be subjected to the 
friction and random forces of the bulk solvent. Furthermore, this residue would normally see 
its electrostatic neighbours through a dielectric constant of 1 but the imposed bulk dielectric 
constant greatly changes the observed potential. 

Needless to say, this is no longer common practice for modern simulations. When implicit 
solvent is used it is typically generalized-Born [107], Poisson-Boltzmann [95] or 3D-RISM [108]. 
In these cases, LD may be considered MD modified by addition of a friction coefficient con­
trolling the coupling to a heat bath. It is very efficient for this purpose and eliminates some 
of the other problems with other heat baths. Notably, the formation of hot spots or 'flying 
ice-cubes' is not a problem with LD. The cost of this is that velocity information is lost due 
to the stochastic nature of the equation. 

The Langevin equation for a single particle has the form [109-111] 

m-^- = -7TOV + F(t) + A(t) (5.14) 

where 7 = 67rary/m is the Stokes law friction constant and A(t) is a stochastic force imparted 
by the solvent. The stochastic force term has the form of a Gaussian with a mean of 0 and an 
intensity of 

(A(t)A(i + At)) = 6-ykBT5{At). (5.15) 

Typically, the Langevin equation is used in one of three regions [111]. In the case 7 At -C 1 the 
solvent does not greatly activate or deactivate the solute since the timescale is short compared 
to the velocity relaxation time. If 7At > > 1 then the velocity relaxation is shorter than the 
timescale and the motion is greatly damped. The third region is then in between these two 
extremes. The Langevin integrator used in CHARMM, NAMD, Amber and GROMACS was 
derived for the first case, 7At -C 1. 

The derivation of the discrete form of Equation (5.14) that is stable for 7At <C 1 begins 
with the simple finite difference scheme [111] 

d2r _ r(t + At) - 2r + r(t - At) 
eft2 _ A t ~ 
dr r(t + At) - r(t - At) 
dt 2 At 

Substituting this into Equation (5.14) we have 

(5.16) 

(5.17) 

r(( + it)^(t) + W l , - r , ( - . « » i ^ + ( ^ ) ? ^ ? . (,18, 
As 7 —* 0, A(t) —+ 0 and Equation (5.18) reduces to the Verlet scheme, Equation (5.3). 
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To obtain the leapfrog Verlet equivalent expression we simply need to substitute in Equa­
tions 5.8 and 5.9 into Equation (5.18): 

„ , x / * , , 1 ~ h A t AtF(t) + A(t) ,„„„. 
v t + At/2 = v t - A t / 2 ' " + ^ V - (5.19) 

1 + %yAt m 1 + ^yAt 
Once again, as 7 —> 0 the equation reduces to the leapfrog Verlet algorithm (Equation (5.10)). 

5.2 Ensembles 

When simulating a biological system using MD it is important to use a biologically realistic 
environment. This means not only boundary conditions but also effects due to pressure and 
temperature. Basic MD maintains a microcanonical ensemble (NVE) while typically biological 
conditions are better described by an isobaric/isothermal ensemble (NPT). Several methods for 
maintaining constant temperature and pressure have been developed. Here we review a num­
ber of popular methods for temperature and pressure control available in common modelling 
packages and used in this thesis. 

5.2.1 Berendsen Temperature Coupling 

A number of methods have been developed to maintain constant temperature in MD simula­
tions. The earliest methods were typically some form of ad hoc velocity rescaling [101, 106, 109] 
in which the velocitys of the atoms were simply rescaled to maintain a rigorously constant ki­
netic energy and, therefor, temperature. While straightforward and simple, this does not cor­
respond to a constant temperature ensemble but a constant kinetic energy ensemble. Another 
method frequently used in this thesis and elsewhere is LD (see Section 5.1.4). This rigorously 
provides a constant temperature ensemble but perturbs the dynamics of the system through its 
stochastic nature and friction term. Two deterministic methods have been developed to main­
tain constant temperature: the Nose-Hoover [112, 112-114] and Berendsen thermostats [115]. 
The Nose-Hoover thermostat offers a true constant temperature ensemble without disturbing 
the dynamics of the simulation. However, it can create hotspots in the simulation, particularly 
problematic for implicit solvent simulations, and produces oscillations in the temperature when 
the reference temperature is changed. It was also pointed out by Hoover that the method is 
not ergodic. Fortunately, this can be remedied by connnecting multiple thermostats in a chain. 

The Berendsen thermostat is a velocity rescaling method of weak coupling to an external 
bath which uses 'the principle of least local perturbation consistent with the required global 
coupling' [115]. That is, the velocities are changed minimally and gently to achieve the desired 
coupling. Physically, the method approximates the perturbations that would be observed 
in an ideal nonequilibrium experiment. Method is corresponds to an ensemble between the 
microcanonical and canonical ensembles. Furthermore, it has been shown that the fluctuations 
can be interpreted for either the canonical or microcanonical ensemble [116]. This method has 
the advantage that it has continuous dynamics and that the coupling strength can be adjusted. 
As the coupling parameter is reduced to zero, the simulation approaches the microcanonical 
ensemble. Furthermore, the effect of the coupling can be evaluated and controlled. 

We begin by considering a system coupled to a heat bath of temperature To. This can be 
done by using the Langevin equation which we have already seen (Equation (5.14)) in ID with 
no loss of generality 

rriiVi = Fi(t) ~~ jiniiVi + A(t) (5.20) 
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where 

{Mt)Aj{t')) = 2maikBT05(t - i ' ) % (5.21) 

The third term on the R.H.S. of Equation (5.20) corresponds to random noise while the second 
term is the coupling to the external heat bath. The strength of the coupling is determined by 
7i- We choose % = 7 as, in practice, it does not affect the results. In principle one can couple 
different parts of the system to the heat bath with different strengths. 

For a system under the influence of stochastic coupling the change in the kinetic energy 
w.r.t. time can be expressed via a simple finite difference 

m = j . m E j= i l /2m^ 2 (* + At) - E ^ l/2miv?(t) 
dt At->o At 

3N . 2 ZN 
ITliAvf lim - h > miVi(t)Vi 

At^o 2At ^ K ' 
3N 

= 3NjkBT0 + Y^ miVi{t)vi. (5.22) 
»=i 

In order to perturb the local system as little as possible we wish to remove the random 
noise of the third term of Equation (5.20) while maintaining the global coupling of the second 
term. Our modified equation of motion is then 

rriiVi = Fi+ ma I - ^ - 1 j vt (5.23) 

where we have removed the stochastic term. Through calculating the time derivative of the 
kinetic energy using Equations (5.22) and (5.23), 

dEk V r rriiAvf v-^ 
—— = > lim r h > rriivAtWi. 
dt ^At->o 2At ^ n ; * 

3N 

= ] T ftvi + *NkBl (To - T ) . (5.24) 

The first term of in the R.H.S. of this result is the negative change in potential energy, i.e. the 
change in kinetic energy without a heat bath. The second term is the change in energy due to 
the global coupling to the heat bath. 

Equation (5.23) represents a smooth scaling of the velocities for each time step in a finite 
difference scheme. To first order this scaling from v to \v is 

A = l + 7 A t ^ - l ) . (5.25) 

The temperature change per time step can be made exactly (To — T)2^At. This gives 

X = 
T N 1 l / 2 

1 + 27A* { - ^ - 1 (5.26) 

There are some interesting properties in the system to note. The first is that E T O J ( A U , ; ) 2 

is minimized while J2A(l/2mv2) is constrained. This means that we have a least squares 
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local disturbance that satisfies a global constraint. Furthermore, the Maxwellian shape of the 
velocity distribution is conserved. 

As previously stated, this temperature coupling does not correspond to any known ensemble. 
This generally means that no useful equations can be given that will allow the use of measured 
fluctuations in the system. For nonequilibrium MD this is not a problem since such fluctuations 
are, typically, not meaningful. For equilibrium MD the coupling constant can be chosen such 
that the constraint placed on the system is negligible and merely prevents the temperature 
from ramping up or down. In such a case the appropriate constant energy ensemble may be 
used for calculations. 

When using Berendsen temperature coupling, one must choose both the temperature of the 
heat bath and the value of the coupling constant. The former should be straightforward while 
the later depends on the type of simulation being done. A typical values used are 7 = 5 ps _ 1 

0.1 ps" 1 . 

5.2.2 Pressure Coupling 

The same approaches used for temperature coupling can also be used to perform pressure 
coupling. While the Berendsen weak coupling approach has been used for pressure, it generally 
suffers the same problems as the Berendsen thermostat [117]. A Langevin method has been 
produced [117] and has been implemented in NAMD. Here we describe a version of a Nose-
Hoover chain approach for both constant pressure and temperature by Martyna [118, 119]. 

This method makes use of the extended ensemble approach, in which additional dynamical 
variables are introduced. The equations of motion for a particle, i, proposed in this case are 

(5.27) 

(5.28) 

(5.29) 

(5.30) 

(5.31) 

(5.32) 

where we introduce the dimension, D, number of degrees of freedom, Nj, volume, V, baro-
stat momentum pe, thermostat position, e, and momentum pE. Pext is the external/applied 
pressures while 

1 [ E ( £ + ' . - * . W 

dri 

~dt 
dV 
dt 

dpt 

dt 
de 

dp£ 

dt 

Pi Pt 

1 \W+ Q)Vl 

DVP( 

W 

= W (P in t - Pex t) " ^ 

Pe 

Q 
N 2 2 

= E — + T7?-(Nf + l)kT 

Pint ~ Dy v m* J dV 
i—i x / 

(5.33) 

and U is the potential energy. 
These equations should be coupled in a chain (see [118] and [119] for details). This yields 

a conserved quantity of 

H' = £ 2C + m +1+ u{r>v)kTe + {Nf + 1 } + p-v- (5-34) 
i=l 
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That is, 

f . O . (5.5) 

5.3 Boundary Conditions 

The objective of MD is to simulate a small number of particles (0(1O2) — O(106)) to understand 
the properties of a large number of particles (0(6.022 x 1023). In moving from the microscopic 
to the macroscopic, boundary conditions become all important. There are three general types 
of boundary conditions: free boundary conditions (in vacuo), periodic boundary conditions 
(PBC) and various types of extended wall region boundary conditions. We will focus primarily 
on in vacuo and PBC methods. 

5.3.1 Free Boundary Conditions 

Free Boundary Conditions or in vacuo simulations correspond to the zero pressure gas phase 
of the system. Typically, the protein or DNA strand is solvated in a sphere of water. No 
constraints are put on the system and water is allowed to evaporate [106, 109]. 

The main advantage of this system is the computational simplicity. A minimum number of 
water molecules are used to hydrate the solute ( globular proteins in particular) and spherical 
cutoffs may be used for non-bond interactions. This also means that a surface molecule will 
'see' fewer atoms than a buried atom and this further reduces computation time. 

A second advantage is that the system can be used to study polarization effects that are 
difficult to observe with other boundary potentials. That is, the water and ions react only to 
the protein and not to images or boundary interactions. Thus the polarization of the water is 
solely due to local effects 

There are some serious drawbacks to this method. Surface effects play a much larger role 
than in a macroscopic system as the number of atoms on the surface is proportional to N1'3. 
To illustrate the effect consider a simple cube of 1000 atoms, 49% of these are found on the 
surface. For 1,000,000 atoms the percentage of surface atoms drops to just 6%. For one mole 
of atoms this proportion drops to 9 x 10~6%. Thus, surface tension plays an important role in 
the simulation and can seriously distort the shape of the water drop. 

Another draw back is that the system does not, effectively, contain a constant number of 
particles. As particles evaporate and move beyond the spherical cutoff of their neighbour atoms 
they are no longer part of the system. This can lead to artifacts when trying to analyze various 
properties of the water. 

5.3.2 Periodic Boundary Conditions 

A solution to many of the problems of in vacuo simulation is the use of periodic boundary 
conditions (PBC). Here the system is solvated in an appropriately shaped box that represents 
the unit cell of an infinite crystal lattice [106, 109]. 

Generally, the sum of the infinite lattice interactions is not done (electrostatic Ewald sum­
mation is an exception, see Section 5.5.2). Rather the minimum image convention is used. 
Particle i only interacts with the nearest image of particle j and never interacts with its own 
images. The nearest image may be the real particle or an image. For this reason, when using 
spherical cutoff schemes, r0g must be less than half the smallest box side length of the sys­
tem. This helps to prevent spurious correlations that periodicity may impose on the system 
compared to that of a truly bulk system. 
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Even with the minimum image convention box size and shape still must be chosen ap­
propriately to minimize artifacts due to periodicity. This is particularly true for solid phase 
simulations as the box size and shape should fit the size and shape of the crystal is or is ex­
pected to be formed. Otherwise the crystal will be deformed or, more likely, a glass will be 
formed. 

Another consideration when choosing box size and shape for proteins is reducing the amount 
of water that needs to be simulated. For a globular protein, a cubic or rectangular box typically 
has unnecessary water in the 'corners' of the simulation. By using a truncated octahedron unit 
cell these corners can be eliminated. 

A final consideration is for the box size when dealing with a protein. For a cubic box the side 
length should be typically the maximum width of the protein plus twice the cutoff distance. 
This ensures that protein is not interacting with its images and the water is only directly 
interacting with one image of the protein. If Ewald summation is used, the full electrostatic 
interactions are calculated and the protein will interact with all of its images. The same 
convention can still be used though cutoffs (now only for van der Waals forces) are typically 
reduced. 

5.4 Force Fields 

At the heart of any MD simulation is the potential or force field used. No computational tricks 
or level of accuracy will produce a physically realistic simulation if a poor potential is used. 
A potential must be both simple, to make the computation feasible, and physically accurate. 
Modern force fields do a very good job but they are also the greatest limitation to physical 
accuracy in MD simulations. 

All modern MD force fields are empirical. That is, they are made up of functions that 
approximate observed experimental equilibrium behaviour and parameterized based on exper­
imental and ab initio simulation data. This results in simple potentials (largely made up of 
harmonic potentials) that reproduce most experimental data under equilibrium conditions. 

The force fields we use are the CHARMM27 [101, 120] and Amber99,03 [121, 122] force 
fields. Both are similar in their approach with CHARMM27 having an extra Urey-Bradley 
corrective term. As with most empirical force fields, the potential energy is divided into bond 
and non-bond terms: 

U = [/bond + ^non-bond- (5.36) 

%ond describes chemical bonds between atoms and is further made up of bond distance, 
bond angle, Urey-Bradley 1,3-distance, dihedral angle (torsion) and improper torsion terms, 
^non-bond is made up of long range electrostatic and van der Waals terms. 

U = f/bond + C^angle + ^UB + [/dihedral + [/improper + I/vdW + [/elec- (5 .37) 

It should also be noted that the potentials are pair-wise and neglect N-body interactions. 

5.4.1 Bond Distance 

The distance between two chemically bound atoms is modeled as a simple harmonic potential 
(see Figure 5.1(e)). 

U^md(bij) = K^j(bij-b°ij)
2 (5.38) 

b is the distance between the atoms, b° is the equilibrium distance and Kb is a empirically 
determined constant. 
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(a) Bond Angle. The (b) Urey-Bradley. The dis- (c) Dihedral Torsion. The (d) Improper Torsion, 
angle between 1-3 atom tance between 1-3 atom rotation between 1-4 atom The rotation between 2 
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(e) Bond Distance. The (f) van der Waals. The (g) Electrostatic. The 
distance between 1-2 atom steric interactions between electrostatic interactions 
pairs. atoms separated by 3 or between atoms separated 

more bonds. by 3 or more bonds. 

Figure 5.1: Graphical representation of potential energy terms. Bond distance (e), angle (a), 
Urey-Bradley (b) and improper dihedral (d) terms are approximated as harmonic potentials 
while dihedral torsions (c) are represented by a periodic potential, van der Waals (f) interac­
tions are represented by the Lennard-Jones potential and electrostatics (g) are modeled with 
the coulomb potential. 

5.4.2 Bond Angle 

If three atoms are joined by bonds they form an angle (see Figure 5.1(a)). This angle is also 
modeled by a harmonic potential. 

U^(0ij) = Kfj(9ij-^j)
2 '(5.39) 

where 9 is the angle of the bonds, 6° is the equilibrium angle and K6 is an empirically 
determined constant. 

5.4.3 Urey-Bradley 

Urey-Bradley is primarily a corrective term applied when the existing parameters do not sat­
isfactorily reproduce available vibrational spectra [120]. This takes the of an extra "bond" 
distance constraint between 1-3 atom pairs (atoms separated by two bonds, see Figure 5.1(b)). 

UV*{Sii) = K?i{Sij-SPij)
2 (5.40) 

S is the distance between the atoms, S is the equilibrium distance and K is an empirically 
fit constant. This potential is not applied to all 1-3 pairs. 

5.4.4 Dihedral Angle 

Twisting or rotating a bond is represented by the dihedral angle (torsion) potential. This 
models steric barriers between 1-4 atom pairs (separated by 3 bonds) as a rotation about the 
central bond 5.1(c). This bond is assumed to be periodic and is usually represented by a cosine 
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Figure 5.2: Comparison of the standard and CHARMM versions of the Lennard-Jones potential. 
e = a = a — 1. 

U, diheral (0ij) = tf$(l + cos(n i j ( ^ - ^° )), n = 1, 2,3, 4,6 (5.41) 

where 0 is the angle, n is the coefficient of symmetry, <jp is an offset angle and Kf, is an 
empirical constant. 

5.4.5 Improper Torsion 

Improper torsion is another corrective term. It is applied to groups of four atoms, A — B — C — D, 
where the angle between planes ABC and BCD (see Figure 5.1(d)) has the potential 

U'm ^ r o p e r K ) = ^ ( W ! i - 4 ) 2 (5.42) 

where u> is the angle between the planes, u>° is the equilibrium angle and K^ is a constant. 

5.4.6 van der Waals 

van der Waals forces represent the steric and induced dipolar interactions between atoms (see 
Figure 5.1(f)). This is typically represented by a Lennard-Jones 6-12 potential: 

U\?{rii) = te 
12 

(5.43) 

This has a well depth of e at r^ = 21/6o\ a is often called the Lennard-Jones radius as 
UL3{<J) = 0 (Figure 5.2). The r~e term represents the dipole induced by the pair atom while 
the r12 term approximates the repulsion of the electrons due to the Pauli Exclusion Principle. 

Both CHARMM and Amber use a slightly different form of the Lennard-Jones potential: 

UlHri3) (5.44) 
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e is still the well depth but this now occurs at r^ = a. This also has the effect of changing 
the x-intercept to r^ = 2~ll&d (Figure 5.2). The main reason for this change is that the force 
is slightly more efficient to calculate. 

*<*>~^~(»5-(9 
jrjCHARMM LJ / \ ( -12 - 6 \ 

^CHARMM LJ ( ) = _ ^ _ ^W = 1 2 e l* _ £_\ ( & 4 6 ) 

An important aspect of the Lennard-Jones potential in biomolecular simulations is the 
interaction between atoms of different types. The formula is well defined for systems with one 
type of atom, for example argon. However, when atoms such a oxygen and hydrogen interact 
the differences in well depth and radius must be accounted for. Some force fields have used 
the method of defining an interaction radius and well depth for each possible combination 
of atoms. This is done only in special cases for CHARMM. The standard method employed, 
the Lorentz-Berthelot mixing rules, to take the geometric average of the well depth and the 
arithmetic mean of the radius [120]. That is, 

(5.47) 

(5.48) 

It should also be noted CHARMM does not do Lennard-Jones calculations for 1-2 and 1-3 
atom pairs (atoms separated by one and two bonds respectively). 1-4 interactions may have 
different parameters specified from the ones generally used in non-bond interactions [120]. In 
Amber the 1-4 interactions are scaled by a factor of 0.5. 

5.4.7 Electrostatics 

Electrostatic interactions are arguably the most important interactions in biophysics. They 
dominate over van der Waals forces for long range inter-molecular interactions and they play 
significant role in non-chemical binding. 

Within a molecule charge is not localized to specific atoms. However, the quantum mechan­
ical calculation necessary to determine the distribution of charge is not feasible for each time 
step of the simulation. Therefore, each atom in a structure is assigned a fixed partial charge, 
typically a fraction of an electron even if the structure is neutral, determined through fitting 
to electrostatic potentials produced from ab initio calculations. This approximates the electric 
field produced by the structure and allows a degree of polarization through the movement of 
atoms. These charges are fixed at the time of parameterization of the force field. 

As a result, the electrostatic interactions are between point charges (see Figure 5.1(g)) have 
the form 

U^c(ri3)=wtj™i- (5.49) 

Here eei is the effective dielectric constant and should typically be set to 1. Charges, q, are 
expressed in elementary charges divided by 18.2223, e/18.2223. Wij is a weighting factor being 
0 for 1-2 and 1-3 interactions. Wij = 1 for 1-4 interactions in CHARMM but is scaled by 0.5 
for Amber. 
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5.5 Calculation of Non-Bonded Interactions 
Non-bond forces represent the bulk of the computation time for energy and force calculations. 
Two approaches are generally taken. Since the magnitude of the potential decreases radially 
the standard approach has been to use a spherical cutoff where non-bond contributions are 
ignored past a given separation. While only having been implemented in 1980s for biophysical 
calculations, the Ewald summation method predates computer simulations and can calculate 
the exact electrostatic potential for a periodic system. Both methods have their advantages 
and disadvantages and care must be taken to ensure that the simulations remain as physically 
realistic as possible. 

5.5.1 Spherical Cutoffs 

While Ewald summation, particularly particle-mesh Ewald (PME), is now standard for sim­
ulations with periodic boundary condition, non-periodic simulations (e.g. implicit solvation, 
infinite dilution) cannot take advantage of it. Thus, the spherical cutoff approximation remains 
important for coulomb interactions in non-periodic simulations but also for LJ interactions for 
all simulations. 

For both the Lennard-Jones and electrostatic potentials the spherical cutoff method is based 
on the idea that the non-bond potentials converge to 0 as r —> oo. 

5.5.1.1 Lennard-Jones Cutoff Schemes 

Since Lennard-Jones interactions are dominated by the r~6 term at long ranges, this potential 
converges quite quickly and is well suited to a cutoff scheme. However, simple truncation 
at a given distance causes a discontinuity in the potential, creating large forces at the cutoff 
distance. Furthermore, the discontinuity in the force means that total energy is not conserved 
during the calculation[123]. We can see this from the work-energy theorem where we have 
Wnet = AK. Taking the force on the particle at the cutoff to be F(r0ff) = F0ff when moving 
from inside the cutoff to outside we have 

AK = Foff • Ar 

= Foff • vAt. 

However, when the reverse is true the particle experiences no force and AK = 0. It can be 
seen from this that as At —> 0, AK —> 0. Thus, a small enough time step can provide adequate 
energy conservation, depending on the cutoff radius. 

The effect is not as pronounced in Metropolis simulations as the force is not directly used. 
However, there is an impulsive contribution to the pressure that must be accounted for[106]. 
As such, two methods are typically used to remove the discontinuity 1: the shift potential and 
the switch potential. 

Potential Shift The shift potential modifies the pure Lennard-Jones potential by adding to 
the potential a term L?Lj(?*off) = 0. Given the definition, there are a number of different ways 
of achieving this. 

3Of the four packages discussed here, only Amber does not support 'smooth' potentials or forces for LJ and 
coulomb interactions [98]. 
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A common method is to add a constant term to the potential [106]. This gives a potential 
of the form 

12 / \ 6T 

U£(r) 
2(^fe) + *{%) r <r o f f 

r > roff. 
(5.50) 

The shift has the effect of raising the potential such that at r0g the untruncated potential is 
zero (Figure 5.3(b)). Since we are free to change the potential energy by an arbitrary constant 
this has no effect on the dynamics of the system for particles within the cutoff. Thus, this form 
of the potential also has minimal effect on the force other than the missing tail force as can be 
seen the Figure 5.3(c). Unfortunately, the discontinuity of the force means that this potential 
does not conserve energy. 

An alternative method, used by CHARMM, is to add to the potential the function S(r) = 
Cre + D[123]. C and D are chosen for each atom pair such that both the potential and force 
are zero at r — r0g and ensures that the conservative nature of the potential is not lost due to 
a discontinuity. Thus, we have 

U, LJ 
CHARMM sh 

[ ( f ) 1 2 - 2 ( ^ ) 6 + Cr 6 + D r < roff 

^ C H A R M M sh 

6e [2 ( £ ) - 2 ( £ ) + Cr5] r < roff 

0 r >r o f f 

(5.51) 

(5.52) 

4o-° 3 C T ' where C = 2 f C - 4 - ) and D 
\ ' off ' off / off ' off 

The main drawback of this method is that the potential for close interactions is modified. 
Most seriously, this changes the minimum of the system. However, for a large enough cutoff 
this is minimal. 

Potenial Switch The preferred method for handling the Lennard-Jones interactions is with 
a switching function. Here, an additional distance less than the truncation cutoff, ?'on, is 
specified. Between ron and r0g a switching function is applied that smoothly reduces the 
potential to zero (Figure 5.3(b))[101]. 

(?) -HT) 
,12 

(?) - 2 ( f ) 
( r j | f , - r 2 ) ' ( rg„+2r»-3r ;„) 

(rZ„-r2„)3 ron<r < roS 

r > roff. 

(5.53) 

The advantage of this form is that it provides the exact potential and force until the distance 
ron . Switching also has the benefit that the force is continuous. The trade-off for this is that 
when the potential is switched off a repulsive force results (Figure 5.3(c)). The magnitude 
of this force should be small since r0ff should be large enough to minimize other truncation 
effects. It can be further reduced by making the switching region larger. Switching is the 
default method used in CHARMM [124] and NAMD [125]. 

In choosing r0ff for out simulation we wish to minimize any truncation effects. A typi­
cal cutoff is r0fj = 2.5cr which corresponds to approximately l /60th of the well depth for a 
standard Lennard-Jones potential (about l/120th of the CHARMM potential well depth)[106]. 
For an atom such as TIP3P oxygen with a Lennard-Jones radius of TLJ = 3.5364A this cor­
responds to r0ff = 8.841A. Since we use the same cutoff distances for the Lennard-Jones and 
electrostatic potentials we typically use ron = 11A and r0fj — 15A or r0ff w 4.24cr which gives 
Uhj(rofi)/Uh](a)^ 1/3000. 
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Figure 5.3: Lennard-Jones cutoff schemes applied to TIP3P water oxygen-oxygen interactions 
with ron = 11A and r0ft = 15A. Neither shifting nor switch the potential appears to have 
much effect on the potential (a), taking a closer look at the cutoff region reveals the differences 
between the three schemes (b). The resulting force in the cutoff region is shown in (c). We can 
see that the switch potential creates a repulsive while the shifted potential has a discontinuity 
in the force. 
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5.5.1.2 Electrostatic Interactions 

Electrostatic interactions are particularly difficult to efficiently calculate as they converge slowly 
with respect to r. A number of schemes have been developed to deal with these forces in an 
efficient manner [119]. Radial cutoffs remain the simplest and, often, the fastest method. 

Many studies have been done that discuss various forms of the spherical cutoff (see, for 
example, [123] and [126]). Due to the variety of methods and the previous work that has been 
done, we will briefly discuss only a few notable examples: truncation, shift, force shift, switch 
and force switch. 

It should also be noted that when determining whether or not an atom lies within the cutoff 
region two methods are used: group based and atom based. In the atom based method the 
center of the atom is used to decide if the atom in inside the cutoff region. The group based 
method uses the center of mass of a predetermined group of atoms to decide whether or not 
an individual atom is inside or outside the cutoff. The groups are chosen to have an integer 
charge and typically consist of about five atoms. This approach is deeply embedded in the 
CHARMM force field, for example [120]. 

Simple Truncation As with Lennard-Jones interactions, simple truncation involves cal­
culating the true electrostatic interactions until a separation of r0s is reached. The same issues 
with conservation of energy arise though they are typically more severe since the electrostatic 
potential drops off much more slowly than does the Lennard-Jones potential. In addition t o 
this there is a dipole heating effect that is independent of step size associated with group 
truncation[123]. Typical solutions to this involve a strong coupling to a heat bath but this 
merely masks the unphysical effects. 

Potential Switch Another cutoff scheme that is problematic is the potential switch 
method. On the surface this appears to be a very reasonable method and was used for a long 
period of time in various forms. As in the Lennard-Jones potential switch (Equation (5.53)) 
the exact potential is calculated until a separation of ron. After this point a switching potential, 
of the form S(r) = [ ir°"~rf^l"^"3^ | > i s invoked until a separation of roff. 

elec u. 

pelec _ > 

(rZ«-r2)2(roSf+2r-3ron) 

SiSi. 

0 
29*9, 
e e l r 

lilj (r2
?ff-r

2f 

r <ra 

<r < rCff 

r > roff. 

(rofl+2r—3r0„) 4(ro f f+2r-3r0„) _ 
+ (r 

0 
off" 

2}2 K„-r') 

r < ron 

ron <r < roff 

r > roff. 

(5.54) 

(5.55) 

This switching function has the property that S(ron) = 1, S(r0ff) = 1, dS/dr(ron) = 0 and 
dS/dr(r0ff) = 0. This provides a continuous function for both potential energy and force (see 
Figure 5.4), meaning that the total energy is conserved. Though this function is specific to 
CHARMM the properties are generally true of all switching functions. 

The potential switch for electrostatics suffers from the same weakness as does the potential 
switch for Lennard-Jones interactions. However, due to the relatively large forces and potentials 
encountered at the cutoff distance the resulting artificial forces are considerably greater as 
shown in Figure 5.4(b). The cutoff and switching region used in Figure 5.4 are considerably 
larger than what was recommended prior to the mid-1990s (e.g. ron = 7.5A and r0ff = 8.0A) 
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r > roS. 
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so the unphysical forces were typically even larger[123]. Furthermore, simulations of MbCO 
dynamics have shown that switching regions shorter than 4A artificially reduce protein motion. 
Using the switch method with ron = 11A and r0ff = 12A Steinbach and Brooks observed 
a rms error in the Coulomb force of 31.35 kcal/mol/A compared to 12.18 kcal/mol/A when 
completely ignoring the electrostatics. This was reduced considerably to 4.43 kcal/mol/A when 
ron was changed to ron = 8A, though it was still relatively high compared to other methods. 

Potential Shift An early alternative to the potential switch method and default method 
in NAMD [125] was the potential shift. In this method the electrostatic potential energy 
is multiplied by a factor S(r) = (1 — (r/r0fj)2)2 such that both the potential and force are 
continuous functions of r. 

( lili ft I r \2 \2 „ „ „ _ 
(5.56) 

(5.57) 

This, too, has the property of conserving energy and does not create any unphysical forces. 
However, it overestimates the potential energy and underestimates the forces involved in the 
interaction. This skewing of the short range force is undesirable but has far less impact than 
the spurious force generated by the potential switch. 

Force Shift Force shift is similar to potential shift. The form of the shifting term is such 
that the Coulomb force is offset by a constant amount (see Figure 5.4(b)). 

* = { P{1 " (- ) ) 2 r < ^ (5.58) 
ish \ 0 r > Toff. v ' 

^ e c = „'•" Vr r°« ^ (5-59) 
1 0 r > roff. 

Unlike the potential shift, the force shift underestimates both the potential and the force of 
the interaction. However, in separate tests using water and protein made up of neutral groups 
the force shifted potential out performed the potential shift noticeably and more accurately 
determined the force [123]. 

Force Switch Force Switch uses the same switching function as the potential switch, 
S{r) = {r°'"~rt)rrt°-^)^3r°")] > except that it is applied to the force and not the potential[123]. 
While this provides the continuity of d2U/dr2 it means to obtain the potential we much inte­
grate the force. That is, 

f UtTUe(r) + AU r<ron 

U?^c = I ~ £ „ S(r')FtTUB(r')dr' ron <r< roff (5.60) 
1 0 r > roff. 

AC/ is determined by the need for Uf^c(r) to be continuous. Carrying out this integration 
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Figure 5.4: Electrostatic cutoff schemes applied to two point charges of le and — le with 
ron = 11A and r0s = 15A. All of the cutoff schemes over estimate the potential energy for 
short range interactions except for the potential switching method(a). However, when looking 
at the forces both the potential switch and force switch methods work equally well for short 
range interaction(b). During the switching interval the potential switch creates a large spurious 
force. 

we arrive at the expressions for potential and force 
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(5.61) 

(5.62) 

where A = r4
oH(r2

oS - 3r£,)/7, B = 6(r o nr o f f)
2 / 7 , C - - ( r o n + r o f f ) / 7 , D - 2/(57) and 

7 = ( ^ o f f - r o n ) 3 -
Although this method conserves energy for atom-based switching, it does not for group-

based switching. The same rotating dipole problem, as discussed for simple truncation, applies 
here as well. Furthermore, energy is not conserved within the switching region. 

One final consideration is the length of the switching region. If it is too short ( 1A) artificial 
minima are introduced in the switching region as seen in the potential switch method, though 
typically much shallower. This can be remedied by increasing the switching region to 4A. It 
was found by Steinbach and Brooks that this produced no artificial minima in simulations 
conducted with N-methyl acetamide[123]. 

While shift, force shift and force switch methods all work very well for systems composed of 
neutral groups (e.g. water) when large numbers of charged groups are present the force switch 
method is preferred. Force switch is the default method used in CHARMM. 

5.5.2 Ewald Summation 

Ewald summation and Particle Mesh Ewald (PME) summation offer full electrostatics with 
minimal time penalties above that of spherical cutoffs. This of course depends on the size of 
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the system and the cutoffs. The two methods give equivalent results within numerical error 
and the grid interpolation error associated with PME. PME is generally faster than Ewald. 

Though Ewald and PME, in particular, have become the standard for many types of sim­
ulations the method is not without its drawbacks. PBC are required for the method as it 
calculates the total electrostatic potential felt by a charge in an infinite crystal. The point 
of using PBC in most biologically oriented molecular simulations is to attempt to simulate a 
bulk disordered system. To achieve this, system sizes are chosen such that molecules cannot 
interact with their own image. However, using Ewald summation one eliminates electrostatic 
cutoffs. Thus, artifacts due to periodicity must always be a concern. Another concern is that 
of time. The Ewald algorithm is 0(iV3/2) and PME is 0(N log N) compared to 0{N) for the 
spherical cutoff if properly implemented. 

The original Ewald method was devised by Ewald in 1921 to study ionic crystals, long 
before the concept of molecular simulations was born. The method first found use in the late 
1970s for simulation of ionic systems. In the mid 1980s the technique gained popularity for 
non-crystalline biological systems and gained further popularity in the mid 1990s with the 
development of PME [127, 128]. The original Ewald technique we will be discussing here has 
been widely used over the years and has, as a result, been discussed in many references [111, 
129, 130]. 

The potential for an infinite periodic lattice of point charges is given by 

1 oo JV 

CelPij 

where the prime indicates that the series does not include the interaction i = j for n = 0. The 
goal of Ewald summation is to take this slowly converging sum and force it to converge more 
quickly. 

In order to do this two Gaussian charge distributions are added to the original distribution 
of point charges. This is then broken down into three distributions that are treated separately 
and illustrated in Figure 5.5. The /9fOUrier consists of replacing all the point charges, including 
the reference charge, with Gaussian charge distributions of width \/2/K. 

/ K 2 \ 3 / 2 

PGauss(r) = q ( — j exp(--(Kx)2) (5.64) 

The second charge distribution, /0reai, consists of the original point charge distribution with 
additional Gaussian charge distributions of opposite charge superimposed. The point charge 
qi and its corresponding Gaussian are not included. 

A third charge distribution, /3Seif, is a correction term for including a Gaussian for the 
reference charge in Fourier space. 

We then have the following expression for the total potential 

<t> = '/ 'Fourier - 4>seU + 4>rea\- ( 5 . 6 5 ) 

The potential energy calculated via Ewald summation is now 

k W a l d = ^ F o u r i e r + UreSL\ — Usetf 

= i E E E f - P ( ^ G 2 / ^ ) exp ( - 2 « G • (r, - r,)) 
j = l j = l G^O 

oo AT N 

+ E ' E r ^ e r f c ( « | r , 7 + n | ) - - ^ £ « ? (5.66) 
. | „ | = o < j = i | r j J + n | V ^ i = i 



CHAPTER 5. MOLECULAR DYNAMICS SIMULATIONS 58 

Original 

Charge 

Uliarge 

Figure 5.5: The original charge distribution, "Original", is reformulated as the sum of three 
other charge distributions. X* indicates the reference point of the calculation. PFourier is 
illustrated in "Fourier Space". "Real Space" corresponds to prea]- The self interaction term, 
pse\f is show in "Self Interaction". 

where G is the reciprocal lattice vector and the prime, again, indicates that the series does not 
include the interaction i = j for n = 0. 

In order for this to be a benefit to us it must converge quickly. This is controlled by the 
width of the Gaussian K. The smaller K is the faster the convergence in real space. However, the 
larger K the faster the convergence in reciprocal space as fewer reciprocal space vectors must 
be used. Thus, a compromise is needed and this turns out to be K = 0.34 and a maximum 
number of reciprocal vectors equal to K X L(Xty<z\ where L is the box length[124]. 

Finally, since we cannot compute erfc(x) exactly, it must be approximated. There are 
several methods of doing this. Among them are iterative techniques, Chebyshev polynomials, 
and linear or spline interpolation. Fifth order spline interpolation computed from a table of 
pre-calculated values provides the best balance of accuracy[124, 130]. 

PME improves upon the scaling of Ewald summation by starting with a clever choice of 
K [127]. K is chosen large enough that only atoms within a specified cutoff (typically 8 A) 
contribute to Uiea\ in Equation (5.66). E/fourjer then includes only long-range contributions and 
the reciprocal space sum is approximated by a 3D, piecewise interpolated grid. The reciprocal 
space energy and forces are convolutions and are calculated in a straightforward manner with 
FFTs. The reciprocal sum is now the dominant term and scales as JVln(JV) where N is the 
number of point charges. 

5.5.3 Non-bonded List 

As we have seen in Sections 5.5.1 and 5.5.2, applying cutoff distances to non-bond interactions 
is still an important aspect in computational efficiency. Not including the cost of evaluating 
whether or not an atom falls within a cutoff, MD simulations scale as O(N) rather than 0(N2) 
when a cutoff is used. To avoid unnecessarily evaluating distances for the cutoff, a cutoff, or 
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non-bonded, list is used. Since atoms move over the course of a simulation, the list needs to 
include atoms that are close to but outside the cutoff distance. Two basic methods have been 
created to produce such lists [119]: the Verlet list and the cell list. 

The Verlet list is very simple in its approach. For each particle a list is made of all atoms 
within radius, rveriet > ?"cutoff- Distances for all possible atom pairs are evaluated in construct­
ing this list but the difference between rveriet and rcutoff (1 - 2 A) is chosen such that the list 
only needs to be constructed every ten to twenty time steps in most cases. Regardless, the 
method still scales as 0(N2). 

0(N2) scaling can be avoided by dividing the system into a grid with a linear spacing > 
^cutoff/2. Each particle is assigned to a cell, an O(N) operation. When evaluating the distance, 
only cells within rcu tog need be considered. More particles outside rcutoff are considered for non-
bonded interactions than in the Verlet list. However, since the overall scaling is far superior, 
cell list are preferred as soon as there are more than a few hundred particles. 

Frenkel and Smit [119] detail hybrid cell-Verlet list methods that are superior to both 
methods. 

5.6 Advanced Sampling Techniques 

Increasing computing power has allowed the simulation of larger and more detailed systems. 
Nanosecond or microsecond time scales for systems of hundreds of thousands of atoms are now 
accessible. However, complete folding or sampling of even small protein fragments can be in­
tractable due to the multiple potential minima that may trap the simulation. Similar problems 
have also plagued glassy systems. For this reason, several advanced sampling algorithms have 
been developed. The most successful of these are commonly known as generalized-ensemble 
algorithms [131-134]. These methods - multicanonical ensemble, simulated tempering and 1/fc 
sampling - perform a random walk in potential energy, temperature and energy space respec­
tively by using a non-Boltzmann probability weight. While extremely effective for biomolecular 
and other glassy systems, the probability weight is not known a priori. Rather the weighting 
is built up in an iterative process, typically a tedious and time consuming process. 

Replica exchange, also known as parallel tempering and multiple Markov Chains, is an­
other generalized-ensemble originally developed for Monte Carlo simulations [135-137] and is 
discussed in Section 5.6.1. It first use for MD was in dihedral space in 1997 [138]. This was 
adapted to Cartesian MD, replica exchange MD (REMD), in 1999 by Sugita and Okamoto [139] 
for the NVT ensemble and then to the NPT ensemble by Okabe et al. in 2001 [140]. As we 
shall see, the probability weight is known in advance for REMD, overcoming the main obsta­
cle for generalized-ensemble algorithms. The method is also is naturally suited to a parallel 
computing architecture. 

Another approach to sampling that has been the focus of consider interest is the calculation 
of potentials of mean force, or free energy profiles, along a specific reaction coordinate. Methods 
such as umbrella sampling [119], steered molecular dynamics with Jarzynski's equality [141, 
142] and adaptive biasing force [143] attempt to uniformly sample the entire reaction coordinate, 
something that, with the exception of the trivial case of a flat profile, does not occur in standard 
MD or REMD. In Section 5.6.2 we discuss the adaptive biasing force MD in detail. 
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5.6.1 Replica Exchange in Temperature Space 

We begin by considering a system of N particles, each with a position q̂  and momentum pt 

with a Hamiltonian 
JV 

if = ^ t f - ( P i ) + £ ( * ) • (5.67) 
i 

For the NVT ensemble, each state x = { q i . . . qw, Pi • • • PN} has a Boltzmann weight 

W(x,T) = e x p { - / 3 H ( { q i . . .qNyPl. ..pN})} 

= e-/3(£«q,...q«}) + !£ ( 5 6 8 ) 

where /3 = 1/kT and T is the temperature. 
We can now consider an ensemble of M non-interacting replicas of our system (only the 

values for x differ), each at a different temperature. The state of this ensemble is then X = 
{ x i . . . X M , T I . . . TM} with a Boltzmann weight 

wRep(x) = nf1w(Ki,Ti) 

{ M IN) 
= expl-J2/3i{E(xi) + —\. (5.69) 

At this point we can consider the probability of exchanging the temperatures (or another 
property) of two replicas, i.e. 

X = { . . . ) T 0 , . . . , T 6 ) . . . } - > X ' = { . . . ,Tb , . . . ,T a , . . . } . (5.70) 

To maintain equilibrium and allow our system to converge, we impose a detailed balance 
condition 

WRep(X)w(X -> X') = WRep(X>(X' -» X). (5.71) 

This gives 

w(X -> XQ = WRep(X>) 

w(X' - X) WRep(X) 

= exp( - (£ (q a ) - £(qb))(/?b - /?„)) 

= e"A . (5.72) 

This is be satisfied with the Metropolis criteria [144] 

•»<*-*,={:-, m i 
The above treatment works for Monte Carlo or MD. However, for MD we need to addition­

ally consider p^ after a successful exchange, as temperature and the average kinetic energy are 
related by 



CHAPTER 5. MOLECULAR DYNAMICS SIMULATIONS 61 

Sugita and Okabe [139] suggest the transform 

,T» Pa -> A/^rPb 

Pa -* \J-f~Vb (5-75) 

to satisfy Equation (5.74). 
For the NTP ensemble, Okabe et al. [140] show that the only change is that A becomes 

A = (E(qa) - E(qb))(Pb - /30) + (0bPb - (3aPa){Va - Vb) (5.76) 

where P and V are the pressure and volume. 
While REMD is most commonly used and easily expressed as a random walk through 

temperature space, it is clear than any variable of the system can be used, as long as an 
exchange probability can be calculated. 

5.6.1.1 Free Energy Calculations 

Assuming that the simulation has properly simulated configurational space it is possible to 
calculate free energies along arbitrarily specified reaction coordinates using 

A<£) = ~\nVi + A0, (5.77) 

where £ is a point along the reaction coordinate, V% is the probability of finding the system at 
that point and AQ is an arbitrary constant. This method has been used to map the free energy 
folding landscapes of small peptides, such as Met-enkephalin [145]. However, as the landscape 
is not uniformly sampled, areas of high free energy also have high relative error. As a result, 
the heights of activation barriers are difficult to accurately predict. 

5.6.1.2 Scaling 

In practise, each replica is run on one or more CPUs and exchanges are attempted every few 
thousand time steps. As only temperatures are being exchanged, the communication frequency 
is low as is the bandwidth required. Furthermore, only neighbours in temperature space are 
considered for exchange as the probability of exchange drops exponentially with increasing 
temperature difference. This yields a naturally parallel algorithm that scales nearly linearly 
with the number of replicas. 

While REMD scales linearly with the number of replicas, the number of replicas required 
for a temperature range generally scales as the square root of the number of degrees of free­
dom [146]. For all atom, explicit solvent simulations, where each simulation requires a separate 
CPU, the number of atoms that can be simulated is limited by the size of the parallel computer 
available. This is coupled with the fact that MD for each individual replica will scale, at best, 
linearly with the number of atoms, imposing another limit on system size. 

With this limitation on system size, several attempts have been made to reduce the number 
of degrees of freedom. The simplest approach is to use implicit solvent. As well as removing 
the water degrees of freedom and the necessity of integrating their equations of motion, the lack 
of friction due to solvation also improves sampling. However, implicit solvent is often not an 
adequate replacement for explicit solvent and produces conformational artifacts and bias [77]. 
A hybrid approach has also been proposed [147]. In this case, an explicit solvent is used for 

file:///J-f~Vb
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MD but is excluded from the potential energy calculations for exchange attempts. Instead, an 
implicit solvent is used in its place. This does not accelerate the MD part of the simulation 
but can drastically lower the number of replicas needed for the temperature range. 

Under the weak coupling assumption, the degrees of freedom may be further reduced by 
focusing on only part of the solute [148]. Here, the target is typically a small part of the solute 
and is coupled to a different thermostat than the remainder of the system. For each replica, 
the main part of the solute has the same target temperature while the focus of REMD is has a 
different target temperature. The full potential energy is still used in calculating the exchange 
probability but the number of required replicas is reduced. As this has only been used with 
implicit solvent thus far, the number of replicas needed has been extremely low. 

Multiplexed REMD (MREMD) does not attempt to reduce the degrees of freedom but 
targets the efficient use of large, widely distributed computing resources [149]. Traditional 
computing clusters are limited in size and can not handle REMD simulations of large systems. 
There exist millions of computers world wide that are often idle and that could potentially fill 
this need. However, REMD requires dedicated, homogeneous resources to work. One attempt 
of the Folding@Home project has been to create additional copies (multiplexes) of the REMD 
ensemble. Each replica is simulated as usual on a given computer. When a replica is ready 
for exchange, it is permitted to attempt an exchange with the appropriate temperature of any 
multiplex that also happens to be ready for exchange. In this way, heterogeneous collections 
of computers may be used and the impact of high latency is generally reduced as well. Further, 
if a compute node is lost, the replica can wait until another becomes available while the rest 
of the simulation continues. 

5.6.2 Adaptive Biasing Force 

A wide variety of methods have been developed to calculate free energies and differences in 
free energies [119, 150]. Most commonly, one is interested in a the free energy of the system 
at a state defined by a particular value of a reaction coordinate (RC), £: 

A{0 = ~\nVz + A0, (5.78) 

where A(£) is the free energy associated with the probability, V%, of finding the system at a 
given value of £. Often, it is more practical to calculate the difference between two states along 
an RC, defined as 

d_A(0___1_dPi 

dz ~ m>i &i • ( } 

Suitably rearranged, this equation can be integrated to obtain a free energy profile along the 
reaction coordinate, sometimes called the potential of mean force (PMF). 

While calculating the probabilities directly can be done, especially with advanced sampling 
techniques like replica-exchange [133], it is generally not efficient, especially if high activation 
barriers are involved. Low sampling of these regions leads to large errors. Other techniques, 
such as thermodynamics integration (TI) [119] and umbrella sampling (US) [119] have sought 
to overcome this by enforcing near uniform sampling over the entire range of interest of the RC. 
An alternative method for calculating Equation (5.79) is to treat £ as a generalized coordinate, 
giving the relation 

dA(Z)_/dV(x) 101n]J[\ _ 

where U(x) is the potential energy of the system, (F^)^ is the ensemble• average for acting 
along the RC and | J | is the determinant of the Jacobian for the inverse transformation from 
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generalized to Cartesian coordinates: 

J = 

/ dxi/dt, dxi/dqi ••• dx1/dq3N-i\ 
dx2/d£, dx2/dq\ ••• dx2/dqzN-x 

\dx3jv/d£ dx3N/dqy ••• 5x3jv/9g3iV-i/ 

(5.81) 

Equation (5.80) has been derived in the literature several times before for both the ID case [150-
153] and multidimensional case [154, 155]. In practice, the RC is divided into bins, Equa­
tion (5.80) is calculated for each bin and the result is numerically integrated to obtain the 
PMF. 

In MD ( F J ) J is calculated as a time average with the instantaneous F^ given by 

F^-—W+P~W (5-82) 
^ 5t/(x) dxk 1 3 I n | J | 

The two terms R.H.S. of the equation can be interpreted as the mechanical contribution to the 
force and the change in the volume element from the change in coordinate. If the generalized 
coordinates are linear functions of the Cartesian coordinates, the second term vanishes [150]. 

A common example where the volume element change in Equation (5.80) is given by Henin 
and Chipot [151]. Consider a ID RC that is the distance between two particles. The change 
of coordinates appropriate for this RC is (xi,yi,zi,X2,2/2,^2) —• ( x m , y m , z m , £,#,</>), where 
(xTO, ym, zm) is the center of the segment joining the two particles and (£, 9, <j>) is the vector 
between them. For simplicity the coordinates of the other particles in the system are omitted 
as they do not effect the calculation. The mechanical force between the two particles is simply 
the difference in the force per particle directed along the vector separating them 

<9x 1 
F — = - ( P 2 - F 1 ) - U 1 2 T (5.85) 

where U12 is a unit vector. However, the determinant of the Jacobian is dependent on £, giving 

l S l n | J | - 2 (5 86) 

p^r~M- (5-86) 

This corresponds to a repulsive pseudoforce between the particles at short distances. However, 
at sufficiently long distances, the contribution quickly drops below measurable error. The final 
instantaneous force for this example is 

F€ = 1 (Fa - F t ) - « , 2 - - ^ . (5.87) 

5.6.2.1 Sampling 

The preceding discussion explained how to calculate dA(£)/d£, for a given £ + A£ but not how to 
sample the range of interest for the RC of choice. Preferably, we would like to uniformly sample 
our RC to reduce the total error. For TI this is often done by constraining £ to particular fixed 
values in a series of runs. 



CHAPTER 5. MOLECULAR DYNAMICS SIMULATIONS 64 

An alternative means to improve sampling is to apply a biasing potential, t/f,(£) along the 
RC, giving [143] 

H'(x,p) = H(x,P)-Ub(£) (5.88) 

where H(x, p) is the Hamiltonian and p is the momenta and Equation (5.78) becomes 

A(O = -±lnPz + Ub(O + A0. (5.89) 

Ideally, for uniform sampling we would like £/;,(£) = A(£) but in practice this is not possible. 
Darve, Wilson and Pohorille [143] suggest an iterative scheme where by £/(>(£) is continuously 

updated based on results accumulated so far. For an MD simulation, we apply the biasing 
potential in the form of a force, which, in this case, can be estimated as the current time 
average force. As this guess is iteratively improved, it is known as an adaptive biasing force 
(ABF). When [/(,(£) = A(£) we have converged on the solution and the motion along the RC 
becomes diffusive. 

ABF does have some drawbacks. The major theoretical issue is that as Ub is constantly 
changing, Equation (5.89) is not a true Hamiltonian. However, the Hamiltonian property can, 
at any time, be recovered by stopping updates to Ub- In practice, this is not an issue. A 
practical problem with ABF is slow sampling in orthogonal degrees of freedom. This can 
become the major bottleneck for free energy calculations with this method. 

5.6.2.2 Error Calculation 

A rough, upper-bound error estimate calculation for ABF is described in Henin and Chipot [151] 
and Rodriguez-Gomez et al. [156]. Briefly, the variance in the average force along the reaction 
coordinate for a given bin is 

a,m = EL:^)^^)2
 (5.90) 

P 
where a is the standard deviation, F is the force, £ denotes the reaction coordinate, p is the 
total number of bins and F$ is the average force over the entire RC. 

Correlated data reduces the effective number of data points used to calculate an average. 
For this reason the correlation length, K, is calculated from a time series of data, X\. Straatsma 
et al. [157] give K as 

K = ^ck/c0 (5.91) 
fe=i 

,2 / where c/, = cov(Xi,Xi+k) and Co = a (X) is then the variance of X. In practice, there is only 
a finite amount of data and Cfc is calculated as 

1 n — k 

Cfc = C ^ ^ I ^ ( X i ^ Y ) ( X i + f c _ X ) (5'92) 

i— 1 

where n is the number data points being considered and 

« = £V f c/c& (5.93) 

The final expression for the error in the free energy for a uniform sampling of iV points over 
the entire range of £ is then 

a(AA(0) ^ (ZB - UMFs,P)^jjp- (5-94) 

Note that K is calculated for the entire data set without consideration for bins. 
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Chapter 6 

Protein-Solvent Polarization in 
Myoglobin Hydrat ion 1 

Protein hydration is essential for protein structure and function [73, 74, 78]. Without a mini­
mum amount of water, proteins are not biologically active [73, 81, 158, 159]. Protein hydration 
has received a great deal of attention in both experiment [81, 158, 159] and simulation [160-
163], however, these studies have mostly focused on the structure and dynamics of the protein 
and water and, to a lesser extent, the polarization of the solvent. Far less attention has been 
given to protein polarization. 

In this study, we focus on the electrostatic polarization of myoglobin and water. The 
hydration of myoglobin is systematically increased, at ambient temperature and below the 
glass transition temperature, with the onset of functionality clearly observable. From this, 
interactions between water and protein can be separated and the role of mutual polarization 
deduced. Our results show how protein and water influence each other's global structure and 
this is strongly correlated with protein function. 

Section 6.1 introduces myoglobin and the current understanding of its hydration from both 
simulation and experiment. Section 6.2 details the methodologies we have employed in our 
simulations and Section 6.3 discusses the results of these simulations. 

6.1 Background 

6.1.1 Myoglobin 

Myoglobin has been one of the most intensely studied proteins. This is partly for historical 
reasons. Myoglobin was the first protein structure solved with atomic resolution [164] and for 
this effort Kendrew shared the Noble Prize in Chemistry with Max Perutz 2. Myoglobin was 
Kendrew's choice for structure determination because of its relatively small size and it was 

1 A version of this chapter lias been published. 
Jack A. Tuszynski, Tyler Luchko, Eric J. Carpenter, J. M. Dixon, M. Peyrard, and Yves Engelborghs. Non-
Gaussian statistics of the vibrational fluctuations of myoglobin and the thermal fluctuations of myoglobin 
hydration. Fluctuations and Noise in Biological, Biophysical, and Biomedical Systems II, Proc. of SPIE Vol. 
5467 (2004) pp. 1-16 

2In 1962 both the prizes in Chemistry and Medicine (Crick, Watson and Wilkens) were awarded for work done 
in Max Perutz' MRC Laboratory of Molecular Biology. Both awards were primarily for the crystal structures of 
biomolecules (hemoglobin, myoglobin and DNA). That year the Physics prize went to Lev Landau, Literature 
prize to John Steinbeck and Peace prize to Linus Pauling (his second Nobel). 
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Figure 6.1: Secondary Structure of 1MBC[10]. Eight a helices are shown as coiled ribbons and 
labeled HI through H8. Four /3-turns are labeled by "/3"s and one 7-turn is labeled by a "7". 

easily procured in large amounts, primarily from sperm whales. Because of its size, abundance 
and the significant amount of knowledge aquired about it, myoglobin continues to be a common 
choice for both experiment and simulation. 

This intense study has also included work on protein hydration under a wide variety of 
conditions. The amount of work is too vast to summarize here. Some relevent reviews are 
Phillips and Pettitt [158], Makarov et al. [79] and Levy et al. [74]. Instead, we focus on the 
key aspects of myoglobin's structure, function and previous research into protein hydration. 

6.1.1.1 Structure and function 

Sperm whale carboxy myoglobin (PDB ID 1MBC), is a monomeric, 153 residue protein[8, 165]. 
Its secondary structure, shown in Figure 6.1, consists of eight a helices (H1-H8), three /?-turns 
and one 7-turn. A prosthetic heme group is covalently bound to residue his-93. In this case, 
a CO group is covalently bound to the heme iron where 0 2 or C 0 2 would normally be found. 
The tertiary structure is shown in Figure 6.2. 

The role of myoglobin in the body is to carry oxygen in the muscle, similar to how 
hemoglobin (see page 7) carries oxygen in the blood. The tertiary structure of myoglobin 
bears a striking similarity to that of the a subunit of hemoglobin which is also similar to the 
/3 subunit. Both hemoglobin and myoglobin are descendant from a common oxygen binding 
molecule, leghemoglobin. As can be seen in Figure 6.3, the evolution of the globulin family has 
closely paralleled that of vertebrates. The greatest amount of sequence homology is in residues 
that stabilize the heme prosthetic group. 

6.1.2 Experiment 

Experiments have generally been interested in three distinct aspects of protein hydration: the 
amount of water required for activity (hydration number), the positions of the waters and their 
dynamics. 
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(a) (b) 

Figure 6.2: Tertiary structure of 1MBC. (a) The tertiary structure is shown inside the water 
accessible surface of the protein, a helices are red, turns are yellow and random coil is grey. 
The heme and CO groups are shown as ball and stick models and are coloured grey and cyan 
respectively, (b) The water accessible surface of the water is shown with hydrophilic residues 
coloured cyan and hydrophobic residues coloured orange. Images created with VMD [11]. 
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Figure 6.3: Evolutionary tree of the globulin family. (Adapted from [6].) 
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6.1 .2 .1 H y d r a t i o n N u m b e r 

A protein is considered fully hydra ted when the further addit ion of water does not change 
the physical properties and serves only to dilute the protein. W i t h such a definition, it is not 
unexpected tha t the amount of water required to achieve full hydration, measured in grams of 
water per grams of protein (h), varies depending on the experimental method. 

Differential scanning calorimetry (DSC) is a common tool for measuring the specific heat 
capacityCp, of a sample. In this case, the Cp of a protein powder is measured as a function of 
h is fully hydrated when Cp stops changing. This is typically around 0.35 h for myoglobin and 
compares to 0.38 h for lysozyme [158]. 

Rayleigh scattering of Mossbauer radiation spectroscopy (RSMR) measures changes in the 
fluctuations and environment of the heme iron. Full hydration in this case occurs at 0.6 h [158]. 
The higher hydration level may indicate when the heme pocket is hydrated. 

A more recently developed method is microwave dielectric spectroscopy [159]. This method 
has been used to measure the number of waters hydrating myoglobin in native, molten globule 
and unfolded s ta tes with hydrat ion numbers of 0.60 h, 0.64 h and 1.12 h. In this case, the 
protein is denatured by lowering the pH. This method relies on a number of assumptions; no­
tably, the protein and solvation shells are spherical, the hydration water has the same dielectric 
properties as bulk and the protein has a constant, uniform dielectric constant of 2.5. 

6.1 .2 .2 W a t e r P o s i t i o n s 

The physical location of waters with respect to a protein have been difficult to obtain exper­
imentally. Diffraction and N M R are the two basic methods for this purpose, each with their 
strengths and weaknesses. 

There are three basic diffraction methods tha t have been used to locate waters around 
protein: X-ray diffraction, X-ray diffraction with multiwavelength anomalous dispersion (MAD) 
and neutron diffraction [79]. Bo th X-ray and neutron diffraction have been used to locate 
individual waters around proteins. These waters must be t ightly bound to be properly fit. 
However, individual waters are often placed in non-localized electron densities t o improve 
overall fit. This often results in non-overlapping waters for different solutions for the same 
protein, even for waters on the surface of the protein. Neutron diffraction has been considered 
more robust as H 2 0 can be replaced with D 2 0 to achieve be t te r resolution, thanks to the 
increased nuclear mass. However, it is unclear if differences in the distributions that result from 
the two methods are due to differences in the respective methods or differences in hydration 
properties of D 2 0 . 

MAD has been a marked improvement for obtaining solvent information from protein crys­
tals. The method allows for the direct solution of the electron density of the solvent bulk 
wi thout flattening procedures t ha t were necessary in previous methods . This gives a 3D sol­
vent density distribution around the protein that can be readily visualized and compared with 
simulation. For myoglobin, and proteins in general, this method has shown tha t the first hy­
drat ion shell typically has 10% greater density t han the bulk. It has also been possible to 
construct so-called proximal radial distr ibution functions. These m a p the relative density of 
the solvent as a function of distance from part icular a tom types in the solute and have been 
found to be generally transferable between proteins. 

N M R is capable of locating waters about a protein by observing chemical shifts and pro­
ducing distance restraints between the water hydrogens and the a toms of the protein. This 
method has been used to locate ordered buried water, water bound to the exterior of protein 
and, possibly, disordered water in hydrophobic cavities [166]. While this method fails to resolve 
many of the waters found via diffraction methods it has the benefit of being free of crystal 
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packing artifacts. 

6.1.2.3 Water-Protein Dynamics 

The proposed major mechanism for water to impart functionality onto proteins is by influencing 
its dynamics and vice versa. This may be observed through a variety of methods but here we 
highlight three. 

RSMR has been used to probe the dynamics of the heme iron of myoglobin [81, 158]. This 
has shown a smooth, non-linear increase in dynamics as full hydration is approached. 

NMR is capable of measuring the residence times of waters that associate with the pro­
tein [158, 166, 167]. This has been important in demonstrating and quantifying the increased 
residency times of waters in the first hydration shells and in buried waters. 

A recently developed method is tryptophan scanning with a laser probe [168]. Mutants 
of a target protein (myoglobin in this case) are prepared with single tryptophans in different 
locations. A laser with a 290 nm wavelength and 90 fs duration is used to excite the tryptophan, 
causing a sudden change in its dipole moment. The time-dependent emission spectrum is then 
measured as the side-chain relaxes, which is thought to be dominated by solvent interactions. 
Regions surrounded by charged side-chains has the slowest relaxation times 100-200 ps. For 
myoglobin, relaxation times for regions of rigid secondary and tertiary structure were 50-70 ps 
while loop regions were around 20 ps. 

6.1.3 Simulation 

Generally speaking, molecular dynamics simulations of protein hydration have sought to re­
produce experimental results, providing more detailed observations and, often, postulating 
explanations or mechanisms. 

6.1.3.1 Protein Hydration 

The first simulation to systematically hydrate a protein to identify the minimum hydration 
required for activity was by Steinbach and Brooks [160]. They found only 350 waters were 
required to hydrate myoglobin, corresponding to a hydration number of 0.35 h. Full hydration 
was identified as the point when the further addition of water did not change the physical prop­
erties measured. However, the short run times involved produce large statistical fluctuations 
and calculated values were probably not converged. However, this hydration number, though 
lower than experiment, was still qualitatively correct. 

6.1.3.2 Water Positions 

The Steinbach and Brooks study also provided insight as to the structure of the solvent around 
protein. In particular, it showed the patchy nature of the solvation [160]. In fact, a second, 
weak peak was evident in the protein-water RDFs even at 350 waters. This indicates that it 
is favourable to hydrate some sites with a second layer before others obtain a first layer. 

Fully hydrated protein simulations provide detailed information about the structure and 
distribution of the solvent around the protein, much of which can be directly compared against 
experiment [79]. In particular, 3D density distribution functions can be readily calculated and 
compared with MAD electron density maps, demonstrating the same 10% density increase in 
the first hydration shell. As with the experimental densities, proximal RDFs can be produced 
and compare favourably, independent of force field and protein. Furthermore, these simulations 
locate a vast number of local minima, often separated by less than the radius of a water. This 
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further emphasizes that the placement of individual water molecules in diffraction data often 
does not reflect a true solvent distribution. 

Combining detailed structural information with empirical force fields offers insights as to 
the mechanisms behind the structure. For example, Merzel and Smith demonstrated correla­
tions between the orientation of waters and the normal of the protein surface and the various 
components of the electric field [162, 163]. 

Extensive work comparing MD simulations to neutron diffration data has been carried out 
by Tarek and Tobias [169-171]. This work demonstrates that quantitative reproduction of 
experimental data is possible with appropriately constructed systems. Specifically, systems 
with free boundary conditions over estimate the fluctuations of the protein atoms, making the 
potential appear too soft. Periodic boundary conditions with crystalline or random, powder 
configurations are required to achieve accurate results. 

6.1.3.3 Water-Protein Dynamics 

MD is uniquely suited for calculating most conceivable dynamical properties of protein and 
water. Residence times are calculated as the average amount of time a single water molecule 
lies within a small distance (~ 1 A) of an identified hydration site [158]. Water residence times 
for identified hydrations of myoglobin vary from sub-picosecond to 20 ps. Over a variety of 
proteins, most sites have been identified as having 1-4 ps residence times. A more challenging 
situation for simulation is buried waters. Since these exchange on time scales that may be 
;§> 1 ns, they are effectively out of the range of MD simulations. 

Diffusion rates within the first hydration shell are typically reduced 50% from the bulk [79]. 
Perhaps more significant, is the anisotropy in diffusion, with diffusion perpendicular to the 
surface of the protein further restricted, compared to parallel diffusion. 

Simulations also have the ability to directly investigate the various contributions to various 
interactions. This was effectively utilized by applying a restraining potential to all the dihe­
drals of myoglobin to study their role in hydration [161]. The individual torsions were free to 
explore their local energy minimum but were prevented from making transitions to other min­
imum. Myoglobin still displayed the same behaviour under increasing hydration. Rather than 
influencing protein dynamics by enabling dihedral transitions, it was found that an expansion 
in the protein backbone occured with hydration, regardless of torsional restraints. 

6.2 Methods 

Carboxy-myoglobin was simulated at a variety of hydration levels using a methodology similar 
to that of Steinbach and Brooks [160]. Preparation began with removing a lone SO4 molecule 
and 137 water molecules from the crystal structure (PDB ID: 1MBC)[165]. All of the histidines 
were set to be protonated on the ND1 site only (neutral histidine) giving the molecule a zero 
net charge. Since the net charge was zero, no ions were added and the system was solvated in a 
66 A diameter sphere of flexible TIP3P [69, 160] water molecules. After molecules overlapping 
with the protein had been removed 4103 water molecules remained. This was followed by a 
steepest decent minimization of 100 steps, 1 ps of heating from 0 K to 300 K and 50 ps of 
equilibration. 

After the initial 50 ps of equilibration was performed, waters were removed based on their 
distance from the protein surface. This resulted in 14 systems of 0, 35, 50, 60, 80, 100, 125, 150, 
225, 350, 600, 1000, 1900 and 3830 water molecules, respectively, closely following Steinbach 
and Brooks [160]. 
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To investigate temperature dependence and qualitative differences above and below the 
glass transition temperature, each of these systems was then simulated at an equilibrium tem­
perature of 100 K and 300 K, making 24 total simulations. Each simulation was heated for 1 ps 
to reach its equilibrium temperature and then equilibrated for 150 ps. Production simulations 
of 300 ps were run for each system and the atomic positions recorded every 0.1 ps. 

All simulations were performed with CHARMM [101] 28b using the CHARMM27 force-
field [120]. Constant temperature dynamics simulations used the Berendsen thermostat [115] 
with a coupling constant of 1.0 ps for equilibration and 5.0 ps for production runs. For heat­
ing simple temperature scaling was used. A distance-based cutoff of 28 A was used for all 
long range interactions(Lennard-Jones and electrostatic) with a switching function starting at 
24 A [160]. Distance based cutoffs of this length have been shown to capture almost all of the 
electrostatic energy of the system [172] and should account for polarization effects. 

6.3 Results and Discussion 

6.3.1 Dipole Moment 

For a system of zero net charge the dominant term in the multipole expansion of the electro­
static potential is the dipole moment, 

(6-1) 

where p for a system of point charges is 

N 

As such, it is a measure of the shape and strength of an electric field but, unlike the net charge, 
it may fluctuate. Thus, for an eletrostatically neutral system like hydrated myoglobin it can 
be used to characterize the protein, water and the system as a whole. Figure 6.4 show that 
the potential of the myoglobin molecule is overwhelmingly dipolar. 

Figure 6.5 show the relationship between the hydration level of the protein and the dipole 
moment of the protein and surrounding water. Clearly, the addition of water reduces the total 
dipole moment of the system. Temperature plays a major role as water at 100 K is unable to 
conform to the electric field of the protein. For the 300 K case the total dipole of the system 
appears to plateau after hydration of 100 waters. This, however, may be due to the protein's 
dipole moment at this level of hydration. 

6.3.2 Dipole Correlations 

Water has a natural hexagonal geometry when in the pure bulk form. In close proximity to 
protein the network of hydrogen bonds is disrupted as can be seen in Figure 6.6. In close contact 
individual water molecules conform to the electric field of the protein rather than that of their 
neighbours. The extent to which water networks are disrupted can be seen by calculating the 
distance dependence of the correlations between water dipoles and their nearest-neighbors as 
well as with the electric field produced by the protein. 

Nearest-neighbor dipole-dipole correlations are calculated as 

(cos{0ij))R,,m = p, • pj (6.3) 

V(x) 
47re0 

1 P - x 
• 1 \Y.Qy 
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Figure 6.4: Electrostatic potential of myoglobin. White is negative and gray is positive. The 
water accessible surface of myoglobin is superimposed with the exposed heme surface colored 
black. Image created with VMD [llj. 
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Figure 6.5: Average dipole moment as a function of hydration. Values for protein and water 
are shown at 100 K (solid lines) and 300 K (dashed lines). 
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MtikX+^-f 

Figure 6.6: Dipole moments of surface water on myoglobin. The water accessible surface of the 
amino acids is colored white while that of the heme group is colored gray. Individual waters are 
drawn as spheres with their respective dipole moments draw as vectors inside. Image created 
with VMD [11]. 
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Figure 6.7: Nearest neighbour dipole-dipole (a) and dipole-electric field correlations (b) for 
myoglobin hydrated by 1900 water molecules. 

where Q^ is the angle between the dipoles and Rfr{ is the distance of the oxygen atom of the 
ith water molecule from the protein. This is only calculated if the distance between the i and 
j oxygens is less than 3.5364 A, corresponding to the minima of the Lennard-Jones potential 
for the TIP3P water model (see Figure 6.7(a)). At 300 K the water has greater mobility and 
is able to more easily conform to the potential of the protein near the surface. This is reflected 
in the more gradual transition between no correlation and a correlation value of about 0.45. 
The mean correlation of 'bulk' water corresponds to an angle of 64° which is close to what 
one would expect for a hexagonal lattice. The slow decay of this value demonstrates the range 
of the protein's influence. Large deviations from this, starting at about 15 A at 300 K, are 
distortions due to the water-vacuum interface. 

Dipole-electric field correlations directly measure the impact of the electric field of the 
protein on the orientation of the water molecule. Rather than calculate the angle between the 
dipoles we calculate the angle between the dipole and the in vacuo electric field of protein at 
the center of the water's oxygen atom 

(cos((9,-))Hsun — Pi • E p r o t e i n . (6.4) 

Figure 6.7(b) shows the results of this calculation for myoglobin hydrated by 1900 water 
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molecules. From this we can see that the higher temperature water is able to get closer 
to the protein where it is strongly correlated to the protein's electric field. Within about 2.5 
A (which corresponds to about one water layer) of the protein the water is strongly correlated 
to protein's electric field. Near the edge of the water sphere we see what appears to be surface 
effects that distort the dynamics of these waters. 

6.3.3 Fluctuations, Deviations and Radius of Gyration 

As discussed earlier in this chapter, thermal fluctuations are necessary for protein function. How 
susceptible various parts of a protein are to these fluctuations determines, in large part, what 
the function of the protein is. We can quantify these fluctuations by looking at the root-mean 
squared fluctuations (RMSF) and deviations (RMSD). A further indicator of conformational 
change within the protein is the radius of gyration. 

RMSF are defined as 

RMSF = (Ar?)1 '* = ( ~ V > ( i f c ) - <r,»2 (6.5) 
\ fc=i 

where (r^) is average position of atom i over M configurations. This relates to the temperature 
B-factor, directly measurable from experiment, 

Bt = ^ { A r f } . (6.6) 

This gives us a measure of the flexibility of different parts of the protein that can be easily 
visualized as in Figure 6.8. 

Figure 6.8 demonstrates the temperature dependence of the RMSF. Thermal motion is 
generally confined to the side chains of the amino acids while internal structure, such as a-
helices remain rigid even at room temperature. Some parts of the backbone are relatively 
flexible, such as the N and C-termini. 

By averaging the RMSF for different groups of atoms we can see the effect of both temper­
ature and hydration. Hydration does not increase the flexibility of the myoglobin back bone 
as shown in Figure 6.9(a) and even seems to stabilize it at low temperatures. However, the 
protein side chains are significantly affected by the addition of water. Figure 6.9(b) shows that 
after being hydrated by at least 350 waters the flexibility of the side chains is greatly increased 
to almost three times that of the backbone. At low temperatures this is not the case. 

The difference between two structures can be described by the RMSD and is given by 

M ( N 

i=l \ i= l 
<RMSD> = ^ £ f l y : ( ^ - r ? ) » ) (6.7) 

where N is the number of atoms being compared between structures A and B. Figure 6.10 
shows the time averaged RMSD of myoglobin heavy atoms at 100 and 300 K, respectively, 
compared to the crystal structure. The low temperature structure is closer to the crystal 
structure, as should be expected, since the crystal structure was imaged at low temperatures. 
Furthermore, since the high temperature structure has larger thermal fluctuations, it should 
naturally deviate more significantly. Of interest is that in the 300 K case the deviations plateau 
after the addition of 350 waters. 

Another indicator of conformational change is the radius of gyration. This is defined as 

iW = JL = V ^ ^ - (6-8) 
V m V TO 
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(a) (b) 

Figure 6.8: RMSF of myoglobin hydrated by 1900 water molecules at 100 K (a) and 300 K (b). 
The white-black color scale varies from 0.33 A to 1.05A. Images created with VMD [11]. 
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Figure 6.9: Average RMSF of myoglobin backbone (a) and side chains (b). 
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Figure 6.10: Time averaged RMSD of myoglobin heavy atoms. 
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Figure 6.11: Time averaged radius of gyration of myoglobin heavy atoms. 

where / is the moment of inertia. This is an indicator of changes in size and shape of the 
moment of inertia. In the case of myoglobin, being a globular protein, i?gyr increases as the 
protein expands. 

Figure 6.11 shows Rgyr for the heavy atoms of myoglobin. This value oscillates considerably 
until hydrated by at least 350 waters. At this point RgyT grows predictably, a strong indication 
of the minimum hydration being reached at 350 waters/myoglobin. Once again a temperature 
difference is obvious though volume contractions at low temperature are expected. 

6.4 Conclusions 
Solvent polarization is known to be an important factor for solvation. However, less emphasis 
has been placed on solute polarization and its role in protein function. 

Our results show, at least qualitatively, that the polarization of myoglobin's electric field is 
directly connected to the onset of its functionality. As hydration increases, myoglobin's dipole 
moment first decreases, until 0.35 h is reached, and then increases, lock-step with the increased 
dipole moment of water. This is evidenced by a plateau in the dipole moment for the system 
as a whole, starting at 0.35 h. 

The effect of proximity to the protein is also demonstrated in the water dipole-dipole and 
dipole-electric field correlations. Here we see waters within the first hydration shell being 
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heavily influenced by the protein's electric field and being disrupted from the waters' bulk 
structure. Interestingly, Figure 6.7 shows evidence for protein water decoupling from each 
other at low temperatures. 

It should be kept in mind, however, that these findings are qualitative in nature. A quanti­
tative study of these properties would require increased sampling and an improved water model. 
Due to the free boundary conditions, evaporations of waters is inevitable and reduces the prac­
tical length of the simulations. This could be overcome with multiple short simulations but 
would require the preparation of many unique initial configurations. Within the computational 
resources available for the project, this was not possible. 

The TIP3P water model, is an adequate model at 25°C for reproducing water's proper­
ties. However, it has not been parameterized for 100 K and can not be expected to properly 
reproduce any water's behaviour at this temperature. Models, such as TIP4P-Ew [91] and 
TIP5P [92], have been parameterized over large temperature ranges but this has still not in­
cluded temperatures as low as 100 K. 

Overall, our work shows a strong role in protein function for the polarization of both 
solvent and solute. The onset of hydration is found to occur at 0.35 h for all measured values, 
in agreement with previous work [160]. 
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Chapter 7 

Molecular Dynamics Calculation 
of Microtubule Stability 

7.1 Introduction 

Microtubules (MTs) are ubiquitous, multi-functional organelles found in all eukaryotic cells [7] 
(Chapter 3). In vivo, these structures are highly regular and, almost without exception, consist 
of 13 protofilament arranged like staves of a barrel. In vitro, the internal s t ructure of MTs 
observed in the cell is still apparent but becomes highly variable and is sensitive to environ­
mental conditions [29, 30]. Detailed background on microtubules is presented in Chapter 3. 
Experimental [26, 31] and computational [173, 174] efforts have been made to explain the roots 
of these polymeric structures. 

Chretein and Fuller performed a survey of in vitro M T structures and found protofilament 
numbers ranging from 10 to 16 and typical longitudinal offsets ranging from 7 to 10 A [26]. It 
was, however, not possible to differentiate between A and B lattice types. Kikkawa et al. [27] 
demonstrated tha t B lattices are the dominant type iv vivo and in vitro using MTs decorated 
with kinesins and visualized with cryo-electron microscopy (EM). These results agree with 
other experiments [28]. 

Sept et al. [173] and Drabik et al. [174] a t t empted to explain this preference for the B 
lattice type via free energy calculations. Sept et al. found minima corresponding to A and 
B lattice types resulting from a solvent accessible surface area (SASA) term. The symmetry 
between these two minima was broken by electrostatic and solvent polarization terms, calcu­
lated with the Poisson-Boltzmann (PB) equation, though they contributed relatively little to 
the overall free energy. Drabik et al. used the 3D-reference interaction site model (3D-RISM) 
of molecular solvation to calculate the full classical solvation free energy without the need for 
a SASA approximation. Qualitatively, the two calculations agree, with a global minima corre­
sponding to a B lattice being found. However, the 3D-RISM calculation found no significant 
minima corresponding to an A lattice. Furthermore, the depth of the potential minima was 
approximately 200 kcal/mol compared to 25 kcal/mol for the PB-SASA calculation. 

Another major topic in M T structure , the proposed conformational change causing de-
polymerization, has been the domain of experiment so far. The initial evidence for a con­
formational change has been the, so-called, ' ram's horns' formed by protofilaments upon M T 
collapse [175]. Subsequent crystal s t ructures two dimer protofilaments stabilized by RB3-
SLD [176] and colchicine [15] or vinblastine [16] have demonstrated curvature consistent with 
tha t needed for the rams horns. Wang et al. [31] used cryo-EM to image tubulin macrotubes 
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induced with subtilisin proteolysis and divalent ions. Crystal structures of straight and curved 
tubulins were then docked into the electron densities. The curved tubulin structures were found 
to be consistent with the GDP tubulin macrotubes while the straight tubulin conformations 
where consistent with GMPCPP macrotubes. Further, it was proposed that both GTP and 
GDP tubulin were intrinsically curved. 

In this study we seek to determine the microscopic basis for both the MT lattice type 
and the conformational change observed in MT collapse. To do this we employ all-atom 
molecular dynamics (MD) with the adaptive biasing force (ABF) method to efficiently calculate 
the free energy profiles for these interactions. In Section 7.2 we discuss our novel approach 
to restraining the orientation of an arbitrary, flexible molecule which we use to simplify the 
reaction coordinates used in our ABF calculations. The details of our simulations are presented 
in Section 7.3 and the results discussed in Section 7.4 for all three reaction coordinates. 

7.2 Orientational Restraint 

In practice, it is necessary to reduce the number of degrees of freedom in a system when 
looking at a reaction coordinate. This is especially true when the reaction coordinate is one-
dimensional. Computationally, reducing the degrees of freedom allows the reaction coordinate 
to be adequately sampled with the resources available. From the analysis point-of-view, the 
system should be restrained to a physically meaningful pathway. 

Often, the simplest approach is to replace explicit solvent in the simulation with an implicit 
correction term. Unfortunately, this method is not always available and has been known to 
introduce artifacts in simulations. 

Other degrees-of-freedom that can be eliminated are suggested by the system itself and the 
properties under investigation. In the case of MT structure, we require the tubulin monomers 
to maintain a MT-like configuration except for specific interactions that are under investigation. 
This includes not just the relative positions of the monomers but also their orientations. 

While it is straight-forward to restrain the center-of-mass of a molecule, restraining the 
orientation is much more involved. To facilitate this, we have developed a harmonic orienta­
tional restraint based off least-squares RMSD fitting of the molecule to a reference structure 
and quaternion rotations. 

7.2.1 Quaternions 

Quaternions are widely used for rotations in computer graphics and animations. A description 
of quaternion algebra can be found from many sources [177-180] and is described below. Kar-
ney, in particular, provides a concise review of both the mathematics and various applications 
to molecular modelling [179]. 

Quaternions were originally developed in the mid-19th century as a multi-dimensional ex­
trapolation of complex numbers [177-179]. As the name suggests, quaternions consist of four 
values and takes the form 

q = <7o + 9ii + <72J + <73k C7-1) 

where qn are real numbers. i,j and k follow associative non-commutative rules for multiplication 

ijk = - 1 

i2 = j 2 = k 2 = ^ 1 (7.2) 

ij = - j i = k, ik = - k i = j . jk = - k j = i 
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Quaternions may also be represented as an ordered set of four quantities 

q = \<lo,qi,q2,qz} (7-3) 

or as a scalar and vector 
q = ko,q] (7.4) 

where q = [qi,q2,93] • The conjugate of a quaternion is 

q* = [<to,-q] (7-5) 

Using the scalar-vector notation, multiplication of two quaternions is then 

q p = [qoPo - q - p , g o P + p0q + q x p] (7.6) 
The squared norm is then given as 

| q | 2 = q q * - < ? o + g ? + ^ 3 (7-7) 

and the inverse as 

q _ 1 = q 7 | q | 2 (7-8) 

7.2.1.1 Quaternions versus Rotation Matrices 

For our purposes, the most important property of quaternions is their ability to perform arbi­
trary rotations of a vector about an arbitrary axis. To do this we first represent the vector to 
be rotated in quaternion form 

v = [0,Vi,V2,v3] (7.9) 

Given an angle of rotation 9 about an axis a = \a\, a2, a&] we define a unit quaternion 

q = [cos(0/2),sin(0/2)a/|a|] (7.10) 

The rotated vector, v ' is then 

v' = [0,v'] = qvq* (7.11) 

Of course, rotations matrices may be used to perform arbitrary rotations of vectors in 3D-
space. In fact, it is possible to change the representation of a given rotation between rotation 
matrix and quaternion representations. The orthonormal matrix of the unit quaternion 

q = <?o + <7ii + <72j + g3k (7.12) 

is 

(<?o + q\ + q\ + ql) 2(<zi92 - qoqs) 2(g ig3 - qoq2) 
R= 2{qm+q0q3) {ql - q\ + q\ - ql) 2(Qlq2 - q0q3) (7.13) 

2(<73<?i ™ <7o<72) 2 (g 3 g 2 - <7o<73) {ql ~ q\ ~ ql + 9.1). 

The inverse procedure is much more involved. As we do not employ it in this text it the 
interested reader may consult Horn [180]. 

Despite the apparent equivalence of the two methods, quaternions have several advantages 
over rotation matrices. The rotation axis/angle is conceptually straightforward compared to 
using rotation matrices or Euler angles, particularly in the context of molecular mechanics. 
Quaternion notation is also more compact, with only four values compared to the nine of 
rotation matrices. This fact also contributes to the relative speed of applying rotations. As well, 
the orthonormality of the rotation is easily maintained with quaternions. Finally, quaternions 
do not suffer from gimbal lock, as do Euler angles, where a rotation in one direction (e.g. 90° 
in pitch) leads to the other two directions becoming equivalent (roll and yaw). A final benefit 
of using quaternions is in calculating the optimal rotation to minimize the RMSD between two 
structures. 
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7.2.2 Minimizing RMSD 

Finding the optimal rotation for the superposition of two equally sized sets of points, {r^,} 
and {r2ti}, is typically solved by minimizing the root mean squared deviation (RMSD) between 
the two sets of points1. Given that there are M particles, i = 1 . . . M, the RMSD is 

RMSD(rM , r2 ) i) 
1 M 

- ]T| |rM -R(r 2 , ) 
i = i 

1/2 

(7.14) 

where R(x) is the rotation operator. Horn [180] shows that minimizing the RMSD is equivalent 
to the problem of maximizing 

M 

^ r M -R(r2,i) 
i= l 

(7.15) 

or, in terms of quaternions, 
M 

w h e r e 

N 

shown that 

c ~r &yy i ^zz) 

&yz ~~ ^zy 

^zx &xz 
Q __ Q ^xy uyx 

i—l 

M 

X>Mq*)-

Q _ Q uyz ^zy 

\&xx ^yy ~ ^zz) 
&xy ~r &yx 

^zx * ^xz 

q ) • r2)i 

r2:i - qTMq 

uzx uxz 

&xy ~r dyx 

\~~^xx ~r ^yy 

^yz i >Jzy 

szz) 

(7." 16) 

(7.17) 

^xy *^yx 

&zx i &xz 

&yz ~T ^zy 

\ &xx ^yy ' ^zz) 
(7.18) 

and 
M 

Sab — 2__, a l , i ^2 , i (7.19) 

where a and b may be x, y or z [180]. Also, it can be shown that the unit quaternion that 
maximizes Equation (7.17) is the eigenvector corresponding to the largest eigenvalue of N. 
While there does exist an analytic solution to this, in practice it is as fast and easier to use a 
numerical library, such as Numerical Recipes [181] 

7.2.3 Rotat ional Restoring Force 

Once a quaternion has been found that gives the optimal rotation axis and angle (Equa­
tion (7.10)), the determination of the restoring torque, r , is straightforward. The harmonic 
restraint for rotational energy has the form 

U„ Kr, (7.20) 

where 9 is the angle of rotation from the reference structure and krot is the coefficient deter­
mining the strength of the restoring torque. Thus, the magnitude of the restoring torque itself 
is 

krotl - 2fcrot0. (7.21) 

'Since we are typically interested in the center-of-mass (COM) motion of the of the sets of points, we will 
assume that the COMs of the two bodies have been translated to the origin. Neither the mass weighting nor 
the rotation point of the origin is necessary. We simply must agree on a common point of rotation. 
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with the direction being the axis of rotation given by the quaternion. However, the standard 
Verlet equations and, therefore, the MD packages that implement them, work only in forces. 
Thus, we need to compute the instantaneous force for each atom to reproduce the restoring 
torque. 

There are an number of properties that we would like the applied torque/forces to have. 
Obviously, the total applied torque should be equal to the restoring torque: 

N 

^Ti=Trot. (7-22) 

Furthermore, to prevent distortion of the structure, we should have an equal angular accelera­
tion, a, for each atom, which is also the angular acceleration of the entire object: 

"rot = c*i = a 2 = • • • = aN. (7.23) 

The angular acceleration on each particle is given by torque applied and its moment of inertia 

l i = Ti 
ai = ^ = 7 1 p - T (7.24) 

where I is the moment of inertia, r the distance from the COM and m is the mass of the 
particle. Combining this with Equations (7.23) gives 

So, 

-r2^ = a r o t = on = 2 ' . (7.25) 
hot {rfrrii) 

TZ = r ^ T r 0 t - (7.26) 
hot 

Once the restoring torque for each particle has been assigned, forces must be computed. 
Forces are related to torques through the equation 

Ti = r , x Fi. (7.27) 

However, there is no inverse operation for the cross product. To see this, we explicitly state 
the equation for each component of the torque, 

'yi^xi i 'xi^yi — ^~zi-

This is a system of three equations and three unknowns (FXi, Fyi and Fzi), the solution of which 
would provide the inverse cross product and determine F^. However, this is an inconsistent set 
of equations with no solution unless certain conditions are applied. 

One set of conditions that does provided a solution is projecting the system onto a 2D-plane, 
normal to the torque. Since an arbitrary rotation can be applied to the coordinate system, this 
is easily expressed as rxi = ryi = 0, TZi = |x;| and rz = 0. The general solution in this case is 

p . =p . p . __ rviFxi + N 
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where FXi is a free variable. The actual torque applied, Tj, can be determined by substituting 
this solution in to Equation (7.28), giving 

TVi =rziFxi (7.30) 

Our choice of FXi determines the distribution of error between fXi and fyi. 
An alternative method, similar to that used in NAMD for restraints relative to a rotating 

reference [104, 182], uses the fact that the applied force should be perpendicular to both the 
position vector and the desired torque to be applied. This can be calculated using a cross 
product as 

Pi = Ti x n. (7.31) 

Once again, the actual torque applied can be calculated as 

~ / 2 2 \ 

T~xi ^xivyi i ^zi) ^yi^xi^yi TziTxi?' zi 

Tyi = Tyi\rzi < 7'xi) ~ Txirxiryi ~ Tziryirzi (7.32) 

T~zi = TziVxi • ^yi) ^xi^xi^zi ^yi^yi^zi 

Using the same coordinate system as the previous method (r is aligned with the z-axis), this 
method over estimates the TZ while the error in the x and y components is always negative. 
The error in this method results from the fact that while the applied force is perpendicular 
to the desired torque and the position vector, the position vector and desired torque are not 
perpendicular to each other. This method does have the desirable trait that no net force is 
applied to the object. 

Both methods suggested here are not capable of calculating the exact forces to apply an 
arbitrary torque to a collection of particles. A reasonable estimate is produced, though the 
angular acceleration depend on the location of the particle relative to the center of mass. 

For the calculations presented here, the second, cross product, method was used as it does 
not impart a net force. No deleterious artifacts were observed. 

7.2.4 Implementation 

Horn's method for optimized superposition of two sets of particles [180], and our restraint 
method based on this, were implemented as a TCL extension written in C for NAMD [104]. 
By implementing the methods in C instead of TCL computational efficiencies were gained. This 
is particularly important as TCL extensions to NAMD are not run in parallel and represent a 
computational bottleneck. This method is able to restrain the 3D orientation a set of particles 
to a reference system. Alternatively, this restraint may be performed along a specific axis. Care 
should be used in this case as a rotation of 180° about an axis perpendicular to the restraining 
axis is still possible. If this occurs, the method becomes unstable. 

7.3 Simulation Protocol 

Tubulin-tubulin PMFs were calculated along three different reaction coordinates (Figure 7.1). 
Inter-protofilament interactions were calculated for lateral separation and longitudinal displace­
ment. Three intra-protofilament interactions were calculated for bending at the N-site and 
E-site interfaces, corresponding to the proposed conformational change leading to MT collapse. 
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(a) (b) 

Hn 
(c) (d) 

Figure 7.1: Reaction coordinates for MT inter-protofilament interactions in lateral (a) and 
longitudinal directions (b) and intra-protofilament interactions (c) and (d). 

The PMF for the E-site interfaces was calculated in both GTP • MG and GDP states. In total, 
five PMFs were calculated. 

All five PMFs were constructed from the same initial model of tubulin, based on the crystal 
structure of Nettles et al. (PDB ID: 1TVK) [18]. The crystal structure failed to resolve both 
N-terminal methionines for each monomer, residues 35 to 60 of a-tubulin and both C-terminal 
tails (CTTs) (residues beyond 439 for a-tubulin and 427 for ^-tubulin). Note that for the 
missing CTTs this is one more residue for a-tubulin than would be present after subtilisin 
proteolysis and five fewer residues for /?-tubulin [55]. All missing residues, except for the 
CTTs, were replaced with MODELLER [183] and colchicine bound tubulin crystal structure 
(PDB ID: 1SA0) [15]. As a-tubulin residues 38 to 46 were also missing in this structure, 1000 
loop variations were constructed with MODELLER and the lowest energy structure was used 
for all subsequent calculations. As only incomplete nucleotide structures were present, their 
positions and structures were taken from another the refined tubulin-taxol crystal structure 
(PDB ID: 1JFF) [14]. 

Protonation states for all titratable residues were determined with PROPKA [184] and man­
ual inspection of each group. Three PROPKA calculations were performed for a single tubulin 
dimer in alternate configurations: a/3 with the E-site exposed, a/3 with the N-site exposed and 
a(3 with the N-site exposed and GTP • MG at the E-site. From this procedure, His-37/3 and 
His-267/3 were assigned a doubly protonated state while all other histidines were protonated 
on the 7-nitrogen only. Also Glu-429a and Asp-251/? were observed to have significant pKa 
shifts and were assigned neutral, protonated states. These protonation states were applied to 
all configurations. The final patched and protonated dimer was then rotated 64° about the 
.x-axis to conform to the M T model of Li et al. [22]. 

For the two systems in a (3a configuration to investigate the E-site interface, the /3-tubulin 
monomer was translated 81.2 A along the x-axis. A periodic box of 205 A x 110 A x 140 A 
was used for all simulations. 

Inter-protofilament calculations consisted of two dimers aligned to conform to the MT 
model of Li. A periodic box with dimensions 81.2 A x 75 A x 125 A was used to simulate 
infinite protofilaments along the x-axis. In total, four initial systems were created with different 

a , B 
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offsets between the two dimers along the x-axis. These offsets were 9.32 A (corresponding to 
a B-lattice), 30 A, 50 A and 70 A. 

All seven initial systems were solvated with a replicated box of pre-equilibrated TIP3P water 
molecules [69]. Waters with the most negative electrostatic potential were iteratively replaced 
with K + counter ions until neutrality was reached. Subsequently, Na~K+ ions replaced random 
waters until salt concentration of 0.1 M was achieved. The Amberff03 force field [122] was 
applied using the TLEAP module of Amber [5]. 

The systems were then minimized for 10000 conjugate gradient steps using NAMD [104]. 
This was followed by heating to 310 K over 20 ps with 50 kcal/mol harmonic restraints applied 
to all protein atoms. These parameters were maintained for an additional 50 ps to equilibrate 
the water. The harmonic restraints on the protein were then linear decreased over 500 ps. 
All systems were then simulated with center-of-mass harmonic restraints for the positions 
and orientations of the monomers. The lateral distance between protofilaments was allowed 
to fluctuate freely. Equilibration continued until the potential energy and the root mean 
squared deviations of coordinates for the initial conditions were both observed to plateau. The 
simulation time required for this was typically 5 ns for the intra-protofilament systems and 10 
to 15 ns for the inter-protofilament systems. 

ABF production runs for the protofilament bending simulations used RC bins of Ax — 
0.35 A and a force constant of 100 kcal/mol/A at the RC boundaries. The initial RC was 
bounded by a -1.75 A and 1.75 A displacement along the y-axis initially and expanded to 
encompass the experimentally determined angle range as the simulation progressed. A center 
of mass position and orientational restraint was placed on the a monomer to ensure a maximum 
deviation from the initial orientation of no more than 0.1°. No restraints were place on the (3 
monomer. The displacement along the RC was the difference in position of the two center-of-
masses along the y-axis. Thus, the equilibrium position is not necessarily zero. 

The inter-protofilament, longitudinal offset RC was divided into eight pieces with each of 
equilibration simulation spawning two production runs. Each simulation covered approximately 
10 A of the total RC with 1 A bins. The only overlap was the 9-10 A bin. An orientation 
restraint on each protofilament maintained the MT model orientation. 

A single simulation was used for the lateral offset RC. The longitudinal offset was restrained 
to 9.32 A, as in the equilibration run, and used a 0.2 A bin size. Harmonic restraints prevented 
the lateral offset or the displacement along the z-axis from occurring. An orientation restraint 
on each protofilament maintained the MT model orientation. 

7.4 Results and Discussion 

7.4.1 Protofilament Offset 

The PMF for protofilament-protolfilament interactions as a function of longitudinal offset is 
given in Figure 7.2. The lateral separation for the two protofilaments is given in Figure 7.3. 

7.4.1.1 Convergence 

Immediately obvious from Figures 7.2 and 7.3 is that the calculation has not converged. As 
this is a periodic system, we expect the free energy difference between the two endpoints to be 
zero but find a 10 kcal/mol difference instead. Similarly, Figure 7.3 shows the distribution of 
the lateral protofilament COM separation, which should be continuous throughout, including 
the endpoints. While small artifacts do occur at the boundaries of some of the individual runs, 
clearly, the largest discrepancy is between the two endpoints. The large difference observed 
here is primarily due to the protofilaments separating early in the production phase for the 
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Figure 7.2: Free energy profile of protofilament interactions along a longitudinal offset. 
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Figure 7.3: Protofilament-protofilament separation vs. longitudinal offset. 
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72-84 A region of the RC. While the protofilaments did return to a small separation for all 
points on the RC, a large fraction of the sampling occurred with a larger separation. The 
overall incomplete sampling is confirmed by examination of the trajectory and sampling of 
Xlong (data not shown). 

The extensive simulation time, together with the lack of convergence, suggests slow relax­
ation in degrees of freedom orthogonal to Xlong • These degrees of freedom clearly impact the 
physical behaviour of our system, particularly along the reaction coordinate. 

Simple visual inspection of the all-atom trajectory clearly implicates the M-loop as the main 
impediment to convergence. Figure 7.4 shows the distortion of the M-loop as the protofilament 
offset is increased. The M- and N-loops have previously been identified as two of the main 
contacts between protofilaments in an MT. The distortion, rather than sliding, of the M-loop 
is consistent with the M-loop having a strong interaction with the H1-S2 loop on the adjacent 
protofilament. We can also speculate that the M-loop may impart both flexibility and strength 
to the MT. As the MT is distorted, lateral interactions via the M-loop undergo significant 
distortion before breaking, providing more elasticity and resilience to shear and bending forces. 

However, this distortion prevents the convergence of the simulation by introducing a his­
tory dependence. Figure 7.4(b) shows the distortion of the M-loop with Xlong = 19.9 A and 
equilibrated at Xlong = 9.34 A while Figure 7.4(c) is a conformation at xiong — 

20.2 A and 
equilibrated at Xlong = 30 A. Sampling of the similar M-loop conformations for adjacent dis­
placements is only likely to occur after an extremely long time. 

The N-loop, however, displays almost no distortion. Though the two loops display little 
sequence identity (about 40%), the reason for the N-loops apparent rigidity is likely the S9-
S10 loop [14]. Figure 7.4 shows this loop in both monomers. Both steric and electrostatic 
interactions allow the S9-S10 loop to stabilize the N-loop. 

This also provides insights to the functional mechanism of taxiods and epothilones. The 
site of the 'missing' eight residues of the S9-S10 loop in /^-tubulin is also the binding site of 
the taxiod and epthilone classes of MT stabilizing agents. Considerable experimental evidence 
has shown that paclitaxil stabilizes the M-loop. In crystallography experiments, the M-loop 
has been resolved if, and only if, paclitaxil or epothilone have been present in the binding 
site [13-15, 17, 18]. Hydrogen/deuterium exchange (HDX) coupled to liquid chromatography-
electrospray ionization mass spectroscopy has also shown a stabilization of the M-loop [185]. 
There is little doubt that these drugs stabilize both MTs and the M-loop. The effect of these 
drugs on MT mechanical properties is a source of some controversy however. 

7.4.1.2 Flexural Rigidity 

MT flexural rigidity has been experimentally measured in one of two ways, through observation 
of thermally induced distortions or mechanical manipulation. Howard and colleagues have used 
video analysis, coupled with Fourier mode decomposition, to calculate flexural rigidity based 
on observed changes in shape due to thermal fluctuations [186,.187]. A 1.2 fold increase 
in rigidity relative to GTP-capped MTs was observed at 37°. A temperature dependence 
was also observed, with Taxol stabilized MTs being 1.7 times stiffer at 37° compared to 25°. 
Vale et al. did not measure the rigidity but simply the curvature of MTs with and without 
Taxol and guanylyl <a,/3-methylenediphosphate (GMPCPP) (a very slowly hydrolyzed GTP 
analog) [188]. While a small decrease in means curvature was observed for GTP and GMPCPP 
MTs when Taxol was added, it was only statistically significant for GMPCPP MTs and very 
small compared to the effect of GMPCPP itself. Feigner et al. [189] used optical tweezers to 
bend and oscillate MTs with and without Taxol and MAPs. In both these experiments Taxol 
was found to reduce rigidity by almost four fold. Kawaguchi et al. [190] only measured the 
rigidity of Taxol stabilized MTs but used both thermal and kinesin buckling methods. The 
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Figure 7.4: Distortion of tubulin M- and N-loops at longitudinal offsets of (a) 9.2 A, (b) 19.9 A 
and (c) 20.2 A. (a) and (b) were equilibrated at xiong = 9.34 A and (c) was equilibrated at 
Xiong = 30 A. a- and ^-tubulin are shown as red and blue ribbons while the minimized crystal 
structure at xiong = 9.34 A is shown in grey. Residues in the M- and N-loops, and residues with 
5 A on the adjacent protofilament, are shown as sticks with the following colouring: basic:blue, 
acidic:red, polar:green, non-polar:white. Images created with VMD [11]. 
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(a) (b) 

Figure 7.5: Taxol (PDB ID: 1JFF) [14] (a) and epothilone (PDB ID: 1TVK) [17] (b) binding 
sites. The compounds are coloured by atom type: carbonxyan, nitrogen:blue, oxygemred and 
sulphur:yellow. Residues within 5 A of each compound are coloured as in Figure 7.4. Images 
created with VMD [11]. 

results are in good agreement with previous measurements except for those of the Howard 
group. It is noted that for all experiments the Howard group consistently used the longest 
MTs by a factor of two or more. This may have enabled them to capture longer modes not 
observable in the shorter MTs used by other groups. 

Comparing our PMF to those of Drabik et al. and Sept et al., it is tempting to think of 
these previous models being Taxol stabilized as the M-loop is effectively rigid. However, there 
are other differences in these models. The Drabik PMF used protofilaments arranged in a sheet 
configuration, giving somewhat different contacts than in an MT. Sept's PMF only used an 
explicit atom representation for electrostatic interactions. Entropic contributions, including 
steric and hydrophobic interactions, were included only as a simple surface area term, without 
specificity for the atom types involved in the interaction. Thus, sequence differences in the N-
and M-loops are not accounted for. Finally, none of the M-loop conformations used in either 
study are the result of typical MT contacts. M-loops in the Sept model were taken directly 
from the refined crystal structure of tubulin [14] where the contacts for the M-loop are known 
to be different than in an MT. In the Drabik model various M-loop configuration were created 
via simulated annealing but these are representative of free tubulin. 

The precise effect of the interaction between Taxol and the M-loop is not known. Figure 7.5 
shows tubulin with Taxol and epothilone. Only part of the void left by the S9-S10 loop is filled 
by either of these compounds. Furthermore, there are no strong electrostatic interactions made. 
This suggests that the effect of these compounds is to push the M-loop out, improving lateral 
contacts but not necessarily impeding the shear flexibility observed in our simulations. 

The H1-S2 loop is another flexible part of tubulin's structure that plays an important role 
in lateral contacts, with a similar deformation to that seen in the M-loop. In the distorted 
lattice shown in Figure 7.4(b) and (c), the a-tubulin H1-S2 loop maintains contact with the 
M-loop if approached from a low Xiong value but interacts with the N-loop if approached from 
a high value. The complete structure of this loop for a-tubulin has not been observed in any 
crystal structure and contributes to the elasticity along xiong as the M-loop. Once again, this 
structure is frozen in both the Drabik and Sept calculations. 
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(c) (d) 

Figure 7.6: N- and M-loop interactions for A- and B-type lattices, (a) N-loop interactions for 
A-type lattice, (b) N-loop interactions for B-type lattice, (c) M-loop interactions for A-type 
lattice, (d) M-loop interactions for B-type lattice. Colouring as in Figure 7.4. Images created 
with VMD [11]. 

7.4.1.3 Latt ice Type 

While not fully converged, the PMF shows a clear preference for the B-type MT lattice. While 
this is qualitatively in agreement with both the Sept and Drabik calculations, the presence of 
only one significant minima is in closest agreement with the Drabik PMF. In particular, the 
lack of a minima corresponding to the A-type lattice is the most prominent difference between 
the calculations. 

The likely root of this difference is the sequence difference between the M- and N-loops. The 
largest contribution to the free energy in Sept's calculation is from the surface area term that 
does not differentiate between atom or residue types. The similar conformations of the two 
loops (recall the M-loop is in a Taxol stabilized conformation) gives the same basic potential 
well for the A-type and B-type longitudinal offsets. Figure 7.6 shows the observed interactions 
for the N- and M-loops for A- and B-type offsets. 

7.4.2 Protofilament Separation 
Protofilaments were free to explore their lateral separation while calculating the PMF for 
longitudinal separation. This is explicitly explored with an RC, xiat, laterally separating the 
protofilaments, restrained to a B-type lattice offset. Figure 7.7 shows a minimum at 55.1 A. 
Given that this calculation only covers the extent of the M-loop's contact range, we can not 
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Figure 7.7: Free energy profile of protofilament interactions along a lateral separation. 

estimate the depth of this well and can only compare to experiment in terms of the observed 
protofilament separation. The Li et al. [22] model gives this to be 54 A. 

The only other attempt to calculate this PMF from theory has been by Drabik et al. [174]. 
It is difficult to compare these numbers, due to the extreme difference in magnitude. However, 
qualitatively, we see that they place the minima at 56-57 A depending on the conformer of the 
M-loop used. In fact, one conformer has a minimum at 59 A. This, again, demonstrates the 
importance of M-loop flexibility. Figure 7.8 shows the M- and N-loops at three points along 
the RC: Xlat = 53.4, 55.1 and 57.4 A. While there is some stretching in the N-loop, it is not as 
significant as in the M-loop. 

(a) (b) 

Figure 7.8: M- and N-loops at different lateral protofilament separations, (a) M-loop at xiat = 
53.5 (light blue), 55.1 (blue) and 57.5 A (purple), (b) N-loop at Xlat = 53.5 (pink), 55.1 (red) 
and 57.5 A (orange). 
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Figure 7.9: Free energy profile of protofilament bending. The PMF is corrected to be relative 
to the rotation angle from the crystal structure. 

7.4.3 Protofilament Bending 

Protofilament bending was examined with an RC based on monomer displacement along the 
MT radial direction. This is consistent with the proposed conformational change in tubulin and 
the observed structures (rams horns and rings) that are a product of MT collapse [31, 175]. The 
bending angle between monomers is often used as a measure of this. A similar measurement is 
the change in orientation angle relative to the straight conformation, in this case, taken from 
tubulin protofilament sheets. We observe a linear correlation between radial displacement and 
the orientational angle (data not shown). Thus, using a simple linear fit, we convert between 
the radial displacement and orientational angle. The resulting PMF is shown in Figure 7.9. 

Convergence is, once again, an issue for this calculation. In this case, each PMF was calcu­
lated with one simulation and there is no apparent obstruction to the calculation. Therefore, 
it should readily converge given enough simulation time. 

There are several important differences in the three PMFs. The N-site interface, a/3GTP, 
shows a flat bottomed well with a steep wall, giving some flexibility around the equilibrium 
angle but a strong penalty for large deviations. /3aGTP is quite similar to a/3GTP but does 
not have the same flat bottom to the PMF, suggesting that the E-site interface with GTP may 
be slightly stiffer than the N-site interface. The /3aGDP PMF has the same flat bottom of the 
N-site, but slightly shifted, and a softer penalty for larger deviations. Overall, it is the most 
relaxed configuration. Nowhere is there observed a second minima or any other evidence of a 
conformational change. 

This overall stiffening of the interface in the presence of GTP is consistent with experimental 
findings of Vale et al., who found that GMPCPP induced a significant reduction in the curvature 
of MTs. As GTP cannot hydrolyze in our simulations, it is effectively the same as GMPCPP. 

While there is no conformational change, there does appear to be a structural basis to the 
softening of the PMF. The S3-H3 loop has been proposed as an analog to the switch-II region 
of classical GTPases [191, 192] and a similar structure in FtsZ [193]. This switch-II region of 
these classical GTPases does not undergo a conformational change. Rather, the region relaxes 
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(a) 

(b) (c) (d) 

Figure 7.10: S3-H3 interface, (a) Superposition of one structure per nanosecond for simula­
tions of GDP-/?-tubulin (blue), GTP-/3-tubulin (light blue) and GTP-a-tubulin (red) with the 
crystal structures of straight a-tubulin (grey), /3-tubulin (black) (PDB ID 1TVK) and curved 
/3-tubulin (PDB ID 1SA0). Superposition is based on the minimization of the RMSD for the 
H3-helix and S3-sheet. The interface for the simulation structures with residues within 5 A 
on the adjacent monomer are shown for GDP-/3-tubulin (b), GTP-/3-tubulin (c) and GTP-a-
tubulin (d). Residues on the adjacent monomer are illustrated with a space-filling model while 
for the S3-H3 loop only the bonds between heavy atoms are drawn. Colouring for individual 
residue is as in Figure 7.4. Images created with VMD [11]. 

and become less structured. In our simulations the loss of the terminal phosphate and Mg2+ 

results in a closer association of the S3-H3 loop to the /3-monomer. Figure 7.10(a) shows how 
the S3-H3 loop is pushed out by the presence of GTP relative to the conformations seen for 
GDP /3-tubulin and a-tubulin, both in simulation and the crystal structures. Figures 7.10(b)-
(d) highlight the differences in the interfaces resulting from the different nucleotide-monomer 
combinations. Two important observations are made. First, we note that the E-site interface in 
Figures 7.10(b) and (c) is dominated by polar sidechain interactions. That is, hydrogen bonds 
provide the majority of the positive interaction energy. For the N-site interface in Figure 7.10(d) 
four salt bridges provide for a much stronger bond. The other observation is the change in the 
interacting residues for the E-site for the different nucleotides. When GTP is present, there are 
well defined interactions with a small number of polar side-chains on a-tubulin. The presence 
of GDP causes the S3-H3 loop to interact with non-polar residues and a single, like-charge 
interaction. 

These three variations of the interface have important consequences when comparing and 
interpreting the simulation results against experimental structures. In particular, conforma­
tions with with RB3-SLD, colchicine and vinblastine have been suggested as the natural bent 
conformation of the tubulin-GDP complex [15, 31]. Figure 7.11 compares the structure at 
the largest bending angle for the E-site interface to the experimentally determined bent con-
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(a) (c) 

Figure 7.11: E-site conformational bending with views from outside the MT (a) and tangential 
to the MT surface ( (b) and (c)). a- and /3-tubulin from the simulation are colour red and blue 
respectively with the nucleotides shown as space filling models. The straight crystal structure 
of tubulin is shown in black (PDB ID: 1TVK) and the curved in yellow (PDB ID: 1SA0). The 
relevant RB3-SLD fragment from the curved structure is shown in orange. Images created with 
VMD [11]. 

formation. Two exceptional differences are to be noted, out of plane bending and lack of a 
H6-H7 loop shift. The simulated structure naturally distorts tangentially to the MT surface as 
well as the forced perpendicular motion (Figure 7.11(a)). This is contrary to the 1SA0 crystal 
structure where the bend is in the pure radial direction. The main conformational difference 
between the straight and 1SA0 protofilament structures is a shift in the H6 and H7 helices 
of/3-tubulin, relative to the C-terminal domain, to maintain contact with the H10 helix of 
Q>tubulin (Figure 7.11(b)). This does not occur in our simulations. Rather, the H6-H7 loop 
maintains contact with the H10 helix by the a monomer shifting and bending at an angle 
in the plane tangent to the MT surface. This is accompanied by a gap forming between the 
S3-H3 loop and the a monomer (Figure 7.11(c)). The likely cause of this discrepancy is the 
stabilizing RB3-SLD polypeptide present in the crystal structure. The a-helix of RB3-SLD 
runs the entire length of the two dimer complex and binds, in part, at the C-terminal end of 
the S3-H3 loop. This effectively acts to bind together the S3-H3 loop with the a monomer and 
to prevent curvature along the MT surface tangent plane. 

The N-site interface demonstrates the importance of the four salt bridges present on the 
a-tubulin S3-H3 loop. The same views of the bent configurations as in Figure 7.11 show that 
the simulated structure does not bend in the MT surface tangent plane bend at the E-site 
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(a) (c) 

Figure 7.12: N-site conformational bending with views from outside the M T (a) and tangential 
to the M T surface ((b) and (c)). Colouring is as in Figure 7.12 with the addition of colchicine 
shown as a space-filling model coloured green. Images created with VMD [11]. 

(Figure 7.12(a)), even with a radial displacement tha t is larger than in experiment. However, 
the H10 helix on /3-tubulin maintains contact with the H6-H7 loop and does not distort as in 
the 1SA0 s t ructure (Figure 7.12(b)). Also, only slight movement in the S3-H3 loop and the 
corresponding binding site on the 8 tubulin is observed but a tight contact is maintained. 

Together, these suggest a model in which a G T P hydrolysis causes the 0 S3-H3 loop to 
associate more tightly with the nucleotide, weakening the bond to a-tubulin and softening the 
potential interaction. This allows a bending at the E-site at an angle to the M T axial and 
radial directions. Though the a- tubulin shows a nearly identical S3-H3 loop conformation to 
G D P /3-tubulin, the four salt-bridges the loop forms with /3-tubulin prevent bending at the 
N-site interface. 

Not explained are the near identical shifts in the H6-H7 loop and H10 helix for bo th o-
and /^-tubulin in the presence of colchicine for the 1SA0 crystal s tructure. Although colchicine 
is in a good position to move the H10 helix in /^-tubulin, it is not present at the E-site and 
does not explain the shift in a- tubul in . Also, since we do not observe a similar shift in H10 
for /?-tubulin at the N-site, it appears tha t this is not a response of the protein to being bent 
radially outward. Thus, the shift is not caused by RB3-SLD. It is possible tha t the shifts are 
coincidently similar and are cause by colchicine and the RB3-SLD fragments respectively for 
the for the N- and E-site. However, this seems improbable. 
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7.5 Conclusions 
PMFs were calculated for three basic tubulin-tubulin interactions. A longitudinal offset be­
tween adjacent protofilaments was used to investigate the basis of MT lattice structure while 
a lateral offset probed the separation of protofilaments. Bending of individual dimers explored 
the proposed conformational change, thought to be responsible for MT depolymerization. 

Lateral interactions have demonstrated the role of the M-loop as a dynamic, flexible tether 
between the protofilaments. These loops are able to stretch out to maintain contacts between 
protofilaments when either a shear force (longitudinal offset) or depolymerizing force (protofil-
ament separation) is applied. In fact, the M-loops are able to maintain their original contacts 
even over shear deformations of at least 1 nm. 

It is clear that the M- and N-loops play an important role in MT flexibility. However, 
it is unclear what effect stabilizing these loops, particularly the M-loop with Taxol, has on 
MT mechanical properties. Conflicting experimental data further obscures the problem. It is 
possible that Taxol stabilizes the M-loop such that lateral contacts are better maintained, but 
does not impede the (sliding) flexibility of the loops when shear forces are applied. Repeating 
part of the above calculation, with a limited RC (only in the vicinity of the B-lattice offset) 
and Taxol or an extended S9-S10 loop in the M-loop pocket, could offer important insights. 

The H1-S2 and S2-H3 loops display similar flexibility to the M- and N-loops. As with 
the M-loop, stabilizing either of these loops may enhance MT stability. This may offer the 
possibility of a novel binding site for a completely new MT stabilizing agent. The lack of a 
known natural toxin that targets this part of tubulin suggests it to be unlikely. 

While the flexibility of the M-loop is an important finding, the nature of this stretching had 
a negative impact on the convergence of the PMFs. Because of the hysteresis introduced by the 
stretching, dividing the RC into multiple windows means that the final results, even when fully 
converged, do not smoothly connect at the boundaries. To calculate a PMF comparable to 
the Sept and Drabik calculations using (ABF) MD, a 2D RC should be used to simultaneously 
sample longitudinal offsets between the protofilaments and longitudinal positions of the M-
loop relative to its monomer. The results here suggest this would still be an enormously 
expensive calculation and the flexibility of the H1-S2 and S2-H3 loops may still pose a problem 
for convergence and sampling. If studying shear forces is the primary goal, this can still 
be accomplished used a limited longitudinal RC, for example, the calculation presented here 
limited to a ±10 A offset from the A- or B-lattice configurations. 

There is considerable structural experimental evidence mounting suggesting that free tubu­
lin has a bent native conformation, or at least that a straight and bent conformation exists. 
Our calculations exploring this conformational change suggest this may not be the case. The 
picture we find is that the potential minima is softened but the bent conformation is still 
strongly penalized relative to the straight one. Of course, the PMF calculated here is not for 
a protofilament in an MT but a free dimer. In a full MT there may be other, entropic forces 
involved. Regardless, while it is plausible that there is no preferred bent conformation, such a 
model must still explain experimental observations. This includes not only depolyermization 
but measured depolymerization forces [194]. 

Whether or not there is a native bent conformation of tubulin, the notion of the protofila­
ments folding radially outward from the MT may also be overly idealized. Rather there may 
be a tangential component as well. This is supported by the observation that ram's horns form 
spirals as well as rings or tubes when MTs depolymerize [175, 176, 195]. Important in this 
model is a small shift in the position of the S3-H3 helix. This effectively loosens the E-site 
interface, allowing more bend both radially from the MT and tangential to its surface. In fact, 
it is possible that the direction of the bending is sufficiently orthogonal to the RC calculated 
here that a significant change has been lost in the broadened bottom of the free energy well. 
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This can be further explored using PMF calculations. However, as the exact RC is not known, 
this is best done with a 2D RC. Along with an RC perpendicular to the MT surface, an RC 
tangent to the MT surface should also be included. If a bending direction does exist, it will 
appear as an extended basin in the 2D RC. 
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Chapter 8 

Conformational Analysis of the 
Carboxy-Terminal Tails of 
Human /?-Tubulin Isotypes 

8.1 Introduction 

Microtubules (MTs) are hollow cylinders constructed from linear chains of the protein tubu­
lin. Tubulin is highly conserved throughout the entire eukaryotic kingdom and the two main 
classes, a/@ are expressed from multiple genes, producing several isotypes with seemingly iden­
tical functions [196-198]. At the cellular level, it has been hypothesized t ha t M T stabili ty 
is regulated by subtle variations observed between a and /? isotypes [199-201]. There is ap­
proximately 80-95% sequence identity between isotypes, however the extreme carboxy-terminal 
tails (CTTs) exhibit considerable differences, having only 50-60% identity in this region [42, 43]. 
Early phylogenetic comparisons of the vertebrate /^-tubulin families identified the CTTs , along 
with an internal variable domain as the pr imary isotype defining features of the /3-tubulin 
protein [202]. 

The importance of the C T T s has been demonstrated through their removal using limited 
proteolytic cleavage by substilisin. Following cleavage, the critical tubul in concentrat ion re­
quired for polymerization was found to be approximately 50 times lower than tha t for intact 
tubulin [56]. This rate was shown to decrease further through the addition of M T stabilizing 
compounds such as paclitaxel [54]. Proteolyzed tubulin also exhibits altered protofilament 
bending, resulting in the formation of sheets, bundles of twisted filaments, rings, unstructured 
aggregates, or MTs with reversed polarity [56, 203]. Finally, the presence of the highly charged 
C T T s is thought to obstruct tubul in / tubul in interactions, regulating the ra te and conforma­
tion of M T assembly through unfavorable electrostatic interactions [204]. This hypothesis is 
supported by observation tha t divalent cations, or the substitution of acidic residues results in 
an increased rate of M T assembly and decreased rate of M T disassembly [205, 206]. 

In addition to tubulin interactions within the M T itself, the functional stability of MTs in 
vivo has been shown to depend on interactions with microtubule-associated proteins (MAPs) 
through interactions with the CTTs. For example, the correct assembly of the kinetochore and 

1 A version of this chapter has been published. 
T. Luchko, J .T. Huzil, M. Stepanova, and J. Tuszynski. Conformational analysis of the carboxy-terminal tails 
of human beta-tubulin isotypes. Biophys. J.. 94:1971-1982, Mar 2008. 
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the integrity of the mitotic spindle is dependent on the ability of the Daml complex to bind 
the CTTs of /3-tubulin [207]. Interactions between the CTTs and MAP2 or MAP tau have 
also been shown to result in the stabilization of MT structures in vivo [208, 209]. Interactions 
between kinesin and MTs may also be significantly modulated through direct contacts with 
the CTT [60] or through the indirect modulation of kinesins ability to bind ATP [59]. Recent 
evidence also suggests that the CTTs may play a role in apoptosis, as interactions between MTs 
and the pro-apoptotic and anti-apoptotic members of the Bcl-2 family are also affected by the 
presence of the CTT regions of a and /3-tubulin [210], an observation that may offer a plausible 
explanation for the previously observed interactions between Bcl-2 and paclitaxel [211]. 

While the presence of intact CTTs is seemingly essential for proper MT assembly and 
function, little is known about their structure and how this may impact interactions with other 
proteins. Several early studies have examined possible conformations of the CTTs using NMR 
and CD spectroscopy and demonstrated that there was inherent disorder within the CTTs [45, 
46]. Although a region of increased helicity towards the amino-terminus was identified, a finding 
that was subsequently confirmed by electron crystallographic analysis, this has provided little 
additional information about CTT structure as the last 10 residues of a-tubulin and the last 18 
residues of /3-tubulin were not visualized due to lack of density [13]. A possible explanation for 
this lack of density is the non-homogenous presence of tubulin isotypes in the MT preparations 
used in the crystallographic analysis. However, homogenous samples of a/3II and a/3111 tubulin 
failed to improve the quality of density maps and Nogales et al. (1998) concluded that their 
lack of resolution was indeed due to disorder in this region. 

Fortunately, molecular modeling provides us with the unique ability to examine conforma­
tions of the CTTs at a level of detail experimental analysis is unable to-yet provide. However, 
even modeling has its limitations in this regard, where a persistent problem with low temper­
ature protein-folding simulations is that of obtaining adequate sampling. This problem exists 
because simulations generally become trapped in one of a large number of local energy minima. 
Several generalized ensemble algorithms, based on non-Boltzmann probability weight factors, 
are capable of overcoming this problem by introducing a random walk in energy space [133]. 
However, it is often not a trivial matter to determine the non-Boltzmann weight factors and, 
for this reason, we have chosen replica exchange molecular dynamics (REMD) as a method 
to examine possible conformations of the tubulin CTTs [140, 212]. REMD utilizes a large 
number of parallel simulations at different temperatures, with exchanges between trajectories 
attempted periodically using Metropolis criteria. All replicas of the system then perform a 
random walk through temperature space and as a consequence, also through energy space. A 
replica may therefore overcome an energy barrier through exchange with replicas at higher 
temperatures. This allows configurations to be sampled at a given temperature on time scales 
not otherwise possible while still maintaining a thermodynamically consistent ensemble of con­
figurations. Here, we discuss the creation of nine models of human /3-tubulin CTT peptides 
using REMD and their analysis for relative conformational flexibility within the ensemble. 

8.2 Methods and Materials 
Peptide Construction and System Configuration. Based on our previous examination of (3-
tubulin isotypes, we chose a set of nine peptides corresponding to the consensus CTT se­
quences of/3I (GL34222261), /3II (GL68299771 and GL42476191), (3111 (GL50592995), /3IVa 
(GL21361321), /3IVb (GL68051719), /3V (GL14210535), /3VI (GI:41152077), /3VII (TUBB4Q) 
(GL55770867) and /3VIII (TUBB8) (GL42558278) (Table 8.1) [42]. Here, accession numbers 
correspond to Entrez Nucleotide expressed mRNA sequence IDs contained only within the 
human genome. Using the crystallographic structure of tubulin (PDB ID: 1JFF) as a guide, 
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18 
19 
24 
18 
19 
20 
25 
9 
18 

-12 
-12 
-12 
-11 
-12 
-12 
-11 
-3 
-12 

Isotype Sequence Length Charge 
I DATAEEEED-FGEEAEEEA 
II DATADEQGE-FEEEEGEDEA 
III DATAEEEGEMYEDDEEESEAQGPK—-
IVa DATAEEGEF—EEEAEEEVA 
IVb DATAEEEGE-FEEEAEEEVA 
V DATANDGEEAFEDEEEEIDG 
VI DAKAVLEED—EEVTEEAEMEPEDKGH 
VII DATAEGGGV 
VIII DATAEEEED—EEYAEEEVA 

Table 8.1: ClustalW multiple sequence alignment of the CTT sequences. The length and net 
charge at pH 7.0 was determined for each peptide, including the C-terminal cap. 

we selected the conserved DA[TK]A motif that is positioned at the extreme end of helix H12 
as the initiation point for the construction of all the peptides [213]. This position marks the 
beginning of the structurally undefined region of the CTT in the structure and the domain 
examined using NMR and CD spectroscopy [45, 46]. All nine CTTs were prepared identically 
in an extended conformation, having the N-terminal charge neutralized by capping with an 
acetyl group using the PyMol v0.99 residue and fragment builder facility [214]. The conven­
tional protonation state at pH 7.0 was used for all residues, with attention paid to His, which 
was protonated on the e nitrogen throughout. 

8.2.1 Parameterization and Model Preparation 

All calculations utilized the Amber99 force-field [121, 215], which was applied using PDB2GMX 
in GROMACS 3.3 [216]. Each peptide was placed in a rhombic-dodecahedron unit cell consist­
ing of approximately 2800 TIP3P waters [92]. Sodium and chlorine counter-ions were added 
to the most energetically favorable locations (as determined using GENION) such that the 
net charge of the system was neutralized and a final ion concentration of 100 mM was estab­
lished. For all MD and REMD calculations rigid bonds were maintained using the LINCS 
algorithm for the peptide and STETTLE for waters. Particle Mesh Ewald (PME) was used for 
electrostatic interactions with a cutoff of 0.8 nm and a Lennard-Jones cutoff of 1.0 nm. Con­
stant pressure was maintained by allowing the box size to fluctuate isotropically. Each system 
was minimized using a Low-Memory BFGS minimizer in GMXRUN until machine precision 
was achieved. This was followed by 20 ps of heating and 1.1 ns of equilibration. REMD. To 
achieve a transition probability of 0.3, 43 target temperatures between 273 and 382 K were 
selected. Each replica was then heated/cooled to its target temperature over 50 ps and sim­
ulated without exchange for 500 ps, followed by 500 ps of REMD. Production REMD runs 
consisted of 10 ns of dynamics for each replica with exchanges attempted every 5 ps. Energy 
and conformational snapshots were saved every 1 and 10 ps, respectively. For each isotype, 
this produced an ensemble of 43,000 conformations and an aggregate simulation time of 430 ns 
over all temperatures. 

8.2.2 Cluster Analysis 

A cluster analysis of the resulting REMD conformations was used to determine preferred con­
formations and relative populations of each peptide. The GROMOS clustering algorithm [217], 
implemented in G_CLUSTER, was used for this purpose. All Ca atoms were RMSD fit to the ex-
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tended starting structure and an RMSD cutoff was set for the Ca atoms and, for each structure 
from the ensemble, all structures within this cutoff were assigned as neighbors. The structure 
with the most neighbors was then identified as the center of a cluster and was removed from the 
pool with all its neighbors. This process was repeated until all structures had been assigned 
to a cluster. The RMSD cutoff was chosen such that the largest cluster contained 50% plus 1 
of the structures. 

8.2.3 Principal Component Analysis 

As MD simulations tend to produce immense quantities of data, Principal Component Analysis 
(PCA) is a powerful mathematical tool used to detect correlations in MD trajectories [218, 219]. 
To perform PCA, all of the conformations from the REMD ensemble were RMSD least squares 
fit to the reference structures, effectively removing all rotations and translations. Then, for 
non-mass-weighted PCA, the covariance matrix can be calculated as: 

<*a = ((n - (n)) (rj - (r,))) (8.1) 

where r\ ... r^w are the Cartesian coordinates of the N atoms used in the analysis and denote 
the ensemble average. The resulting matrix can then be diagonalized and the resulting 3N-
dimensional eigenvectors, v» , are organized in descending order of eigenvalues, Aj. Eigenvalues 
represent the variance along their associated eigenvector and the larger the eigenvalue the more 
significant the correlated motion. 

A principal component analysis of all nine isotypes of /^-tubulin was performed at 311 K us­
ing the positions of all Ca atoms. To mimic the CTTs bound at their N-terminus, the backbone 
atoms of the first three amino acids of the ensemble were RMSD fit to the reference structure 
for the isotype at 311 K, producing an average structure (Figure 8.1). This was essential for 
the physiological relevance of the PCA calculation and the considerable motion of the CTTs. 
Eigenvalues of different isotypes cannot be directly compared, as different numbers of atoms 
were used in the covariant analysis. This can be overcome by normalizing the eigenvalues by 
the number of atoms used in the analysis: 

where CTj is the root normalized eigenvalue representing the standard deviation along the i ' 
eigenvector. 

8.2.4 Sequence Alignments 

Sequence alignments of CTTs were performed with the default values using the European 
Bioinformatics Institute Clustal server (http://www.ebi.ac.uk/clustalw/), with the exception 
that the extended gap penalty was increased to a value of 0.5 (Table 8.1). 

8.2.5 Mot i f Identification 

Structural motifs within the CTT ensemble were identified by performing pair-wise alignment of 
each CTT sequence using the ClustalW alignment facility in Mac Vector (Mac Vector, Inc, North 
Carolina, USA). Motifs were identified as those sequences containing at least four consecutive 
identical residues. A structural similarity search was then performed using only sequence 
runs of four or more identical or similar residues. Structural similarity was determined by 

http://www.ebi.ac.uk/clustalw/


CHAPTER 8. CONFORMATIONAL ANALYSIS OF TUBULIN CTTS 102 

Figure 8.1: Illustration of reference and average structures used for PCA. The N, C and 
Ca atoms from the three N-terminal residues of each conformation from the j3I ensemble 
were RMSD fit to a representative structure backbone. The backbone atoms of 50 randomly 
selected conformers of the ensemble are shown in black, gray and white to delineate conformers 
in no specific order. The first four residues of each peptide are shown in yellow. The average 
structure, used for subsequent PCA calculations, is shown in light blue. Image created with 
VMD [11]. 

calculating the psc between all pairs of conformations from the ensembles of each isotype to 
create a 1001 x 1001 matrix. Here, p is defined as 

P(A,B) = 2-RMSD(A,B) ^ 

i?2 (A) + Rlyr (B) - RMSD2 (A, B) 
gyr 

where A and B are structures with an equal number of points, Rgyr is the radius of gyration, 
and RMSD stands for the root mean squared deviation of the two structures. To obtain psc, we 
translate the centroid of each structure to the origin and rotate it such that the principle axes 
of inertia lie on the coordinate axes. Then, for both structures, we satisfy the condition that 
jRgyr = 1 by scaling each axis independently such that each contributes equally to the radius of 
gyration. The psc provides a length independent measure of conformational similarity of two 
structures [220]. Structures with a psc of 0 are considered identical, those with a factor of 2 
are considered maximally dissimilar. Mirror images have a value of V2 while structures with 
a factor of 0.3-0.5 indicate visual similarity. The fraction of conformational pairs with a psc of 
less than 0.3 is the fraction of time that regions within the two isotypes are structurally similar. 
Regions that showed higher than 50% psc similarity between isotypes are listed in Table 8.2. 

8.3 Results 

8.3.1 A m i n o Acid Composi t ion of C T T Consensus Sequences 

The absolute length of each human /^tubulin CTT ranges from 9 to 25 residues, however their 
typical length falls between 18 and 20 residues (Table 8.1). The exceptions are /3VII, which 
contains only nine residues, and /3III//3VI which have 24 and 25 residues, respectively. While 
the overall amino acid composition of each CTT is quite similar, there are some notable factors 
to consider. When we examine all nine human CTT sequences in aggregate, the residue that 
occurs most frequently is Glu (42%). The occurrence of all other residues drops significantly 
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CK2 Motif 
Isotype 

III 
II 
II 
II 

IVa 
II 

IVb 
V 
V 
V 
VI 

Isotype 

Range 
1-9 
1-8 
1-8 
1-5 
1-5 
1-4 
1-4 
1-4 
1-4 
1-4 
1-4 

Range 

Sequence 
DATAEEEGE 
DATADEQG 
DATADEQG 
DATAD 
DATAE 
DATA 
DATA 
DATA 
DATA 
DATA 
DATA 

Sequence 

Isotype 
IVb 
III 

IVb 
VII 
VII 
V 
V 
VI 
VII 
VIII 
VII 

Range 
1-9 
1-8 
1-8 
1-5 
1-5 
1-4 
1-4 
1-4 
1-4 
1-4 
1-4 

MAP2 Motif 
Isotype Range 

Sequence 
DATAEEEGE 
DATAEEEG 
DATAEEEG 
DATAE 
DATAE 
DATA 
DATA 
DAKA 
DATA 
DATA 
DATA 

Sequence 

Similarity 
72.56 
76.64 
62.97 
61.40 
64.00 
64.10 
62.34 
51.26 
67.19 
52.90 
52.70 

Similarity 
II 
II 

IVa 
I 

IVb 
I 

IVa 
IVb 
V 

10-14 
10-14 
11-14 
12-15 
12-15 
15-18 
14-17 
15-18 
15-18 

FEEEE 
FEEEE 
EEAE 
EEAE 
EEAE 
EEEA 
EEEV 
EEEV 
EEEI 

III 
V 
VI 
VI 
VI 
III 
V 
V 

VIII 

11-15 
11-15 
14-17 
14-17 
14-17 
15-18 
15-18 
15-18 
14-17 

YEDDE 
FEDEE 
EEAE 
EEAE 
EEAE 
EEES 
EEEI 
EEEI 
EEEV 

60.89 
71.61 
71.87 
78.71 
80.93 
67.62 
69.12 
85.56 
55.65 

Table 8.2: Sequence motif identification. Pairwise alignments of each CTT sequence iden­
tified several similar regions between peptides. Structural similarity between sequences was 
determined by calculating the psc between all pairs of conformations. Those pairs with high 
conformational and sequence similarity were used to characterize the motif conformations for 
the CK-2 and MAP2 domains (Figure 8.4). 
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from this value, Ala (18%), Asp (12%), Gly (8%), Thr (5%), Val (4%) and Phe (3%). The 
/JVIII CTT contains no Gly, the /3IVa/b CTTs have a proportionally low Asp content and 
finally the /3VII CTT has a reduced Glu content, which may simply be a result of its length. 
Interestingly, the remainder of the amino acids occur exclusively in the /3III (Lys, Met, Pro, 
Gin, Ser, and Tyr), /3V (He, Asn) and /3VI (His, Lys, Leu, and Pro) CTTS at frequencies of 
1% or less. Finally, Cys, Trp and Arg are absent from all the CTT sequences. 

8.3.2 R E M D and Completeness of Sampling 

A notable exclusion from these simulations is the tubulin protein itself, a factor that will un­
doubtedly influence the results as they have been explained here. The decision to exclude 
the bulk tubulin was made due to its large system size and the computational resources that 
would be required to explore the conformational space of an entire tubulin dimer. Therefore, 
simulations of only the CTTs become a problem of protein folding and adequate sampling is 
critical to the proper interpretation of the results. To increase sampling efficiency at different 
temperatures, we have used Replica Exchange MD (REMD), which does not provide infor­
mation on the dynamics of the system. However, as our ultimate interest is in the overall 
conformations of the CTTs, the loss of dynamics data was an acceptable compromise in order 
to gain increased sampling. The completeness of sampling can be determined by calculating 
the normalized overlaps between two different parts of an MD trajectory. Such overlaps can 
indicate whether or not both parts are spanning over the conformational space equally and not 
diffusing to new parts [221-223]. Subspace overlap between two sets of n orthonormal vectors 
v i , . . . , v n and w l r . . . w„ is defined as: 

n,n 

overlap (v, w) n 2^ (v • w) (8.4) 

When the overlap has a value of 1, the sets v and w can be considered to span the same 
subspace. This measure, however, does not account for the magnitudes of the eigenvalues, 
meaning that differences between all eigenvectors contribute equally. Furthermore, when two 
or more eigenvalues are equal, the corresponding eigenvectors are random, causing a random 
variation in the subspace overlap number. An alternative method, suggested by Hess [223], is 
the normalized overlap, defined as: 

d=^tr{^/C[-y/C^) (8.5) 

normalized overlap (C1.C2) =1 . (8.6) 
Vtr(d) + tr(C2) 

where d is the difference between the covariant matrices, C\ and C2 , and tr is the trace. Here, 
if the overlap is 0, then the two sets are considered to be orthogonal, while an overlap of 
1 indicates that the matrices are identical. Covariant analysis of the trajectories from each 
isotype at 311 K, chronologically divided into thirds, was performed using the same procedure 
used for the PCA. The subspace and normalized overlaps calculated between each of these 
thirds are reported in Table 8.3. The high overlap between the thirds indicates that each part 
of the simulation is sampling approximately the same conformational space and it is unlikely 
that there are unexplored regions missed earlier in the run. While not a guarantee of complete 
equilibrium sampling, we have concluded that the overlap using both of the above-mentioned 
methods is acceptable and that adequate sampling within all of these systems has been obtained 
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PCA Overlap at 311 K for N-Termimis Fit 
Isotype Subspace Overlap Normalized Overlap 

1st vs. 2nd 1st vs. 3rd 2nd vs. 3rd 1st vs. 2nd 1st vs. 3rd 2nd vs. 3rd 
I 
II 
III 
IVa 
IVb 
V 
VI 
VII 
VIII 

0.93 
0.90 
0.94 
0.92 
0.93 
0.92 
0.88 
0.96 
0.92 

0.95 
0.87 
0.91 
0.84 
0.89 
0.89 
0.88 
0.91 
0.86 

0.95 
0.92 
0.95 
0.91 
0.89 
0.89 
0.94 
0.98 
0.94 

0.86 
0.84 
0.82 
0.77 
0.78 
0.75 
0.72 
0.70 
0.79 

0.84 
0.77 
0.78 
0.62 
0.76 
0.78 
0.71 
0.56 
0.76 

0.86 
0.78 
0.86 
0.75 
0.83 
0.76 
0.84 
0.76 
0.85 

Table 8.3: PCA overlap of CTT peptides. The subspace overlap consists of the first ten 
eigenvectors only. For both overlap calculations the ensemble was divided into thirds and all 
are compared to each other. 

8.3.3 Clustering and Secondary Structure 

Clustering each CTT peptide can provide a representation of probable folded conformations, 
however a bell shaped psc distribution about a representative structure demonstrates that there 
is actually no native folded conformation for most of the isotypes (Figure 8.2). The only excep­
tion was the /?VII CTT, which exhibited a significant population of folded structures with a 
psc < 0.5 and a second population of unfolded structures with a psc > 0.5. These results reca­
pitulate previous observations that the CTTs are extremely flexible and any structures within 
them are transient in nature and cannot be captured by the present clustering methodology. 
Therefore, we felt that a more appropriate analysis was to consider the ensemble average of 
secondary structures as calculated from the entire 10 ns of ensemble conformations at 311 K 
by STRIDE [224] (Figure 8.3). These results demonstrated that, while the psc distribution 
showed no native folded conformations, many of the CTTs contain regions that are either a-
or 3-10-helical at least 40% of the time. 

8.3.4 Motif Identification 

Having established the presence of transient secondary structures within the ensembles, we 
performed pair-wise alignments of all the CTT sequences in order to identify potential sequence 
motifs with which to correlate our modeling results. A psc matrix was then calculated for all the 
conformations across each isotype at 311 K. Only those motifs having a high fraction of low psc 

were determined to be significantly similar (psc 0.3 or less) (Table 8.2). Through this analysis, 
we identified two motifs that showed both sequence and conformational similarities. To visually 
compare the motifs, the conformations of the aligned sub-sequences were clustered as described 
in Methods. Illustrated in Figure 8.4 are RMSD alignments of representative structures (those 
with the most neighbors) from each isotype containing the respective motif. The first of these 
motifs was identified as a probable Casein Kinase-2 (CK-2) binding motif at the N-terminal end 
of the peptide (Figure 8.4(a)). This motif was also independently identified using a Prosite 
search for motifs within each of the CTT sequences [225] (not shown). The second motif 
was determined to correspond to a previously identified MAP2 binding motif found within 
a-tubulin (Figure 8.4(b)) [226]. We should note that while a common conformation for each 
of the motifs across isotypes has been identified, these are not stable folds and depending on 
the isotype and residues included in the search, anywhere between 1 to 69% of the ensemble 
structures have a psc < 0.3 when compared to the motif conformation. 
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Figure 8.2: psc distributions of CTTs about representative structures. The large spread in 
the histograms of the psc distributions for each CTT indicates the lack of a single folded 
conformation. A distinct population of 67% conformers have a psc less than 0.5 for the /3VII 
isotype, suggesting a distinct folded conformation for this CTT. 
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Figure 8.3: Time average of each type of secondary structure for each CTT. The total fractional 
secondary structure content was determined as an average over the entire 10 ns MD simulation 
at 311 K. The fractional time average of each type of secondary structure are stacked to sum up 
to one. While experimental studies of tubulin would suggest that the CTTs are unstructured, 
these results suggest that many of the CTTs contain a significant amount of transient helix. 
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(a) (b) 

Figure 8.4: Sequence motif identification. High scoring sequence pairs from Tabje 8.2 were 
RMSD fit to illustrate the overall fold and position of side chains in the structural motifs. In 
both images, red residues are acidic, white residues are nonpolar, green residues are polar and 
all side chains are blue. Images created with VMD [11]. 

8.3.5 P C A 

Not only is the secondary structure of each CTT significant, but their flexibility is also of 
critical importance when attempting to understand how they are able to conform when inter­
acting with MAPs. Because of the complex interplay of many various factors, sophisticated 
statistical analysis of conformational ensembles, such as PCA, appears to be the most appro­
priate computational tool to characterize the flexibility. PCA was performed on the ensemble 
at 311 K, with the backbone atoms of the first three residues RMSD fitted to a reference 
structure (Figure 8.1). Resulting eigenvectors were ordered by descending eigenvalues, which 
represent the variance of the motion along the principal components. In Figure 8.5, the six 
largest root normalized eigenvalues are shown for each isotype. Except for /3VII and /3IVa, to 
a lesser extent, three components can be identified with prominent eigenvalues of comparable 
magnitude, which is significantly higher than the magnitude of other eigenvalues. The three 
components with the largest eigenvalues represent correlated motions of the peptide fragments 
with the most significant standard deviations of the motion along the corresponding orthogonal 
directions. Since the standard deviations shown in Figure 8.5 were normalized for the number 
of residues, they can be employed as a universal measure for comparison of conformational 
motions in different CTT peptides. 

8.3.6 2D-Projections of the R E M D conformation ensemble 

A more detailed representation of the conformational motions in peptides is provided by pro­
jections of the ensemble of conformations onto the planes spanned by the most important 
principal components (Figure 8.6). Here, the spatial distributions of occupancies of the vari­
ous conformational states are shown over the planes spanned by the first and second, and by 
the first and third principal components. A representative isotype, /3V, illustrates that both 
distributions are smooth and without evidence of considerable clustering. Similar behavior 
exists in all isoforms considered except for /3IVa and /3VII, which show significant clustering 
of conformational occupancy, with maxima at (0.1,0) and (-0.2,0), respectively. The widths of 
the distributions shown in Figure 8.6 are not directly dependent on the length of the peptide, 
as the eigenvalues have been normalized by the number of residues. The reduced width of 
/3VII, therefore, indicates its reduced mobility. The bin size of the histogram has been chosen 
in proportion to the width of the distribution so the maxima seen for /3IVa and /?VII are not 
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Figure 8.5: Root-mean-squared-normalized eigenvalues for each isotype. The magnitudes of the 
first six root normalized eigenvalues (white to black) are shown for each isotype and represent 
the standard deviation of the motion along the eigenvector normalized for the overall length 
of the peptide. The relative size of the root normalized eigenvalues indicates the relative 
flexibilities of the individual peptides. 

artifacts of the sampling, but represent regions of increased occupancy. Since the occupancy 
of a conformational state is inversely proportional to the free energy of that state [227, 228], 
the lack of clustering in the other isotypes suggests that the global minima are broad or that 
there are generally no significant local minima. In contrast, /3VII has a significant basin of at­
traction, indicative of a folded conformation. This observation is consistent with the preceding 
cluster analysis, which identified a well-defined folded state in the /3VII isoform only. While 
less defined, the occupancy distribution for /3IVa also exhibits a preferred folded conformation, 
demonstrating that the PCA methodology is more sensitive to transient structural motifs than 
the clustering analysis. One more noteworthy feature is that the 2D distributions over the 1st 
and 2nd components are largely similar to those over the 1st and 3 r d components, suggesting 
a significant level of symmetry between principal components. 

8.3.7 Relative C T T Flexibility 

In addition to information regarding the motion of each CTT peptide, PCA also provides the 
ability to compare relative flexibilities. As we have only studied the nine human /3-tubulin 
isotypes, it is not possible to comment on the flexibility of the CTT peptides in an absolute 
sense. However, there have been few studies discussing the flexibility of small peptides. While 
they use a different approach to calculating the flexibility, Ma et al. (2000) made a survey 
of 28 short peptides and determined that the native helical structures of the peptides were 
more flexible than random or disordered conformations, in agreement with our observations 
(Figure 8.7(b)) [229]. Unfortunately, their methodology, calculating the vibrational free en­
ergy, does not allow comparison of flexibility between peptides. Here, as a measure of the 
relative flexibility of each peptide the eigenvalues of principal components were compared. To 
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v2 

v3 

Figure 8.6: Projections of the ensemble of conformations onto the planes of the three most 
important principal components. The first and second principal components (upper row), and 
the first and third principal components (lower row) are plotted on the x- and y-axes respec­
tively for /3V, /3IVa and /3VII. The histograms represent the occupancies of the corresponding 
conformation states, with lighter colors indicating more frequently visited areas. The same col­
oring scheme is used for all isotypes and is capped at 20 counts. /3V is typical of the remaining 
isotypes in the width of the distribution and lack of a significant maxima. 

characterize the flexibility, we employed the value CT12 = V'o\ + o\ , where o\ and a^ are the 
normalized eigenvalues for the first and the second principal components, respectively. The 
magnitude of the PC A eigenvalue parameter 0\2 can be viewed as the mean square width of 
the 2D REMD configuration ensembles shown in Figure 8.6, and thus o\i can be directly inter­
preted as the flexibility of the peptide associated with its major correlated motions. Although 
the CTTs are characterized by three principal components (Figure 8.5), the considerable sym­
metry between the 2nd and 3 r d component demonstrated in Figure 8.6 allows the use of only 
two components out of three to quantify the flexibility of CTTs. The correlations between the 
normalized distance (the distance between the N- and C-termini Cas, divided by the number 
of residues), the time averaged helical content, and the average clustering parameter (psc) with 
the value 0-12, which we use as the major measure of flexibility, can be seen in Figure 8.7. 

8.4 Discussion 

As the CTTs properties are critically involved in MT regulation, it is essential to understand 
the conformational differences adopted by different tubulin isotypes. We suggest that the 
sequence variability within the CTTs may have arisen as a mechanism to conserve the overall 
tubulin structure in order to maintain proper MT assembly, while still providing a flexible, 
solvent exposed region of increased variability for interactions with proteins that affect MT 
function (see alignment in Table 8.1). This is both an attractive and reasonable hypothesis, 
as the role of intrinsically disordered proteins in protein interactions has been implicated as a 
mechanism to enhance specificity [231]. The following discussion will address three main points 
with regards to the CTTs and their interactions with MAPs: first, the relative flexibilities of 
each of the CTT peptides, second, the presence of transient structure within these peptides, 
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Figure 8.7: Peptides flexibility indicators. The end-to-end distance normalized by the number 
of residues (a), time average helicity (b) and (psc) (c) of each CTT peptide at 311 K plotted 
as functions of <7i2- The plots demonstrate the correlation between each of the above values 
and the major flexibility indicator, o\i- In (b) /3VI can be excluded from the trend due to the 
presence of a Pro, which disrupts the secondary structure but contributes to the flexibility of the 
peptide. The error in all three plots is the standard error calculated using box averaging [230]. 
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and finally how this may influence protein interactions. We will discuss this possibility further 
when examining CTT flexibility in the context of MAP interactions, in particular interactions 
with the CK-2 and MAP2 binding motifs, that we have identified in this work. 

8.4.1 CTT Flexibility and Secondary Structure 

Accurate flexibility and secondary structure measurements are critical when the goal is to pro­
pose mechanisms for MAP interactions with the large number of possible CTT conformations 
on the MT surface. The overall distribution of amino acids within the CTT will obviously have 
an effect on their flexibility and result in secondary structure. For example, the overall helical 
propensity of 011, pill, /3IVa, /3IVb and 0V is interrupted by the presence of Gly (Figure 8.3). 
Additionally, regions with uninterrupted stretches of Glu also tend to produce regions with 
greater helical propensity, providing an argument for the prevalence of this residue within the 
CTT sequences. This observation can be compared with the results of Roe et al. (2007) for 
simulations performed on deca-alanine [77]. While shorter than all but the 0VU peptide, the 
overall a- and 3-10 helical content within deca-alanine was similar to the helical content ob­
served here. However, through the analysis of the distribution of secondary structure along 
the CTT sequences, we note that our results differ from that of Roe et al. (2007), in that the 
helical content of the CTTs drops near the middle of the sequence for most isotypes while for 
deca-alanine the central residues have a maximal amount of helix. 

Three characteristics emerge which are representative of the behaviors of CTT; the end-
to-end distance, normalized by the number of residues, the PCA-based eigenvalues, and the 
averaged helical content (Figure 8.7, panels (a) and (b)). To test the applicability of PCA as 
a measure of relative flexibility, we have compared PCA-based flexibilities with the average 
parameter of structural similarity (psc), which we have computed from the distributions in 
Figure 8.2 (Figure 8.7(c)). Although less detailed than PCA, the distributions of conformations 
over the parameter psc still provide an alternative statistical characterization of the CTTs 
configurations, and thus they can be expected to correlate with the PCA-based results. The 
correlation between the PCA-based flexibilities and (psc) is more pronounced than any other 
correlation that we have investigated. Most of the CTTs show a clear proportionality between 
(TJ2 and {psc), and the variability of (psc) that corresponds to similar CT12 is less than 15%. This 
similarity of results from two fundamentally different statistical tools demonstrates that these 
statistical methodologies are the best suited to characterize CTTs flexibility. Interestingly, 
rather than the expected exponential decay, the magnitudes of the first three eigenvalues are 
of similar magnitude and significantly larger than the remaining eigenvalues, indicating an 
isotropy of occupancies in the 3D space (Figure 8.5). 

More simply, the CTTs are flexible enough for the ensemble of their configurations to be 
spherically symmetric with respect to an immobilized base of amino acids (Figure 8.1). Since 
these three eigenvalues are significantly larger than all the others, 3D symmetry is likely reached 
through a few highly flexible bonds within the peptides that allow rotations of large angles, 
thereby generating nearly spherically symmetric distributions of occupancies. In Figure 8.6 this 
is illustrated by a comparison of the histogram for /JV, which is representative of a significant 
level of symmetry typical for most isotypes, with less symmetric ones for /3IVa and /3VII. As 
the magnitudes of the eigenvalues shift to an exponential decay, spherical symmetry is lost and 
correlated motions begin to appear. At the same time, an individual CTT itself may preserve 
relatively stable motifs contained within some secondary structure. In terms of the PCA results 
presented in Figure 8.5, these motifs are represented by the fourth, fifth, and higher eigenvalues. 
The fact that these components, although significantly less pronounced than the first three, 
still have considerable nonzero eigenvalues, indicates that the conformational motifs within the 
CTTs are of transient nature and subject to variability over the trajectory. This is consistent 
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with our observation of a significant amount of transient helicity (Figure 8.3) indicated by a 
substantial amount of 3-10 helix. 

Considering the P C A eigenvalue pa ramete r <j\2 as the measure of flexibility, it is evident 
tha t the /3III and (3V\ C T T s are the most flexible of all C T T s . These are the longest two 
sequences, which may account for some of their flexibility, but interestingly they also have the 
shortest end-to-end distance per residue. The cause of these shared structural properties differs 
in the two cases, while the /3III C T T has among the highest degree of secondary structure, the 
/?VI C T T has among the lowest. T h e /?VI C T T differs from all the other fragments as it 
contains a Pro near the C-terminus of the peptide. This Pro breaks the helical structure of the 
fragment and, at the same t ime, does not facilitate an extended conformation. This accounts 
for the lack of secondary s t ructure but is in contrast to /3III, which predominantly lies in the 
Q-helical region of the (p/ip distribution. When accounting for the lone P r o and omit t ing t h e 
da ta for /3VI, the correlation between helicity and flexibility becomes greater. The (311, (3TVb 
and (3V C T T s also show the same spring-like flexibility of /3III, exhibiting a similar helical 
content and modera te end-to-end distance per residue. These C T T s also contain Gly a t the 
same position tha t breaks the helical content of the fragment. In contrast , the /?IVa and 
/3VII C T T s displayed the least amount of flexibility. In the case of (3YV&, one reason for this 
reduction in flexibility may be the early occurrence of Gly in its sequence, which stiffens this 
region of the pept ide by decreasing the helicity. This decrease in helicity in the first seven 
residues, compared to /?IVb, can be seen in Figure 8.3. /3IVa also contained the most s table 
DA[TK]AEE motif (da ta not shown), which resulted in the largest normalized distance of all 
the common isotypes. 

The observation tha t peptides containing a significant amount of transient helical confor­
mations are more flexible than an extended one may seem counter intuitive. The correlation 
between the normalized distance and flexibility in Figure 8.7(a) is therefore most easily un­
derstood in te rms of entropy. Take the following example: the freely jointed, or ideal chain, 
polymer model s tates tha t compact forms of the polymer contain more accessible s tates (i.e. 
have greater entropy) than do extended states [232]. Thus, an entropic force drives the polymer 
or polypeptide into compact conformations. A greater number of accessible states suggests tha t 
the chain is more flexible and tha t extended states are more rigid. While the ideal chain has 
no internal energy and is free to collapse, a peptide fragment does contain internal energy tha t 
can stiffen the peptide. The source of the force t ha t causes the peptides t o be in a rigid, ex­
tended state is the peptide backbone. Individual residues tha t induce a compact conformation 
through helical propensity or residues t ha t induce a tu rn (such as proline) provide flexibility 
to the s tructure of the peptide while reducing the normalized distance. However, there is not 
a complete one-to-one correspondence between the flexibility and the normalized distance. For 
example, (3\ and /3VIII have a normalized distance comparable to /3IVa but a o\i closer to 
the more compact /3V. While the normalized distance of the pept ide is a s t rong indicator of 
flexibility the details of the compact s t ructure , such as the degree of helicity, also contr ibute . 
We are not the first to observe this phenomenon in peptides, Ma et al. (2000) calculated the 
vibrational free energy of 28 short peptides in native helical and random extended states and 
determined that the native helical structures of the peptides were more flexible in all cases [229]. 

It is becoming clear that each /3-tubulin isotype has a unique pat tern of expression ranging 
from specific for /3II, /JIII, /?IVa and /3VI, to consti tutive for (31 and (3YV [233, 234]. T h e (31 
isotype is the most commonly expressed in humans and, as such, is also the most common 
isotype found in cancer cells [235]. Our observations also suggest that the C T T of this isotype 
shows "typical" behavior in our analysis. It is difficult to correlate our results to biological 
function, however a clear pa t t e rn illustrating (3\I\ as a statist ical outlier has emerged. T h e 
/3III C T T was one of the most flexible pept ides and contained a large amount of t ransient 
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secondary structure. This is interesting, as /3111-tubulin has been observed at increased levels in 
human tumors and implicated in the development of drug resistance to standard chemotherapy 
t rea tments [236-238]. In addit ion to the altered expression of /?III, the al terat ion of tubul in 
regulatory proteins, such as MAP4 has also been implicated in changes to M T dynamics and 
the development of drug resistance [239]. Because several MAPs have now been shown to 
interact directly with the CTTs [60, 207-210], the differences tha t we have observed here may 
have a significant impact on their affinity to the surface of a M T . 

8.4.2 Motifs and MAP interactions 

Using the conformational similarities for each C T T peptide, in combination with sequence com­
parisons, we have identified two distinct transient structural motifs (Table 8.2). Several similar 
regions were observed as significant conformations throughout the t rajectory files indicat ing 
t ha t they may be common motifs t ha t could potentially be recognized by MAPs. T h e first 
motif was identified as a putat ive casein kinase II phosphorylation site (CK-2) for which the 
consensus motif has been identified as [ST]XX[DE] [225]. All of the CTTs , with the exception 
of /3VI and /?VII, were shown to contain this motif within the conserved DA[TK]A sequence. 
The second motif identified was the MAP2 binding site, for which the consensus sequence has 
previously been characterized as E E A E E E [226]. Only the C T T of /3I, /3IVa and /?IVb, strictly 
contain this motif, however most of the other C T T s also contain a similar motif (Table 8.2). 
The conformations identified for /3I, /3IVa, /3IVb, and /3VI most commonly form a t ransient 
helix t ha t is between 4 and 5 residues in length. In /3VIII, there seems to be an increasing 
amount of unst ructured loop associated with this region, which is most likely a result of the 
displacement of the amino end due to the presence of a bulky Tyr residue. Both the CK-2 
and MAP2 motifs display a significantly higher degree of helical propensity when compared 
to the entire ensemble of C T T conformations (Figure 8.3). Interestingly, with the exception 
of /3VI and /3VII, the increased helical propensity of the proposed CK-2 domain suggests tha t 
the H12 helix may extend several additional residues farther than those that have already been 
observed in the crystal structures of tubulin. 

Finally, the motifs identified here are not stable structures but rather commonly occurring, 
transient conformations. For example, in the "stiffest" isotype, /?IVa, the CK-2 DATA motif is 
occupied 69% of the time while the MAP2 motif EEEV is occupied 17% of the time (Table 8.2). 
The two motifs are simultaneously folded in the ensemble of C T T trajectories only 12% of the 
t ime. As the sequences contained within the two motifs are extended to include DATAEE 
and AEEEVA, respectively, this drops to 2% (Table 8.2). Rather , the shared similarity of the 
folded s tates indicates tha t these conformations are individually inducible, particularly when 
binding to their respective substrates . As we are dealing with a subset of all C T T s , we were 
unable to determine accurately if any additional structural or sequence motifs exist in the tails. 
A more accurate determination of C T T motifs would therefore require a larger survey of CTTs 
across all identified a- and /3-tubulin isotypes (see Table 8.1). 

8.5 Conclusions 
The role of the unstructured tubul in C T T s , part icularly concerning M T stability and inter­
actions with MAPs, is a question t ha t has yet to be conclusively answered. Here we have 
shown, using a combination of R E M D and PCA, tha t while the experimental s t ructures of 
tubul in suggest the C T T s are unstructured, many contain a significant amount of t ransient 
conformations that are linked by a few highly rotatable bonds. We believe that the role of the 
transient secondary s t ructure , coupled with increased C T T flexibility may be twofold. First , 
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global flexibility, coupled with weak helical tendencies could provide a mechanism that allows 
the CTTs to search conformational space and therefore easily bind to other proteins. This 
could provide a convenient mechanism for MAPs to dock to the MT surface. Second, increased 
flexibility could also enhance binding affinities to MAPs as a result of their ability to conform 
to a specific binding site. The presence of well-defined structural motifs within the CTTs may 
therefore play an important role in binding specificity, where the presence of smaller domains 
provides a common structural signal for binding, while the global flexibility of the CTT is 
maintained at the same time. 

The role of ^-tubulin CTTs in MT function is appealing, since subtle differences in a small 
stretch of amino acids could have profound consequences on MAP interactions. Unfortunately, 
it is extremely challenging at the present time to elicit tight correlations between the results 
presented here and their biological consequences, as there is very little experimental data re­
garding CTTs explicitly in the context of tubulin isotypes. As interest in the properties of 
tubulin isotypes and their potential role in targeted chemotherapy treatments increases, we an­
ticipate a significant body of data soon to become available. As a result, a clear understanding 
of CTT structure and function may provide the means by which we can begin to rationally 
design and develop novel drugs or peptide mimetics that target CTT binding sites, providing 
better selectivity for chemotherapies. 
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Chapter 9 

Molecular Theory of Solvation 

Accurate modelling of solvation effects is essential to to correctly describe the physical prop­
erties of biomolecules. Chapter 4 detailed important properties of water, how they influence 
proteins and common models. Models are generally divided into two groups, explicit and 
implicit, balancing accuracy against computational efficiency. 

Implicit models neglect the molecular basis of water's properties and opt for a macroscopic 
continuum treatment. Due to the lack of a molecular basis, the primary way these models 
differentiate between solvents like methanol, octanol and water is through their respective 
dielectric constants. In fact, these models do not account for the full solvation free energy, 
calculating only the free energy of solvent polarization. Despite their shortcomings, these 
models do provide a quantitative account of solvent polarization, remove the solvent degrees 
of freedom, and often, can be calculated quickly and efficiently. 

Explicit models offer the most accurate account of solvation at the molecular level. These 
models generally have problems with reproducing accurate dielectric constants, diffusion con­
stants, water structure and temperature dependence. Even with these short comings, they 
have been demonstrated capable of reproducing solvation effects in adequate detail for the 
simulation of biomolecules. In fact, the main draw back of these models is often considered to 
be the computational cost rather than the quantitative accuracy. Often a three-point model 
will be used to save time over a more accurate four or five-point model. This is not surprising 
as water typically accounts for 95% of the atoms in the system. Furthermore, the increased 
degrees of freedom associated with the solvent can be detrimental to sampling techniques, such 
as replica exchange, that scale with respect to the number of degrees of freedom. 

Ideally, we would like a method that combines the computational efficiency of implicit 
models with the accuracy of explicit models. A possible solution, explored in this Chapter 
and Chapter 10, is the 3D-reference interaction site model (3D-RISM) of solvation. It is uses a 
molecular description of the solvent (i.e. an explicit model) to calculate the ensemble properties 
of the solvent, thereby contracting the degrees of freedom, just as with implicit models. As will 
be demonstrated, 3D-RISM compares favourably in reproducing properties of explicit solvent 
models. The major issue facing 3D-RISM coupled with MD is that of speed. 

This Chapter and Chapter 10 together detail the implementation, optimization and charac­
terization of 3D-RISM coupled to the Amber molecular dynamics (MD) package. Section 9.1 
describes the background theory of 3D-RISM. Section 9.2 gives details of the implementation 
and various approaches to optimizing 3D-RISM in Amber. Section 9.3 and Chapter 10 focus 
on the characterization of both the quality of the 3D-RISM output and the performance. 
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9.1 Theoretical Background 
In addition to explicit and implicit solvent models, a third method to be considered is the 
reference interaction site model of molecular solvation. This model starts with a microscopic 
approach, as opposed to the macroscopic one used by GB and PB, and is better able to handle 
surface molecular specificity effects at the solvent-solute boundary. 

Though RISM is now nearly 40 years old it is still much younger than PB, GB or explicit 
solvent models. It has gone through three main stages of development. The first was Chandler 
and Andersen's original RISM theory, published in 1972 [240]. This was followed a decade 
latter with the development of extended RISM (XRISM) by Hirata, Rossky and Pettitt [241-
243]. Until this point, RISM was a site-site ID theory; it averaged the orientations of both 
the solute and solvent, making its application to solutes of complex geometry difficult. In 
the 1990s, Beglov and Roux [1, 2] and Kovalenko and Hirata [3, 4] further extended RISM 
to 3D, creating 3D-RISM. Because only the solvent is orientationally average, 3D-RISM can 
be applied to biomolecules and, with some effort, to MD (see [244] and Chapter 10), Monte 
Carlo [245-247] and quantum chemistry calculations [248]. 

9.1.1 Ornstein-Zernike Equation 

The RISM methodology is based on the Ornstein-Zernike (OZ) integral equations for a complex 
fluid [4, 232, 240, 249, 250]. In general terms, this equation may be written as 

h{r 12,Cli,Sl2) = c(ri2,n1 , f i2) + /0 / dr3dfl3c{ri3,Qi,Cl3) h(r32,Q3,Q2), (9-1) 

where 7*12 is the separation between particles 1 and 2 while fli and D,2 are their orientations 
relative to the vector r\2. The two functions in this relation are h, the total correlation function, 
and c, the direct correlation function. The total correlation function is defined as 

hab{T) = gab{r)-l, (9.2) 

where gab is the pair-distribution function, which gives the conditional density distribution of 
b about a. Orientationally averaging over the sites, in ID, this is the familiar site-site radial 
distribution function. The direct correlation function is, in the low density limit, the correlation 
between two particles separated by distance r\2 with orientations f2i and f?2 [232]. That is, 
h = c when there are only two particles in our system. As the density of our system increases, 
the effects to 3-body interactions and higher are included via the integral of Equation (9.1). 

For real mixtures, it is often convenient to speak in terms of a solvent, V, of high concen­
tration and a solute, U, of low concentration. We can rewrite Equation (9.1) relation as a set 
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of three equations: 

/ I v v ( r 1 2 , n i ) f i 2 ) = c v v ( r 1 2 , n 1 , n 2 ) + p v y d r 3 d n 3 c v v ( r 1 3 , n i , n 3 ) / i v v ( r 3 2 , n 3 , f i 2 ) , 

+ pu fdT3dn3c
vu(r13,n1,Q3)h

uv(r32,Sl3,Q2), (9.3) 

huv(r12,n1,n2) = cuv(r12,n1,n2) + pv J dr3(m3c
uv (m,^,^) hvv (r32,n3,n2) 

+ pu jdv3dtt3c
uu(rl3,nuSl3)h

uv (r32,n3,£l2) (9.4) 

/ i £ / c / ( r 1 2 ,^ 1 ,0 2 ) = c ( / r / ( r i 2 , 0 1 , 0 2 ) + p v |dr3dn 3c c / v / ( r 13,^i , f i3) / iV f / ( r32,^3,f i2) , 

- u ^ d r a ^ c ^ i s , ^ , ^ ) / ^ ^ , ^ , ^ ) - (9.5) 

The most interesting case of solvation is infinite dilution of the solute, i.e. pu —-> 0. The third 
term on the R.H.S. of these three equations vanishes and we are left with 

hvv(ru,n1,n2)^cvv(rl2,n1,n2) + pv fdrad^c^iru^u^h^ir^,^,^), (9.6) 

huv{rl2^1^2)=cuv{r12,nl^2) + pv J dv3dtt3c
uv {r13l£luSl3)h

vv (r32,Sl3,V2), (9.7) 

huu(r12,n1,n2) = cuu(r12,n1,n2) + P
v Jdr3dn3c

uv(r13,nun3)h
vu(r32,n3,n2), (9.8) 

However, these equations can not yet be solved, c is defined by these equations in terms of h, 
which is defined by g, which is unknown. Thus, to solve this system of equations we need to 
introduce one more, a closure relation. 

9.1.1.1 Closure 

Equations (9.6) to (9.8) are single equations with two unknowns each. To obtain a solution 
it is necessary to have a second equation that relates h and c or uniquely defines one of these 
functions. The general closure relation is [249] 

c{ri2, fli, 0,2) = exp [-/?w(ri2, fii, fi2) + t{r12,Qi, Q2) + Hri2, ^ i , ^2)] 
- 1 - ^ 1 2 , ^ , ^ 2 ) (9.9) 

where 
t(ri2,n1,n2) = ft(n2,fii,n2)-c(r-12,ni,fi2) (9.10) 

u is the potential energy function for the two particles and b, a functional of h and c, is known 
as the bridge function. In principle, it should now be possible to solve our two equations. The 
bridge function, however, contains multiple integrals that are readily solved only in special 
circumstances. An approximate closure relation must be used in practice and, ideally, should 
be based on some physical grounds. 

Several closure relations have been developed. Amongst the most notable are the hyper-
netted chain equation (HNC) [249] 

c(r12, fti, Q2) = exp [-/3u{r12, fii, ^2) + t{ru, ^ 1 , ^2)] 

- l - t ( r i 2 , n i , f i 2 ) (9.11) 
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where we have set b = 0, Percus-Yevick (PY) [232, 249] 

c(ri2, fti, fi2) = exp [-/3u(r12, fii, ft2)] [1 + £(n2 , fii, ^2)] 

- l - ^ n a . f i i , ^ ) (9.12) 

which is a partial linearization of HNC, and the mean spherical approximation [249] 

h(r) = - 1 for r < a (9.13a) 

c(r) = -(3w{r) for r > cr (9.13b) 

where a is the particle radius and w(r) is the attractive (or repulsive) tail of the potential 

for r < a 
u(r) 

for r > cr 

All three of these closures have deficiencies. HNC works well in many situations but has 
difficulties when the size ratios of particles in the system are highly varied. PY generally has 
difficulty with charged systems, manifesting in a negative radial distribution function at short 
separations. MSA also has similar difficulties. 

A means to overcome some of these issues is the Kovalenko-Hirata (KH) closure, a combi­
nation of HNC and MSA [4] 

# ( 7 * 1 2 , ^ 1 , ^ 2 ) 
f exp(;f(ri2,f!i ,ft2)) for #( r i 2 , f i i , f i 2 ) < 0 ( g 1 4 ) 

\ I + X(r12,Qi,n2) for # ( r i 2 , f i i , f i 2 ) > 0 

where 
X(r12,fl1,Q2) = - / M n 2 , ^ i , f } 2 ) + / i ( r 1 2 , ^ i ,0 2 ) - c(ri2,fti,fi2) 

Equation (9.14) and its first derivative are continuous. This formulation has the advantage 
of selecting MSA for regions of high density (g > 1) and HNC for regions of low density 
(g < 1) at intermediate to high densities. The KH closure holds the features of both a proper 
description of high association peaks and long-range tails, peculiar to MSA, as well as a correct 
representation of the repulsive core by HNC. 

9.1.1.2 Solvation Free Energy 

The solvation free energy at infinite dilution is the quantity that determines the stability of 
a solute in a solvent [251]. In a classical system, such as ours, the solvation free energy is 
equivalent to the excess chemical potential of the solute (excess from the ideal gas)1. From the 
solvation free energy all other excess properties may be calculated. This is defined as the free 
energy change associated with coupling a solute to a solvent. The coupling is expressed as 

E{\)=EVV + EUV(X), (9.15) 

where E is the interaction potential energy of the system and A is the Kirkwood coupling factor 
and takes on values from 0 (no interaction) to 1 (full solvation). 

The free energy change associated with this is given as 

A/i = F(\ = 1) - F(X = 0) 

= -fcBT(lnZ(A = l ) - l n Z ( A = 0)), (9.16) 

1 Quantum systems also have to account for the polarization of the electron distribution in the solvent. 



CHAPTER 9. MOLECULAR THEORY OF SOLVATION 119 

where Z is the configuration integral of the system. Z can be eliminated and Equation (9.16) 
can be expressed as 

A M ^ V V p W d A / dvuta(r)gia(v:X), (9.17) 
i a Jo Jo 

where i is the ith solute particle. This expression in quite general but practically suffers due 
to the integral over A. Fortunately, solutions for this problem have been developed for specific 
closures for both ID- and 3D-RISM. 

9.1.2 1D-RISM 

As Equations (9.6) to (9.8) depend on the orientations of both the solvent and solute, as well 
as the their separation, they are 6D equations and a challenge to work with. By site-site 
averaging over the orientations of the solute and solvent, these equations are reduced to a ID 
dependence on distance alone. This allows an interaction-site model (ISM) to be used, as is 
commonly used in molecular simulation, and only the scalar distance between sites need be 
considered. 

However, even simple molecules, like water, are not spherical and have an internal structure 
we would like to account for. This is accomplished with the main assumption of RISM, that the 
direct correlation function is decomposable into the sum of site-site direct correlation functions 

c('-) = ^ c Q 7 ( | r Q l - r 7 2 | ) ) (9.18) 
a 7 

where a and 7 are interaction sites. This leads to the following relation in reciprocal space 

c(k) = ] T ca7(fc)w07(fc) (9.19) 
0:7 

where w is the u>ai(k) = sin(fcrQ7)/\krai) is the Fourier transform of the intramolecular pair 
correlation function and c is the orientationally averaged c. 

This leads to the 1D-RISM analog of Equation (9.1) 

W r ) = 7^x3 / r c f1 ~ p wc] 1" e '
k r<ik 

(2TT)3 

00 

= Y^ u{k)c(k)u)(k) [pc{k)uj{k)}n (9.20) 
0 

in matrix notation this is 
h = w * c * w + pw * c * h, (9.21) 

where w = u>/p and in reciprocal space 

hc,-y{k) = u)ail{k) cILl,{k) LO,n{k) + pujaft(k) c,lv{k) /i„7(fc) (9.22) 

As with the OZ equation, this can be decomposed into interactions between solvent and so­
lute [243] 

hvv 

huv 

huv 

= w y * cvv * w v + pvwv * cvv * hvv + puwv * cvu * huv 

=wu * cuv * wv + pvwu * cuv * hvv + puwu * cuu * huv 

=wu * cuu * w y + pvwu * cuv * hvu + puwu * cuu * huu 

(9.23) 

(9.24) 

(9.25) 
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Once again, these equations reduce for the case of infinite dilution 

hvv ^wv * cvv * w v + pvwv * cvv * hvv (9.26) 

huv =wu*cuv*wv+pVTV
u*cuv*hvv (9.27) 

huv =wu * cuu * w u + pvwu * c ^ * hvu (9.28) 

With these equations and a closure relation, it is possible to calculate the thermodynamic 
properties of a given potential, such as the SPC/E model of water. 

9.1.2.1 Solvation Free Energy 

Equation (9.17) provides the solvation free energy for a solute at infinite dilution. However, 
in this form numeric integration of A is required to obtain a value, which is not practical in 
general. Fortunately, there are analytical solutions for this integral for some specific closures. 

Notably, Singer and Chandler [252] solved this for the HNC closure by showing there exists 
an exact differential of the solvation free energy (Equation (9.16)), obtaining the relation 

An = 4irpvkBTY,J2j \ ( O ) ) 2 " c^{r) - \hvJ{r)c^{r) r2dr. (9.29) 

While there does not exist an exact differential of the free energy for the PY or MSA closures, 
there does exist an exact differential for the KH closure [4, 250]: 

Ap = 4TrpvkBTY,Y,J \ KV(r))2 9 H C ( O ) - cKT(r) - \h™(r)&v(r) r dr. 

(9.30) 
Note that the Heaviside function, 9, effectively employs the h2 term only in areas of density 
depletion. The fact that there is an analytic expression for the solvation energy for this closure 
is of considerable importance as it allows the rapid calculation of thermodynamic properties 
and, as we shall see, solvation forces. 

9 . 1 . 3 3 D - R I S M 

While 1D-RISM works well for small, spherical molecules, problems arise for large complex 
molecules. Information lost through site-site orientational averaging prevents useful application 
of 1D-RISM to molecules like proteins. For such molecules it is essential to maintain a detailed 
3D representation, even if it is not necessary for the solvent. 

3D-RISM [1, 4, 250], like 1D-RISM, performs orientational averaging of the OZ equation. 
However, this orientational averaging only involves the solvent and not the solute. That is, only 
Equation (9.6) is orientationally averaged, becoming Equation (9.26). However, since hvv is 
used by Equations (9.7) and (9.8), these equations are reduced from 6D to 3D and, rather than 
calculating the radial distribution function of the solvent about the solute, the 3D solvent pair 
distribution function is calculated. This gives the 3D-RISM analog of Equation (9.7) 

fc™(R) = £ [dR'c™ (K~R')X™(R'). (9.31) 
a •' 

c^v(R) has the asymptotics of the solute-solvent site interaction potential: 

c£ v (R) ex - i £ v (R) / ( f c B T) . (9.32) 
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Xa-y (JR) is the site-site susceptibility of the solvent, given by 

X™(R) yv (R) + A <(C»)> (9.33) 

where h^(R) obtained from Equation (9.26) and u^(R) is the same as used in the 1D-
RISM calculation. As Equation (9.31) involves a convolution, it is convenient to express it in 
reciprocal space 

(9.34) ftV(k) cuv (k)uay(k) + pvcu
a
v(]i)h^(k). 

In practice, the h¥v and £ v are iteratively solved on a separate 3D grid for each solvent 
atom type with liQ^ being calculated in advance using Equation (9.26). Equation (9.34) is 
computed in reciprocal space while the closure relation is calculated in real space. This proce­
dure is facilitated by the use of fast Fourier transforms (FFTs) to switch huv and cuv between 
real and reciprocal space. At the end of each iteration the modified direct inversion in the it­
erative subspace (MDIIS) method [250] is applied to accelerate convergence and the residual 
tested against the predetermined tolerance. Upon convergence, thermodynamic properties of 
the solvation can be calculated via guv and the expression for the solvation free energy. 

9.1.3.1 Solvation Free Energy 

As with the ID case, there exist analytical forms for the solvation free energy for both the 
HNC and KH closures [4, 250]. For HNC we have 

A» = pvkBTY,Yl \(hlV(r))2-^V(r)-l-^(r)^(r) (9.35) 

and for KH we have 

5(C>))2e(-tf«vM) JJV i <&' (r) - - C (r)C (r) dr. (9.36) 

9.1.3.2 Analytical Derivatives 

Once an analytic expression for the solvation free energy has been derived, it is possible to 
calculate the derivate of this function [248]. Analytic derivatives allow 3D-RISM to be used in 
energy minimization routines [248] or in MD (see [244] and Chapter 10). 

For the KH closure, this is done through differentiation of Equation (10.4) with respect to 
the positions of the solute atom, r^. This gives the expression for the force on each atom: 

iUV(rd = ~ 
dAp 
dTi 

5>Q|dR«£v(R) affv(R-r<) (9.37) 

9.2 Implementation 

Little modification to either the standard Amber workflow (Fig. 9.1(a)) or the SANDER program 
(Fig. 9.1(b)) is required. In brief, to perform 3D-RISM-MD, the solvent direct and intra­
molecular pair correlation functions are required (see Equation (10.2)). These are generated 
by RISM1D, a stand alone implementation of 1D-RISM. The resulting solution for x^{r) is 
the only additional input file required for SANDER. The additional user input required by the 
3D-RISM calculation is the grid dimensions and multiple time step (MTS) frequency. 
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(a) 

[3D-RISM(-<-i bond 

(b) 

Figure 9.1: Flow charts for the (a) Amber package and (b)SANDER program. Necessary Modi­
fications highlighted in red. 

9.2.1 1 D - R I S M 

As x^(r) need only be calculated once for a given solvent combination, density and tem­
perature, 1D-RISM is implemented as a stand alone program, RISM1D. The only additional 
parameters that the user may wish to enter are the ID grid size, temperature, number of 
molecular species in the mixture, and the dielectric constant of the mixture. For each species, 
the user must specify the number density and the input file containing the force field for the 
molecule. All standard solvents in Amber have been re-parameterized for 1D-RISM, includ­
ing various water models, methanol, chloroform and various ions. That is, all hydrogens and 
dummy atoms have been given small Lennard-Jones radii to prevent unphysical overlap of 
charge sites and is detailed further in Section 9.3.1. 

9.2.2 Implementat ion and Optimization of 3D-RISM 

Modifications to the SANDER code base were minor. Other than calling the RISM3D subrou­
tine, the only modifications were to add in calls for memory allocation and file input/output 
(Fig. 9.1). 

Accurate solvation forces were produced with only modifications to adapt the 3D-RISM to 
the SANDER memory allocation model made. However, a single 3D-RISM calculation is roughly 
three orders of magnitude slower than a single time step for a system solvated with the same 
solvent model at the same volume and density. This is not unexpected as 3D-RISM performs 
a complete sampling of the solvent about the solute. 

To obtain meaningful sampling of solute conformations it is necessary to optimize the 3D-
RISM calculation. To achieve this goal three different optimization strategies were employed: 
1) the pre- and post-processing of the solute-solvent potentials, long-range asymptotics and 
forces was accelerated using a cut-off scheme; 2) convergence of the 3D-RISM solution was 
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( 3D-BISM ) 

Figure 9.2: Flow chart for the 3D-RISM subroutine. 

carried out in a minimal solvation box; 3) direct calculation of the 3D-RISM solvation forces 
was avoided altogether by interpolating current force based off of atom positions from previous 
time steps. The final structure of the RISM3D subroutine can be seen in Fig. 9.2. 

The final structure of the RISM3D subroutine can be seen in Fig. 9.2. 

9.2.2.1 Potential, Asymptotics and Force Calculations 

Solute-solvent potential energy and force interactions and the asymptotic behavior of charges 
are computed on grids. Since the grid spacing is quite small (typically 0.25 A) the number 
of interactions between the solute and the grid can significantly outnumber the interactions 
in an explicit solvent simulation. For example, alanine-dipeptide in a 32 A x 32 A x 32 A 
box in pure SPC/E solvent requires 1283 x 22 x 2 x 2 « 1.8 x 108 interactions to calculate the 
potentials and forces for both solvent atom types, not including asymptotics (approximately 
1283 x 22 x 1.5 « 6.9 x 107 interactions). The same system with explicit solvent contains, in 
our example, 2416 atoms. Without cutoffs, this is 24162 x 2 w 1.1 x 107 interactions for LJ 
and coulomb forces. 

To reduce the total computational load of these calculations we employ a cutoff scheme 
adapted to the long-range properties of the LJ, coulomb and asymptotics functions. Even with 
these cutoffs in place it is necessary to assign a value to every grid point for the potential 
and asymptotics grids, though we can exclude some points when calculating the forces. The 
cutoff schemes described below allow us to assign constant values to the majority of grid 
points rather than calculating expensive functions for each one. The calculations are still 
0(MxMyMzN

u) where M is the number of grid points per dimension and Nu is the number 
of solute atoms. However, because calculating the full interaction is an expensive sum, we are 
able to significantly reduce the computational cost (i.e. the coefficient of scaling) for the vast 
majority of the grid points. 
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Figure 9.3; Cutoff schemes for solute-solvent (a) Lennard-Jones and (b) coulomb potentials 
and forces. There are three atoms in the system labeled ' 1 ' (blue), '2' (red) and '3 ' (green). 
Points that are directly used in the calculation are highlighted with large black dots, (a) For 
the Lennard-Jones interactions only points within each cutoff are used for each solute atom. 
Areas that include contributions from more than one atom are represented by mixed colours, 
(b) Coulomb interactions include contributions from all solute atoms. Inside the cutoff, all 
grid points are directly used. Outside the cutoff, a sparse grid is used directly (integration of 
forces) and is used to interpolate points on the fine grid (calculation of potential). 

Potential Calculation The potential for the solute-solvent interactions is calculated as 

(9.38) «a V (R-a&c) 332 
,bc 

where a is the solvent atom type, IZiabc = |Ro6c — ri\, Robe is the grid point at position (a, 6, c) 
and i-j is the solute atom position. To reduce the computational load of this sum, we begin by 
identifying that the LJ and coulomb functions have different long-range behaviour and do the 
sum for each separately. 

A simple truncation is the most straight forward approach to reducing the computational 
load of the LJ interaction. Thus, we adopt the same cutoff, rcut, used for the LJ forces in the 
non-RISM parts of the calculation. This gives us 

NL 

lL3,a (R-abc) = 2_, 
ia {yi^c) 2 y£^~c) 

0 

if Tlia.bc < rcut 

n t^iabc -^ ' c u t 

(9.39) 

As this is performed on a fixed grid we do not need to worry about cutoff lists and the distance 
only needs to be calculated for points that fall within the minimal bounding cube for the cutoff 
sphere. However, all grid points must still be initialized to zero so the scaling still depends on 
box size though to a much lesser extent. The schematic representation for this in 2D can be 
found in Fig. 9.3(a). 

Coulomb interactions have a much longer tail than do LJ interactions, so a simple cutoff 
does not work in this case. We would like to have the contribution from every solute atom at 
every grid point. A reduction in the computational load can be achieved by recognizing that 
outside the collective cutoff volume of the solute, the electrostatic force decays in a smooth, 
predictable manner. Thus, we can explicitly calculate the contribution from all the solute 
atoms at a subset of the grid points and then use a fast interpolation method to calculate 
the contribution at the other grid sites. As the number of solute atoms increases this method 

http://Tlia.bc
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becomes more efficient. The adapted potential energy function looks like 

..UV /r> 
"elec.a \n,abc 

332 Kialc 

332 
fi-iab 

if any 1Ziabc < r c u t 

if every 1Ziabc > r c u t 

if every TZiabc > f*cut a n d a, b and c are even 

if any Tliabc < r c u t 

+ < 

I{uu
a
v{1l„ 

uU
a
V(K, 

, o - l , 6 - l , c - l 

, a + l , 6 - l . c - l 

" a l ' M , a - l . b + l . c - l 
UV /<r> 

Ua ( , /<j ,a+l,6+l,c-l 

'i,a —1,6—l.c+l 
«r^ 
WQ V'v-i, o+ l ,6 - l , c+ l 

,a—1,6+1, c+l 

Wa ( , 'M,a+l,h+l,c+l 

0 

i f « r ( ^ i , a - l , 6 - l , c - l ) = 0 

i f < v ( ^ , « - i , b - i , c - i ) ^ 0 

(9.40) 

whre / is a fast polynomial interpolation subroutine [253] which uses values calculated in the 
first two terms. Note t ha t the cutoff is applied only if grid point falls out of cutoff of every 
atom. In this way, the electrostatic contribution of every a tom (or an approximation thereof) 
is applied to every grid point. This is illustrated in Fig. 9.3(b). 

Force C a l c u l a t i o n The solvation forces for each a tom are integrated off the grids for the 
pair-distribution function, g^v, of each solvent type 

cUV 
(r<) 

dAfi 
^2 Pa drg^v(Rabc) 

duU
a

V(Kjabc) 
(9.41) 

where ua is the position dependent potential energy of the solute and solvent a toms i and a. 
•Expressed as a numerical sum, this becomes 

rUV, 
r<) 

V 
Mx My Mz 

MXMVMZ 

V 
MXMVM. 

a a b c 

MT My Mz 

duu
a
v{1llabc) u v 

R-abc) 

,12 
b 

T6 

7?14 
'^iabc + 7e8 

iabc 

332 
< M a 

' S abcJ 
UV i 

y'^iabc.x^ T '^iabc.yj > '^iabc,z^)9ty l-^ai be) (9.42) 

where V is the volume of the grid we are integrating. Though the expression for the forces 
does differ, how the contr ibutions of the different force types decays with distance is still 
qualitatively the same. Thus, the same basic strategies for applying the cutoffs in used. 
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The expression for the LJ forces is then 

v MX My MZ 

f"V(ri) =MxMyMz E
 p« E E E 

x y 2 a a b c 

o)l . at \ nUVITi 1 1 9 * / " i a I uia \ 
ya {^abc}^tia I 4 I - I 

V , c i o b c / C j a (>c / u / c*a&c ^ ' c u t 

V^ ia6c ,x^ i '**iabc,yj ' '^iabc^z^J 

, 0 i f f c i o b c f c u t 

(9.43) 

analogous to Equation (9.39). 
The procedure is slightly modified for the coulomb forces from Equation (9.40). Since we 

are integrating over the volume of the grid, we can avoid explicitly interpolating the sparse 
region beyond the cutoff by simply using larger integration step sizes. Also, for the sake of 
simplicity, rather than using a spherical cutoff we use the minimal cube that encloses the sphere. 
This gives the equation 

( — nuv(VI NO-JO QiQa 
M x My Mz Ha C^abcJ^O^ 3 

I iabc 

a b c 

• UV ( \ — Ŷ  V^ V Y / '^iabc „ II a n y K-iabc < 7*cut 
coulomb l r » J ~ MMM 2-> Pa 2^> Z w 2 ^ ) ' (Tliabc,xi + fciabc,yj + Tliabc,zk) 

^0 ii every TZiabc rcllt 

JJV i-n \oon IM" 
~9a ( « - a A c ) 3 3 2 — g — 

'Sabc „ if every 7<j06C > rcu t 

\'^iabc,x^ ~T" '^iabc.yj * '^•iabc.z'^) 

0 if any fcia6c < rcu t 

„ y « . M u M* 

+M,M,MZE^ E E E 
y a a = l , 3 , . . . 6=1,3 . . . . c—1,3, 

Asymptot ics Correction of the long-range asymptotics is also calculated on a grid and is 
quite time consuming. At least the real space part of this correction can be optimized using a 
cutoff approach. The asymptotics for cuv and huv in real space are give by 

cu
abl(Rabc) =Y {^1 ifftiafcc = 0 

* 1 1 1 1 - e r f c(^a6c-/s)) if ftlobc ^ 0 

,UV fry \ _ ST^ J Qi hcoefyR-iabciK, s) if /Vjobc = 0 . asm 
" " rib. I 7?. J. coefv '^-iabc) ^ ; ^7 H '^iabc 

where erfc(x) is the complementary error function, K is the inverse Debye length, s is the smear 
applied to the coulomb potential and 

/W(ft«,6c, K, s) = e-C"/2)2 [<,-«**»„ e r f c ( ^ - ^ ) - e ^ - ' erfc ( ^ + ^ ) ] /2 (9.46) 

As TZiabc —> oo we quickly approach the limits 

lim (1 - exic(Tllabc/s) = 1 (9.47) 

lim hcoei(Kiabc,K,s) = e-{Ks/2)2 (9.48) 

The cutoff can then be calculated at run time to produce arbitrarily small errors. For typical 
values of s = 1 and n = 0 we can achieve an error threshold of < 10~7 with a cutoff of 
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r c u t — 3.9 A. This gives the following formulas 

(R-abc) 

Nu U '^iabc 

NL 

Kam (Robe) = 2 ^ < 

2V? 
^ ( 1 - erfc(f t , a b c /s)) if ftia6c ^ 0 (9.49) 

7 ^ 7 ( 1 - e r fc( r c u t / s ) ) if Kiabc > r c u t 

r q¥hcoe{(Tliabc, K, s) if 7 .̂ia6c = 0 

T^-^hcoei(TZiabc, K, s) if lliabc •£ 0 (9.50) 

^-o . . ^coefV cut 7 ^7 *̂ J If '^iabc ~> ^"cut 

Since (1 — er fc ( r c u t / s ) ) and /iCoef(rcut,^, s) can be calculated in advance, these otherwise ex­
pensive calculations can be avoided. 

9.2.3 3D-RISM Convergence 

The bulk of calculation time is spent iteratively solving the 3D-RISM equations. Some straight­
forward methods can be used, to speed up this calculation, such as modified direct inversion 
in the i terative subspace (MDIIS) [250, 254], using an efficient fast Fourier transform, like 
F F T W [255], and using a previous solution as an initial guess [244]. While we employ all of 
these methods we also make further optimizations by using a solution propagator and solving 
the 3D-RISM equation for a minimal solvation box rather than the complete super-cell. 

9.2 .3 .1 S o l u t i o n P r o p a g a t i o n 

Using the solution from the previous t ime s tep for the initial guess for the current t ime s tep 
greatly reduces the number of iterations required to converge upon a solution. However, even 
very small changes in the positions of atoms can require several iterations to converge to a new 
solution. The number of iterations required can be further reduced by propagating several past 
solutions to form an initial guess. Both linear, 

Ci = 2c i _ 1 - Q _ 2 , (9.51) 

and quadratic, 
Ci = 3c^i - Zci-2 + Ci-3, (9.52) 

forms improve the quality of the initial guess but higher orders do not. 

9.2.4 Multiple-Time Step Algorithms 

W i t h a target linear grid spacing of 0.25 A for 3D-RISM, compared to the target of 1 A for 
Ewald summat ion methods, it is clear tha t even if our solution converges in one i terat ion it 
will be considerably slower than using explicit solvent. Clearly, for 3D-RISM to be an effective 
implicit solvent for MD a multiple t ime step (MTS) algorithm must be used to avoid solving 
3D-RISM on each t ime step. 

Typically, MTS algorithms are used for expensive long-range electrostatics calculations tha t 
vary slowly with t ime. Two common methods t ha t have been used for this are impulse [119] 
and extrapolative MTS [96]. Both have been implemented for 3D-RISM-MD and are reviewed 
below. We also suggest a third method, interpolative MTS. 
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9.2.4.1 Impulse Based MTS 

The most common MTS algorithms currently in use are impulse based MTS schemes derived 
from using the Trotter factorization of the Liouville operator. For a derivation of three-class 
and two-class algorithms see Schlick [96] and Frenkel and Smit [119] respectively. 

The basic premise of this method is splitting the force into different terms based on their 
characteristic frequencies. In a three-class method these would be short (e.g. bonded in­
teractions), medium (e.g. short-range non-bonded) and long (e.g. long-range electrostatics) 
interactions. Time steps Atj, At2 and Ai3 are defined for each of the interactions with 

At3 = k2At2 = k2k1At1 (9.53) 

where k\ and k2 are integers. At k\ and k\k2 time steps the medium and long forces are 
calculated and the appropriate impulse is applied. 

Algorithm 1: Three-class impulse MTS based on velocity Verlet 

for istep = 1 to NSTEP 
Flong = - V £ l o n g ( X ) / M 
T r T r . A l „ T-, V <- V + ^ F i , ' 2 -^long 

for j — 1 to k2 

Fmed = -VEmed(X)/M 
V^V + ^Fmed 

for i = 1 to fci 
Fshort = - V £ s h o r t W / M 

V^V+^Fshort 

X >- X + AhV 
V^~V+ ^Fshort 

endfor 
V <- V + ^Fmed 

endfor 
V^V + ^Flong 

endfor 

These algorithms have the same attractive qualities as the Verlet integrator from which 
they originate. That is, they are symplectic and time-reversible. However, they are susceptible 
to resonance artifacts. As the largest time step approaches the shortest period, or half-period, 
of the system, resonance occurs and the simulation becomes unstable. For simple systems, for 
example the ID harmonic oscillator, stability can be recovered with a larger outer time step 
that is not an integer multiple of the resonance frequency. In practice, this does not work for 
complex biological molecules, likely due to the wide range of frequencies present in the system. 
For this reason, impulse MTS algorithms are practically limited to a 4-5 fs large time step. 

9.2.4.2 Extrapolative MTS 

As in impulse MTS, slow and medium forces are calculated every k^ki and fci time steps. 
Rather than applying these forces in single large impulses, the force is applied to every inner 
time step. 

Algorithm 2: Extrapolative MTS based on position Verlet 

for istep = 1 to NSTEP 
X* +- X + ^V 
Flong = -V£?long(X*)/M 
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for j = 1 to &2 
X* <-X + ^V 
Fmed = -VEmed(X*)/M 
for i = 1 to k\ 

X ^ X + ^ V 

Fshon = — VEshort(X)/M 

v <- v + ^ (Fshort + Fmed + Flong) 

x ^ x + ^ y 
endfor 

endfor 
endfor 

Note that midpoint extrapolation is used for both the long and midrange forces. That is, i*long 
and î med are evaluated at X* and not X. Using X* <— X gives constant extrapolation. 

Unfortunately, such method are non-symplectic and result in a net energy drift. 

Langevin Dynamics and LN Problems with energy drift and resonance artifacts for ex-
trapolative and impulse MTS methods can be, to some degree, overcome by introducing a 
stochastic term in the form of Langevin dynamics. For impulse methods the improvement is 
not profound. Resonance artifacts still occur though their magnitude is reduced. 

The LN method has been developed for extrapolative MTS with much improved results. 
With PME a stable outer time step of 12-16 fs has been achieved [96]. Direct sum electrostatics 
allow time steps of 48 fs for long-range contributions (> 6.5A) [96]. While several variants have 
been developed, the direct force version is the most practical and is quite similar to Algorithm 2. 

Algorithm 3: LN MTS 

for istep = 1 to NSTEP 
-Flong = — \7Eiong(X) 
for j = 1 to hi 

X* <r~ X+^V 
Fmed = —V£'med(^*) 
for i = 1 to k\ 

X ^X + ^V 
Fshort = — VUshort^) 
V « " V + TT fshort + î med + F)ong + R)/(1+ 7A*i) 

X <-X + ^ V 

endfor 
endfor 

endfor 

R, and 7 are due to use the Langevin equation are discussed in Section 9.2.4.3. Here midpoint 
extrapolation is used only for the midrange forces. That is, Fmed are evaluated at X* and not 
X. 

9.2.4.3 M T S in Amber 

When using Langevin dynamics in Amber the LBP integrator is used [256]: 
Algorithm 4: Langevin dynamics in Amber 

for istep = 1 to NSTEP 
F = ~VE(X) 
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V +- (V(l - 7 Ai /2 ) + f (F + R)) / ( l - 7 At/2) 
X=<-X + VAt 

endfor , 

where V and X are the velocity and position of the particle, At is the size of the time step, 
7 = r]/m where rj is the friction constant. R is generated by a pseudo random number generator 
such that 

< R2
n >= 2MykT/At (9.54) 

Combining the LBP integrator with force-splitting, impulse MTS is straightforward. Algo­
rithm 4 becomes 

Algorithm 5: Impulse MTS with Langevin dynamics in Amber 

for istep = 1 to NSTEP 
•Flong = — V.Elong(X) 
for i — 1 to fci 

•Fshort = — VE'ghortC^) 
if i == 1 then 

V <- (V(l - 7A*1/2) + ^-(FB h o r t + Jiongfca + R)) / ( l - 7 Ati /2 ) 
else 

V <- (V(l - 7A«i/2) + ^ (Fshor t + ii)) / ( l - 7A*i/2) 
endif 
X <- X + VAii 

endfor 
endfor 

9.2.4.4 Modified MTS for 3D-RISM in Amber 

While the solvation forces that 3D-RISM calculates are both short and long range, the forces 
vary slowly in time due to their mean-field nature. It should be then possible to use time steps 
for 3D-RISM that are considerably longer than the 1-2 fs commonly used for constrained MD. 
However, 3D-RISM is still subject to the same resonance artifacts that other long range forces 
are when using MTS methods. 

As 3D-RISM is an implicit solvation method that requires very long time steps for prac­
tical use in MD, LN becomes an attractive choice. This combines the desirable properties of 
Langevin dynamics for constant temperature simulations with implicit solvents with the long 
time step capabilities of LN. 

LN was originally developed as a three-class force-splitting method. While this can be used 
for 3D-RISM/MD, splitting fast and intermediate forces offers little speedup compared to the 
cost of 3D-RISM. Therefore, we use a two-class method with the same extrapolative MTS as 
used in the outer loop of LN with the current Langevin integrator found in Amber. 

Algorithm 6: Two-class LN MTS in Amber 

for istep = 1 to NSTEP 
-P3D-RISM = — V £ ' 3 D - R I S M ( ^ ) 

for i = 1 to fci 
x^-x + ^v 
Fshort = ~ V S s h o r t ( ^ ) 
v < - v + TT^short + F3D-msM + R)/{1 + 7A<j) 
X <- X + ^V 

endfor 
endfor 
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9.2.4.5 Coordinate Based Interpolative MTS 

Solvation forces computed by 3D-RISM contain both fast and slow varying contributions that 
cannot be split. Even if LN-MTS can get us past the resonance limit of impulse MTS we are 
still limited by the period of the fastest contributions to the solvation forces. 

Ideally, we would compute a full 3D-RISM solution once for several time steps and have 
smoothly varying forces applied in between that are reasonably close to the true 3D-RISM 
solvation forces. In principle, this can be done by creating a analytical model relating coordi­
nate positions and the solvation forces experienced by the solute atoms. A series of 3D-RISM 
calculations can be done for a number of time steps to collect force-position data to be used 
to fit the model. While not giving the true forces, such a method can give approximate forces 
that are arbitrarily close to the true forces if a suitable model is provided with enough data 
for a proper fit. 

Before the minimum number data points have been collected through explicit 3D-RISM 
force calculations, the calculation may proceed according to Algorithm 5 or 6. Once the 
sampling phase is complete, the following Algorithm is invoked 

Algorithm 7: Interpolation MTS in Amber 

for istep = 1 to NSTEP 
-F3D-RISM = -V-E^D-RISM^) 
store_data(F3D-RisM,oid, -Xoidi ^3D-RISMI X) 
fit_model(F3D-RisM,oid, -^oid) 
for i = 1 to k\ 

X^X + ^V 
-Fshort = — V-Exhort (-'O 
-F3D-RISM = predict_3D_RISM_f orces(X) 
V <- V + ^ ( f s h o r t + ^3D-RISM + R)/{1 + l ^ l ) 
X ^X + ^-V 

endfor 
endfor 

Three subroutines are invoked to handle the modelling of the forces, s tore_data , f it_model 
and predict_3D_RISM_f orces. Note that only predicted forces are used and not the direct 
3D-RISM forces. This is to prevent possible discontinuity in the forces but means that the 
solvation energy does not directly correspond to the solvation forces. This is not a problem 
as the solvation energies are only used in the context of replica exchange MD (REMD). Even 
in this context, REMD simulations using explicit solvent for forces and GB for the solvation 
energy have been successful [147]. 

A particularly simple, but effective model, is 

A,A = Vo + m(n,x - r7„T) + m(ri,y - r1)V) + r/3(riiZ - r1}Z)+ 

H V3n-2(rn,x - »*7„T) + Tj3n-i(rn,y ~ rltV) + r)3n(rn,z ~ r7)2) (9.55) 

where A is the x, y or z component and r?o to %„ are the parameters of the model to be fit. 
n < Nsot and may be the number of atoms within a cutoff radius of atom 7, giving a total of 
3n + 1 parameters for each component of the force for solute atom. While better models can 
be devised, this is sufficient to show the potential of the method. 

Of course, when designing a model certain considerations must be made. The number of 
free parameters should be limited if possible. The larger the number of parameters the larger 
the number of 3D-RISM solutions required to accurately fit it. Also, a model that is fast to 
compute accelerates both the fitting procedure and the calculation of forces. 
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Model e a 
kcal/mol A 

Minimal H 0.04600 0.22449 
TIP3P Large H 0.01520 0.69388 
SPC/E Large H 0.01553 0.65424 

Table 9.1: Hydrogen radii for water and 3D-RISM. Minimal H may be used with either TIP3P 
or SPC/E. e for TIP3P Large and SPC/E is chosen at 10% of the e value for oxygen and the 
radii coincide with the oxygen radii. 

9.3 Free Energy of Solvent Polarization 

In MD simulations, the principal interest of using 3D-RISM is calculating the free energy 
of solvation and the solvation forces derived from it. Accurate solvation free energies are 
determined by the quality of the 3D-RISM calculation and the parameters of the solvent 
model being used. Ideally, we would like to reproduce experimentally determined solvation free 
energies. However, as we are using an explicit solvent model as input for 3D-RISM we should 
first reproduce the behaviour of the explicit model. If we are successful in this, improvements to 
the underlying model compared to experiment, in principle, will also lead to better agreement 
between 3D-RISM and experiment. 

9.3.1 Parameters for Site-Site Water Models 
A major issue for 1D-RISM and, to lesser extent, 3D-RISM, is solvent atoms buried within the 
LJ radius of other solvent atoms. The most relevant example is that of explicit water models. 
As discussed in Section 4.3.1 and illustrated in Figure 4.5, hydrogens are encompassed within 
the LJ radius of their bonded oxygen and have no LJ radius of their own. For MD studies, 
this is not a problem; the stiff LJ potential of the oxygen prevents catastrophic charge overlap 
between water hydrogens and any other atom 2. 

Approximations made in the closure, notably neglecting the bridge function, allow for the 
catastrophic Collapse of solvent or solute sites onto the water model's hydrogen sites. In explicit 
MD simulations, the hydrogen sites are buried within the radius of the oxygen of the water 
model and such site-site overlaps are not possible. To prevent this collapse and allow 1D-
RISM to converge to a solution, the strategy of giving LJ parameters to the hydrogens has 
been adopted and several different parameter sets have been used in the past [257-260]. In this 
work we explore a minimal radius [261] versus a radius that coincides with the oxygen radius 
along the O-H bond vector as in (see Figure 9.5). Example parameters for Equation (5.44) are 
given in Table 9.1. Parameters for a minimal radius are known to preserve the second peak 
observed in the experimental measured goo{r) a s hi Figure 9.4. The alternative, large radius 
approach is used in this thesis. These parameters are chosen to reproduce the effects of the 
oxygen radius around the hydrogens and provide a better fit with the solvation free energies 
of the models they are based on. 

9.3.2 Free Energy of Solvent Polarization 

The best way to quantify the accuracy of 3D-RISM is by comparing solvation free energies 
from 3D-RISM against MD calculations utilizing that model directly. Calculating such solva-

2 I t is worth noting that , starting with the CHARMM22 version, the CHARMM forcefield was specifically 
optimized for a modified TIP3P water model with small LJ radii on the hydrogens [120]. 
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Figure 9.4: RDFs from experiment [71] and 1D-RISM with the SPC/E model. 

Figure 9.5: SPC/E with alternate hydrogen Lennard-Jones parameters. The oxygen LJ radius 
is the largest circle, the smallest is the hydrogen radius as in [261] while second largest represents 
the large hydrogen radius used in this work. 
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tion free energies with explicit solvent typically utilizes thermodynamics integration (TI), a 
computationally demanding procedure. To quantify the quality of Poisson equation solutions 
(PE) and various generalized Born (GB) models, Roe et al. [77] used TI on only the partial 
charges of ALAio, thus calculating the free energy of solvent polarization. This provides the 
opportunity to directly compare 3D-RISM against TIP3P, PE and GB models. 

9.3.2.1 Methods 

The average free energy of solvent polarization (AGpoi) was calculated for four conformations 
of ALA10 (Ace-Aio-NH2): a-helix (alpha), left-handed a-helix (left), polyproline II helix (PP2) 
and /3-hairpin (hairpin). The generation of the structures used for each of these conformations 
is given in Roe et al. [77]. In brief, the four structures were created with the backbone (j)/^ 
angle values: alpha = -57.8°,-47.0°, left = 57.8°,47.0°, PP2 = -75.0°,145.0° and hairpin was 
taken from the backbone of Trpzip2 (PDB ID 1LE1) [262]. These structures were maintained 
during thermodynamic integration (TI) with harmonic position restraints while the atomic 
point charges where increased from 0 to their ff99SB values both in the presence and absence 
of TIP3P [69] water. Further details of this calculation can be found in [77]. 

3D-RISM solvation free energies (AGsoi) were calculated for each of the 1000 structures 
of each conformation from the TI calculation using both SPC/E and TIP3P water models 
with hydrogen LJ parameters given in Table 9.1. In total, six sets of 3D-RISM solvation 
free energies were calculated with different parameters and precisions. Calculations at grid 
resolution of 0.5 A and residual tolerance of 10~3 were done for SPC/E and TIP3P with small 
and large hydrogen radii. Based off these results, a grid resolution of 0.25 A and 10~5 was 
used for only SPC/E and TIP3P. As 3D-RISM calculates the full solvation free energy, AGpoi 
was calculated as the difference between AGsoi for ALAio with and without point charges. To 
facilitate the computation, the principal axis for each structure was oriented along the z-axis, 
permitting the smallest possible solvation box. The same solvation 36 A x 36 A x 60 A box 
was used for all calculations, giving a minimum distance of 14 A from the solute to the edge 
of the box. 

9.3.2.2 Results and Discussion 

Table 9.2 gives the 3D-RISM polarization free energies of the various conformations of ALAio-
There is qualitative agreement between all of the figures and the ordering of the conformations 
(PP2 < hairpin < left < alpha). Differences in AGpoi (AAGpoi) also generally agree. However, 
there is a large discrepancy between values for large and small hydrogen radii for AGpo\. 

Standing out from Table 9.2 is the qualitative agreement between the large hydrogen models 
for the two very different tolerances and resolutions used. All values agree within one standard 
deviation, agreeing within 1% or better. There is, however, roughly a 25 fold difference in the 
computation time between the two sets of calculations. 

The solvation free energies are also in agreement with experiment (see Section 4.2.1.2) in 
that 3D-RISM gives a positive solvation free energy for all conformations (data not shown). As 
we have no other figures to compare against, this qualitative comparison will have to suffice. 

The highest precision 3D-RISM figures, along with results for explicit TIP3P, PE and 
GB [77], are given in Table 9.3. We observe excellent quantitative agreement between both 3D-
RISM and TIP3P TI. As expected, the TIP3P 3D-RISM calculations are in better agreement 
with TI than SPC/E due to the shared model parameters. In fact, the two agree within 
one standard deviation of TIP3P-3D-RISM results and 2-3 standard errors of the of the TI 
calculations. 
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Minimal Radii 
lO --4 , 

SPC/E 
0.5 A 

TIP3P 

Coincident Radii 
lO"-5, 

SPC/ E 
0.5 A 

TIP3P 
10"° , 1 

SPC/E 
3.25 A 

TIP3P 
(A) AGD o l 

PP2 
alpha 

left 
hairpin 

PP2-alpha 
PP2-left 

PP2-hairpin 
alpha-left 

alpha-hairpin 
left-hairpin 

-94.61±1.07 
-56.36±0.94 
-62.35±1.04 
-70.12±1.32 

-38.26 
-32.26 
-24.49 
6.00 
13.76 
7.76 

-93.60±1.07 
-55.79±0.93 
-61.81±1.03 
-69.36±1.31 

-37.81 
-31.79 
-24.24 
6.02 
13.57 
7.55 

-79.19±0.98 
-46.23±0.84 
-52.81±0.93 
-57.92±1.18 

(B) AAG p o I 

-32.96 
-26.38 
-21.27 
6.58 
11.69 
5.11 

-76.89±0.96 
-44.88±0.82 
-51.44±0.92 
-56.08±1.17 

-32.01 
-25.45 
-20.81 
6.56 
11.21 
4.65 

-79.12±1.28 
-46.25±1.37 
-52.92±0.95 
-57.78±1.49 

-32.87 
-26.19 
-21.33 
6.67 
11.53 
4.86 

-76.82±1.27 
-44.91±1.31 
-51.60±1.22 
-56.00±1.17 

-31.91 
-25.22 
-20.82 
6.69 
11.09 
4.40 

Table 9.2: 3D-RISM AGpoi of ALAio using various parameters and resolutions. Errors are one 
standard deviation from the mean. 

The main discrepancy between the 3D-RISM and the TI calculations is the hairpin con­
formation. This is also the calculation that has the largest error of all the TI calculations, 
indicating that this may be a particularly troublesome conformation. Both SPC/E and TIP3P 
calculations, however, still fair better overall for this conformation than the implicit models. 

9.4 Conclusions 
3D-RISM has been implemented in MD package Amber. This has specifically included opti­
mizing both 3D-RISM and the coupling of 3D-RISM with MD (Section 9.2 and Chapter 10) 
and the characterization and validation of 3D-RISM output (Section 9.3 and Chapter 10). 

Computational efficiencies introduced to 3D-RISM include streamlining the grid based cal­
culations of solution potential, electrostatic asymptotics and solvation forces using a cutoff 
method. Care was taken in all cases to preserve the long range behaviour of the calculations. 
For electrostatics, in particular, the long range behaviour of the potential was accommodated 
by calculating the potential on a sparse grid, outside the cutoff radius, and interpolating the 
potential for grid points in between. For the electrostatic forces, the two grid approach was 
utilized again by integrating a small grid, based on a cutoff, at full resolution and a large grid, 
outside the cutoff, at half the resolution. 

It should be noted that the scaling order of computations is not reduced, as all grid points 
must still be visited. Rather, the number of grid points requiring expensive calculations is 
substantially reduced. For Alanine-dipeptide with a 0.5 A grid spacing, this gives up to a 3 
fold speedup for these calculations. Smaller grid spacing and larger solutes should take better 
advantage of these optimizations. 

Optimizations that take advantage of the highly correlated structures produced in MD are 
aimed at reducing the number of iterations required for 3D-RISM and for avoiding 3D-RISM 
calculations altogether. 

Using the solution from the previous 3D-RISM calculation as an initial guess is a trivial 
method to reduce the number of iterations required to converge the new solution. By propa­
gating the solutions from up to three previous solutions, an better initial guess is obtained and 
even fewer iterations are required 

3D-RISM is still too expensive to execute every time step and it is best to avoid the 
calculation if possible. MTS methods are often used to accomplish such goals. However, the 
energy conserving impulse MTS scheme can not be extended beyond 4-5 fs time steps due to 
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TIP3P 3D-RISM PE GBHCT GBOBC GBNeck 
TIP3P SPC/ E 

(A) AG p o l 

alpha 
PP2 
left 

hairpin 

-44.08±0.04 
-76.39±0.15 
-51.30±0.12 
-54.16±0.25 

-44.91±1.27 
-76.82±1.31 
-51.60±1.22 
-56.00±1.17 

-46.25±1.37 -47.97±0.77 
-79.12±1.28 -78.05±0.91 
-52.92±0.95 -54.85±0.90 
-57.78±1.49 -57.28±1.13 

-51.69±1.21 
-77.35±1.05 
-55.05±1.08 
-57.48±1.45 

-49.38±1.21 
-78.07±1.09 
-52.67±1.10 
-56.03±1.47 

-43.26±0.90 
-77.59±1.02 
-48.19±0.91 
-52.85±1.29 

(B) A A G p o , 
PP2-alpha 

PP2-left 
PP2-hairpin 

alpha-left 
alpha-hairpin 

left-hairpin 

overall 
PP2 

non-PP2 
hairpin 

non-hairpin 

-32.31 
-25.09 
-22.23 
7.22 
10.08 
2.86 

-31.91 
-25.22 
-20.82 

6.69 
11.09 
4.40 
(C) AAG p o I 

0.99 
0.85 
1.11 
1.34 
0.39 

-32.87 
-26.19 
-21.33 
6.67 
11.53 
4.86 

-30.07 
-23.19 
-20.77 
6.88 
9.31 
2.43 

Root-Mean-Square 
1.21 
0.88 
1.46 
1.52 
0.78 

1.39 
1.89 
0.55 
1.53 
1.58 

-25.67 
-22.31 
-19.87 
3.36 
5.80 
2.43 

Deviations 
3.89 
4.37 
3.34 
2.83 
4.72 

-28.69 
-25.40 
-22.03 
3.29 
6.66 
3.37 

2.60 
2.10 
3.02 
2.00 
3.09 

-34.33 
-29.40 
-24.73 
4.93 
9.60 
4.67 

2.51 
3.11 
1.71 
1.80 
3.05 

Table 9.3: TI, 3D-RISM, PE and GB AGpo l of ALA10. The two highest precision 3D-RISM 
calculations using the large hydrogen LJ parameters are given in this table. Errors are given 
as standard deviations except for the TIP3P TI calculations. TIP3P TI, PE and GB data are 
from Roe et al. [77]. 

resonance artifacts. LN extrapolative MTS has been used for other slow time scale interactions, 
such as long range electrostatics, to move beyond this resonance limit. Unfortunately, fast and 
slow time scale solvation forces cannot be decoupled in 3D-RISM so LN MTS offers little 
advantage. By using a simple model to predict the forces based on the conformation of the 
solute, the size of the 3D-RISM time step can be extended to 100s of femtoseconds. This comes 
at the cost of heating the system, so a relatively large friction coefficient must be used with 
Langevin dynamics. True dynamics are already lost by the use of a mean-field solvation model 
so the cost of losing accurate dynamics is small compared to the gains in sampling. 

Finally, we have characterized the performance of 3D-RISM using metrics important for MD. 
Namely, we have shown that 3D-RISM is able to accurately reproduce the free energy of solvent 
polarization associated with the underlying explicit model. This is of critical importance for 
differentiating, and correctly sampling, biomolecules conformations. We have also shown that 
for 3D-RISM coupled with MD the total energy drift and net force can be made arbitrarily 
small. This does come at a computational cost however. 

This work is simply the first step in coupling 3D-RISM and MD. In the immediate future, 
more work needs to be done on validating and accelerating the combination. 

Validation will come in form of extensive MD runs on larger biomolecules and by further 
demonstrating the accuracy of full solvation free energies. 

Further speed enhancements will come in three areas. Parallelization will be necessary for 
the method to be practical but will not enhance the method relative to current explicit or 
implicit models. An improved interpolative model for MTS will improve predictions, lower the 
magnitude of the friction coefficient necessary and, possibly, allow larger time steps to be used. 
Finally, we can take advantage of free boundary conditions by aligning the principal axis of the 
solute with the coordinate axes and setting the minimal solvent box to accommodate it. The 
computational gains for globular proteins may be modest but elongated proteins could gain 
substantially. 



137 

Chapter 10 

Three-dimensional molecular 
theory of solvation coupled with 
molecular dynamics in Amber 

10.1 Introduction 

Molecular dynamics (MD) simulation with explicit solvent, in particular, available in the Am­
ber molecular dynamics package [5], yields accurate and detailed modeling of biomolecules (e.g. 
proteins and DNA) in solution, provided the processes to be described are within accessible 
time scales, typically up to tens of nanoseconds. A major computational burden comes from 
the treatment of solvent molecules (usually water, sometimes cosolvent, and counterions/buffer 
or salt for electrolyte solutions) which typically constitute a large part of the system. Moreover, 
solvent enters pockets and inner cavities of the proteins through their conformational changes, 
which is a very slow process and nearly as difficult to model as protein folding. Of no surprise, 
then, is the considerable interest in MD simulation with solvent degrees of freedom contracted 
by using implicit solvation approaches. In particular, the generalized Born (GB) model [97], 
in which the solvent polarization effects are represented by a cavity in dielectric continuum 
(optionally, with Debye screening by the charge distribution of structureless ions in the form of 
the Yukawa screened potential), whereas the non-electrostatic contributions are phenomenolog-
ically parameterized against the solvent accessible area and excluded volume of the biomolecule. 
The cavity shape is formed by rolling a spherical probe, of a size to be parameterized for each 
solvent, over the surface of the biomolecule. The polarization energy follows from the solution 
to the Poisson equation, which is computationally expensive, and is approximated in the GB 
model for fast calculation by algebraic expressions interpolating between the simple cases of 
two point charges in a spherical cavity. Conceptually transparent and computationally simple, 
the GB model has long been popular, including its implementations in the Amber molecular 
dynamics package [5]. However, it bears the fundamental drawbacks of implicit solvation meth­
ods: the energy contribution from solvation shell features such as hydrogen bonding can be 
parameterized but not represented in a transferable manner; the three-dimensional variations 
of the solvation structure, in particular, the second solvation shell are lost; the volumetric 

'A version of this chapter has been submitted for publication. 
T. Luchko, S. Gusarov, D. A. Case, J. Tuszynski and A. Kovalenko. Three-dimensional molecular theory of 
solvation coupled with molecular dynamics in Amber. Phys. Chem. Chem. Phys. Submitted 2008/04/01. 
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propert ies of the solute are not well defined; the non-electrostatic solvation energy terms are 
empirically parameterized, and therefore, effective interactions like hydrophobic interaction 
and hydrophobic a t t rac t ion are not described from first principles and thus are not transfer­
able t o new systems with complex compositions (e.g. with cosolvent a n d / o r different buffer 
ions); the entropic te rm is absent in continuum solvation, thus excluding from consideration 
all associated effects, for example the energy-entropy balance for the temperature control over 
supramolecular self-assembly in solution. To this end, the notion of a surface accessible sur­
face, defined as t h a t delineated by the center of the probe "rolled" over the surface becomes 
meaningless for inner cavities of biomolecules hosting just a few solvent molecules. 

An attractive alternative to continuum solvation is the three-dimensional molecular theory 
of solvation, also known as the 3D reference interaction site model (3D-R1SM) [250]. Start ing 
from the force field, it operates with solvent distributions rather than individual molecules, but 
yields the solvation s t ructure and thermodynamics from first principles of statistical mechan­
ics. It properly accounts for chemical specificities of both solute and solvent molecules, such as 
hydrogen bonding or other association and hydrophobic forces, by yielding the 3D density dis­
tr ibutions of solvent, similar to explicit solvent simulations. Moreover, it readily provides, via 
analytical expressions, all the solvation thermodynamics, including the solvation chemical po­
tential, its energetic and entropic decomposition, and partial molar volume and compressibility. 
The theory has been successful in analyzing a number of chemical and biological systems in so­
lution [250], including synthetic organic supramolecules (e.g. organic rosette nanotubes) [263] 
as well as peptides and proteins [174, 264-268]. It constitutes a promising method to contract 
solvent degrees of freedom in MD simulation. Miyata and Hira ta [244] have introduced a cou­
pling of 3D-RISM with MD in a multiple time step (MTS) algorithm which can be formulated 
in te rms of the impulse based RESPA method. It converges the 3D-RISM equations for the 
solvent correlations at the current snapshot of the solute conformation by using the accelerated 
iterative solver (modified direct inversion in the iterative subspace [250]), then performs several 
MD steps, and solves the 3D-RISM equations over again. T h e M T S approach was necessary 
to bring down the relatively large computat ional expenses of solving the 3D-RISM equations. 
Their implementation achieved stable simulation with the 3D-RISM equations solved at each 
5th step of MD at most, which is not sufficient for realistic simulation of macromolecules and 
biomolecular structures of interest. In this work, we couple the 3D-RISM solvation theory with 
M D in the Amber molecular dynamics package in an efficient way tha t includes a number of 
accelerating schemes. This includes several cutoffs for the interaction potentials and correlation 
functions, an iterative guess for the 3D-RISM solutions, and an MTS procedure with solvation 
forces at each MD step which are extrapolated from the previous 3D-RISM evaluations. This 
coupled method makes modeling of biomolecular structures of practical interest, e.g. proteins 
with water in inner pockets feasible. As a preliminary illustration, we apply the method to 
Alanine-dipeptide in ambient water. 

10.2 Theory and Implementation 

Solvation free energies, and their associated forces, are obtained for the solute from the 3D 
reference interaction site model (3D-RJSM) for molecular solvation, coupled with the 3D version 
of the Kovalenko-Hirata (3D-KH) closure [250]. 3D-RISM provides the solvent structure in the 
form of a 3D site distr ibution function, </^v ( r ) , for each solvent site, 7. W i t h g1 (r) —> 1, 
the solvent density distribution p7 (r) = p7<?7 (r) approaches the solvent bulk density p1. The 
3D-RISM integral equation has the form 

ftVV(r) = E fdr'c^(r-r')X^(r'). (10.1) 
a J 



CHAPTER 10. 3D-RISM IN AMBER 139 

where superscripts 'U' and ' V denote the solute and solvent species respectively; h(r) — g (r) — 1 
is the site-site total correlation function; c^v(r) is the 3D direct correlation function for solvent 
site a having asymptotics of the interaction potential between the solute and solvent site: 
c„ v ( r ) oc -«^ v ( r ) / ( l iBT)i and X«-^(r) is the site-site susceptibility of the solvent, given by 

X«» = O ) + Pah^(r). (10.2) 

Here, &&¥ (r) is the intramolecular correlation function, representing the internal geometry of 
the solvent molecules while li^Y[R) is the site-site radial total correlation function of the pure 
solvent calculated from the dielectrically consistent version of the 1D-RISM theory (DRISM) 
[269, 270]. Equation (10.1) is complemented with the 3D-KH closure 

0uvM_ f e x p ( < O r ) ) for <fv{v) < 0 
9i ( r ) - \ l + d ^ ( r ) for < » > 0 ( 1 ° - 3 ) 

where 

and u^v (r) is the total potential of the solute acting on solvent site 7, given by the sum of the 
potentials from all the solute interaction sites i located at Rj , 

<V(r) = X)<v( |r-R i | ) . 

As with other closure approximations [250], the 3D-RISM equation (10.1) with 3D-KH clo­
sure (10.3) possesses an exact differential of the free energy, and thus has a closed analytical 
expression for the excess chemical potential of solvation 

AM = kBTj2 Pa Jdr { I ($?(r))2 Q(h™ (r)) - c"J(r) - \h™(r)c"J(r)} , (10.4) 

where Q(x) is the Heaviside function, which results in (ha(r))2 being applied only in areas 
of site density depletion. The solvation chemical potential is generally determined by the 
Kirkwood "charging" formula with the "switching" parameter A, which has the following form 
in the case of the interaction site model, 

A/x = fcBr$>a/ dxj d r f f ^ ( r ; A ) ^ ( r ) . (10.5) 

The expression for the solvent force acting on each atom of the solute is defined as a derivative 
of the solvation chemical potential with respect to the solute atom coordinates Rj . By differ­
entiating the expression (10.5), the force is obtained in the general form valid that is for any 
closure approximation to the 3D-RISM equation, 

V - [juv, ^ / ( r - R j ) 
f t / V(Ri) = - ^ f = - » a / d r ^ W - ^ ^ " ^ (10-6) 

The expression (10.6) has also been obtained, by differentiating a closure to the 3D-RISM 
equation, for the 3D-KH closure [248] as well as for the 3D-HNC closure [244, 248]. 
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10.2.1 Implementation and Optimization of 3D-RISM 
Modifications to the SANDER molecular dynamics module of Amber were minor. Other than 
calling the RISM3D subroutine, the only modifications were to add in calls for memory allocation 
and file input/output. A single 3D-RISM calculation is roughly three orders of magnitude 
slower than a single time step for a system solvated with the same solvent model at the same 
volume and density. This is not unexpected as 3D-RISM performs a complete sampling of the 
solvent about the solute. To obtain meaningful sampling of solute conformations it is necessary 
to optimize the 3D-RISM calculation. To achieve this goal two different optimization strategies 
were employed: (1) the pre- and post-processing of the solute-solvent potentials, long-range 
asymptotics and forces was accelerated using a cut-off scheme; and (2) direct calculation of 
the 3D-RISM solvation forces was avoided altogether by interpolating current force based off 
of atom positions from previous time steps. 

3D-RISM forces on individual solute atoms are smoothly varying and depend solely on their 
position relative to other solute atoms. Thus, with sufficient force and position data collected 
from previous time steps, it is possible to interpolate 3D-RISM solvation forces without a full 
3D-RISM calculation. This is accomplished by performing least squares fitting to a three-
dimensional interpolation model for the force vector of each atom. For the purposes of this 
calculation, we use a simple linear combination of the new positions of the neighboring atoms 
relative to the position, R, of the ith atom, 

n 

ffv(R) = /° + ^ F i i - ( R - R j ) , (10.7) 
i= i 

where f̂ O)* is the zero-component fitting parameter, and Fjj = F^ with (a, b) = x,y,z is the 
tensor of fitting parameters, giving the "response" of ith atom to the presence of neighboring 
atoms j = 1 , . . . , n (including the self-term Fjf) at their previous positions R j . The range of 
atoms to sum over, n, can be up to the total number of solute atoms, but may be limited to 
the atoms within a cutoff radius of atom i. This gives a total of 3n -I-1 parameters for each 
component of the force for solute atom. For each atom, the system is translated and rotated 
to orient the coordinates relative to the atom in question and two of its (preferably bonded) 
nearest neighbors. While better models can be devised, this is sufficient to show the capability 
of the method. 

To our knowledge, this is a new approach to MTS methods. Miyata and Hirata [244] used 
impulse MTS [119] where slowly varying forces are only applied at an integer multiple of the 
base time step. This effectively introduces large, periodic impulses to the dynamics. This has 
desirable properties, such as energy conservation. However, it is well known that resonance 
artifacts limit the MTS step size to 5 fs, after which the method becomes catastrophically 
unstable [96]. Extrapolative MTS applies a constant force over all intermediate time steps. 
There are no impulses in this method and it does not conserve energy. LN MTS couples 
extrapolative MTS with Langevin dynamics to produce stable trajectories for MTS time steps 
up to 10s or 100s of femtoseconds, provided the forces being extrapolated are slow varying on 
these time scales [96]. Impulse and extrapolative MTS are implemented for 3D-RISM solvation 
forces and compared to the interpolative MTS method. 

10.3 3D-RISM-KH and Molecular Dynamics Setup 

All simulations were carried out in a modified version of Amber [5] with the ff99SB force 
field [271] using free boundary conditions (FBC) with a 14 A cutoff for Coulomb interactions 
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or periodic boundary conditions (PBC) with particle-mesh Ewald (PME) summation [128]. 
SHAKE [272] and a base time step of At — 2 fs was used throughout. The standard SANDER 
velocity Verlet integrator [119] was used for NVE simulations and the Langevin integrator [256], 
with a friction coefficient of 5 or 20 p s - 1 , for NVT simulations. A cutoff of 14 A was used for 
Lennard-Jones and 3D-RISM calculations except where otherwise noted. 

Alanine-dipeptide was used to quantify the effects of 3D-PJSM optimizations on NVE and 
NVT simulations. A cubic, 32 A box was used for all simulations except for GB simulations, 
which used free boundary conditions. 3D-RISM simulations used the SPC/E water model [70] 
with either a 0.5 A (643 grid points) or 0.25 A (1283 grid points) linear grid spacing and will be 
referred to as ALA:64 and ALA: 128, respectively. Explicit solvent simulations used the rigid 
TIP3P water model [69] and will be referred to as ALA:TIP. GB simulations employed the 
GBneck model, corresponding to igb=7 [273] in SANDER, and will be referred to as ALA:GB. 
Due to the small size of alanine-dipeptide, the 14 A cutoff is equivalent to having no cutoff 
for GB and 3D-RISM calculations. All simulations started with 100 ps of equilibration at a 
constant temperature of 300 K. ALA:64 and ALA:128 employed impulse MTS with a 3D-RISM 
force evaluation every second time step.' Extrapolation and interpolation MTS algorithms were 
tested with full 3D-RISM calculations every 2"Ai with n = 1... 13. 

To calculate the effect of grid resolution on numerical artifacts and integration of forces, 
including net force drift, four additional single time step simulations were performed using the 
SPC/E model. These had linear grid spacings of 0.5, 0.25, 0.125 and 0.0625 A corresponding 
to grid sizes of 643, 1283, 2563 and 5123, respectively. These are denoted ALA:64d, ALA:128d, 
ALA:256d and ALA:512d, respectively. In addition, the solution for each grid size was con­
verged to a residual error tolerance of 10~2, 10~3, 10~4, 10~5 and 10~6. Since equilibration 
does not have an impact on these calculations, the default structure for alanine-dipeptide 
from TLEAP was used. Due to technical issues with our large memory computer, we used the 
Numerical Recipes FFT [274] rather than FFTW. 

Following equilibration, NVE simulations were run for 8 ps each, using the final positions 
and velocities of the equilibration runs. Energies were recorded every time step except for MTS 
simulations where the energy was only recorded when a full 3D-RISM calculation took place. 
The longest MTS time step used for these simulations was 32At. The role of the accuracy of 
the solution 3D-RISM solution on energy conservation was investigated for the STS method 
only. The same 8 ps simulations were carried out with MDIIS residual tolerances for c^v of 
10~4, 10"5 and 10~6 for both ALA:64 and ALA:128. 

STS NVE simulations for ALA:64 were also repeated at residual tolerances of 10 - 4 and 
10~5 but without optimizations to the potential, force, asymptotics calculations or solution 
extrapolation. That is, no cutoffs, no MTS were utilized and the previous 3D-RISM solution 
was used as the initial guess for the next solution but was not extrapolated from multiple 
previous solutions. 

NVT simulations were run for 100 ps each, following equilibration, using the final positions 
and velocities of the equilibration runs. Energies were recorded every time step except for MTS 
simulations where the energy was only recorded when a full 3D-RISM calculation took place. 
Solvation forces and atom coordinates were recorded every time step. 

10.4 Results 

10.4.1 Net Force Drift Error 

The net x, y, and z solvation forces should be zero. While it is possible to set these to zero by 
subtracting the mass weighted total force from each atom, a non-zero net force still indicates 
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Tolerance ALA:64d ALA:128d ALA:256d ALA:512d 
(a) Absolute Net Force 
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(d) Solvation Free Energy 
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Table 10.1: Net force (kcal/mol/A) drift solvation free energy in 3D-RISM calculations at 
different resoltuon and accuracies. 

the total error in the forces due to the numerical method employed. In the case of 3D-RISM 
these errors arise as a result of errors in the solution or integration of guv due to the grid 
resolution. Both are particularly sensitive to the rapid changes in solvent density close to the 
solute.This correlation is clear in Table 10.1. 

To quantify the drift we use three calculations. The absolute drift is the total force in each 
direction. 

Eabsf=(X>'£A/'E/*) (10.8) 
The relative drift is 

(EU)2 + (Efvf + (Efz)
2 

E r e l , ; = \l ^J-Ll ^ g ^JZ' (10.9) 

and has the benefit that it can be cheaply calculated at the end of each 3D-RISM calculation. 
The root-mean-squared error (RMSE) provides an objective comparison to the 'correct' forces, 
f, 

E ( f - f ) 
RMSE/ = \ — i j - '— (10.10) 

Since there is no analytic calculation of the forces available for comparison, we use ALA:512d 
solved to a 10~~6 residual error tolerance as our benchmark. 
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Tolerance ALA:64 ALA:128 ALA:GB 
Decay rate (kcal/mol/ps) 
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Table 10.2: Rate of decay for constant energy simulations. Error in the last significant digit is 
given in brackets. 
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Figure 10.1: Error in average temperature for interpolative MTS runs, (a) Langevin friction 
coefficient of 5 p s - 1 . (b) Langevin friction coefficient of 20 ps"1 . Error bars are block average 
errors in the mean [119]. 

10.4.2 Energy Conservation 

The total energy for all constant energy simulations displayed small amplitude oscillations 
about a linear decay (data not shown). To quantify the linear decay, the equation 

-Etot — a-t + b (10.11) 

was fit to each data set with t representing the time in ps and a corresponding to the rate of 
decay in kcal/mol/ps. 

As expected, lower tolerances for the residual of the solution led to better energy conserva­
tion but at a higher computational cost. Since energy drifts are system dependent, we must 
compare 3D-RISM to commonly used methods for the same system. Decay rates for ALA:TIP, 
ALA:GB, ALA:64 and ALA:128 simulations are given in Table 10.2. While interpolative MTS 
did show energy conservation comparable to STS up to 10s of ps, all of the simulations gained 
energy and eventually became unstable (data not shown). The rate of heating was not linear 
and longer MTS time steps often displayed less heating. Using 4000 instead of 1000 data 
points did reduce the heating generated. In fact, using a 512 fs 3D-RISM time step showed 
less absolute change in the energy over an 8 ps run than for ALA:128 with a 10~4 residual 
tolerance with STS. Extrapolative MTS is known not to conserve energy and was not tested 
for energy conservation as a result. 
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Figure 10.2: Speedup resulting from interpolative MTS with Langevin friction coefficient of 
20 ps^1 . (a) gives the time required for 50 ps of MD. Comparison times for explicit solvent 
and GB simulations (with an impulse MTS of 4 fs) are labeled on the figure, (b) Speedups 
relative to STS 3D-RISM with At = 2 fs. 

10.4.3 Optimization and MTS Speedup 

Speedup, due to the optimization of potential, force and asymptotics calculations, was mea­
sured by repeating the NVE simulation of ALA:64 with a residual tolerance of 10~~4 and 10~5. 
The unoptimized 3D-RISM calculation required 67% and 27% more time, respectively, to com­
plete an 8 ps simulation. 

For constant temperature MD, larger 3D-RISM time steps for both extrapolative and in­
terpolative MTS exhibited greater system heating. Impulse MTS was not tested beyond 4 fs 
time steps as resonance artifacts exclude larger time steps. As extrapolative MTS also showed 
considerable heating, these results are not shown. Deviations of the average temperature from 
the target are reported for interpolative MTS in Figure 10.1. Block averaging is used to calcu­
late errors in the mean and avoid correlation artifacts [119]. Interpolative MTS can produce 
significant accelerations, bringing 3D-RISM-MD to near the performance of explicit solvent 
and GB MD (Figure 10.2). 

10.5 Discussion 

10.5.1 Factors Affecting Numerical Accuracy 

In the absence of a heat bath, MD simulates isolated systems. As such, systems simulated 
with MD should conserve energy and have no net force, within numerical accuracy. 3D-RISM 
satisfies both of these conditions if the solution is of high enough numerical precision. 

The numerical quality of the 3D-RISM solution is controlled by two parameters; (a) the 
residual error tolerance is the maximum allowable change between two 3D-RISM iterations for 
convergence and (b) the linear grid spacing is resolution of the grid that the solution is found 
on. To large extent, these two parameters independently control the conservation of energy 
and the net force error, respectively. 

Table 10.1 gives the error in the net force using a number of different metrics. All three 
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metrics show that the residual tolerance contributes little to the overall error in the net force 
until very high grid resolutions are used. This observation is also evident in the solvation free 
energies calculated. The most important contributor is achieving a minimum resolution of 
0.25 A. Additional iterations to lower the residual provide little improvement to the net force 
error or the solvation energy calculations. 

In practice, the net force is subtracted off as 

% = U- ^ f n e t (10.12) 

where m* is the mass of the ith solute particle and M is the total mass of the solute. However, 
the error in the net force is also an indicator of inaccuracies in other components not as easily 
corrected, such as the net torque. 

The importance of an accurate solution with a low residual can be observed in Table 10.2. 
Energy conservation is dominated by the accuracy of the solution, whereas grid resolution has 
little impact. Here, we can see that a residual tolerance on the order of 10~6 give similar energy 
conservation to that of GB. 

Parameters for the grid spacing and residual tolerance must also be chosen with computa­
tional practicality and efficiency in mind as well. The computational time required to converge 
on a solution roughly doubles as the residual tolerance decreases by a factor of 10. I.e. a 
solution with a residual of 10~5 takes twice as long to compute as one with a residual of 10~4. 
Similarly, both the time and memory requirements of the computation scale as O(N) where 
TV is the linear number of grid points. Decreasing the grid spacing by a factor of two incurs an 
eight-fold increase in memory and time requirements. 

In light of the computational costs of 3D-RISM calculations and the requirements for per­
forming MD, a reasonable trade off to get reliable results is a grid spacing of 0.25 A and 
a residual tolerance of 10~5. However, an acceptable precision of the polarization energy is 
obtained with a grid spacing of 0.5 A and a residual tolerance of 10~3, as seen from our prelim­
inary calculations (see also Table 10.1). A detailed account of the polarization energy accuracy 
for various systems will be given in forthcoming publications. 

10.5.2 Speedup 

Optimizations for 3D-RISM-MD can be separated into those that use MTS and those that do 
not. The latter are conservative in that they preserve the overall numerical precision of the 
method but offer only moderate increases in performance. MTS methods, on the other hand, 
can provide considerable speedups but sacrifice energy conservation. We analyze the benefits 
from each of these approaches separately. 

Cutoff and solution extrapolation methods were compared against an unoptimized 3D-
RISM-MD. The success of the methods varies with the system being simulated. The cutoff 
methods scale with the number of grid points and solute atoms, just as the unoptimized 
methods do, as all grid points must still be visited. The major difference is that the number of 
grid points requiring expensive calculations, involving all of the solute atoms, is considerably 
reduced using cutoffs. As the grid density and number of solute atoms increases, the cutoff 
optimizations become more valuable. The solution extrapolation method provides most of the 
speed gains against the unoptimized code. This is because it works to reduce the number of 
iterations needed for 3D-RISM convergence. However, as the residual tolerance is lowered, the 
method becomes less effective. The method cannot propagate solutions at a high accuracy. 

All MTS methods exhibited heating for time step sizes beyond 4 fs. However, the heating 
present in Figure 10.1(a) is effectively absent when the friction coefficient is increased from 5 
to 20 ps _ 1 . While it is true that increasing the friction coefficient has a negative impact on 
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the accuracy of dynamics, the use of a mean-field method, 3D-RISM, means that the observed 
dynamics are not true dynamics in any case. Our goal is to increase sampling efficiency and 
using a large friction coefficient is justified in this context. 

MTS speedups were measured with all other optimizations included. The method does 
not increase linearly with the size of the 3D-RISM time step and begins to plateau for multi-
picosecond step sizes. The main reason is that conformational correlations are lost for larger 
time step sizes and the solution extrapolation loses effectiveness. However, accelerations of 
nearly two orders of magnitude can reasonably be achieved with even the simple model for 
coordinate based extrapolation used here. It is also of interest to compare theses results to 
the time required for the equivalent system simulated with explicit solvent or GB. We see in 
Figure 10.2(a) that the largest MTS time steps for 3D-RISM are comparable to these other 
methods. Not shown in this figure is the cost of non-bond list updates, which dominate the 
calculation time, typically consuming over 1200 s. GB suffers the most, with over 99% of 
calculation time spent doing list updates. However, 3D-RISM accounts for less than half of 
the run time at time steps this large, accounting, in part, for the non-linear speedup. 

10.6 Conclusions 

We have presented an efficient coupling of molecular dynamics simulation with the three-
dimensional molecular theory of solvation (3D-RISM-KH), contracting the solvent degrees 
of freedom, and have implemented this multiscale method in the Amber molecular dynamics 
package. 

The 3D-RISM-KH theory uses the first principles of statistical mechanics to provide proper 
account of molecular specificity of both the solute biomolecule and solvent. This includes 
such effects as hydrogen bonding both between solvent molecules and between the solute and 
solvent, as well as hydrophobic hydration and hydrophobic interaction. The 3D-RISM-KH 
theory readily addresses electrolyte solutions and mixtures of liquids of given composition and 
thermodynamic conditions. As the solvation theory works in full statistical ensemble, the 
coupled method yields solvent distributions without statistical noise and gives access to slow 
processes like hydration of inner spaces and pockets of biomolecules. 

The implementation includes several procedures to maximally speed up the calculation: 
(i) cut-off procedures for the Lennard-Jones and electrostatic potentials and the forces acting 
on the solute, (ii) cut-offs and approximations for the asymptotics of the 3D site correlation 
functions of solvent, (iii) an iterative guess for the solution to the 3D-RISM-KH equations at 
next MD steps by extrapolating the past solutions, (iv) multiple time step (MTS) interpolation 
of solvation forces between the successive 3D-RISM-KH evaluations of the forces, which are 
then extrapolated forward at the MD steps until the next 3D-RISM evaluation. 

As a preliminary validation, we have applied the method to Alanine-dipeptide in ambient 
water. Analysis of the accuracy of forces, energy and temperature, including such known arti­
facts as net force drift, has been performed; factors affecting the accuracy have been quantified 
and the range of grid resolution and tolerance parameters ensuring reliable results has been 
outlined. The performance of the coupled method has been characterized, compared to MD 
with explicit and implicit solvent. This work is a preliminary but significant step toward the 
full-scale characterization and analysis of the new method, and further improvement of its 
performance to address slow processes of large biomolecules in solution. 
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Chapter 11 

Summary and Future Work 

Protein modelling is a large and diverse field. This thesis has addressed three individual topics 
relating to protein hydration, microtubule function and improving computational efficiency of 
molecular modelling. The original motivation was to understand the molecular basis of micro­
tubule function. Modelling tubulin, like any other protein, requires the accurate modelling of 
solvent, itself a demanding computational task. This naturally leads to the development of 
optimizing techniques for the accurate and efficient modelling of water. 

Myoglobin is, historically, one of the most thoroughly studied proteins, both in general and 
the specific case of protein hydration. Its neutral net charge at pH 7.0, and well characterized 
behaviour, make it an ideal subject for the study of hydration and the global, electrostatic 
properties of both water and protein. Polarization of the electric fields of both protein and 
water increase as hydration increases. When full hydration occurs at 0.35 h, the polarization 
of the water plateaus, as do the fluctuations and deviations of protein atoms. Myoglobin's 
influence over the water is most clearly observed in the first hydration layer around the protein. 
The orientation of waters within this first layer are strongly correlated with the direction of 
the electric field of the protein, but this quickly decays as distance from the protein increases. 
In fact, these surface waters can be significantly decoupled from the surrounding water when 
very close to the protein. In general, both the dependence on the level of hydration and the 
proximity to the protein are reduced as the temperature is decreased. This is likely due to the 
formation of an amorphous glass at low temperatures. 

Tubulin is the constituent protein in microtubules (MTs) and the basis for their stability 
and structure. Tubulin is also a challenging molecule to simulate as it is a large protein that 
is slow to relax. The poor quality of the available crystal structures compounds this problem. 
However, we are interested in tubulin as a part of MTs; thus, interactions between multiple 
dimers are the ultimate concern. Approaching this problem through the use of truncated 
systems and periodic boundary conditions, we have investigated three key reaction coordinates 
and calculated the potential of mean force (PMF) along them. 

All-atom modelling of microtubule stability has, so far, been limited to protofilament offset 
and lattice type [173, 174]. Even here the methods have used rigid structures for tubulin. 
We have used a fully flexible model, with only centre of mass and orientational restrains to 
maintain an MT geometry. These simulations demonstrate the importance of the M-loop in 
contributing to MT flexibility and stability. The flexibility of the M-loop allows it to deform as 
the protofilaments change their longitudinal offset and maintain contact the with H1-S2 loop 
on the adjacent protofilament. This lends flexibility and stability to MTs under shear force. 
It also suggests a role for MT stabilizing agents, such as Taxol and epothilone. These drugs 
may stabilize the M-loop to encourage interaction with the adjacent dimer without impairing 
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flexibility along the longitudinal axis. However, this same deformation in the M-loop prevents 
the convergence of our calculations. T h e stretching of this loop leads to a strong hysteresis 
t ha t can only over come with the adoption of a multidimensional reaction coordinate. 

While the lack of convergence in these simulations is unfortunate, its cause, the flexibility 
of the M-loop, offers significant insights to the mechanical propert ies of M T s and suggests 
new avenues of research. A 2D reaction coordinate could be used to fully explore the P M F 
of protofilament offset but a more direct investigation of the M-loop and the effect of M T 
stabilizing drugs is more immediately of interest and computat ional ly accessible. Using the 
same reaction coordinates (longitudinal offset and lateral separation but constrained to only 
a few Angstoms of longitudinal offset) with and without Taxol or epothilone the effect on the 
M-loop and any resulting change in the P M F can be readily observed. This can be compared 
against experiment and, possibly, explain the role of these ligands on M T rigidity. As computers 
get faster and algorithms more efficient, this could be revisited for the entire protofilament offset 
reaction coordinate. 

The switch of MTs from stable to unstable has been the focus of considerable research. A 
consensus view has been established of a conformational change in tubulin from a straight (or 
slightly bent) conformer when G T P is bound to a bent conformer when G D P is present [15, 
16, 31, 176]. This agrees well with measurements tha t have shown tha t polymerizing MTs can 
generate force [275] and coarse-grained models that incorporate this conformational change can 
explain it [276, 277]. Our calculations, while only partially converged, suggest an alternative 
mechanism. Ra ther t han a large conformational change, where dimers adopt a distorted, 
bent conformation, the a t t rac t ion at the inter-dimer interface simply weakens, allowing the 
protofilament to become more flexible and explore more space. This softened P M F does not 
produce any depolymerizing force itself. However, in the context of a MT, an entropic force is 
produced as a depolymerized M T is more entropically favourable than an assembled one. As the 
individual dimers are still in a lattice, they cannot simply fall apart. Rather, the protofilaments 
fall away. As they cannot fall into the MT the entropic force is directed outward, producing the 
characteristic ' ram's horns ' . Thus , M T depolymerization may be explained through a subtle 
shift in an attractive interaction, t ipping the balance between stability and instability. 

It is also of interest t ha t a subtle change in conformation does occur. The S3-H3 loop, 
or switch-II loop, is slightly extended in the presence of G T P . This extension s t rengthens 
interactions with the adjacent dimer and stabilizes the interface. This loop has long been 
thought t o be involved in conformational change due to its similarity to the switch-II loop 
in classical GTPases [278]. T h e conformational change, however, is much more subtle t han 
originally thought. 

Convergence of these simulations is simply a ma t t e r of t ime. Once converged, the sim­
ulations will provide deep insights t o effects of G T P hydrolysis and M T stability. However, 
the I D reaction coordinate provides only partial information. A 2D reaction coordinate, with 
radial and tangential displacements in the M T coordinate system, would give a more complete 
picture and explore the possibility of bend angles perpendicular to our ID reaction coordinate. 
Combined with a similar investigation of the M-loop, as discuss previously, a simple model to 
explain the elastic properties of MTs can be constructed. 

Sequence differences between isotypes are known to modify the physical properties of MTs. 
As isotypes are difficult to work with, little is known about the details of the differences 
in the properties or how specific changes contr ibute to these changes. As it is known tha t 
the most sequence variation between isotypes is in the carboxy-terminal tail (CTT) region of 
tubulin we have focused on isotype differences for this region of the protein through rigorous 
conformational sampling for all nine human isotypes of /3-tubulin. Using replica exchange and 
principal component analysis methods we were able to characterize the physical properties of 
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the isotypes, including flexibility, average end-to-end distance, secondary structure and psc. A 
range of properties was observed with /3-III and /3-VI being the most flexible with the longest 
end-to-end distance while /3-VII was significantly shorter and stiffer than the other fragments. 
Binding motifs common to several isotypes were also identified for MAP2 and Casein Kinase-2 
based off of sequence and conformation alone. 

While this study characterizes the basic physical properties of the CTTs, isotype differences 
between the tails in the presence of tubulin and microtubule associated proteins (MAPs), such 
as kinesin, is not known. Due to the computational burden created from simulating these large 
molecules, the methodology employed must be modified. In particular, to use replica exchange 
MD, the number of degrees of freedom must be reduced. This can be accomplished by using an 
implicit solvent or, ideally, 3D-PJSM. As the bulk of tubulin, and any bound MAP, is effectively 
rigid, we are only interested in the CTT. We can ignore these extraneous degrees of freedom 
by using a method such as partial replica exchange MD [148]. In this case the CTT would be 
coupled to a different heat bath than the rest of the system, which would maintain the target 
temperature in all replicas. The number of degrees of freedom are then significantly reduced 
and the CTT in the context of these physiologically meaningful systems can be explored. 

The computational resources required for simulations such as these are a significant imped­
iment to performing large scale studies. As water typically accounts for 95% of the atoms in 
such a system, an obvious approach is to eliminate the explicit water in our simulations. Meth­
ods such as Poisson-Boltzmann and generalized-Born have been used to accomplish this but, as 
they are models of a featureless, continuum dielectric, they introduce artifacts into simulations. 
The 3D reference interaction site model (3D-RISM) is an alternate approach, based on the 
Ornstein-Zernike equation of molecular solvation, that accounts for the detailed, microscopic 
structure of solvents such as water. We have implemented this model in the molecular dynam­
ics package Amber and carried out optimizations to reduce the computational requirements of 
3D-RISM by over two orders of magnitude. These optimizations include simple cutoffs (that 
preserve long range behaviour), propagators of the solution to the 3D-RISM integral equations 
and multiple time step methods. The latter uses a new, interpolative scheme that is uniquely 
suited to 3D-RISM and is responsible for the large time step and low computational load of 
3D-RISM. When using extremely large time steps (e.g. > 8 ps), the method requires CPU 
time comparable to explicit solvent and removes nearly 95% of the degrees of freedom. This 
makes the 3D-RISM/MD combination particularly suited for replica exchange MD. 

3D-RISM coupled with MD is in its infancy and displays enormous potential that must 
be developed. Several immediate issues must be addressed. The method must be parallelized 
to work on distributed memory system. This is essential for speed and to distribute the 
memory requirements to multiple machines, allowing larger systems to be simulated without 
specialized hardware. Aiding the simulation of large systems will be the development of a 
'minimal' solvation box, numerically calculating the first solvation shell while accounting for 
the long-range solvation structure analytically. This will reduce memory and computation time 
for 3D-RISM solutions several fold. An improved model for the interpolative force calculation 
is also required. Ideally, it should be physically based and conserve energy. 

As the 3D-RISM/MD method matures, it should be coupled with methods that are best 
suited to its strengths. A principal advantage of statistical-mechanical, molecular theory of sol­
vation (3D-RISM) is that it accounts for the solvent effect from the whole statistical-mechanical 
ensemble, both over space and time. The 3D-RISM theory effectively distributes the solvent 
(including co-solvent and possible guest species, such as drug molecules) around the protein, 
including pockets and cavities. Achieving this directly with molecular simulations would re­
quire several opening (partially 'unfolding') and closing ('refolding') events to allow solvent 
molecules to pass in and out. The use of 3D-RISM allows one to bypass this process, and 
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get the solvent distribution and solvation free energy for individual conformations, including 
all the pockets and inner spaces. MD can then be concentrated on the conformational search 
for the folded protein around the pool of target conformations, bypassing rarely sampled in­
termediate or unfavourable transition states, with the solvent structure and thermodynamic 
contribution provided by 3D-RISM on the fly for the target conformations. This enormously 
extends feasibility of simulating processes of docking, protein interactions and functions. 3D-
RISM can be further exploited through use in replica exchange MD (REMD), where reduction 
in the number of replicas required and the removal of friction aids sampling and can allow the 
method to be somewhat slower than explicit solvation. The method can also be adapted to 
use free or periodic boundary conditions in each dimension independently, making it suitable 
for membrane simulations. 

All of these properties can be put to practical use in the simulation of tubulin. While tubulin 
does not have any internal, solvated cavities the inter- and intra-dimer interfaces. Solvating and 
desolvating these interfaces introduces significant hysteresis into simulations calculating binding 
free energies of binding. 3D-RISM eliminates this problem entirely. Simulations of tubulin 
protofilaments also benefit from the use of periodic boundary conditions. By applying these 
condition only along the protofilament axis, it is possible to avoid artifacts due to periodicity 
in the other dimensions. Finally, using 3D-RISM in REMD will drastically reduce the number 
of replicas required to simulate it. Further extending this with a methodology like partial 
REMD [148] will allow the local refinement and study of C-terminal tails in the physiological 
context of tubulin and microtubule associate proteins. By continuing to develop 3D-RISM/MD, 
large scale, accurate simulations of tubulin and microtubules will become possible. 
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Appendix B 

Protein Net charge 

In the reversible reaction 
H A ^ H + + A ~ , (B.l) 

where A~ is a deprotonated acid, HA is a protonated acid and H + is a proton, we can define 
an equilibrium constant Ka as [279] 

Variables in square braces refer to the concentration of those substances. 
We are interested in the total amount of the acid species in solution, rather than the amount 

of protonated acid in solution. This is easily obtained from 

[AT] = [HA] + [A~] (B.3) 

[A-] = [AT] - [HA] (B.4) 

where [AT] is the total concentration of the acid species. Substituting this into Equation (B.2) 
we obtain 

We then solve for the number of protonated acids: 

[HA] = - M ^ - . (B.6) 

Since we know the number of each residue in the protein, and not the concentration, we multiply 
both sides by the volume 

[H+jAW ( R 7 ) 

if + [H+] ; 

It is now convenient to work in pH and pKQ where 'p' denotes '—log10' and we rewrite Equa­
tion (B.7) as 

10~PHNA 
NHA = „ T »• (B.8) 
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Table B.l: pKa values for ionization of seven Amino Acids at 25° C [279]. 
Amino Acid 

Aspartic acid 
Glutamic acid 

Histidine 
Cysteine 
Tyrosine 
Lysine 

Arginine 

pKa 

3.86 
4.25 
6.0 
8.33 

10.07 
10.53 
12.48 

Seven of the 20 standard amino acids and both the N terminus (-NH3) and C terminus 
(-COOH) are proton donors. The probability of the proton being donated depends on the pH. 
The pH at which the proton is equaly likely to be attached to the protein or be in solution is 
denoted as pKa. The pKas for the proton donors can be found in Table B. 

Of these 9 proton donors lysine, arginine, histidine and the N-terminus are positively 
charged when fully protonated while the rest are neutral. This means that when counting 
the total charge of the protein we must count the positively charged protonated residues sepa­
rately from the neutral prototated residues. For lysine, arginine, histidine and the N-terminii 
we record the total number protonated residues. For aspartic acid, glutamic acid, cysteine, 
tyrosine and the C-terminii we count the number of protonated residues less the total number 
of these residues. Thus, we have for a general protein 

Total Charge =Niys+H + Narg+H + Nhis+H + NNH+ 

+ (Nasp+H - Nasp) + (Ngiu+H - Ngiu) 

+ {Ncys+H - Ncys) + (Ntyr+H - Ntyr) 

+ {NCOOH - Ncoo)- (B.9) 

Using Equation (B.8) this becomes 

T , i a 10-'HNlya W-pHNarg Total Charge = r? = H =p — ^ 

10-"HNhi3 10-pHNNH2/3 

lQ~pKa,hiB + 10-pH 1 0 - P ^ « . N H 2 / 3 + IQ-pH 

lQ-pHNasp W-pHNglu 

lQ-pK„,^p + \Q-pH IQ-P^o.Kh. -f 10~PH 

10-pH N^s lQ-pHNtyr 

l0-pKa,Cys _|_ 10-pH lQ-pKa,tyr + IQ-pH 

10-pH Ncoo 
lQ-pKa,coo 4. 10~PH 

- (Naps + Nglu + Ntyr + Ncys + Ncoo)- (B.10) 

This generalizes to 

Total Charge = > 7? 77 
6 Z^l I Q - P ^ a , r e s i d u e _|_ \Q~pH 

Proton Donors 
~r / J l*residue*zresidue l-^'-^-U 

Neutral Proton Donors 

file:///Q-pH
file:///Q~pH
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where Q is the unprotonated charge of the residue. 
While this method does work well in general, particularly for small proteins and peptides, 

the limiting assumption is that the pKa for each residue remains the same, regardless of 
environment. In practice, the local environment, including other amino acids in the protein, 
causes the pKas of individual amino acids to shift. There has been considerable work on 
predicting these shifts using molecular modelling techniques. For example, see Li et al. [184, 
280] and Mongan et al. [281]. 
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Appendix C 

C H A R M M System of Units 

For all of CHARMM's, Amber's and NAMD's internal calculations the AMKA (Angstroms, 
Kilocalories/Mole, Atomic mass units) system of units is used[98, 124, 125]. GROMACS uses 
the same system with kJ instead of kcal [146]. Distances are measured in Angstroms, energy 
in kilocalories/mole, masses in atomic mass units and charge in units of elementary charge. A 
unit of time is then calculated in this system to be 4.888821E-14 seconds. 

Using NA = 6.02214 x 1023/mol, e = 1.60218 x 10~19C, U = 2.3901"4kcal, lm = 1010A, 
kB = 1.38066 x 10-2 3J/K [282] and e0 = 8.8542 x 10~12F/m[283] in AMKA units we have 

e0 = 2.3964 x 10"4 ^ (C.l) 
kcal/mol A 

and 

kb = 1.9873 x 1 0 ~ 3 - ^ L . (C.2) 
K-mol 
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