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Abstract 

Background: Following glossectomy, patients often utilize compensatory articulatory behaviors (CABs) to 

compensate for their acquired speech impairments. Incidental findings have indicated the presence of lower lip 

inversion CABs, but no study has investigated these inversions directly. A prototype face-tracking application was 

developed in-house at the University of Alberta that had the potential to be used for the proposed CAB study. However, 

due to its novelty for use in research, a qualitative analysis was needed to demonstrate how whether the prototype 

could capture the data necessary for the proposed CAB study. 

Objective: The objectives of this thesis were to: 1) design a cross-sectional matched control study to determine the 

extent of lip inversion in glossectomy speakers when producing alveolar consonants; 2) determine the feasibility of 

the prototype face-tracking application for capturing speech kinematics; 3) investigate potential sources of error under 

different recording conditions. 

Method: Objective one (designing a study) was addressed by designing a cross-sectional matched control trial to 

characterize lower lip CAB for alveolar sounds in glossectomy speech using the prototype application. This study was 

designed to be run with 20 participants in each of the experimental (glossectomy) and control (healthy) groups. 

Experimental words had voiced or voiceless alveolar sounds either word initially or finally. Objective two 

(determining the feasibility of the prototype for research) was evaluated by measuring various moveable and static 

portions of a single healthy participant’s face and plotting movement trajectories during speech and non-speech tasks. 

Objective three (investigating potential sources of error) was investigated by assessing the standard deviations (SD) 

of select points on the face at rest under different recording conditions; the error during a speech task as also 

investigated by assessing the SD of a static point.  

Results: The proposed research protocol was designed to compare lower lip movement of glossectomy speakers 

during alveolar sound production to healthy speakers by using a mixed-effect linear model (α=0.05, two-tailed). Then, 

the qualitative analysis showed that the prototype face-tracking application captured movement of articulators in 

speech and non-speech tasks. Also, the SD of measured points across all recording conditions were ‘highly’ accurate.  

Conclusion: The work from this thesis provided a method for future researchers to study CAB in glossectomy speech. 

It also demonstrated the feasibility of the prototype for use in the proposed CAB and as well as other speech kinematic 

studies.   
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Chapter 1. Compensatory Articulatory Behaviors in 
Glossectomy Speech: a proposed research protocol 

The aim of this thesis project was to design a research study to investigate whether 

glossectomy speakers use lip inversions as compensations in their speech. To track the 

participants’ face motion, the use of a prototype face tracking application was proposed. 

However, as this prototype face-tracking application was novel for use in research, a 

qualitative analysis was required to determine whether the prototype was capable of 

capturing speech motions and whether different recording parameters were potential 

sources of recording error. 

Chapter 1 outlines the methods by which the research study was designed, and 

Chapter 2 discusses the qualitative analysis of the prototype face-tracking application.  

The overall contribution of this thesis is to present a means for understanding face 

motion during speech. The first chapter provides a specific method for future researchers 

to investigate glossectomy speech. The second chapter demonstrates that the prototype 

face-tracking application can be used for face-tracking research, including the proposed 

glossectomy speech study.  

1.1. Introduction  

The intricate structures of the upper aerodigestive tract allow an individual to 

breathe, speak, and swallow. The presence and treatment of head and neck cancer (HNC) 

can impair critical functions (Kreeft et al., 2009; Martin-Harris et al., 2017). In particular, 

individuals with oral cavity HNC (o-HNC) (Kreeft et al., 2009) and oropharyngeal cancer 
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(op-HNC) (Argiris et al., 2008) often undergo glossectomy (Hinni et al., 2013). This 

treatment can lead to changes in speech functioning and negative social (Bressmann et al., 

2009), or self-perceptions (Constantinescu et al., 2017) of the individual’s speech and 

reductions in quality of life (QoL) (Campbell et al., 2000; Dzioba et al., 2017; Petruson et 

al., 2005; Radford et al., 2004).   

HNC is typically the result of a squamous cell carcinoma (Schwartz & Hayes, 2020; 

Scully & Bagan, 2009). One-third of these HNC cases present with early-stage I or II 

disease (Argiris et al., 2008; Duvvuri et al., 2004).  Additionally, public awareness about 

the numerous environmental risk factors for HNC, including tobacco consumption (Do et 

al., 2003; Hecht, 2003; Kumar et al., 2016; Nair et al., 2004; Parkin et al., 2005), have 

shaped its incidence, leading to declines in HPV-unrelated HNC and increases in HPV-

related HNC (Chow, 2020; Forte et al., 2012). The latter type has been linked to better 

treatment outcomes (Rhodus et al., 2014; Tsai et al., 2016)  because it commonly affects 

younger individuals (Forte et al., 2012) with fewer other risk factors (Argiris et al., 2008; 

D’Souza et al., 2007). Epidemiological and histological differences of HPV-related HNC 

also lead to more positive treatment outcomes compared to HPV-unrelated cases 

(Chaturvedi et al., 2011; Nguyen-Tan et al., 2014).   

Given the high survival rate of HNC patients, cancer treatments that increase QoL 

are important to develop (Shin et al., 2012). In their scoping-review of cancer survivorship, 

Richardson et al. (2011) recommend that future research be done on areas that impact 

patient wellbeing on a longer scale over 5 years. Due to the long-lasting effects that 

acquired speech impairments in HNC patients can have on QoL (Bressmann et al., 2009; 

Chuanjun et al., 2002; Crombie et al., 2014; Dwivedi et al., 2009; Dzioba et al., 2017; 
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Rieger et al., 2006), research investigating how HNC patients speak following intervention 

is critical (Rogers et al., 2007; Shiboski et al., 2000).  

1.1.1. Treatment  

The heterogenous presentation (Schwartz & Hayes, 2020) of HNC necessitates a 

variety of treatment options, each one can have differing effects on patients’ functional 

outcomes. The treatment plans available to HNC patients most commonly included 

glossectomy (Hinni et al., 2013). However, treatment could also include a combination of 

neoadjuvant, adjuvant, or postoperative (chemo) radiation therapies (Shin et al., 2012).  

One possible outcome of radiotherapy that could affect speech was tissue fibrosis and loss 

of range of motion (Abendstein et al., 2005; Dirix et al., 2006; Garden et al., 2006; List et 

al., 1999; Rosenthal et al., 2006; Trotti et al., 2003). 

Glossectomy 
 

Glossectomy is a surgical resection of a cancerous portion of the tongue and a 

margin of healthy tissue (Hinni et al., 2013). Due to the variability in cancer presentation, 

and the complex anatomy of the tongue, a standardized nomenclature for glossectomy 

resection locations does not exist. However, Ansarin et al.(2019) proposed several terms 

to refer to glossectomy based on the location and amount of resection.  

A glossectomy can be closed locally through primary closure, or the resected 

portion can be reconstructed from a flap of tissue harvested from a healthy part of the 

patient’s body. Flaps may be either free, completely removed from a different body part, 

or pedicled, tissue that remains partially attached to a proximal anatomical location (de 

Vicente et al., 2008). Both flap types can be harvested from a variety of anatomical 
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locations (Argiris et al., 2008; Frederick et al., 2013; Huang et al., 2012; Janik et al., 2019; 

Kini, 2015). The surgeon’s choices in reconstruction reflect the specific characteristics of 

that particular case and will have a specific functional impact for the patient. There are 

many decisions when selecting a reconstruction method. First, the decision to choose a 

reconstruction over a primary closure is dependent on the size of the resection. Larger 

resections are typically reconstructed (Acher et al., 2014; Yadav, 2013). Next, the type of 

flap chosen for reconstruction depends on its characteristics and its similarity to the 

resected parts of the tongue. Reconstructing the anterior two-thirds of the tongue, the 

mobile portion in the oral cavity, requires less bulk than the posterior one-third, the 

immobile root in the oropharynx, as the tongue is leaner and more mobile anteriorly (Green 

& Wang, 2003; Yadav, 2013).  

Tumors in the oropharynx are difficult to visualize, so invasive techniques were 

previously used for resection. However, newer techniques, such as transoral robotic 

surgery (TORS), allow for greater visualization with fewer surgical risks (Bhayani et al., 

2010; Mercante et al., 2013; O’Malley et al., 2006). These techniques improve organ 

preservation (Lewin & Hutcheson, 2014; Nouraei et al., 2015; Yadav, 2013), and are 

related to more positive functional outcomes (Mercante et al., 2013; Moorhouse & 

Edwards, 2018). 

Mobility and sensation can both be affected by the type of flap chosen, and both 

can have a functional impact on speech outcomes (Chuanjun et al., 2002; Loewen et al., 

2010; Stone et al., 2012). Flap mobility is affected by flap volume (Kreeft et al., 2009), 

amount (Dios et al., 1994), location (Korpijaakko-Huuhka et al., 1999), and the flap’s 

connections to other tissues (Buchaillard et al., 2007). The type of flap chosen also dictates 
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whether sensation can be restored in the flap (Biglioli et al., 2006; Loewen et al., 2010; 

Yadav, 2013).  Finally, the extent of healthy tissue resected is at the surgeon’s discretion 

(Hinni et al., 2013). Resecting these margins is a way to decrease the chances of cancer 

recurrence (Grimm et al., 2017). 

While the amount of tissue resected is dependent on the size and location of the 

tumor (Bressmann et al., 2009; Fagan, 2014), even a small resection can cause changes to 

tongue movement for speech (Neligan, 2013). Despite these severe impairments, speakers 

are highly intelligible following glossectomy (Dziegielewski et al., 2019). However, 

research as to how these speakers can attain these levels of intelligibility is lacking (Blyth 

et al., 2015). Therefore, given the variability that exists in cancer presentation, treatment, 

and the resulting functional impacts, it is important to collect demographic data from 

participants in order to fully characterize glossectomy speech.  

1.2. Compensatory Articulatory Behaviors in Glossectomy 
Speech  

Compensatory Articulatory Behaviors (CAB) are the non-standard use of 

articulators to produce a speech sound in order to compensate for an impairment. Standard 

articulations used in healthy speech are discussed in the following section (speech sound 

classification and terminology). Preliminary evidence has shown that glossectomy 

speakers use a variety of CAB during speech (Barry & Timmermann, 1985; Georgian et 

al., 1982; Greven et al., 1994; Hagedorn et al., 2014; Morrish, 1984). The research designed 

in this chapter served to provide a method to study lower lip CAB by comparing differences 

in lower lip movement during glossectomy speech to healthy speech. Preliminary evidence 

for lower lip CAB existed in the literature (Barry & Timmermann, 1985; Georgian et al., 
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1982; Greven et al., 1994; Hagedorn et al., 2014; Morrish, 1984). The study proposed in 

this thesis provided a method for replication of these incidental findings.  

Lower lip CAB were observed in Hagedorn et al. (2014). They used real-time 

magnetic resonance imaging (rtMRI) to observe the articulation of five glossectomy 

speakers. The participants had undergone glossectomy with reconstruction and radiation 

therapy. Their cancer had either occurred on the oral tongue, base of tongue, or both. None 

of the participants had received speech intervention prior to the study. Interestingly, one 

participant who had a resection of the oral tongue only, and had difficulty producing finely 

controlled movements with his anterior tongue was observed to be using CAB for the 

alveolar plosive, /t/. This participant made a dorsal constriction (similar to what would be 

seen in the production of a velar plosive such as, /k/) while elevating his lower lip to the 

upper teeth. He demonstrated this CAB in the single word context when producing the 

alveolar plosive, /t/. This CAB was also observed when the participant attempted an 

alveolar-lateral, /nl/, consonant cluster and the alveolar continuant, /s/, in connected 

speech. This study provided preliminary evidence for CAB of the lips, but the study design 

was limited as characterizing CAB was not the researchers’ central goal, therefore their 

research methodology, including the number of participants, was not sufficient to fully 

capture these behaviors. 

In a case study of a total glossectomy speaker, Whiting (1965) reported that the 

speaker accurately produced /t/ using a CAB of the lips spontaneously. She also reported 

that two partial glossectomy speakers spontaneously adapted their articulations to produce 

normal sounding speech. Nonetheless, neither of these reports clarified the nature of the 

CABs beyond clinician observations. Though, Whiting reported that more posterior 
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sounds, such as /k/, were more likely to be accompanied by pharyngeal CABs than labial 

ones.  

Similarly, Georgian et al. (1982) described a patient whose tongue was sutured to 

the buccal mucosa inside of the cheek following a partial glossectomy (20%), and hemi-

mandibulectomy, resection of the mandible. The patient had received a total of 8 months 

of speech intervention targeted at training CAB articulation. His production of alveolar 

plosives was observed through videofluoroscopy in a sagittal view. CABs were observed 

when he produced /t/ and /d/; he made a dorsal constriction followed by bringing the two 

lips together. He brought his lips together by protruding the upper lip and retracting the 

lower lip and chin. It is noteworthy to mention that these authors note a significant acoustic 

difference between his productions and typical ones. Typically, the articulatory occlusion 

produced in plosives allows a build-up of air, which is then released all at once. This 

release, a stop burst, was a critical feature of plosive sounds, and was not observed in this 

participant’s production. The authors hypothesized that this difference was attributed to a 

lack of strength which kept the speaker from maintaining the occlusion. However, it was 

not clear whether strength was the only factor that led to this difference or whether it would 

be expected of other glossectomy speakers using the same CAB. What is clear, is that 

CABs have implications for the acoustic properties and therefore perceptual aspects of 

speech production in glossectomy speech as well. This connection with perceptibility is an 

important reason to characterize CABs more fully as their use can have an impact on 

glossectomy speakers’ intelligibility.  

The presence of other CAB in glossectomy speakers has been observed too. In their 

study of total glossectomy speakers, Greven et al. (1994) found that speakers substituted 
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labiodental, bilabial, and laryngeal gestures for various lingual sounds in both word and 

sentence contexts. Moreover, Bressmann et al. (2004) found that speakers with poorer non-

speech mobility made more speech sounds at an erroneous place of articulation. Despite 

the fact that they only classified one of their speakers’ productions as a CAB, this 

relationship between mobility and place errors shows that glossectomy speakers use non-

standard productions in response to their impairments. In another study, a speaker used his 

epiglottis and the reconstructed floor of the mouth to create CABs following a total 

glossectomy (Morrish, 1984). The author postulated that the large redundancies in normal 

speech facilitated the use of CABs to achieve intelligibility. However, a limitation of this 

study was in the method of capturing movements, as researchers only used a video camera 

with a sagittal view.  

1.2.1. Speech Sound Classification and Terminology  

Articulatory phonology theory is a branch of linguistics that characterizes speech 

sounds in normal speech based on how speakers produce them. This section provided a 

review of speech sound classification and terminology as an overview of natural healthy 

speech. The International Phonetic Association classifies speech sounds according to their 

place and manner of articulation. Manner of articulation refers to whether a sound is voiced 

or voiceless. To produce a voiced sound, the speaker occludes their vocal folds to which 

causes the vocal folds to vibrate. The place of articulation refers to the positioning of the 

articulators for each particular sound. There are several different places of articulation: 

bilabial, labiodental, dental, alveolar, postalveolar, retroflex, palatal, velar, uvular, 

pharyngeal, glottal. Bilabial and labiodental sounds are produced through lip movements, 

the lips touching each other and the lower lip touching upper teeth, respectively. Excluding 
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retroflex and glottal places of articulation, the remaining places are named for the area of 

the palate or the teeth with, which the tongue makes contact. The positioning of the tongue 

shapes the acoustic energy emitted from the vocal folds, and these resonances create the 

acoustic patterns that listeners rely on to perceive sounds as speech sounds (Buchaillard et 

al., 2007; Story & Bunton, 2010).  

Sometimes, the tongue does not make full contact with the palate or the teeth, as in 

semi-occluded sounds such as /s/.  Other times, when producing fully occluded consonants, 

otherwise known as plosives, the speaker must make full contact with the palate above. 

This contact is required to halt the airstream momentarily, as in /k/ or /t/.  In both cases, 

speed, precision, and compressive force are required for the speaker to accurately make the 

desired sound. However, while semi-occluded sounds also require the speaker to raise their 

tongue, a full range of motion or compressive force is not required, because the tongue 

does not need to be raised as high as in plosive sound production nor does the speaker have 

to exert effort to seal the occlusion.  

     In this proposed study, voiced and voiceless alveolar plosives (/t/ and /d/) will be 

compared to voiced and voiceless velar plosives (/k/ and /g/). Alveolar plosives were 

chosen to be the experimental sounds because of the preliminary evidence presented for 

CAB in Georgian et al. (1982) and Hagerdorn et al. (2014). Specific details about 

measuring these articulations were discussed in the Methods section of this chapter. The 

choice to use velar sounds as controls was made because no lip movement was expected 

for the production of these sounds since the tongue is making contact with the posterior 

portions of the palate, the velum. So, while there may be some impairment to velar plosive 
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production, glossectomy speakers were not likely to use their lips to support these 

productions.  

1.2.2. Speech Anatomy and Physiology  

Tongue  

In addition to glands, blood vessels, fatty tissue, mucosa and connective tissues 

(Perrier et al., 2003; Sanders & Mu, 2013), the tongue is composed of several muscles that 

vary in direction and origin (Sanders & Mu, 2013; Stone et al., 2018). It consists of extrinsic 

muscles, those originating from a surrounding bone, and intrinsic muscles that originate 

and insert within the tongue (Sanders & Mu, 2013). These intrinsic muscles are highly 

interdigitated and are situated between the extrinsic muscles of the tongue. Extrinsic 

muscles are interdigitated at their place of insertion but bundled elsewhere. Finally, the 

floor-of-mouth muscles are contiguous with the tongue and are not interdigitated (Stone et 

al., 2018). The hypoglossal nerve (Cranial Nerve XII) controls tongue movement and the 

trigeminal (CN V) and glossopharyngeal (CN IX) nerves predominantly control tongue 

sensation (Lowe, 1980; Palmer et al., 2008). 

Historically, it was accepted that the extrinsic muscles of the tongue, were 

responsible for movement, since their stable bony origin leads to a predictable movement 

outcome, while the intrinsic muscles were thought to be solely responsible for shaping the 

tongue. However, evidence that external muscles are also interdigitated and have multiple 

insertion locations, and complex innervation shows that the extrinsic muscles may be 

involved in shaping the tongue too. While the functional effects of every muscle in the 

tongue is not known (Stone et al., 2018), the anatomical and physiological complexities of 
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tongue movement can be simplified as general patterns. The tongue muscles responsible 

for protrusion are the genioglossus (Sanders & Mu, 2013; Stone et al., 2018), and the 

vertical and transverse muscles (Stone et al., 2018).  Tongue elevation is mediated by the 

superior longitudinal, styloglossus, transverse, mylohyoid, geniohyoid, anterior belly of 

the digastric and the genioglossus muscles, though the effects of elevator tongue muscles 

are secondary to that of the jaw muscles. Both protrusion and elevation are important 

components of alveolar stop production as the tongue must elevate and protrude to reach 

the anterior edge of the hard palate, the alveolar ridge, and co-contraction of these muscles 

is likely (Stone et al., 2018). 

Physiologically, the complex musculature comes together to form functional units 

that could be used to deform the tongue to almost any shape (Kier & Smith, 1985). There 

was disagreement over the number, location, and independence of functional regions 

within the tongue (Green & Wang, 2003). For example, Öhman (1967) and Stone (1990) 

have proposed three or four, respectively, functionally independent tongue regions, 

however, the delineation and exact degree of coupling between these units during 

connected speech tasks were not known.  

Nevertheless, there was still evidence that the different regions of the tongue could 

be coupled or decoupled depending on the sound being produced (Green & Wang, 2003). 

For instance, the tongue could either protrude or retracted as a unit, or specific portions of 

the tongue could be moved while other parts were kept stable (Hiiemae & Palmer, 2003; 

Sanders & Mu, 2013).  Producing the alveolar sound /t/ requires decoupling of the anterior 

and posterior tongue as the anterior tongue was elongated it became less massive and this 

mass was transferred to the posterior tongue (Green & Wang, 2003). Stabilizing the 
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posterior tongue required active involvement from the musculature in the jaw (Hiiemae & 

Palmer, 2003).  Similarly, decoupling of the tongue and jaw negatively affected maximum 

tongue strength (Solomon & Munson, 2004).  Precise tongue movements during speech 

require fine control of the motor units within the tongue (MacNeilage, 1970; Ostry & 

Keller, 1983). However, speakers with primary closure underwent a loss of tissue (Grimm 

et al., 2017), and those with flap reconstructions lack active control over their flap’s mass 

(Stone et al., 2014), in both cases, glossectomy could affect a speakers’ control over their 

tongue movements. 

Lips  

The lips receive their motor innervation from the buccal branch of the facial nerve 

(CN VII). Sensory innervation for the lips comes from the trigeminal nerve (CN V); the 

maxillary branch (V2) innervates the upper lip while the mandibular branch (V3) 

innervates the lower lip. The orbicularis oris is a circular muscle that comprises the lip, and 

is predominantly involved in lip aperture. This muscle is held in place by the surrounding 

facial muscles (Piccinin & Zito, 2020). Visually, the lips are the red, pink, or brownish 

structure that is encapsulated within the vermilion lines of the upper and lower lips. The 

lips are independent of the tongue, as they do not share any muscles or nerves (Fischbein 

et al., 2001; Hoefflin, 1998). However, both structures are attached to the jaw (Stone et al., 

2018; Sussman et al., 1973) and are coupled with it for movement (Westbury et al., 2002).  

In speech, the lips are the primary articulators in bilabial and labiodental consonant 

sounds and certain vowel sounds (Santosh et al., 2017). They also have secondary 

involvement in other consonants through phonetic variation. The patterns of primary lip 
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involvement for speech articulation have been organized into visemes, the general posture 

of the lips for different classes of sounds. Bilabial sounds all share a single viseme, as do 

labiodental sounds (Bozkurt et al., 2007; Popat et al., 2012). However, muscular activation 

for two different bilabial sounds does not arise from identical motor activity, despite their 

shared place of articulation (Gick et al., 2012; Mayer et al., 2011). Based on the variation 

in muscle activation, it is important to have an accurate, reliable, and objective face-

tracking measure as is the case with the prototype face-tracking application.  In vowel 

sounds, lips are protruded and rounded during the production of rounded sounds (Bozkurt 

et al., 2007). Acoustically, lip aperture is an important element in vowel production. Lip 

aperture, the opening of the lips, is achieved by spreading the upper and lower lips and by 

lowering the jaw (Browman & Goldstein, 1992). When healthy speakers separate their lips, 

the lower lip coupled with the jaw move more than the upper lip; but all three articulators 

have highly synchronous movement (Green et al., 2000). The lips may also be retracted or 

spread for certain vowels and consonants (Garnier et al., 2006).  

In their investigation of lip movement for speech, Gracco and Abbs (1986) found 

that speakers used consistent movement patterns i.e., they ordered the movements of their 

upper and lower lips, and jaw temporally. Though there was greater within speaker 

variation of the lower lip and jaw than for the upper lip. Fowler & Salzmann (1993) found 

an additional movement pattern, that the jaw actively rises during alveolar sound 

production with the lips passively rising. This shows that the movement of the lips and the 

jaw are coupled with each other. It also shapes the expectation for the present study, that 

healthy speakers will not have active lip involvement during alveolar sound production.  

The lip and jaw can also be decoupled. In rounded sounds, Borghese et al. (1997) found 
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maximal movement variation in the lips between participants, but very little in the jaw. 

They suggested that in these cases, the jaw acts as a stabilizer for the movements of the 

lips. It may be possible that glossectomy speakers who actively use their lips for CABs will 

follow a similar pattern of decoupling. The sensitivity of the prototype face-tracking 

application to capture these patterns, is advantageous for this proposed study because it 

will be possible to characterize the interaction of different articulators in glossectomy and 

healthy speech. 

Connected Speech  

Speech production relies on rapid and precise tongue movement to create the 

articulatory postures (Bennett et al., 2007).  In healthy speech, the transition is fast and 

effective, such that the speaker’s message is intelligible to the listener. Production of 

consecutive sounds does not occur sequentially, and each sound is produced in a slightly 

different way based on the sounds that occur before and after it. Coarticulation is the 

tendency of previous or anticipated sounds to shape the production of the articulated sound 

(MacNeilage, 1970, 1970). For example, in a context like “skit”, the /s/ may shape the 

production of /k/ such that the tongue makes contact more anteriorly than it would have if 

the /k/ occurred word-initially in a word like “kit”. While the articulation, and therefore the 

acoustic properties, of a coarticulated sound, are affected by surrounding sounds, 

perceptually there is no difference in the resulting sound produced (Browman & Goldstein, 

1992). Therefore, coarticulation creates the smooth effect of running speech; without 

coarticulation speech sounds would be produced in halting succession.  
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Articulation is also mediated by listener factors. The speaker is aware of the listener’s 

familiarity with a word, related to its frequency of use, and the predictability of an 

upcoming word based on the context. These factors mediate their productions. While, 

according to H&H theory, speakers’ defaults are to hypoarticulate (underarticulate with 

smaller movements and effort) their awareness of these listener factors lead them to choose 

a production that is maximally distinguishable and therefore understandable (Lindblom, 

1990).   

Despite the acceptable variability arising from coarticulation and listener factors, there 

are constraints on speech production. According to the theory of categorical perception, 

listeners perceive the range of possible acoustic productions in categorical boundaries 

(Liberman et al., 1957). That is, a variety of productions can be perceived as a single speech 

sound so long as they are produced within the perceptual boundary for that sound. If a 

speaker produces a sound beyond that boundary, the listener will either perceive a different 

speech sound or it is possible that the intelligibility will be affected. In the case of plosive 

sounds, speakers must not only position their articulators so that airflow is occluded, but 

they need to maintain the closure for long enough that sufficient air pressure builds up 

behind the occlusion. The resulting release of air is called a stop burst. Therefore, based on 

the theory of categorical perception, while variability in speech production is abundant, 

correct productions are confined to some boundaries (Holmes, 2002; Story & Bunton, 

2010) to be considered accurate.  
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Healthy Aging Speech  

As people age, several factors lead them to produce speech with a set of compensatory 

gestures. These factors mainly have to do with the loss of strength and mobility of the 

tongue due to atrophy and neuromuscular factors. These results indicate that as people age 

they are at increased risk for disorder following disease or injury (Bennett et al., 2007).  

1.2.3. Post-Glossectomy Speech Physiology  

In general, speech outcomes are measured in a variety of ways, intelligibility, 

perception, and accuracy. Due to the complexities in tongue muscle orientation and the 

variability in size and location of resections, glossectomy speakers are a heterogeneous 

group. This variability, taken with the diverse outcomes from surgery and radiation, makes 

predicting the functional impacts of glossectomy difficult (Barry & Timmermann, 1985). 

However, numerous factors shape speech outcomes for glossectomy patients, despite the 

fact that there is not a consensus as to which factor is the critical one. It may be that the 

site of resection (Petruson et al., 2005), amount (Buchaillard et al., 2007; Rentschler & 

Mann, 1980), reconstruction type (McConnel et al., 1998; Michiwaki et al., 1993) or 

mobility (Bressmann et al., 2004; Hagedorn et al., 2014) is related to better speech 

outcomes.  

Tongue mobility is important for good post glossectomy speech, as measured by 

intelligibility (Bressmann et al., 2004). Mobility may be affected by scar tissue formation 

or anchoring secondary to reconstruction techniques (Chuanjun et al., 2002; Wong et al., 

2007). The location of a resection may also impact a speaker’s range of motion; base of 

tongue resections often done in op-HNC have the effect of pulling the tongue posteriorly 
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and limiting anterior range of motion (Logemann et al., 1997). Bressmann et al. 

(Bressmann et al., 2004) found that mobility scores for the patients whose genioglossus 

muscle, the one primarily responsible for protrusion, was significantly lower than those 

whose genioglossus muscle was not affected. In this study, glossectomy speakers 

performed the worst for simultaneous tongue elevation and protrusion postures, such as 

reaching the tongue to the nose. This non-speech task has a similar movement trajectory to 

alveolar sound production. These participants had the most mobility for the task of raising 

the dorsum of their tongue to the posterior aspect of the palate, a posture used for velar 

consonant production as well. The results from this study indicate that mobility may play 

a role in speech outcomes and provides support to observations that speakers use posterior 

constrictions in CABs. However, a lack of tongue mobility in a different study led to 

erroneous productions of velar plosives. However, as mobility is not the only, nor the most 

important factor in intelligibility (Bressmann et al., 2004), characterizing CAB in 

glossectomy speakers is valuable to understand glossectomy speech.  

Tissue volume also played a role in speech outcomes. In postoperative radiation 

therapy (PORT) a loss of volume results in reduced coordination of muscle movement, 

which was needed for accurate speech production (Shin et al., 2012). In glossectomy, 

specifically, a hemi-glossectomy, the entirety of the styloglossus, and inferior and superior 

longitudinal muscles were removed. Significant portions of the genioglossus, and the upper 

part of the hyoglossus were also removed (Buchaillard et al., 2007). Through a computer 

simulation, Buchaillard et al. found that this loss of volume led to asymmetric movements 

and tongue shapes during speech production. This had implications for the production of 

alveolar consonants since the occlusion needed to produce these sounds requires sufficient 
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volume in the palatal regions of the speaker’s tongue. Following the physical changes 

resulting from glossectomy, speakers may compensate for their impairments by slowing 

their rate, stressing sounds (Engelbrecht et al., 2006) or CABs (Hagedorn et al., 2014). 

1.1. Proposed Research Question  

The primary goal of this section was to design a rigorous research method that can 

meaningfully answer if glossectomy speakers employ CAB of the lower lip for alveolar 

consonants was attained by designing a protocol that answered the following research 

questions. (1) Do glossectomy speakers employ different lip movements when producing 

alveolar plosive sounds compared to healthy speakers?; (2): Were there differences in lip 

movement in the alveolar sound condition than the velar sound condition? The first 

question will determine whether glossectomy speakers are using their articulators 

differently than healthy speakers. The second question will determine whether glossectomy 

speakers use their lips differently when producing alveolar plosives than when they 

produce velar plosives. 

1.2. Methods  

To test the research questions, a cross-sectional matched control trial method was 

proposed. Differences in lip movement between groups will be determined by comparing 

the Euclidean distance between the nose and bottom lip when participants were producing 

alveolar and velar plosive sounds. Differences between the glossectomy and control 

participants will be analyzed using a mixed-effect linear model (α=0.05, two-tailed) 

approach. If a statistically significant difference is noted in the lip movement between 

groups for alveolar plosive sounds, this will be considered a CAB of the lower lip. If no 
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difference is found, or if a difference regardless of condition, or in the velar plosive 

condition only is found, that will not be considered a CAB. In both cases, speakers’ 

articulations will be characterized using movement trajectories and simultaneous video and 

audio recordings. The Health Research Ethics Board of Alberta - Cancer Committee had 

approved this project HREBA.CC-19-0520 (Appendix I). 

1.2.4. Participants  

HNC survivors, who have undergone partial glossectomy, will be compared to age 

and gender-matched healthy control speakers. The inclusion criteria are listed in Table 1.  

Table 1  
Inclusion Criteria  

- HNC patients with a partial glossectomy, regardless of other treatments will be 
recruited for this study, however, given the differences in outcomes for various 
treatments, descriptive data about each participants’ treatment will be collected 
through a chart review. 

- For HNC participants, they must not have any bone, mandible or maxilla, or lip 
resections that could interfere with their ability to produce sounds beyond the 
impairments that result from glossectomy alone. 

- Total glossectomy participants will be excluded.   
- All participants must be native speakers of English and not have any disorders of 

speech or language (this is to control for any differences in articulation attributed 
to accented speech or disordered speech/language). 

 
Participants will report their age and gender at the time of sampling, two 

participants will be matched if their ages are within ±5 years of each other. The rationale 

for age and gender-matching participants were the age-related changes in speech 

production (Bennett et al., 2007; Schötz et al., 2013), and sociolinguistic variations of 

speech production based on age, region, and to a lesser degree, gender (Jacewicz et al., 

2009). Potential regional differences will be partially controlled by recruiting only native 

English speakers who all live in the greater Edmonton area. Since the targets in this study 
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are limited to lip movements during single sound production, the possibility of recruiting 

speakers of varying dialects does not introduce much error. When when the other controls 

were taken into account, taking the other controls into account, the chances that dialect-

related rate and production differences will be reflected in the data is minimal. Information 

about the participants’ resection size, location, and reconstruction type (if applicable) will 

be gathered through a chart review as well. This will provide insight into the characteristics 

of the speakers who utilize CABs.  

With repeated measures, a total of 1600 observations (data points) are needed per 

statistical parameter for sufficient power based on the work done by Brysbaert and Stevens 

(2018)  to observe an effect if there was one. Therefore 20 participants for each speaker 

group will be recruited and each participant will say 40 experimental and 40 control sounds. 

A mixed-effect linear model will be used to parametrically analyze the data (α=0.05, two-

tailed). 

1.2.5. Materials and Procedures  

Participants will attend a single data collection session at a lab in the University of 

Alberta, they will sit 55 cm from an iPhone placed on a phone stand, so that the camera is 

at a consistent height. The recordings will be captured using the prototype face-tracking 

application. Participants will read one of two experimental phrase lists, presented on a large 

screen adjacent to the iPhone while hearing cocktail party noise through over-the-ear 

headphones. Participants will receive the instructions listed in Appendix II.   
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Cocktail-Party Noise  
 

To ensure natural productions, participants will hear cocktail party noise through 

over-the-ear headphones playing 85dB.  The use of this background noise has been used in 

other studies to increase naturalness and to induce the Lombard effect (Šimko et al., 2016). 

Increasing naturalness will facilitate generalizability of the results gathered in a lab setting 

to real-world situations. Thus, increasing external validity. The Lombard effect yields 

clearer and more extreme articulations (Garnier et al., 2006), which will decrease the risk 

of a type II error (a false negative) by making it easier to observe an effect if there is one.  

 
Stimulus  

 

The experimental sounds, the alveolar plosives /t/ and /d/, will be compared to 

control sounds, the velar plosives /k/ and /g/. The rationale behind choosing velar sounds 

as the control sounds is that the production of velars have very little, if anything, to do with 

the lips. For these sounds, the posterior aspect of the tongue must be raised to the soft 

palate, velum. Since this movement is not likely to recruit the lips, it is unlikely that 

impairments could be compensated with the lips. 

These target sounds are embedded into words and then into short phrases for a 

variety of reasons. First, doing so, controls for the articulatory variability that arises 

through coarticulation while ensuring that the naturalness of the task is maintained. It also 

ensures that the participant is unaware of the sound of interest. Preserving naturalness 

increases the applicability of the results to real-life situations by accounting for the 

linguistic variability in language. Furthermore, by embedding alveolar plosives into 
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linguistically variable contexts (adjacent to varying sounds), insights into the potential 

effects of phonetic context on CABs are possible. It is also possible that the speaker will 

use slightly different CABs depending on the sounds preceding or proceeding the alveolar 

sound. Future research should be targeted to understanding the extent and subtypes of 

CABs once their presence in a naturalistic context is established.  

Following this methodology also has the advantage of extending the evidence that 

currently exists in the literature for CABs at the word-level, to the sentence-level. In 

contrast to the word-level, exact productions of each word are not necessary for 

maintaining intelligibility (Kashino, 2006). Therefore, it is possible that the 

hyperarticulation typical of word-level productions in laboratory settings encouraged CAB 

to a greater extent than would a naturalistic speaking task at the sentence level. 

Generalizability is critical when studying functional outcomes of glossectomy. 

Finally, this methodology has the strength of specifically observing alveolar plosive 

sounds. The previous evidence of CABs was the result of incidental observations, which 

yielded a broad description of the types of sounds that might be aided by CABs. However, 

by directly observing alveolar sounds, this study will provide a clearer picture of CAB use 

in this context.  

 

Proposed Experimental Phrase-Lists  
 

The experimental phrase lists for the proposed study are generated following the 

procedure outlined in Vainio et al., (2010). First, minimal word pairs are generated for 

voiceless (/t/ and /k/) and voiced (/d/ and /g/) alveolar-velar pairs. A minimal pair consists 
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of two words that are identical except for one sound. For instance, bid and big. Minimal 

pairs are identical except for the presence of /d/ or /g/. In the minimal pairs generated for 

this study, the target sounds are either word-initial or word-final. Target sounds are placed 

into a word-medial position due to the common phonological processes of alveolar sound 

reduction. For example, the ‘t’ in, butter, is rarely produced as /t/, instead of making full 

contact with the alveolar ridge, the speaker’s tongue quickly taps it. This phonological 

process is referred to as a reduction because a tap, /ɾ/, is easier and faster to produce; 

acoustically, this results in a very short stop burst. Since /ɾ/ is distinct from a /t/ and this 

process is so prevalent, articulation data from medial ‘t’ sounds would not be reliable or 

comparable to that of word-initial or final /t/.  

These minimal word pairs are placed into identical, or near-identical, sentence 

frames. The minimal pair words are never clause initial or clause final. Each sentence pair 

is designed to be semantically and pragmatically felicitous with either minimal pair word. 

For example, the minimal pair ‘gust’ and ‘dust’ are embedded into the frame, ‘the dust/gust 

on the shore was particularly evident today, wasn’t it?’. This sentence is meaningful and 

natural when either ‘dust’ or ‘gust’ are used. Sometimes a preceding sentence provides 

additional context to support the pragmatic felicity of the sentence frame. For example, 

‘tub’ and ‘cub’ are placed in the following sentence frame, ‘Sherry looked and looked all 

day. She finally found the tub/cub near the corner store’. For context, either ‘Sherry was 

renovating her house’ or ‘Sherry was a new zookeeper’ proceeds the sentences. Sentence 

frames are designed in a way where the target word is not the semantic focus of the 

sentence. In the previous example, the sentence "look at the tub/ cub” would not be 

appropriate because the sentence semantically directs the reader’s attention to the minimal 
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pair words. Such a sentence could not only alert the participant of the task, but it could also 

affect the intonation or stress they place on the word. When it is not possible to have 

identical sentence frames for a minimal pair, the word immediately preceding the minimal 

pair words is always identical. For instance, the minimal pair words ‘call’ and ‘tall’ are 

embedded in the following frames, ‘I’d like her to call my order’/ ‘I’d like to, but it’s too 

tall an order’. 

As part of this process, 86 minimal pair words are generated. Frequency effects of 

words are controlled by ensuring that words containing the alveolar target sounds occur as 

frequently as words containing the velar target sounds. Word frequencies are collected 

from the Corpus of Contemporary American English (COCA) database (Davies, 2008). 

The logarithm of usage per million words across 8 categories: blog, web, TV/ movies, 

spoken, fiction, magazine, newspaper and, academic, from the years 2015-2019 is collected 

for all minimal word pairs. Frequency of velar (M = 1.35, SD = 0.80) to alveolar (M = 

1.22, SD = 0.88) words are compared using an independent samples t-test, t (172) = -1.042, 

p= 0.578, two-tailed. Therefore, word frequencies are not significantly different across 

sound types and no frequency effects are expected. 

From these minimal pairs, 20 alveolar phrases and 20 velar phrases are pseudo-

randomly selected to create one experimental list (Appendix III). The same process is 

repeated with the remaining phrases to create a second word list. The experimental word 

lists were pilot tested with a native speaker of English. The goal was to have the speaker 

read the sentences aloud and to report whether any sentences were difficult to say aloud or 

whether they were perceived as being semantically or pragmatically odd. The speaker did 

not give any such feedback. As the pilot participant was reading, the researcher was 
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listening for any cases where target words were overly stressed or the focus of the sentence. 

Only one sentence was excluded due to overemphasis on the target word. In this case the 

next sentence in the list took its place. 

Participants will be randomly assigned to one of the experimental lists. 

Additionally, as a measure of internal consistency, each participant will read 3 sentences 

from the other experimental phrase list and will re-read 3 sentences from their experimental 

list. These repeated sentences will provide a basis for direct comparisons to be made 

between participants’ productions. This will also provide additional control for between-

speaker variability or any potential sentence effects from either experimental list.  

 
Additional Stimuli  

 

In addition to the experimental sentence lists, participants are also instructed to 

produce five non-speech facial expressions, Figure 1.  These facial expressions are chosen 

based on oral mechanism structure and function exams (OME). Speech-Language 

Pathologists use OME’s to assess mechanisms related to speech and swallowing. These 

facial expressions discussed in detail in Chapter 2. The movement trajectories from the 

non-speech stimuli can also be used to comment on non-speech function. This information 

can support conclusions about the presence, absence and/ or degree of CAB noted in 

speech. Additionally, a secondary benefit of non-speech information are the potential 

insights into functional changes related to glossectomy size, location, or surgical 

procedure.   
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Figure 1 
Non-Speech Tasks 

 
“ah” 

 
Full retraction 

 
Purse 

 
Bite lower lip completely 

 
Push both lips together 

 

1.3. Proposed Analysis  

The descriptive statistics gathered from the participants will provide insight into 

CAB in terms of resection size. The insights gained from the descriptive statistics may 

contribute to scientific understanding of how resection size relates to speakers’ use of 

CABs. Previously, Bressmann et al., (2009) conducted a study relating social perceptions 

of glossectomy speech to the amount of tongue tissue resected. These researchers found 

that a resection greater than 20.4% predicted a deterioration in speech acceptability of 

glossectomy speech. These findings may be better understood by relating resection size to 

CAB.  
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 The methods for analyzing face motion are discussed broadly here, Chapter 2 

provides a more detailed discussion. For the proposed study, the data from the prototype 

will be used both qualitatively and quantitatively. First, plotting movement trajectories and 

positional curves will provide detail into the participants’ behaviors, refer to Table 2 for a 

definition of both.  

 

Table 2 

Movement Trajectories and Positional Curves  

Term  Definition  

Movement Trajectories  The distance between two articulators or 
the distance of certain positions on the face 
relative to an origin point (3-D position) 
plotted by frame  

 

Positional Curves  3-D position of several points on the face 
plotted at one point in time (i.e., one frame)  

 

 

Plotting movement trajectories will show how the participants’ articulators move over 

time, and positional curves will provide insight into the extent and symmetry of movements 

at a given frame. Next, Euclidean distances between the chin and the nose at the time of 

articulation of the experimental or control sounds will be analyzed parametrically using a 

mixed-effects linear model (α 0.05, two-tailed). The decision to use the distance between 

the chin and the nose rather than a point on the lips is motivated by the notion that, if an 

inversion is present, the participants lip will be out of the camera’s view. Therefore, 

tracking the lips increases the potential that the tracked point will be obscured, and the data 

will be affected by recording error. Likewise, with positional curves, recording error 
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attributed to the obstruction of the lips is possible. Therefore, for a more thorough 

understanding of participants’ articulations, positional curves in various positions should 

be plotted. Specifically, the points along the vermillion lines of the lips in a coronal view 

and points from the lower lips to the chin along a sagittal view should be plotted. A 

positional curve of the lower lip along the coronal view will provide insight into the 

symmetry of the participants’ lip inversions, if they are present. Additionally, a positional 

curve along the sagittal view can provide insight into the extent of inversion.  

In addition to the three-dimensional (3-D) data, observations from the audio and 

video files will provide insight into the participants’ behaviors. Also, intelligibility 

estimates from the audio files can provide insight into the effectiveness of CABs if they 

are present.  

1.4. Discussion  

The information from this proposed study can provide ample evidence to 

characterize CABs in glossectomy speakers. First, the presence of CAB will be 

investigated qualitatively, then lip motions between the two groups will be compared 

parametrically. Also, the potential for incidental, but detailed, secondary findings is high 

due to the rich data that can be captured with the prototype face-tracking application. The 

results from this study could, therefore, contribute to the field by characterizing CAB and 

other traits of glossectomy speech in detail. These findings will have the potential to 

contribute to future treatment planning. Another, equally important addition that this 

project would bring to the field, is the that it would be the first research study to utilize the 

prototype face-tracking application for face-tracking in research.  
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1.4.1. Intervention Research  

Interventions for glossectomy speakers have not been adequately researched, and 

often did not have high treatment fidelity. As such, standard speech intervention protocols 

or guidelines did not exist for this population (Logemann, 1999).  In their meta-analysis of 

intervention studies for partial glossectomy, Blyth et al., (2015) reviewed seven articles, 

Skelly et al. (1971), Meyerson et al. (1980), Dworkin (1982), Bryant (1991), Denk et al. 

(1997), and Zhen et al. (2012). Each article described speech or swallowing. Of these, only 

four articles researched speech interventions. Nonetheless, all of these studies involved 

training CAB in response to patients’ acquired impairments, that is, “matching target 

behavior of clear sound production using a new method of articulation” (Blyth et al., 2015, 

p. 407).  Half of these studies incorporated tongue and jaw range of motion exercises as 

well. From their review, these researchers concluded that the research was low quality 

overall with poor experimental design and control. Also, all the studies lacked treatment 

fidelity and replicability. Therefore, it was not clear which technique was the effective one.  

There was evidence to support that training compensatory articulations could 

improve intelligibility (Furia et al., 2001; Sunila et al., 2011). For example, in their study 

of a patient with cancer of the buccal mucosa, Sunila et al. (2011) found that in addition to 

increasing awareness of target sounds, it was effective to work on behavioral modifications 

where the speaker was expected to consistently substitute articulations and modify his rate. 

Despite the differences between participant characteristics in their study versus the 

proposed study, Sunila et al. provided evidence for the notion that CABs, when trained, 

could have a positive impact on intelligibility. LaBlance et al. (1991) also mentioned 

training CABs in their guide to rehabilitation of glossectomy speakers. In particular, they 
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recommended training speakers to bring their lower lips to their upper incisors or alveolar 

ridge. However, it was not clear what evidence they used to make their recommendation. 

Furthermore, the expected effects on speech were also unclear.  

These research gaps could possibly be attributed to the lack of understanding of 

spontaneous CAB in glossectomy speech. The findings from this project could, therefore, 

shape future intervention research.  
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Chapter 2. Qualitative Analysis of Prototype Face-
Tracking Application for Research 

2.1. Introduction  

In the previous chapter, a research design aimed at investigating glossectomy 

speakers’ articulation was proposed. The proposed method for tracking movements in this 

study was a custom face-tracking application (prototype face-tracking application), which 

was developed at the University of Alberta. This prototype had not been used previously 

in facial kinematic research. Therefore, the following qualitative analysis was needed in 

order to ensure that this prototype was capable of capturing the data necessary for the 

proposed glossectomy speech study as well as other future face-tracking studies.  In this 

qualitative analysis, a range of speech and non-speech motions were tracked to demonstrate 

that the prototype was capable of tracking a broad range of motions. Then, potential sources 

of recording error were investigated. Insights regarding error were useful for providing 

recommendations for future research protocols.   

2.2. Measures of Facial Kinematics  

The kinematic data required for the proposed glossectomy speech study and the 

kinematic measures used in previously published face-tracking studies were discussed in 

the following two subsections. This was because, the central aim of this chapter was to 

ensure that the prototype face-tracking application was able to capture the data necessary 

for a range of future face-tracking research, as well as the study proposed in Chapter 1. 

This demonstrated that the system was feasible for a range of studies positioned the 
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prototype face-tracking application as a viable option among existing face-tracking 

methodologies.   

2.2.1. Proposed Study  

As discussed in Chapter 1 (Stimulus), the glossectomy speech study the stimuli 

consisted of a natural speech task (phrases with alveolar and velar plosives) and a non-

speech task (similar to an OME). In this study, lip inversion CABs were the behavior of 

interest. Therefore, the prototype needed the capability to track the movements of the lips 

during both speech, and non-speech tasks. The planned analysis for the glossectomy speech 

study had a qualitative and quantitative component. This meant that the prototype 

application needed to yield movement trajectories and positional curves to provide 

qualitative data. The prototype also needed to yield numerical measurements to provide the 

quantitative data needed for parametric analyses. 

2.2.2. Other Studies   

The measures used in previous facial kinematic studies provided insight into the 

range of behaviors that future researchers may use the prototype to capture. Therefore, 

previous face-tracking studies were discussed here. Speech kinematic researchers have 

investigated the degree, and timing of movement. For instance, in Löfqvist & Gracco 

(1997) the timing and degree of lip closure were used to investigate labial kinematics 

during consonant production. Similarly, Westbury, Lindstrom, and McClean (2002) 

studied the amount of coupling between the lips and jaw by comparing the movements of 

these articulators during a natural speech task. Other parameters studied by previous 



 

33 

researchers were, articulator shape, movement trajectory, velocity, opening, and retraction 

(Gómez et al., 2019; Löfqvist & Gracco, 1997; Parrell & Narayanan, 2018).   

Non-speech motions have also been studied. The non-speech motions that have 

been studied were similar to the non-speech task proposed in Chapter 1. These tasks 

provided researchers with a measure of participants’ neurological function following a 

stroke (Bandini et al., 2018). In the future, these non-speech tasks may also serve as a pre- 

and post-treatment measure. 

2.3. Prototype Face-Tracking Application  

The prototype face-tracking application made use of Apple’s Augmented Reality 

Kit (ARKit) to track the face. Originally, the ARKit was designed for consumer usage 

(discussed in the, ‘Current Uses in the Consumer Market’ subsection), but the ARKit had 

limited use in research. Previous studies have utilized a variation of this technology. For 

instance, Breitbarth et al.(2019) tested the accuracy of the Truedepth camera for distance 

measurements of a flat surface using a different Apple framework. Additionally, Scherr et 

al.(2019) used the ARKit to detect when a participant was making certain facial 

expressions. Other researchers have compared the reliability of static measurements made 

with the ARKit to other face-tracking systems (Borduas et al., 2020). The prototype was 

the first, to the author’s knowledge, to extract the positional data obtained from the ARKit 

for facial kinematic research. Therefore, this thesis was the first to investigate how the data 

from the ARKit, through the prototype face-tracking application, could be used for facial 

kinematic research.  
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2.3.1. Underlying Technology 

The prototype face-tracking application made use of Apple’s Augmented Reality 

Kit (ARKit) to track the face. By projecting a numbered mesh onto the face, the system 

used a series of infrared lights to track the face. This static structure-from-motion 

reconstruction (Linowes & Babilinski, 2017) technology allowed the system to track 1220 

points on the face. The movement of the points were tracked in 3-D as a displacement from 

an origin point along the x-y-z coordinate planes. Relative to the origin point, the x-axis 

indicated a left-right displacement; the y axis indicated up-down displacement; z axis 

indicated frontward-backward displacement. Using a single-shot technique, this system 

was designed to capture data at 60 frames per second (fps) (Appendix IV discussed the 

actual frame rates for a series of recordings).  

While the ARKit was compatible for use with all iPhones and iPads with a 

Truedepth camera, the data for this thesis were captured with an iPhone X. Therefore, it 

was not possible to comment on any between device differences.  

In addition to the ARKit, Apple’s ReplayKit, allowed the prototype to capture audio 

(44.1kHz) and video (60 frames per second (fps) using a 7megapixel (f/2.2) camera). The 

face-tracking data and the audio/visual (A/V) data were not simultaneous, as the A/V 

recordings started after the face-tracking had begun. The figures in Appendix V illustrated 

the topics discussed in this section namely, the lag between the 3-D and A/V recordings, 

the numbered points on the face, and the orientation of the axes. 
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2.3.2. Current Uses in the Consumer Market  

The usage of the ARKit in the consumer market demonstrated that this technology 

was valuable for consumer-based security, pleasure, and communication applications. 

Specifically, iPhones and iPads with a Truedepth front-facing camera made use of the 

ARKit for the FaceID. This allowed users to unlock their device by orienting their face 

towards the Truedepth camera. The Animoji feature, standard on these iPhones and iPads, 

allowed users to control a cartoon avatar with their facial expressions. Third-party 

developers have designed other applications that use the ARKit. For instance, Swiftable 

created an Augmentative and Alternative Communication application called Jabberwocky 

(Swiftable, 2021). This application allowed users to make selections by orienting their face 

to the portions of the screen they wished to select.  

2.4. Problem Statement  

Despite its merits in the consumer market, a qualitative analysis of the prototype 

was needed for two reasons. The first being, the novelty of the prototype in the research 

context. Since it was initially designed for consumer usage, the ability of the system to 

capture data for facial kinematic research was not known. In fact, observations about the 

alignment of the projected mesh and the face revealed that, contrary to expectations, the 

mesh did not align with the participant’s face during extreme facial motions. Further, as 

the prototype relied on infrared light to track the face, it could be affected by obstructions 

to certain points on the face. For example, the lip inversion CAB discussed in Chapter 1, 

would lead to participants obscuring their lower lip from the camera. Therefore, it was 
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critical to investigate whether the prototype was capable of capturing a range of speech and 

non-speech motions.  

The second reason the qualitative analysis was warranted was that the level of error 

attributed to various recording conditions were not known. Understanding the effect of 

recording conditions on the data, provided insight for future use of the prototype for 

research. Prior to this thesis, there were no recommendations for research protocols with 

this prototype application.   

2.4.1. Research Questions  

The following research questions were investigated in this thesis. The rationale for 

both questions was discussed in the subsections below.  

Question 1. Was the prototype capable of capturing kinematic data necessary for 

the study designed in Chapter 1 and for other future face-tracking studies?  

Question 2. What level of error could be expected from the data given different 

recording conditions when the participant was at rest; and what was the level of 

error in a static position when the participant was completing a speech task?  

 
Question 1: Kinematic Data 

 

The aim of question one was to determine whether the prototype was able to capture 

kinematic data typically used in face-tracking research. Three criteria were developed in 

order to determine whether the prototype was successful in capturing kinematic data. These 

criteria were used for both the speech and non-speech tasks. The first criterion was that the 
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movements of various points were temporally aligned and followed a consistent movement 

pattern. This criterion was developed because of the kinematic relationships between 

articulators (Solomon & Munson, 2004; Westbury et al., 2002).  The second criterion was 

that the movement patterns of particular articulators for a given task were consistent across 

repeated measures. Descriptions of movement patterns in both criteria demonstrated the 

qualitative information that the prototype could yield. The final criterion was that kinematic 

measures such as: movement trajectory, positional curves, movement velocity and 

amplitude could be tracked and plotted with the prototype.  Specific details regarding the 

tracked points were discussed in the Procedure section.  

 

Question 2: Error 
 

As this prototype had not yet been used for research, it was not known whether 

certain recording conditions (recording distance, angle, and participant blinks) were 

potential sources of error. Additionally, the recording error during a task where the 

participant was moving was not known.  

 

2.5. Methods  

2.5.1. Participants  

The author of this thesis collected data on herself to test the prototype face-tracking 

application. She was 24 at the time of recording and was bilingual (since birth) in both 

English and Farsi. She had no underlying movement, speech, or language disorders.  
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2.5.2. Materials  

The prototype face-tracking application was accessed through an iPhone X 

throughout this thesis. The iPhone was placed on a rigid stand. During the production of 

the speech tasks (discussed below) the participant listened to multi-talker babble through 

over-the-ear headphones.  

2.5.3. Question One  

Stimulus  
 

The stimuli in question one were designed to be representative of the range of 

possible speech and non-speech tasks. This decision allowed for a thorough examination 

of the prototype’s capabilities in capturing facial kinematic data. In order to meet this 

objective, the speech task consisted of five words in which the lips were active articulators 

(rounded, open, bilabial, and labiodental speech sounds). The choice to incorporate these 

particular words was made according to Bozkurt et al.(2007). In their study, Bozkurt 

demonstrated that there is a particular face shape that corresponds to each speech sound; 

these face shapes are called visemes. From their work, the visemes where the lips were 

most actively involved were chosen (Figure 2). When two speech sounds led to the same 

viseme (for instance viseme e. Figure 2), a single speech sound was chosen. Each of the 

chosen vowel and consonant sounds were then placed in a minimal pair. Vowels were 

placed between two d’s, yielding three minimal pair words: deed, dude and dyed. Likewise, 

consonants were placed at the beginning of words ending in ‘in’. The words were: ‘bin’ 

and ‘fin’.  
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Figure 2  
Visemes and Corresponding Speech and Non-Speech Tasks 

 Viseme Corresponding 
Speech Sound 

Speech Task Non-Speech 
Task 

a. 

 

/a/ Dyed ”ah” 

b. 

 

/i/ Deed Full retraction 

c. 

 

/u/ Dude Purse 

d. 

 

/f/ Fin Bite lower lip 
completely 

e. 

 

/b/ Bin Push both lips 
together 

Note. Visemes were modified from the figures presented in Bozkurt et. al. (2007).  
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The non-speech task consisted of maximal lip pursing, opening, retracting, 

compressing, and retracting postures. These tasks were designed to be the non-speech 

correlate to the visemes discussed above. For instance, viseme e. corresponded to bilabial 

sounds such as /b/. The non-speech correlate to this movement was pressing the lips 

together. This decision allowed for qualitative comparisons to be made between the speech 

and non-speech tasks.  

The participant produced each non-speech task five times then she completed the 

speech tasks five times, in the order listed above. As there was a break between each 

recording, due to the time taken to stop the recording and start the next recording, no order 

effects were expected. Furthermore, because the question in this study was whether the 

prototype could capture speech and non-speech kinematic movements, rather than 

commenting on the kinematics themselves, it was not necessary to randomize the order of 

the stimuli.  

 

Procedure  

 

The iPhone X was placed on a stand and was 113 cm off the ground for all 

recordings. The speech and non-speech tasks were recorded at a distance of 55 cm from 

the participant. This decision was motivated by the work done by Breitbarth et al. (2019), 

who found that stable measurements with a Truedepth camera were possible at 50 cm and 

above. The phone was angled such that the participant was facing the camera as seen in 

Figure 3. While the participant sat 55 cm from the phone’s front facing camera, her head 
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movement was not restricted. Therefore, throughout the course of recording, the participant 

moved up to 2 cm closer or farther from the screen. 

 

Figure 3  
Position of the Participant During Data Collection  

 
 

Since the aim of this question was to demonstrate whether the prototype was 

capable of capturing kinematic data relevant to speech, points on the lips and the chin were 

tracked. The lips were tracked because they were the active articulators; the chin was 

tracked because of the contributions of the mentalis muscle and the mandible to lip 

movement (Hur et al., 2013; Sussman et al., 1973). 

The 3-D Euclidean distances between articulators and a stable point (the nose) were 

calculated to ensure that the tracked points accounted for all three axes (refer to Figure 4 

for the formula). Measuring the distance of active articulators from a stable point provided 

insight into the movement of the articulator only, as the nose was not expected to move.  
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Figure 4 
3-D Euclidean Distance Formula 

 
Note.  The raw data from the prototype was converted to millimetres from metres prior to making any 
calculations—this was done by multiplying values by 1000.  

 

Figure 5 
Tracked Points for Question 1   

 
Note. Tracked points are as follows: nose to upper lip (A-B); nose to lower lip (A-C); nose to chin (A-D); 
upper lip to lower lip (B-C); width of lips (E-F); between eyes (G-H). All points are at the midline except for 
E, F, G, and H.  

 

A
B

C

D

E

Tracked points are as follows: nose to upper lip (A-B); 
nose to lower lip (A-C); nose to chin (A-D); upper lip 
to lower lip (B-C); width of lips (E-F); between eyes 
(G-H). All points are at the midline except for E, F, G, 
and H. 

F

G H
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Finally, the distance between the eyes were measured in order to demonstrate that 

the system was sensitive to static distances on the face. However, an unexpected secondary 

benefit to measuring the eyes was, that it demonstrated the sensitivity of the prototype to 

extremely small movements attributed to eye blinking. Points along the midline were 

chosen as this thesis aimed to demonstrate whether movements were captured generally 

rather than demonstrating a specific movement. In future studies, it is possible to measure 

the distances between any two points.  Figure 5 demonstrated the portions of the face that 

were analyzed. 

 

2.5.4. Question Two 

 
Procedure  

 

To answer question two, the iPhone was placed on the same stand used for question 

one according to the recording conditions listed in Table 3. Three factors, distance, angle, 

and eye opening, were compared. A recording according to the basic configuration, 55cm 

with the participant perpendicular to the camera, was compared to a recording where one 

of the factors had been modified.  

Each configuration was recorded once, all recordings were approximately 15 

seconds long. As the prototype gathered positional data at every frame, the individual 

frames from each recording were taken as individual samples. Although, it is worth noting 

that these are not truly independent observations, because each frame is part of a single 

recording session. However, this procedure was chosen as it yielded between 715-923 

frames for each condition. So, while statistical analyses were not conducted to determine 
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the difference between points, standard deviations were used to analyze the differences in 

error between the groups.  

 

Table 3 
Recording Conditions and their Descriptions  

Recording Condition  Description  

Basic Configuration  - 55 cm 
- Participant facing camera 
- iPhone at participant’s eye level 

(phone 109 cm off the ground)  
- Eyes open, blinking naturally  

Distance Configuration - 60 cm 
- Participant facing camera 
- iPhone at participant’s eye level 

(phone 109 cm off the ground)  
- Eyes open, blinking naturally  

Angle Configuration - 55 cm 
- Participant facing camera 
- iPhone above participant’s eye level 

(phone 113 cm off the ground) 
- Eyes open, blinking naturally   

Eyes Closed Configuration  - 55 cm 
- Participant facing camera 
- iPhone at participant’s eye level 

(phone 109 cm off the ground)  
- Eyes closed  

 
The Euclidean distances between several anatomical landmarks on the face were 

measured from the recordings. Measurements were taken between the following 

anatomical points: Width of Lips (E-F); Face Length (I-M); Nose Length (I-L); 

Zygofrontale (G-H); Zygion (J-K), refer to Figure 12. The reason 3-D Euclidean distances 

were measured for these positions was twofold; first, at rest, distances between chosen 

landmarks were not expected to change, so measuring distances allowed the researcher to 

determine whether there had been a change. The second reason was for consistency with 
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previous studies. The studies done by Zhuang et. al(2010) and Kovacs (2006) used the same 

anatomical landmarks, therefore the measurements in this thesis were consistent with 

previous literature.  

 
Figure 6 
Tracked Points for Question 2  

 
Note. Tracked points are as follows: width of lips (E-F); face length (I-M); nose length (I-L); zygion (J-K); 
zygofrontale (N-O) 

 

In order to determine the degree of recording error, the following benchmarks were 

used.  In order to maintain methodological consistency between this thesis and previous 

literature, the benchmarks for recording error were taken from Aung et al. (1995) (accessed 

I

L

M

E F

Tracked points are as follows: width of lips (E-F); face 
length (I-M); nose length (I-L); zygion (J-K); 
zygofrontale (N-O);

N O

KJ



 

46 

through Kovacs et al. (2006)). In their work, both Aung et al., and Kovacs et al. compared 

the accuracy of manual measurements to that of a face-tracker. They, therefore, defined 

error as the deviation between manual measurements and measures made from the face-

tracking system. They defined a deviation of 2 mm or greater was deemed ‘unreliable’ 

while a deviation less than 1 mm was deemed ‘highly accurate’. Deviations between 1 and 

1.5 mm were deemed to be ‘reliable’, while 1.6 to 2 mm was termed a ‘little reliable’.  

These decisions can also be understood by considering that the diameter of a human hair 

ranges from 0.017 mm to 0.181 mm, therefore, 1 mm error is the equivalent of roughly five 

human hairs (Ley, 1999). 

The judgments about recording error were made in comparison to an external recording 

measure, the manual measurements, in Aung et al., (1995) and Kovacs et al. (2006). In this 

thesis, however, judgements about recording error were made using the standard deviation 

of a set of recordings made with the prototype face-tracking application. Since no external 

measurement was used, the benchmarks discussed above were applied to standard 

deviations. The reasoning behind using standard deviations was that the face was at rest, 

therefore the measured distances were not expected to change due to the participant’s 

behavior. Therefore, variability in the measured distances tracked points on the face were 

thought to be attributable to the recording error in the system. Therefore, if there had been 

a small amount of error, a small standard deviation would be expected. Conversely, if there 

was a large amount of error in the system, a larger standard deviation would be expected.  

Then, these benchmarks were applied to a recording where the participant was not 

at rest. In a recording of the phrase, ‘buy Bobby a puppy’, this standard deviation of the 
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nasion point (point I in Figure 6) were judged for recording error. The nasion point was 

chosen because it was not expected to move as a result of the speech task, therefore the 

standard deviation of its position was used as a measure of the prototype’s recording error. 

In addition to the nasion, the movement of the upper and lower lips were plotted during 

this task. Points B and C (Figure 6) were plotted separately (i.e., the 3-D Euclidean distance 

between the two was not measured). The vertical displacement of the three points (the 

nasion and the two lip points) relative to the origin point along the y-axis were plotted. The 

decision to plot the data in this way was made in order to highlight the range of movement 

of the lips and nasion along a single axis. Further, as the y-axis represents an up-down 

movement relative to the origin, this was the most salient movement for the bilabial sounds 

present in the phrase, ‘buy Bobby a puppy’. Finally, the choice to demonstrate recording 

error in this phrase was made in order to be consistent with previous literature (Walsh et 

al., 2015).  

2.6. Results and Discussion  

2.6.1. Question One: Results   

Overall, twenty-five recordings were collected for question one. Representative 

examples from select productions were discussed in this section, for the speech tasks, the 

word ‘dyed’ was analyzed. For the non-speech tasks, the ‘ah’ condition was analyzed. The 

movement trajectories for all recordings are in Appendix VI.  

The three criteria for success of the prototype (summarized below) were evaluated 

in the speech and non-speech tasks. The criteria were: 1) temporal alignment of various 
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articulators within a recording; 2) consistent movement patterns across recordings of the 

same stimuli; 3) the ability to represent a range of kinematic measures. Overall, the 

prototype was successful in tracking the face throughout all speech recordings.  The 

prototype was successful for the majority of non-speech tasks as well. However, select 

recordings from the ‘bite lip’ condition and the ‘hide lip’ condition experienced recording 

error from an unknown source (Appendix VI).  

 

Criterion 1: Temporal Alignment  
 

Figure 7 
Movement Trajectories ‘dyed’ 

 
Note. Euclidean distances of all tracked points (nose to upper lip/lower lip/ chin; upper lip to lower lip; width 
of lips—according to figure 12 above) for one recording of the word “dyed”. 
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The movement trajectories for all tracked points were plotted in Figure 7. The start 

and end points of these same trajectories were labeled in Figure 8. This figure demonstrated 

that the temporal alignment criteria was met for the speech tasks, as there is a clear 

coordination among all articulators—movement for all articulators begin at Point A and 

end at Point D.   

 

Figure 8  
Labeled Movement Trajectories for ‘dyed’ 

 
Note. Movement trajectories for articulators in a production of ‘dyed’. Movement starts at Point A and ends 
at Point D. Points A and D were labeled through visual analysis of overall movement trajectories between 
measured points and are meant to be illustrative rather than delineate exact start and end points. 
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There was also temporal alignment in the movement trajectories for the articulators 

in non-speech task, ‘ah’. The labeled figure, Figure 9 showed that the movements started 

at Point A and ended at Point B.  

 
 

 
Figure 9 
Labeled Movement Trajectories for ‘ah’ 

  
Note. Euclidean distances of all tracked points (nose to upper lip/lower lip/ chin; upper lip to lower lip; width 
of lips) for one recording of the non-speech task, ‘ah’. 
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Criterion 2: Consistent Movement Patterns Across Recordings   
 

In order to demonstrate that the prototype had met this criterion in the speech task 

condition, the upper lip to lower lip movement trajectories were plotted across repeated 

productions of, ‘dyed’. The movement pattern for the upper lip to lower lip was illustrated 

in Figure 8. The movement trajectory moved according to the following pattern: 1) 

movement began at Point A; 2) the lips were farthest from each other before Point B and 

shortly after Point C; 3) at Point C the lips approximated each other.  

Though the timing between the two movement peaks varied across recordings, the 

aligned movement trajectories for five recordings of ‘dyed’ in Figure 10 illustrated that 

there was consistency in movements between recordings. The difference in timing and 

degree of motion captured in Figure 16 illustrated how the prototype could be used to 

capture difference among participants in future research.  

 
Figure 10 
Aligned Movement Trajectories for Five Recordings of ‘dyed’ 
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Note. The movement trajectories across 5 recordings of ‘dyed’ were visually aligned based on moment that 
the movement began to show similarities in patterns. Recordings were aligned by removing the initial 
moments of rest (i.e., a series of frames before movement) so that the start points for all recordings were 
aligned. Therefore, frame numbers were not listed in this graph. 

 

Figure 11 
Upper Lip to Lower Lip Movement for One Recording of ‘dyed’ 

 
Note. Recording number 2 demonstrates a difference in movement pattern compared to other recordings of 
the same word, ‘dyed’.  

 

Figure 12  
Aligned Movement Trajectories for Five Recordings of ‘ah’  

 
Note. Movement trajectory for Upper Lip to Lower Lip for repeated measures of the non-speech task, ‘ah’. 
Recordings were aligned by removing the initial moments of rest (i.e., a series of frames before movement) 
so that the start points for all recordings were aligned. Therefore, frame numbers were not listed in this graph. 
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Consistency in movement patterns for repeated measures of the non-speech task 

were also demonstrated. The movement trajectories of the upper lip to lower lip across five 

recordings of ‘ah’ were presented in Figure 12.  Movement trajectories across repeated 

measures of ‘ah’ followed the same movement pattern (maximal opening, demonstrated by 

the increase in distance between the lips). While the patterns between recordings were 

consistent, there were still differences in duration and velocity of movements, consistent 

with the observations made in the speech tasks. 

  
Criterion 3: Representing Kinematic Measures  

 

The figures presented for criteria one and two (Figures 7-12) demonstrated that the 

prototype can be used to represent kinematic data through movement trajectories. In 

addition to these movement trajectories, the prototype was able to capture visemes at 

specific frames. This was illustrated in the positional curve plotted in Figure 13. The 

tracked points around the lips were plotted at two frames, frame 0 and frame 210. These 

frames were chosen based on the Lip Width movement trajectory. At frame 0, the lips were 

at rest; and, at frame 210, the lips were maximally pursed. The vertical and horizontal 

displacement from the origin (along the x and y axes) for the points around the lips were 

plotted at these frames. The corresponding pictures were examples of the relaxed and 

pursed shapes of the lips for comparison. This method provided another way that kinematic 

data could be represented with this prototype. This is useful for future researchers.  
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Figure 13 
Positional Curves for Two Frames  

 
Note. At frame 0, the lips are more oblong in both the graph and the picture. At frame 210, the lips are 
rounded and the edges are closer together, this is seen in both the graph and the picture.  

 

 

The prototype also provided information about the velocity and amplitude of 

movements. For instance, movement amplitudes were extracted from the recording of 

‘dyed’ (Figure 7), these were presented in Table 4. Movement amplitudes have the 

potential to be used in future research to investigate the causes and extent of coupling 

between articulators.  
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Table 4 
Maximum Amplitudes for ‘dyed’ 

Measurement  Amplitude  

Upper Lip to Lower Lip 7.6 mm 

 

Upper Lip to Chin 5.3 mm 

 

Nose to Lower Lip 5.3 mm 

 

Nose to Upper Lip -1.0 mm 
Note. Based on the labeled figure of the word ‘dyed’ (Figure 14), Point A (frame 0) was taken as the baseline 
point for each measurement and Point B (frame 245) was taken as the point of highest amplitude. The 
differences between Points A and B were presented here to represent the greatest amplitude.  

 

Finally, because the position of the 1220 points were recorded at each frame, 

movement velocities for articulators were calculated from frame to frame. For instance, in 

a recording of a participant saying “dyed” and the non-speech correlate task, “ah”, 

movement velocities from frame to frame were calculated by calculating the difference 

between consecutive frames. Once the frame-by-frame velocity was calculated for each 

recording, it was possible to compare the maximum velocities of the recordings. In this 

case, the maximum velocity for the non-speech task was 11.5 (range: 20.0, SD 1.0) and the 

maximum velocity for the speech task was 4.2 (range: 5.6, SD 0.3).  

2.6.2. Incidental Findings  

While the aim of this question was to show whether the prototype was capable of 

tracking speech and non-speech data, two incidental findings were presented here. The first 

finding, discussed in the following subsection (eye blinks), provided insight into a method 
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that could be used to align face-tracking data and A/V data. The second finding discussed 

below (non-speech movement), provided an intriguing avenue for future research.  

 

Eye Blinks   

While the distance between the eyes were thought to be stable, the data indicated 

that the prototype was capable of tracking eye blinks. In Figure 8, the participant’s blink 

was captured at point B, this was seen in the brief decrease in distance in the Between Eyes 

measurement. This information was used, in conjunction with the video file, to correctly 

align the face-tracking data and the acoustic data. The video revealed that the participant 

had blinked prior to speaking. Therefore, the data was aligned in Figure 14 

Aligning the data provided context to movement trajectories. For example, it 

became apparent that the participant parted her lips most when producing /d/. It was also 

apparent that the width of the speaker’s lips was the smallest when her mouth was the most 

open.  
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Figure 14  
Aligned Face-Tracking and Audio Data   

 
 

 

Non-Speech Movement  

The incidental finding discussed in this section was a movement pattern identified 

in the non-speech tasks. It was not known whether this pattern was attributable to error in 

the prototype, or whether the prototype was capturing a particular behavior.  

This pattern is evident in the movement trajectories of all tracked points for the ‘full 

retraction’ task (Figure 15). In this figure, two time points were highlighted; Point A 
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occurred before the non-speech task, and Point B occurred after the task. At Point A, the 

distances briefly decreased before maximally increasing in the upper lip to lower lip, nose 

to lower lip, upper lip to chin, and nose to chin measurements. The opposite trajectory was 

seen in the nose to chin measurement at Point B. Across five recordings of this non-speech 

task (Figure 16) the same pattern of decreased distance before the behavior and increased 

distances following the behavior, was seen for the nose to chin measurement.  

 
Figure 15 
Labeled Movement Trajectories for ‘full retraction’ 

 
Note. Movement trajectories for all tracked points for the non-speech task, full retraction. Point A is the 
beginning of the movement and Point B is the end. 
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Figure 16 
Aligned Movement Trajectories for ‘full retraction’ 

 
Note. Movement trajectories for the Nose to Chin measurement across 5 recordings of a full retraction task. 
Point A indicates that all recordings have an initial decreased distance before the movement, then Point B 
indicates that all recordings have a final increase at the end of the movement. Though the trajectories were 
aligned, the movements did not occur for identical spans of time, therefore, Point B is longer than Point A, 
this was done to simply illustrate the pattern across recordings. 

 

The corresponding video files were inspected for any apparent downwards chin 

movement prior the non-speech task; however, no such movement was discernable. 

Therefore, the exact reason for this movement trajectory is not known, but it is possible 

that the prototype is capturing muscular activation. The downwards chin movement at 

Point A is possibly attributed to the activation of the mentalis muscle as the participant 

lowers their lower lip and begins the lateral lip spread. In this case, the decreased distances 

would represent muscular flexion, which would bring the points closer together. It is also 
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possible that these observations were attributable to an unknown recording error in the 

prototype.  

Further investigation of this incidental finding is warranted to determine the cause. 

For instance, movement data could be collected from the surface of the face, using the 

prototype, and from the muscles in the face, using an EMG and compared. Regardless of 

the cause, this pattern was consistently visible in these tasks and may be used as a marker 

for this movement. That is, the presence of these rapid movements may have indicated that 

the participant was initiating a maximum lip spread movement. Appendix VI shows that 

these movements were visible in other tasks too.   

2.6.3. Question 2: Error attributed to recording conditions  

The benchmarks for error discussed above, were applied to each of the recording conditions 

for all measured distances. Across all measurements, the recordings were ‘highly accurate’ 

The standard deviations for the measured points across the different recording conditions 

were presented in Table 5.  

 

Table 5  
Standard Deviations of Measured Portions by Recording Condition  

Recording Condition Measured Portions Standard Deviation 
(mm) 

Basic Configuration  

Width of lips 0.08 

Face length 0.05 

Nose length 0.04 

Zygofrontale 0.08 

Zygion 0.07 

Nose to upper lip 0.05 
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Distance Configuration  

Width of lips 0.05 

Face length 0.09 

Nose length 0.04 

Zygofrontale 0.11 

Zygion 0.03 

Nose to upper lip 0.09 

Angle Configuration   

Width of lips 0.08 

Face length 0.08 

Nose length 0.02 

Zygofrontale 0.02 

Zygion 0.04 

Nose to upper lip 0.04 

Eyes Closed Configuration  

Width of lips 0.10 

Face length 0.10 

Nose length 0.50 

Zygofrontale 0.09 

Zygion 0.08 

Nose to upper lip 0.20 

Note. Standard deviations of all measured points across recording conditions.  

Though the level of error was low, the differences between two recording angles 

was evident when movement trajectories were plotted. Figure 21 demonstrated that when 

the recording angles were different, the distances between the same points of the face at 

rest appeared different. While it was possible that this observation was attributable to error 

in the system, it was more likely that this difference was due to the modification to the 

recording angle. Figure 22 showed the movement trajectories for the Between Eyes 

measurements in five recordings of the non-speech task, ‘ah’. Although the angle of the 

phone was kept constant for all five recordings, the differences in head positioning when 

the speaker produced the stimulus each time were slightly different. This difference was 
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visible in the data. Therefore, future researcher may benefit from controlling participants’ 

head positioning as well. Or they may be able to adjust the data to account for this level of 

error.  

 

Figure 17 
Nose to Upper Lip Distance Measures Measured at Different Recording Angles 

 
Note. Graph enlarged for clarity.  
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Figure 18 
Distance Between Eyes Measured at Different Participant Angles 

 
Note.  Distance between eyes distances for five recordings of the non-speech task, ‘ah’. Each recording was 
measured at a slightly different angle (participant’s head relative to the camera). Graph was enlarged for 
clarity.  

 

Likewise, the error attributed to eye blinks was found to be low. However, the 

effects of the blinks could be seen across all measurements, which indicated that the 

blinking may lead to some measurement error. In Figure 19, the participants’ blink led to 

a short decrease in distance between the eyes. At the same time, there was a short increase 

or decrease in all other measurements as well. While a behavioral reason for this 

observation could not be ruled out, it was more likely that it indicated measurement error. 

The second eye blink in the data indicated that the error in the articulator measurements 

did not only occur when movement was present. Further investigation is needed to 

determine how large the effect of the eye blinks is on other tracked points.  
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Figure 19 
Error Attributed to Eye Blinks for ‘bite lip’  

 
Note. The moments the eye blinks occurred were highlighted in blue.  
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2.6.4. Recording Error During Speech  

Figure 20 
Tracked Movement in a Recording of, 'buy Bobby a puppy' 

a. 

 
b.  
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In the tracked movement points for the recording of ‘buy Bobby a puppy’, clear 

upper lip and lower lip motion were observed. These motions followed the expectations 

that the upper and lower lips would approximate each other during the bilabial sounds (/p/ 

and /b/) in the phrase. The movement of the nasion point, which was tracked as a measure 

of recording error during a speech task, had a range of 3.0 mm of movement (min: 30.1 

mm; max: 30.4 mm). The standard deviation of the movement for this point was 0.09 mm. 

Therefore, based on the benchmarks for recording error, this task illustrated that the 

prototype was highly reliable.  

While this thesis investigated some potential sources for recording error, others 

may still exist. For instance, in Appendix VI, Recording 2 for the hide lip task, had 

undergone significant recording error. However, further investigation is needed to 

determine the source of this error as recordings 1, 3, 4 and 5 in this condition did not 

experience the same level of error.  

2.7. Final Conclusions   

This thesis served to advance the field of face-tracking for research by designing a 

research study to track compensatory articulations in glossectomy speech in Chapter 1. 

This research design provides a highly controlled methodology for tracking articulatory 

behaviors using a prototype face-tracking application. In Chapter 2, a qualitative analysis 

of the prototype face-tracking application demonstrated the feasibility of a novel face-

tracking method and explored sources of measurement error.  
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Appendix II. Instructions for Participants  

Figure 22 
Instructions for Participants  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Note. The participants will receive the instructions above. The researcher will explain the steps verbally prior 
to recording as well. Following question 7, the researcher will force quit the application. Participants will be 
asked to press the buttons themselves because it allows them to set the pace for data collection.   

Thank you for participating in this experiment! I will be available by phone or video chat for the duration of 

this experiment and can be reached at: ______.  

Using the Phone:  

Step 1. Locate and open the ARFace Tracker app. 

 

Step 2. Sit 55cm away from the phone. The distance is written on the bottom of the screen.  

 

Step 3. Once you are comfortably seated, put on your headphones and turn up your headphones to a comfortable 

listening level, the sound should not be so loud that it causes any discomfort.  

 

Step 4. Press the GREEN “start” button  

 

Step 5. The iPhone will prompt you to record video and audio, press “accept”  

 

Step 6. Read the first stimulus item  

 

Step 7. Once you are done the recording, press the RED “stop” button  

 

Step 8. Repeat steps for each stimulus item.  
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Appendix III. Example of a Pseudo Randomized Phrase List 

Table 6  
Example of a Phrase List  

Sound Type Position  Sentence  

Experimental 
voiceless /t/  

Initial The tracks ran all the way to the end of the block. 
Final 
 

Don’t worry about your shoes, there is a rat in the house, so you’d better 
leave them on. 

Initial Just put the table in the corner.  
Final  
 

She was mortified to be standing there with a food-mart badge on her shirt 
when her ex-boyfriend walked in. 

Initial Life was better when she was a teen athlete. 
Initial The train could only fit one driver. 
Final  The coast guard determined that the boat’s weight was too high. 
Final  When it was her turn to bait the fish, she really impressed the crowd. 
Initial  Sally is a novice contractor, “I want to use that tool thing over there when I 

set up my deck”, she said.    
Initial  Patrick had to swerve to avoid the trash on the road.  

Experimental 
voiced /d/ 

Final  In the spring there was only a single bud to be found on the trees.  
Initial  I watched the mystery dough slowly rise.  
Final  The passengers gasped because the bird was fast approaching. 
Final It was regarded as a road model; it was meant only for the city.  
Initial  There was a dye in the store that she knew would make her hair red. 
Final  It was a bid one would be proud of.  
Initial  The way it works is that you get your nails done while they dote on you.  
Initial  She had a somewhat dummy smile. 
Initial  There was dew all over the metal hand rails.  
Final  I want to rid myself of all those negative vibes. 

Control 
voiceless /k/ 

Final   The dry rock in the ground made a nice bench.   
Initial  The cop was out of place in the funeral hall. 
Initial  The shopper put a coat back on the rack 
Initial  The water splashing on the cap will leave a watermark 
Final  When I go back there next time, I'll be ready!   
Initial  Sherry is a new zookeeper: Sherry looked and looked all day she finally 

found the cub near the corner store.  
Initial  The bride's father paid the cab for the party. 
Initial  I will only calm down once I find the key I am looking for.   
Final  Her neck was crooked 
Initial  What she saw was a crew team after all. 

Control 
voiced  
/g/  

Initial  The gain was too big to be overlooked.  
Initial  I don’t know how I will ever get through this gate without incentive.  
Final  When you dig that up, disaster will ensue. 
Initial  It was not hard to see that the gear was out of place in the middle of the 

watch. 
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Initial  The grain had filled the cup.  
Final  There was a lag in the train station computers 
Final  Dean's gear was now being transported by sag wagon like everyone else's. 
Initial  She admired how fluffy her gown looked as she passed the shop window. 
Final  When the machine is cold it doesn’t work was well, for example if the cog 

gets cold, it may jam. 
Initial  The gust on the shore was particularly evident today wasn’t it?  

Note. This table provides an example of an experimental list. Each list was pseudo-randomly generated from 
a set of experimental words (voiceless: /t/ and voiced: /d/) and control words (voiceless: /k/ and voiced: /g/). 
In for each of the word types, 10 sentences were chosen. Of the 40 words chosen, 0.13% had consonant 
clusters word initially.  
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Appendix IV. Frame Rates 

In order to accurately analyze kinematic data from the prototype, it was important 
to first ascertain whether it was truly capturing data at a rate of 60 fps. To determine 
whether this was the case, the UNIX timestamps of each frame were used to determine 
stability of frame rates across 8 recordings of the participant saying, ‘buy bobby a puppy’ 
(Figure 23). While an average frame rate of 60 fps was expected, an actual average of 56.8 
fps (min: 54.7 fps, max: 60.2 fps) was observed across the 8 recordings.   

 
Figure 23 
Average Frame Rate Across Recordings of ‘buy Bobby a puppy’ 

 
 

While the average frame rates for these recordings were within 6 fps of the expected 
frame rate, Figure 24 shows that the frame-to-frame rate varied by up to 20.9 frames (min: 
40.8 fps, max: 61.7fps). 

 

 
  

0

10

20

30

40

50

60

70

1 2 3 4 5 6 7 8

A
ve

ra
ge

 F
ra

m
e 

R
at

e 
(fp

s)

Recording Number

Average Frame Rate Across Recordings of 'Buy Bobby a 
Puppy' 

Average Frame Rate

Expected Frame Rate



 

84 

Figure 24 
Frame-by-Frame Frame Rate of ‘buy Bobby a puppy’ 

 
 

In this example, the frame rates became more stable after frame 190, however this 
pattern did not hold across other recordings, therefore it was not possible to predict when 
frame rates would become more stable.  
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Appendix V. Basics of the Prototype  

The following figures (Figure 25-27) illustrate the numbered face mesh, the 
orientation of the axes, and the misalignment between the face-tracking data and the A/V 
data.  

 
Figure 25  
Numbered Mesh  

 
 
 
Figure 26 
Orientation of Axes  

 
Note. Orientation of axes. The x axis indicates left-right movement, the y axis indicates up-down movement, 
and the z axis indicates frontward-backward movement.  
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Figure 27 
Misalignment Between Face-Tracking and A/V Data 

 

How does the prototype capture data in the real 
world? – Synchronicity 

Start Granting 
Permission Stop 

Face-Tracking 

Audio/ Video
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Appendix VI. Movement Trajectories for All Stimulus Items in 
Chapter 2, Question 1 

Figure 28  
Movement Trajectories for All Stimulus Items  
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Due to unexpected data loss, recording 5 of ‘dude’ was not saved.
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Due to unexpected data loss, recording 5 of ‘bin’ was not saved.
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Note. Movement trajectories for all tracked points across all stimuli in Chapter 2, Question 
1. 
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