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Abstract

This thesis seeks to contribute to the ongoing research on opinion mining.

The contributions are related to the development of newly conceived models

for discovery of the viewpoints, and the reasons supporting them, from various

polarized contentious texts found in surveys’ responses, debate websites, and

editorials. This research proposes a purely unsupervised approach without the

need for annotated large data or any type of external guidance. It deals only

with raw documents consisting of real and unstructured social media text.

In this respect, we first suggest a novel Joint Topic Viewpoint (JTV)

Bayesian probabilistic model and a modified clustering algorithm to auto-

matically generate idiosyncratic and informative patterns of associated terms

denoting a vocabulary for a specific reason. Terms are clustered according to

the hidden topics that they discuss and the embedded viewpoint that they

voice. The coherence of the distinct reasons’ lexicons is shown to be of a high

quality. The performance of JTV in clustering exceeds that of state-of-the-

art and baseline methods. This out-performance is reiterated for six datasets

associated with three different types of contentious documents.

Moreover, we formulate a purely unsupervised Author Interaction Topic

Viewpoint model (AITV) at the post and the discourse levels. AITV integrates

not just the content of the posts, like JTV, but also the reply information about

the authors’ interactions. The model assumes heterophily when encoding the

nature of the authors’ interactions. Heterophily suggests that the difference

in viewpoints breeds interactions. We evaluate the model’s viewpoint identi-
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fication and clustering accuracies at the author and post levels. Experiments

are run on six corpora about four different controversial issues, extracted from

two online debate forums. AITV’s results show a higher performance in terms

of viewpoint identification at the post-level than the state-of-the-art super-

vised methods in terms of stance prediction. It also outperforms a recently

proposed topic model for viewpoint discovery in social networks and achieves

close results to a weakly guided unsupervised method in terms of author-level

viewpoint identification. Our results highlight the importance of encoding

heterophily for purely unsupervised viewpoint identification in the context of

online debates.

Finally, we design a generic pipeline framework to effectively produce a

contrastive textual summary of the main viewpoints given by each of the op-

posed sides in the form of a fine-grained digest table. The digest table is a

realization of the process of automatic extraction and display of the major

distinct reasons put forward in the text, according to their topics or facets

of argumentation and to their divergent viewpoints. The modular pipeline

framework contains a phrase mining, a Topic Viewpoint, and reasons extrac-

tion modules. A Phrase Author Interaction Topic Viewpoint model PhAITV

is suggested as pipeline component, extending AITV, which jointly processes

phrases of different length, instead of just unigrams, and leverages the interac-

tion of authors in online debates. An extensive evaluation of the final produced

table is conducted on text about issues extracted from different forums. The

evaluation procedure is based on three measures: the informativeness of the

digest table as a summary, the relevance of extracted sentences as reasons

and the accuracy of their viewpoint clustering. The results on different issues

show that our pipeline improves significantly over two state-of-the-art methods

and several baselines when measured in terms of documents’ summarization,

reasons’ retrieval, and viewpoint clustering.
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Glossary of Terms

• Arguing expression, or interchangeably a reason, designate any spans

of text that implicitly or explicitly justify a viewpoint.

• Argument facet is an abstract concept corresponding to a low level

issue or a subject that frequently occurs within arguments in support of

a stance or in attacking and rebutting arguments of opposing stance.

• Contentious issue is a controversial topic or a divisive entity that usu-

ally engenders opposing stances or contrasted viewpoints (e.g. support or

oppose), and which is likely to cause high level of disagreement between

people.

• Contentious document is a document that contains expressions of one

or more divergent viewpoints in response to a contention question or as

an interaction with a contention statement.

• Contention question related to a contentious issue, is a question that

can generate expressions of two or more divergent viewpoints as a re-

sponse.

• Contention statement, related to a contentious issue, is a proposition

that can generate expressions of two or more divergent viewpoints as an

interaction.

• Contrastive Summarization includes detecting prominent sentential

reasons given by each of opposed sides in the contentious documents,
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and reporting them in a contrastive fashion according to the viewpoints

they convey.

• Reason, also called arguing expression, denotes any span of text that

implicitly or explicitly justifies a viewpoint. It corresponds to any kind

of intended persuasion, even if it does not follow clear argumentation’s

structures.

• Viewpoint, also called stance, or perspective, is a word often used to

express a political or an ideological stand over an issue.

xiv



Chapter 1

Introduction

1.1 Overview

Opinion mining is an active research area in natural language processing, and

in data mining. It aims at extracting and analyzing opinions, attitudes, sen-

timents and emotions expressed in text, with respect to some topic discussed

in blog posts, online news comments and reviews. Similar online text sources,

such as opinion polls, debate websites and editorials, contain valuable opinion

information articulated around issues of contention. Contentious issues

are controversial topics or divisive entities that usually engender opposing

stances or contrasted viewpoints (e.g ., support or oppose), and which are

likely to cause high level of disagreement between people (e.g ., Obama, Don-

ald Trump, Healthcare Reform, Same Sex Marriage, Abortion, Gun Control,

the Palestinian/Israeli conflict, etc.). In this thesis, we address the issue of im-

proving the quality of opinion mining from different types of contentious texts

found in surveys’ responses, debate websites and editorials. The objective is

to detect arguing vocabularies or lexicons, and cluster them according to the

viewpoints they express, without any supervision or guidance. The detection

of the vocabulary conveyed in different viewpoints permits the exploration of

stance identification at the document-level, more specifically on the online de-

bate posts. We also attempt to automatically produce a contrastive textual

summary of the main viewpoints, by displaying representative and short rea-

sons given by each of the opposed sides, in online debates. Table 1.1 presents

examples of sentential reasons supporting and opposing viewpoints or stances

1



Support Viewpoint Oppose Viewpoint
Many people do not have healthcare Government should not be involved
Bill helps control the costs It will produce too much debt
Government should help old people The bill would not help the people

Table 1.1: Examples of sentential reasons supporting and opposing the health-
care bill in the USA.

regarding a healthcare bill reform in U.S.A. It is important to mention that

the Natural Language Processing community usually employs the word stance

while the text mining and information retrieval communities use the word

viewpoint more often to express a political or ideological stand over an issue.

We use both words interchangeably in this manuscript.

1.2 Motivation

The burst of social media usage and the increase of the volume of user-

generated text data have made the access to people’s perspectives, on social

issues and political events, easy and cheap. Leveraging this sheer amount of

data, in order to automatically and instantly probe the opinions, can provide

a complement, or even an alternative, to the costly and slow traditional tech-

niques implemented in surveys and polls [66]. In this thesis, we mine opinions

from survey verbatim documents, and online editorials, and we, specifically, fo-

cus on online debate forums as social media resources [42]. In online debates’

posts, and contentious texts in general, users defend their viewpoints using

persuasion, reasoning and argumentation. The thesis describes newly con-

ceived approaches for viewpoint discovery at the document-level from these

resources. Moreover, it relates the process of automatically extracting and

displaying the main distinct reasons conveyed in the text, according to their

topics or facets of argumentation and to their divergent viewpoints. This can

be enticing for a variety of application domains. For instance, it can save jour-

nalists a substantial amount of work and provide them with drafting elements,

on the viewpoints and associated reasons, about controversial issues. More-

over, a good automatic browsing of the advanced reasons by different parties

2



would help people seeking information or looking to make a decision, to better

understand the conflict/issue, while avoiding to go through the overload of

data. Furthermore, it may be used by politicians to monitor the change in

argumentation trends, i.e., changes in the main reasons expressed to oppose

or support viewpoints. The significant changes may indicate the occurrence of

an important event (e.g., a success of a politician’s action or speech).

From a research perspective, the existing computational methods of argu-

mentation, on social media, focus on the detection of argumentative structures

[57]. They are, for the most part, supervised requiring a large amount of an-

notated data and tending to be domain dependent. The classification is often

realized on pre-cleaned spans of text corresponding to argument components in

order to detect the argumentative discourse relationships [14], [21], [47].Even

the studies focusing on argument or reason identification from unstructured

text [63], [98], [99], [132], [139], are guided by predefined lists and types of

manually extracted arguments. This work is tackling the viewpoint identifi-

cation and reasons summarization problems in a purely unsupervised fashion,

with no labeled data involved, or any type of external guidance. Unsupervised

attempts, like [15], exploit filtered data where only selected argumentative

sentences are used as input to a clustering algorithm. The work described in

the thesis deals with raw documents consisting of real, noisy and unstructured

social media text.

On the other hand, a new line of work focuses on classifying contentious

user-generated documents according to their stances, using supervised learn-

ing techniques. It is called stance detection [62], [101], [132], [135], [171]. A

parallel research is conducted with unsupervised methods to cluster documents

and/or authors according to their viewpoints. It is called viewpoint discovery

or identification [34], [73], [116], [143]. Part of the work presented in this thesis

falls in the latter category. The advantage of these methods, over the super-

vised approaches, is that, in addition to the categorization of the documents,

they aim to jointly detect contrastive discourse in different viewpoints. In or-

der to achieve this, they are based on the Topic Modeling approach [13]. They

hypothesize the existence of underlying topic and viewpoint variables that in-

3



fluence the author’s word choice when writing about a controversial issue. The

viewpoint variable is also called stance, perspective or argument variable in

different studies. The objective is mainly to extract relevant Topic-Viewpoint

distributions of words that express the different viewpoints separately, along

with their respective discussed topics. Throughout the manuscript, we will

refer to this line of research as Topic Viewpoint Modeling. Few attempts tried

to effectively leverage Topic Viewpoint word distributions and produce con-

trastive summaries of controversial issues [112], [168]. In this thesis, we present

novel Topic Viewpoint models for reasons detection and viewpoint discovery.

We, also, propose a pipeline framework based on these models to effectively

generate a fine-grained contrastive reasons digest, exposing the divergent view-

points of the contentious issue.

1.3 Problem Statement

In this section, we present the three main tackled tasks in the thesis. We first

introduce some key concepts necessary to the understanding of our tasks.

1.3.1 Key Concepts

A contention question or a contention statement, related to an issue of

contention, is a question or a proposition that can generate expressions of two

or more divergent viewpoints as a response or as an interaction. An example of

a contention question, related to the subject of Gun Control, would be “Should

guns be banned in the U.S.A?”. An example of a contention statement would

be “Gun control is illegal”.

A contentious document is a document that contains expressions of

one or more divergent viewpoints in response to a contention question or as an

interaction with a contention statement. A contention question or statement is

not necessarily explicitly expressed in social media texts or editorials, however,

during the arguing process, a user or an author is implicitly replying to a

question, or attacking/supporting a proposition, when conveying his opinion.

For example, a social media post stating that “Restrictions and bans of guns

4



Topic Viewpoint: Support the bill

1 People need health insurance/ There are too many uninsured

2 System is broken/ It needs to be fixed

3 Costs are out of control/Bill would help control costs

4 Moral responsibility to provide care/ Fairness between citizens

5 Would make healthcare more affordable/ Access to basic care

6 Don’t trust insurance companies

Topic Viewpoint: Oppose the bill

7 Will raise cost of insurance/ Insurance becomes less affordable

8 Does not address real problems/ Don’t think it will work

9 Need more information on how it works/ Lack of communication

10 Against big government involvement (general)

11 Government should not be involved in healthcare

12 Cost the government too much/ The bill will increase the debt

Table 1.2: Digest Table of the main reasons for supporting and opposing the
Healthcare Reform bill in U.S.A, made by humans.

only encourages crime” can be interpreted as a disapproving response to the

question on what if guns should be banned. Similarly, the example “The

second amendment was put in place because of fear that the British might

invade America again or take control of the government” may represent an

attack to the statement Gun control is illegal. A contentious document can

be, for instance, a survey’s response text, a twitter or debate forum post or an

editorial expressing one or more viewpoints.

The viewpoints can be expressed explicitly (e.g ., “Healthcare reform bill

should pass”) or implicitly by putting forward justifications and reasons from

which the author’s standpoint, on the issue, can be inferred (e.g ., “Many

people need health insurance” suggests that passing the bill will fix uninsured

people problem and therefore the author is supporting the healthcare reform).

Reasons in contentious texts, we also call arguing expressions, are ex-

plicit or implicit expressions of facts, evidences, premises or components of

arguments supporting a viewpoint. They correspond to any kind of intended

persuasion, even if it does not follow clear argumentation’s structures [57]. In

this thesis, we hypothesize that reasons can be characterized by two main di-
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mensions: (1) the argument facet or topic they discuss, and (2) the viewpoint

they justify. They can be grouped according to these two dimensions. Ta-

ble 1.2 represents possible categorization and grouping of sentential reasons’

examples according to these two dimensions. It is made by humans in the

context of the Healthcare Reform in USA, also known as Obamacare.

As shown in Table 1.2, the reasons sharing similar topic and viewpoint

can have different linguistic expressions. For instance, examples of Topic 2

and Support the bill Viewpoint vary lexically, but they implicitly discuss the

same hidden topic, the current healthcare system. They, also, justify the same

viewpoint, the support of the bill, which can be implicitly inferred.

Consequently, a viewpoint can be assimilated to a stance which is im-

plicitly conveyed by a set of groups of reasons, where each group contains

reasons sharing the same topic. For convenience, we will say that a viewpoint

is expressed by a set of topically distinct reasons, instead of a set of groups of

reasons.

In this thesis, we present three research problems or tasks in terms of the

introduced concepts. For these problems the statements or hypotheses can be

formulated as follows:

• Statement 1 : The arguing vocabulary, in contentious documents, can

be automatically detected and clustered according to the topic and view-

point it conveys in a purely unsupervised fashion.

• Statement 2 : The unsupervised viewpoint identification at the docu-

ment level, in the context of online debates, can be done effectively by

leveraging the information on authors’ reply-interactions and the raw

discussion discourse.

• Statement 3 : Given unstructured raw text from online debates, a sys-

tematic textual digest of the main reasons, according to their topics and

viewpoints, can be produced in an unsupervised manner, by detecting

argument facets and leveraging the unsupervised viewpoint discovery at

the document level.
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1.3.2 Topic Viewpoint Discourse Detection

Task 1 consists of the unsupervised detection and clustering of reasons’ vo-

cabularies or lexicons, according to their topic and viewpoint from dif-

ferent types of contentious documents. More formally, given a corpus

of unlabeled contentious documents, i.e., for which the stances are unknown,

{doc1, doc2, .., docD}, replying to the same contentious question or statement,

where each document docd expresses one or more viewpoints from a set of

L possible viewpoints {v1, v2, .., vL}, and each viewpoint vl can be conveyed

using one or more topically distinct reasons from a set of possible reasons

{φ1l, φ2l, .., φKl}, where K is the number of topics, the objective is to perform

the following two tasks:

1. automatically extract distinct word distributions, each denoting a reason

φkl;

2. group extracted distinct word distributions φkls for different topics k =

1..K into their corresponding viewpoint vl.

We propose to solve this problem for different types of text data, i.e., , sur-

veys, online debates, and editorials, that vary in the length and the way the

viewpoints are expressed.

1.3.3 Viewpoint Discovery at the Document Level

Task 2 consists of the unsupervised viewpoint discovery or identification at

document-level from one type of contentious documents, the online debate

forums’ posts. More formally, given a corpus of unlabeled contentious docu-

ments {doc1, doc2, .., docD} from an online debate forum, replying to different

contentious questions or statements, where each document docd expresses one

viewpoint from a set of two possible viewpoints {v1, v2}, and docd of author a

can interact and reply to doc′d of author a′, the objective is to automatically

cluster the online debate posts into two viewpoints.

We note that in this Task 2, as well as in the following Task 3, we are

supposing that online debate posts are contentious documents in response to
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different questions or statements, and not a unique question like in Task 1.

More specifically, in online forums, a discussion thread about one particular

issue, can be initiated by a particular question or statement. Usually, posts in

the thread respond to this particular question or statement. Task1 is applied

on documents belonging to the same discussion thread when dealing with

online debate. However, Task 2 and 3 are applied on documents belonging

to multiple discussion threads, replying to different questions and statements,

about one particular contentious issue. For instance, the questions “Should

concealed carry permit holders be allowed to carry anywhere?” and “Should

America do anything about its gun crime?” constitute two different threads

of the issue “Gun Control”. In this task, we restrict the number of possible

detected viewpoints to only two. The proposed solution, detailed in Chapter 4,

leverages the reply interactions to only detect an opposed pair of viewpoints.

1.3.4 Extractive Contrastive Summary of Reasons

Task 3 consists of the unsupervised extraction of a contrastive summary of

prominent sentential reasons, expressed in online debates about a contentious

issue, and their systematic displaying according to their argument facets (top-

ics) and viewpoints. More formally, given a corpus of online debate posts

{doc1, doc2, .., docD}, for which neither the posts’ stances, nor the relevant

sentences corresponding to reasons, are known, and where these posts reply to

different contentious questions or statements about one particular contentious

issue, such that each document docd expresses one viewpoint from a set of two

possible viewpoints {v1, v2}, and docd of author a can interact and reply to

doc′d of author a′, the objective is to perform the following two tasks:

1. automatically extract distinct sentential reasons and a phrasal descrip-

tion of the corresponding argument facet they discuss;

2. automatically organize sentential reasons in a digest table according to

their conveyed viewpoints.

The target digest table output of this task is similar to Table 1.2.
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1.4 Challenges

The argument recognition task is a difficult task even for humans [14], [57].

Although this thesis is not attempting to recognize the full argumentation

structure, finding any type of explicit or implicit persuasion or reasoning in a

contentious text, from which a viewpoint can be inferred remains a complex

and challenging task. The common challenges come from the contentious

aspect of the text and the nature of social media data in general and online

debates in particular. Below we present the main challenges.

1. Distinguishing the viewpoints of the posts discussing the same

topics. Often, two posts justifying opposing viewpoints but discussing similar

topics or argument facets employ similar words. Thus, two documents convey-

ing different viewpoints, while discussing the same topic, can be more similar

than two documents with the same viewpoints but discussing different topics.

This can lead an automatic system of viewpoint identification, based on words

similarity, to clustering errors. For instance, in the context of the Healthcare

Reform Bill issue, a post, supporting the bill, discussing the government’s role,

stating that “government should help the elderly” is lexically more similar to

an opposing post, discussing the same topic, claiming that “government should

not be involved”, than it is to a post expressing a support, e.g ., “many peo-

ple are uninsured”, but tackling another argumentation facet. Similarly, in

online debate discussions, a user often rephrases the opposing side’s argumen-

tation while attacking it, which results in lexically similar posts. For instance,

in the context of Legalization of abortion, the opposing side may argue that

“putting up the child for adoption can be a solution instead of abortion” while

a suppoting side may rebut that “giving up the child for adoption can be as

emotionally damaging as having an abortion”.

2. Implicitness of viewpoint expression and the need for back-

ground information/knowledge. As mentioned in Section 1.3.1, the view-

point expressed in social media can be explicitly conveyed or implicitly inferred

by the reasons put forward by the authors. Detecting these reasons and im-

plying the viewpoint is challenging, even for humans, specifically when the
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background knowledge is not taken into account. The process may involve

the deduction of the stance from explicit or implicit premises, and sometimes

the understanding of non-assertive speech acts like rhetorical questions. For

instance, in the context of Legalization of Abortion, the following sentence, “if

it’s about a woman’s right to control her own body, then why is it that the

laws forbid her from controlling her own body when it comes to prostitution

or the use of drugs?”, contains a rhetorical question from the side opposing

the legalization. Understanding the sentence and inferring the side is very

difficult without a background knowledge on the issue. Indeed, the premise

“a woman has the right to control her body without any interference of the

law” is a frequently advanced reason to support legalization. In the sentence

above, the author attacks this supporting side proposition and implicitly, using

a rhetorical question, provide counter examples about other practices (prosti-

tution and drugs usage) involving a person’s body where the law intervenes,

and clearly forbids. It corresponds to an argumentum ad absurdum. For this

particular example, decoding the meaning of the sentence and inferring the

viewpoint is unachievable without a background knowledge. In this thesis, we

are not attempting to mimic such decoding process to discover the reasons

and the viewpoints or to determine the nature of argumentation. We aim to

come up with a general data driven approach that can extract sentences with

recurrent arguing content that correspond to the main advanced reasons on

the subject, and which may or may not be expressed with one of the possible

argumentation styles.

Another challenge, related to the implicit expression of the viewpoint, is

that opinions are often directed towards sub-issues or entities rather than the

target contentious issue or entity of interest [101]. For instance, the example

sentence of previous paragraph related to the legalization of abortion does not

contain any occurrence of the word “abortion”. In the same way, Mohammad

et al. [101] found that about 67% of the tweets on abortion’s legalization, in

the SemEval Task6 dataset, do not mention the words “abortion”, “pro-life”,

“pro-choice”. Conversely, low levels issues or entities like putting the baby for

adoption or woman’s right are much more referred to.
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3. Using sentiment analysis to detect viewpoints is not sufficient.

Distinguishing viewpoints in text cannot be solved by solely exploiting senti-

ment analysis, i.e., detecting the polarity (positive/negative), like in product

reviews. Indeed, Mohammed et al. [101] show that both positive and negative

lexicons are used in contentious text, in order to express the same stance. For

instance, positive and negative opinion words can be used interchangeably to

convey the same reason (e.g ., “the need for good coverage” and “the existing of

bad coverage”, in the context of Healthcare Reform). Moreover, viewpoints are

not necessarily expressed through polarity sentiment words [131], e.g ., “fetus

is not a human”, in the context of Legalization of abortion.

4. The variability in the expression of semantically similar rea-

sons. Semantically similar reasons discuss the same topic and justify the

same viewpoints. These can be linguistically expressed in infinitely many

ways. They are not necessarily lexically similar, e.g ., in context of healthcare

reform, “provide health care for 30 million people uninsured” and “too many

families do not have healthcare”. Thus, clustering sentential reasons in the

same Topic Viewpoint dimension like in Table 1.2, needs to take into account

the topic and viewpoint semantics.

5. Unstructured property and noisiness of the text, especially in

online debate discussions. The nature of the language used in online fo-

rums on controversial issues is different from the nature of the language used in

other sources of contentious discourse, like newspaper editorials or parliamen-

tary records. It tends to be unstructured, dialogic and colloquial as opposed

to structured, monologic and formal. It makes it difficult to detect well-formed

arguments. It can also include emotional, irrational or even sarcastic passages,

which do not necessarily correspond to reasoning [1]. These properties make

online debate posts noisy containing off-topic discussions, non-argumentative

portions and irrelevant personal dialogs. An example of irrelevant non argu-

mentative text is “You actually stay really calm when you argue, congratula-

tions a lot of people on this board can’t do that (including myself occasionally,

but arrogance in ignorance just irritates me)”.

6. Automatic evaluation’s challenges. In this thesis, we are attempt-
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ing to extract the main sentential reasons, from noisy text containing non

argumentative spans of text, and cluster them according to their viewpoints.

There is a lack of fine-grained annotated corpora, about controversial issues

on social media, highlighting sentential reasons and their topic or facet of ar-

gumentation, and the corresponding viewpoint they convey. This leaves us

with low resources to automatically evaluate the relevance of the extracted

sentences, their coverage of the main reasons existing in the data, as well as

the accuracy of their clustering.

1.5 Contributions

The research objective is to propose a principled approach towards the un-

supervised summarization of the main reasons advanced in contentious docu-

ments about an issue. Below we present our contributions based on the three

tasks mentioned in Section 1.3, namely, Topic-Viewpoint lexicon detection,

document level viewpoint clustering, and extraction of a contrastive summary

of reasons.

1. We develop a novel Joint Topic Viewpoint (JTV) Bayesian probabilistic

model to automatically, and without access to any kind of annotation on the

documents, generate distinctive and informative patterns of associated terms

denoting a vocabulary for a particular reason or arguing expression. Terms are

associated according to the hidden topics that they discuss and the embedded

viewpoint that they voice. The coherence of the distinct reasons’ lexicons is

proved to be of a high quality when evaluated on the basis of recently intro-

duced automatic coherence measure. JTV’s structure enables the unsupervised

grouping of obtained reasons’ lexicons according to their viewpoints, using a

constrained clustering approach. JTV achieves better clustering over state-

of-the art and baseline methods, when conducted on three different types of

contentious documents (polls, online debates and editorials), through six dif-

ferent contentious datasets. For online debates, each dataset corresponds to

posts of a single discussion thread answering the same contentious question of

a particular issue.
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2. We introduce a purely unsupervised Author Interaction Topic View-

point model (AITV) for post level viewpoint identification in online debates’

documents. AITV leverages not just the content of the posts, like JTV, but

also the reply information about the authors’ interactions (who is replying

to whom). The model favors “heterophily” over “homophily” when encoding

the nature of the authors’ interactions in online debates. In other words, it

assumes that the difference in viewpoints breeds interactions (heterophily),

unlike similar studies based on social network analysis, which hypothesize

that similar viewpoints encourage interactions (homophily). We evaluate the

model’s viewpoint identification and clustering accuracies at the author and

post levels. Experiments are held on six datasets about four different con-

troversial issues, extracted from two online debate forums. Each dataset, in

this case, unlike the assumption made in the first task, contains posts belong-

ing to multiple discussion threads about the same issue, instead of single one.

Each thread can correspond to replies to a particular contentious question or

statement. AITV’s results show a better performance in terms of viewpoint

identification at the post level than the state-of-the-art supervised methods

in terms of stance prediction, even though it is unsupervised. It also out-

performs a recently proposed topic model for viewpoint discovery in social

networks and achieves close results to a weakly guided, i.e., not purely, unsu-

pervised method in terms of author level viewpoint identification. Our results

highlight the importance of encoding “heterophily” for purely unsupervised

viewpoint identification in the context of online debates.

3. We create an unsupervised pipeline framework generating a contrastive

table summary of the main reasons expressed in a controversial issue, given

just the raw unlabeled posts from debate forums. The framework is based on

the joint detection of argument facets and the viewpoint clustering of posts. It

contains a phrase mining, a Topic Viewpoint and reasons extraction modules.

We propose a Phrase Author Interaction Topic Viewpoint model PhAITV, as

pipeline component, extending AITV (Task 2), which jointly processes phrases

of different length, instead of just unigrams, and leverages the interaction of

authors in online debates. An extensive evaluation of the framework’s final
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table output is conducted on real and noisy unstructured posts about issues

extracted from different forums. The evaluation procedure is based on three

measures: the informativeness of the digest table as a summary, the relevance

of extracted sentences as reasons and the accuracy of their viewpoint cluster-

ing. The results on different issues show that our pipeline improves signifi-

cantly over two state-of-the-art methods and several baselines when measured

in terms of documents’ summarization, reasons’ retrieval and unsupervised

contrastive reasons clustering.

1.6 Outline

The chapters of this manuscript are based on published or under review works

reported in [148]–[155]. Chapter 2 is a literature review of closely related work

in argumentation mining in social media, Topic Viewpoint modeling, view-

point discovery and contrastive summarization. Chapter 3 investigates the

learning of a probabilistic generative model for topic viewpoint words from

different types of contentious text. Chapter 4 presents how to accurately clus-

ter the documents according to their viewpoints, without any supervision. It

highlights the importance of leveraging authors interaction in online debates

for viewpoint identification. Chapter 5 proposes a principled architecture for

an end to end (from raw non-annotated documents to a digest table) unsu-

pervised modeling and extraction of the main contrastive sentential reasons

conveyed by divergent viewpoints of controversial issue discussed in online

debate forums. Chapter 6 concludes the thesis and opens the door to new re-

search strands and challenges that are not tackled in the presented work, and

which can be explored in the future. The evaluation process of the models, de-

veloped as part of the thesis, involves human expertise to report judgments or

annotations related to the outputs. The evaluation process has been granted a

research ethics approval from the University of Alberta Research Ethics Board.
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Chapter 2

Related Work

2.1 Background

It is important to note that we do not intend to address argumentation anal-

ysis. A large body of early work on argumentation was based on learning

deterministic logical concepts [38]. Argumentation theory is the study of how

conclusions can be reached from some premises through logical reasoning. In

argumentation, one critically examines beliefs to discard wrong claims and

build knowledge from supported assertions following the Cartesian view of rea-

soning. In this work, our targeted text is online text in opinion polls, discussion

forums, voicing opinions of laypersons. These text sources are typically short,

in which reasoning is not necessarily laid out but claims and point of views are

put forward using arguing expressions. There is little or no rationalization or

discursive reasoning in online forums or micro-blogs. Moreover, dealing with

these types of opinionated real data, unavoidably requires the means to handle

the uncertainty (as opposed to determinism) or the ambiguity that arises from

incomplete or hidden information (implicit, unsaid or unexpressed topic or a

viewpoint). For more details on the theory of argumentation in general, the

reader is referred to Appendix B. Our objective is not to create a linguistically

motivated framework for semantic inference of argumentative structure. Our

objective is to design a statistical learning model in order to discover the main

reasons and group them by viewpoint. In this chapter, we present a number of

the common themes, issues and important concepts related to text summariza-

tion, argument (or argumentation) mining, supervised stance detection, and
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Topic modeling in opinionated documents. Potential links to our approach of

mining opinion and reasons in text of contention are put forward.

2.2 Text Summarization

Text summarization is the process of automatically summarizing text. It takes

as input a document or a set of related documents and outputs a short text

that preserves the most important information contained in the input [118].

Two main approaches are distinguished in the literature: the extractive and

abstractive (or generative) summarizations. The former consists of extracting

relevant verbatim parts from the original text. The latter aims at rephras-

ing and generating grammatically and semantically coherent sentences which

synthesize the original text.

In this related work review, we focus on the extractive techniques. Indeed,

our ultimate goal is not to generate a coherent summary. Our goal is to extract

verbatim phrases and sentences, which correspond to reasons, from the source

contentious documents. This can fall within the extractive summarization

umbrella. Given multiple contentious documents, our objective is to retrieve

representative sentential reasons of each possible topic of argumentation, for

each possible viewpoint in unsupervised manner.

The application of extractive summarization fans out different genre of

texts, like newswire articles [61], law legal texts [26], [43], [77], [128], emails

[23], [94], meetings [48], [183], etc. Multi-document summarization has also

been explored for social media texts like tweets [35], [69], [190], news com-

ments [74], [90], and posts on facebook [64] and online forums [11]. Moreover,

studies on update or event summarization have found success using topic mod-

eling and probabilistic methods [60], [84]. However, all these approaches have

been mostly applied on social media documents about general trending top-

ics and news, or question-answer oriented forums, which are not necessarily

opinionated. Opinion-oriented summaries are mainly related to products and

services. Automatic methods producing such summaries are often centered

around aspects of the product mentioned in reviews. They also encompass
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a sentiment analysis or polarity detection component [140], [144]. Some of

the studies in this respect explored contrastive opinion summarization [75],

[82], [130]. Contrastive opinion summarization supposes that two sets of posi-

tively and negatively opinionated sentences on one or more products are given.

The task consists of extracting comparable sentences, from each set, about a

particular aspect of the same product [75] or different aspects from two differ-

ent products [82], [130]. This thesis deals with a different type of documents

related to polarized contentious issues. Detecting the reasons mentioned in

these documents, and reporting them in a contrastive fashion according to

their viewpoint, has first been described by Paul et al. [112] as Contrastive

Summarization of Viewpoints (see Section 2.5.2 for more details on this work).

Most of the above mentioned or existing extractive approaches are adapted

to topic or query driven summarization [105], which makes it adequate for our

task. The building of most of the extractive summarizers follows three main

steps: (1) intermediate representation, (2) sentences scoring and (3) sentences

selection [105].

The intermediate representation transforms the input text into a differ-

ent dimension of representation. It aims at highlighting the relevant informa-

tion needed for the summary. Topic representation is a possible transformation

of the input according to the discussed topics [105]. The topics are usually

modeled as sets of relevant words. Extracting these words differs from one ap-

proach to another. This can be done by computing frequency measures (e.g .,

term frequency-inverse document frequency [119], [120], [127]), or querying ex-

isting lexical databases (e.g ., Wordnet [96]), or applying linear algebra (e.g .,

Latent Semantic Indexing or Analysis [31], [49]) and Bayesian probabilistic

models (e.g ., Topic Models [13], [25]). Bayesian probabilistic topic models

[13], are computational methods that find implicit patterns of recurrent co-

occurring words which are also often referred to as semantics or topics. The

topics are represented as separate probability distributions of words. Topic

models are language-independent (do not rely on any thesaurus-knowledge).

Their representation have been exploited in automatic summarization ([25],

[30], [58], [182]). They provide the advantage of incorporating a prior and
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thus avoiding over-fitting and subsequently leading to more scalable represen-

tation that could be used for texts different from the input. Nenkova and

McKeown [105] argue that the detailed representation, that topic modeling

provides, “would likely enhance the development of summarizers which convey

the similarity and differences among the different documents of the input”.

This makes it suitable for finding reasons in contentious text which may have

similarities in terms of facets of argumentation, but also dissimilarities in terms

of the conveyed stance.

Given a particular representation, sentences scoring is the process of

evaluating the relevance of the sentences to the targeted summary. Each sen-

tence is assigned a score reflecting its importance. The score should incorpo-

rate the contribution of the sentence in expressing important topics and/or

its ability in aggregating information about distinct topics [119], [120], [167].

Topic models based methods usually take advantage of the their outputted

topic dimension represented by weights or probabilities of words. They com-

pare these representation with the sentences. The best sentences for a topic

are those having similar weighting or distribution of words [105].

The sentences selection step chooses the relevant sentences based on

their scoring. Methods vary from selecting the highest n scoring sentences [80],

[120], or choosing the top ranked sentence for each possible topic representation

[93], [119], to finding the best overall summary given the constraints of the

length, the information maximization and the redundancy minimization [2],

[188].

2.3 Argument Mining on Online Text

Argument mining is the field concerned with computational models of ar-

gumentation. Its main objective is to automatically detect the theoretically

grounded argumentative structures within the discourse and their relation-

ships (e.g., the premises, the conclusions, the argumentation scheme, and the

relationships between arguments [89]). Many of the developed computational

models deal with formal discourse, with well-formed explicit arguments, con-
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tained in legal text, persuasive essays or parliamentary records [89], [109],

[136]. In this thesis, we are not interested in recovering the argumentative

structures but, instead, we aim to discover the underpinning reasons behind

people’s opinion from different online sources. In this section, we briefly de-

scribe some of the argument mining work dealing with online social media

text.

Adapting argumentation theory to the user-generated web content remains

an open problem [57]. This is due to some properties specific to online ar-

gumentation which lack their conventional theoretical counterparts, such as

rhetorical questions, figurative language and narratives [57]. The work on on-

line discussions about controversial issues leverages the interactive nature of

these discussions along with existing or adapted theoretical framework. Haber-

nal and Gurevych [57] consider rebuttal and refutation as possible components

of an argument. They adapt Toulmin’s model [146] for user-generated web dis-

course, including forums’ posts, about controversial issues in education. They

consider rebuttal and refutation as possible components of an argument. They

propose a supervised model to label different argument components. Ghosh

et al. [47] try to learn the theory-based [165] Callout-Target pairs in online

discussions. Callout is a subsequent comment by an author referring back to

a Target. A Target is an aspect mentioned by another author in a preceding

post. A Callout explicitly includes a stance relative to the Target or justifi-

cation of a stance or both. Human annotation and supervised learning are

applied to find Callout-Target pairs. Cabrio et al. [21] combine Textual En-

tailment (TE) [28] and abstract argumentation theory [36] to detect arguments

relations (attack/support) from pre-filtered or clean Debatepedia arguments.

Boltuvzic and Snajder [14] classify the relationship in a comment-argument

pair as an attack (comment attacks the argument), a support, or none. They

manually construct a mapping between user comments and a predefined list of

arguments. They classify the relationship in a comment-argument pair as an

attack (comment attacks the argument), a support or none. We can assimilate

the comment-argument pairs to the reason-argument facet pairs that we are

trying to extract in an unsupervised way with no human assistance in Chapter
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5.

Hasan and Ng [63] propose a new task of sentence and post-level reason

classification from online debates. They construct a dataset that is annotated

with reasons’ types at the sentence level. Similar to our work (see Chapters

4 and 5), their best performing model in the reason type classification task,

exploits the reply information associated with the posts. Indeed, they encode

the reasons mentioned in a preceding post into the feature set used as input for

classification. Experiments reveal that reason classification at the post-level

benefits from sentence-level reason identification. Moreover, they observe that

jointly modeling stance information with reason can be profitable for both

stance and reason classification. Error Analysis of the best performing model

shows that detecting argumentative sentences is crucial. Indeed, 75-83% of the

errors are attributed to the inability of the model to detect whether a sentence

is a reason or not. Further manual investigation reveals that the mains causes

of errors are the lack of background knowledge, the discourse structure like

rephrasing opposing view claims, and sarcastic and rhetorical questions.

Another line of work, from Misra et al. [98], exploits the dialogues happen-

ing between pairs of authors in online debates. The goal is to predict argument

facet similarity given two propositions or sentential argument. The sentential

arguments are detected with an extended version of the supervised method

used in [139]. In a similar research, Misra et al. [99] model a dialog summa-

rization task as a binary supervised task to select important sentences. They

identify most important segments of the dialogs that potentially would be used

for the summary using linguistic and Word2Vec features with SVM and Bi-

directional LSTMs. The model summarizes the arguments during the specific

interactions of two authors, but not necessarily the main general arguments

conveyed by divergent sides of an issue given all discussions. Conversations

tend to be interpersonal and their summary could reflect that. This is no-

ticeable in their human selected gold standard sentences like “Show me in the

constitution where it says that making an illogical argument is a violation of

somebody’s right’.

Recently, Dusmanu et al. [37] applied supervised algorithms (logistic re-
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gression and random forest) to identify any type of persuasion, facts and their

sources from a set of tweets related to Grexit and Brexit news. They leverage a

wide range of features like emoticons, WordNet synsets, dependency relations,

sentiment, unigrams, and bigrams. In similar fashion, Bosc et al. [16], [17]

classified a tweet as argumentative or not. An argumentative tweet, in that

case, is a tweet expressing any opinion, or containing rhetorical questions, at-

tempts to persuade, sarcasm, irony. It can also encompass factual information

employed as premises or conclusions. Similarly, Goudas et al. [51] suggest a

supervised approach to identify sentences containing fragments of arguments

or premises from greek social media text.

Most of the computational argumentation methods, including those men-

tioned above, are supervised. They require a large amount of annotated data

and tend to be domain dependent. The inputs, that are fed to the supervised

models, often correspond to filtered argumentative text spans which do not

contain noise, i.e., non-argumentative sentence. Moreover, the studies focus-

ing on argument identification [99], [139] , usually, rely on predefined lists of

manually extracted arguments. As a first step towards unsupervised identi-

fication of prominent arguments from online debates, Boltuvzic and Snajder

[15] group argumentative statements into clusters assimilated to arguments.

However, only selected argumentative sentences are used as input. In the ma-

jority of the datasets we exploit in this thesis, the raw posts contain both

argumentative and non-argumentative sentences.

The connection between argument labeling and Topic Modeling, which is

an unsupervised approach, reveals important, according to [132]. Sobhani et

al. [132] find topic modeling very useful for accurate annotation of arguments

in news comments. They propose an annotation-based framework for argu-

ments tagging. They run Non-negative Matrix Factorization (NMF) on news

comments to extract topics. Annotators mapped the topics to a predefined and

manually extracted list of argument tags. The documents are assigned their

majority topics/argument tags. The framework permits the efficient and ac-

curate annotation of the documents with their arguments leveraging the topic

modeling output. In similar fashion, Nguyen and Litman [106] show that

21



replacing the n-grams and syntactic features, in a supervised argumentation

mining task, with features based on a topic modeling output (LDA), signifi-

cantly improve the performance on persuasive essays. Section 2.5.2 presents

the main Topic modeling studies on contentious text.

2.4 Supervised Viewpoint and Stance Detec-

tion

The studies on viewpoint discovery or stance prediction differ mainly in terms

of the type of the social media data that they use (e.g., Twitter, Online De-

bates), the features that they exploit (e.g., text, authors interactions, dis-

agreement), the targeted task (e.g., post or author level stance prediction,

viewpoints’ discourse discovery) and the applied learning methods (e.g., super-

vised or unsupervised). It is important to mention that the Natural Language

Processing community usually employs the word stance while the text mining

community uses the word viewpoint often to express a political or ideological

stand over an issue. We use both words interchangeably in this manuscript.

An early body of work addresses the challenge of classifying viewpoints

in contentious or ideological discourses using supervised techniques [76], [87],

[110], [142]. However, these methods utilize polarity lexicon to detect opinion-

ated text and do not look for arguing expression, which is shown to be useful

in recognizing opposed stances [134]. Somasundaran and Wiebe [134] classify

ideological stances in online debates using generated arguing clues from the

Multi Perspective Question Answering (MPQA) opinion corpus1.

Recently, work on supervised methods for stance classification has gained

more interest [171]. Different sources of data have been exploited with dif-

ferent techniques, including Topic Models. The Semantic Evaluation series

2016 (SemEval-16) propose a shared task for stance detection in Twitter [101].

Sobhani et al. [132] tackle the stance classification for news comments using

arguments features that are extracted using Topic Modeling. In another work,

Sobhani et al. [133] attempt to predict the stance expressed in a tweet towards

1http://mpqa.cs.pitt.edu/
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two targets at the same time (e.g., Clinton and Trump). Graells-Garrido et

al. [53] attempt to incorporate both interactions and discourse in analyzing

Twitter controversial subjects via Topic Modeling. The stance identification

of the user is estimated using supervised methods. Hasan and Ng [62] iden-

tify the stance at the post and the sentence levels of online debates corpora.

They construct a rich feature set of linguistic and semantic features, and en-

courage opposing stance between successive posts. Sridhar et al. [135] model

disagreement and collectively predict stances at the post and the author lev-

els. They try different modeling approaches on online debate corpora. The

approach that is based on Probabilistic Soft Logic (PSL), and which models

disagreement, achieves the overall best performance. In our paper, we later

(see Section 4.4) compare our results in terms of post level viewpoint identifi-

cation to the reported results of this state-of-the-art supervised method [135],

on the same debate corpora that it uses.

All these described methods extensively rely on human annotations, which

are expensive to obtain, and on supervision which does not guarantee scaling

to different domains and types of data. Unsupervised approaches can be more

appropriate to overcome these pitfalls. These approaches often leverage the

topic modeling framework. We detail several studies applying topic modeling

for contentious text in Section 2.5.2.

2.5 Topic Modeling

The goal of most conventional clustering and modeling approaches of text

corpora is to find short descriptions and reduce the original text into its most

important words and their statistical relationships. A notable approach in that

regard is the Latent Semantic Indexing or Analysis (LSI) [31]. LSI is based

on a linear algebra dimensionality reduction method, the Singular Value De-

composition (SVD). It takes an N × D matrix of weights of N words in D

documents. The weights are usually term frequency-inverse document fre-

quency (tf-ifd) measures [127]. It returns three matrices interpreted as the

weights of the N words for K topics (N ×K matrix), the weight of K topics
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in the input (K ×K diagonal matrix) and the weights of the K topics in each

document (K ×D matrix). LSI is a non-generative approach which may lead

to the over-fitting of the input text collections.

Similar to LSI, other linear algebra methods like matrix factorization ap-

proaches have been used in data clustering [33]. For instance, Non-negative

Matrix Factorization (NMF) method has been experimented on documents

collection [32]. NMF is very similar to the probabilistic LSI (pLSI) [67], a

stochastic alternative to LSI. NMF and pLSI are different algorithms which

optimize the same optimization function [33]. Ding et al. 2008 argue that

NMF with I-Divergence and pLSI are equivalent. However, a major limitation

of matrix factorization approaches is the static modeling, which disregards the

generation context of the data [92].

The pLSI provides a generative probabilistic model at the word level. It

models a word in a document as a mixture model, where the mixture compo-

nents are multinomial random variables representing topics. However, pLSI

does not provide a generative probabilistic model at the document level [13].

Indeed, the mixing proportions are dependent of the indexes of the documents.

This leads to a number of parameters of the model that grows linearly with

the corpus size which may lead to over-fitting. Similarly, the model would

only learn the topic mixtures for the training documents, which also makes

the generalization to unseen data difficult.

Latent Dirichlet Allocation (LDA) [13] is one of the most popular proba-

bilistic generative models used to mine large text data sets. The LDA con-

siders the topic mixture parameters as random variables rather than a list

of parameters depending on the document index. This enables to overcome

the the over-fitting and to better generalize on unseen documents [13]. There-

fore, LDA-based model provide a more complete generative probabilistic model

than pLSI. It takes into account the boundaries of a document when generat-

ing topics and it leads to a reduced and scalable representation. It models a

document as a mixture of topics where each topic is a distribution over words.
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2.5.1 Topic Modeling in Reviews Data

Another emerging body of work applies probabilistic topic models on reviews

data to extract appraisal aspects and the corresponding specific sentiment lex-

icon. These kinds of models are usually referred to as joint sentiment/aspect

topic models [71], [85], [95], [121], [144], [145], [189]. The work of Titov and

McDonald [145] is one of the early studies in that respect. It shows that

modeling the aspect related terms using an enhanced LDA with two levels of

topic granularities (local and global) performs better than previously proposed

methods. Nonetheless, their model lacks a sentiment analysis component to

aggregate the opinions about the products or their aspects. Later, they ex-

tended the model to include a sentiment classification phase based on given

ratings of aspects [144]. Mei et al. [95] jointly models the mixture of topics

and sentiment based on the pLSI model. The model suffers from the prob-

lem of overfitting. A similar approach based on LDA is proposed in [85]. Lin

and He [85] propose the Joint Sentiment Topic Model (JST) to capture the

dependency between sentiment and topics. They make the assumption that

topics discussed on a review are conditioned on sentiment polarity. Jo and Oh

[71] extend JST by modeling the sentence level of a document. The intuition

is that each sentence conveys a polarity sentiment that influences the topic

choice. Brody and Elhadad [19] detect aspects using a topic model. Then,

they produce aspect specific opinion words (adjectives) using polarity propa-

gation. Similarly, Zhao et al. [189] propose a fine-grained model that jointly

discovers aspect and aspect-specific opinion words. For instance, the word

romantic can be an ambiance-specific sentiment word when employed in a re-

view of a restaurant. The model separate these aspect-specific opinion words

by incorporating a Maximum Entropy component trained on small annotated

data. Ren and de Rijke [121] propose summarizing contrastive themes via a

hierarchical non parametric process. A theme is a set of related topics, accord-

ing to (or along) a particular hierarchy, with a common sentiment. Contrastive

themes are similar in their topics but different is terms of sentiment (positive,

negative, neutral). Hence, this definition of contrast is different from that con-
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sidered in thesis. It does not imply a dissociation of opposed viewpoints, and is

not applied for contentious documents. The difference in sentiment word usage

does not imply a contrast in the conveyed stance, as has been shown by Mo-

hammad et al. [101]. The outputs of the approach are sentiment-contrastive

pairs of sentences. Apart from encoding the contrast as a pure sentiment po-

larity dimension, which is not adequate for contention modeling, the sentiment

detection module is exploiting a state-of-the-art supervised sentiment classi-

fication method. A pitfall mentioned by the authors is the dependence on

long documents in order for their approach to be successful. The replication

of the algorithms is not straightforward from the description presented in the

paper. Implementation is not made available by authors. Recently, Poddar et

al. [115] proposed a joint probabilistic graphical model for aspect, topic and

sentiment. It takes into account the preference of an author, and encodes the

coherent flow of the writing by constraining the dependency between aspects

within successive segments. Given a particular review with specific aspects,

topics and sentiments, the model is exploited in the task of finding similar

opinions from other reviews. Tan et al. [140] exploit the outputs of a Topic

Aspect Sentiment model to rank a review sentences based on their represen-

tativeness of the most important aspects. The experiment evaluation suggests

that structuring the ranking around sentiment-specific aspects is more effective

than other ranking approaches based on the explanatoriness of a sentence.

Most of the joint aspect sentiment topic models are either semi-supervised

or weakly supervised using sentiment predefined polarity words (Paradigm

lists) to boost their efficiency. As mentioned by Habernal and Gurevych [57],

the aspect sentiment analysis resembles to the task of detecting different sub-

jects of persuasion in text. The aspect in that case would be similar to the

topics or facets discussed in contention. However, facets of argumentation are

abstract notions, conveyed implicitly with complex and different lexical forms,

such as verb phrases or whole sentences (e.g., fetus is not human or put the

baby for adoption in the context of the abortion issue). They are also not

necessarily associated with sentiment expressions. Conversely, aspect of prod-

ucts in reviews are often clear entities and explicitly mentioned features that
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take simple lexical forms like a noun or noun phrases, followed by sentiments

or appraisals towards the feature. Hence, approaches designed for the task

of aspect sentiment detection in reviews do not intelligibly fit our tasks [57].

In the context of our work, we are attempting to find viewpoints. These are

often expressed implicitly. Hence, finding specific arguing lexicon, for different

viewpoints, is a challenging task in itself, that is not necessarily dependent of

distinguishing sentiment clues [100]. Indeed, our model is enclosed in another

body of work based on a Topic Model framework to mine divergent viewpoints.

2.5.2 Topic Modeling in Contentious Text

The strand of research described in this section focuses on guided or pure

unsupervised methods aiming to detect the contrastive discourse in different

viewpoints and/or to identify the viewpoints of the posts and the authors.

Many of the works that we present below correspond to what we describe

as Topic Viewpoint modeling. Topic Viewpoint models are extensions of La-

tent Dirichlet Allocation (LDA) [13] applied to contentious documents. They

hypothesize the existence of underlying topic and viewpoint variables that in-

fluence the author’s word choice when writing about a controversial issue. The

viewpoint variable is also called stance, perspective or argument variable in

different studies. Topic Viewpoint models are mainly data-driven approaches

which reduce the documents into topic and viewpoint dimensions. A Topic

Viewpoint pair t-v is a probability distribution over unigram words. The un-

igrams with top probabilities characterize the used vocabulary when talking

about a specific topic t while expressing a particular viewpoint v at the same

time.

Lin et al. [88] propose a probabilistic graphical model for ideological dis-

course. This model takes into account lexical variations between authors hav-

ing different ideological perspectives. The authors empirically show its effec-

tiveness in fitting ideological texts. However, their model assumes that the

perspectives expressed in the documents are observed, while, in our work, the

viewpoint labels of the contentious documents are hidden.

Das and Lavoie [29] propose a topic-point-of-view model of user interactions
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on Wikipedia in order to determine the users antagonistic relationships. The

words are not modeled but instead the pages and the disagreement in the

edits actions made by the users are observable. Joshi et al. [73] also adopt

Topic Modeling to discover contentious issues and positions of users, exploiting

known affiliations of famous personalities in Twitter. The model does not

leverage interactions like replies or retweets. It is guided by the given seeds of

politically affiliated users.

Mukherjee and Liu [102], [103] examine mining contention from discussion

forums data where the interaction between different authors is pivotal. They

attempt to discover Agreement/Disagreement (or Contention/Agreement) in-

dicators called AD (or CA) expressions using three different Joint Topic Ex-

pressions models (JTE). Examples of Agreement expressions are “I agree”,

“rightly said”, “very well put” or “I do support”. Examples of Disagreement

expressions are “I contest”, “I really doubt”, “Can you prove” or “you have no

clue”. The proposed versions of JTE [102], [103] model the author pairs dis-

cussing a contention in order to be able to classify the nature of interaction in a

post topic modeling stage. However, these proposals do not model the authors’

viewpoint dimension. For JTE, the objective is not to summarize the main

reasons held by authors of divergent viewpoints. The goal is to find the lexi-

con that people usually use to express agreement or disagreement. Moreover,

JTE versions are very dependent of a supervised component, the Maximum

Entropy model. It helps initializing the detection of AD expressions.

Fang et al. [41] proposed a Cross-Perspective Topic model (CPT) that

takes as input separate collections in the political domain, each related to

particular viewpoint (perspective). It finds the shared topics between these

different collections and the opinion words corresponding to each topic in a

collection. However, CPT does not model the viewpoint variable. Thus, it

cannot cluster documents according to their viewpoints.

Gottipati et al. [50] propose a topic model to infer human interpretable text

in the domain of contentious issues using Debatepedia2 as a corpus of evidence.

Debatepedia is an online authored encyclopedia to summarize and organize

2http://dbp.idebate.org
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the main arguments of two possible positions. The model takes advantage

of the hierarchical structure of arguments in Debatepedia. Our work aims to

model unstructured online data, in order to, ultimately, help extract a relevant

contention summary of reasons.

Qiu and Jiang [116], [117] exploit the authors’ interactions in threaded dis-

cussion forums to discover stances of posts and cluster authors with different

viewpoints. Similarly, our work (see Chapter 4) leverages the interactions be-

tween the authors in online forum debates to determine the opposed viewpoints

of the posts and the authors. Conversely, we jointly models the Topic View-

point distribution to uncover, the viewpoints’ discourse. The Topic Viewpoint

word distributions are not modeled in Qiu and Jiang’s work. Furthermore,

finding the polarity of the interactions between the authors, positive or neg-

ative, is guided and determined using lexicon-based methods. In our work,

we don’t exploit any external or specific sentiment lexicon to determine the

type of interactions between the authors, which makes our approach purely

unsupervised, independent of any external knowledge.

Recently, Thonet et al. [143] propose different extended versions of Social

Network-LDA (SN-LDA) [126] that model the viewpoint discovery in social

media: the Social Network Viewpoint Discovery Models (SNVDMs). Similar

to our work, SNVDMs jointly model topic and viewpoint. One of their main

objectives is to accurately determine the author’s viewpoint. They assume

that the “homophily” pehenomenon is governing the authors’ interactions,

i.e., authors with similar viewpoints tend to interact more with each others.

SNVDMs are experimented on political Twitter data, and consider a network

of replies and retweets interactions. The SNVDM-GPU, the version based on

Generalized Polya Urn sampling, is performing the best among all degenerate

versions.

Another recent work [34] focuses on a predicting the author’s stance and

providing insights about the viewpoints’ discourse. The authors propose a

weakly guided Stance-based Text Generative Model with Link Regularization

(STML) which leverages the text content as well as the authors’ interactions

in news comments and online debates. The weak guidance consists of estimat-
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ing the signs of interactions, i.e., agreement or disagreement, using heuristics

rules like the number of a discussion’s turns, the presence of agreement or

disagreement signals.

In our work (see chapters 4 and 5), similarly to these recent research [34],

[143], we jointly utilize content and interactions in viewpoint’s clustering of

posts and authors. Our approach is, however, purely unsupervised, i.e., does

not require external knowledge or weak guidance to infer the nature of inter-

actions between the authors. Moreover, it does not assume “homophily” but

“heterophily” when modeling the interactions in online debate.

The main objective of most of the mentioned studies above is to effectively

model the contentious documents, determine the viewpoints at the author

or document level, and/or generate coherent topic and/or viewpoint word

distributions. However, little work is done to exploit these models in order to

generate sentential digests or summaries of controversial issues instead of just

producing distributions over unigram words. Below we introduce the research

that is done in this direction.

One of the closest work to ours is the one presented by Paul et al. [112]. It

introduces the problem of contrastive extractive summarization and proposes a

general solution based on the Topic Aspect Model (TAM). They evaluate their

approach on online surveys and editorials data. Throughout the experiments

that we present in the following chapters, we will often use TAM as a conven-

tional comparison method to the solutions that we propose. The contrastive

summarization consists of summarizing the contentious text by detecting the

relevant sentences describing each of the possible expressed viewpoint. TAM

is a topic model. It is mainly an unsupervised method, which enables a fair

comparison with our models. TAM assumes that any word in the document

can exclusively belong to a topic (e.g., government), a viewpoint (e.g., good),

both (e.g., involvement) or neither (e.g., think). According to the genera-

tive model of TAM, an author would choose his viewpoint and the topic to

talk about independently. Paul et al. [112] use the output distributions of

TAM to compute similarities scores for sentences. Scored sentences are used

in Comparative LexRank [40], a modified Random Walk algorithm, as input
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to generate the summary.

Recently, Vilares and He [168] propose a topic-argument model, Latent

Argument Model (LAM), where argument can be assimilated to viewpoint

variable in other similar models. They generate a succinct summary of the

main viewpoints and their arguments from a parliamentary debates dataset.

LAM assumes that a word can be of three types:a topic word, assigned a

topic, or an argument word, assigned a topic-viewpoint pair or background

word. They incorporate part-of-speech (POS) tags and a subjectivity lexicon

to modify some priors about the word type. This provides a model with an

initial guiding on how to distinguish background, topic and argument words.

This version of the model is called LAM LEX. The hypothesis is that if a word

is a verb, an adjective or an adverb or if it belongs to a subjectivity lexicon

and it is not a noun then it is most probably an argument word, else if it is

noun, then it is more likely to be a topic word. The production of a sum-

mary consists of ranking the source sentences according to a discriminative

score for each topic and argument dimension. The score depends on the gen-

erative probability of the words composing the sentence, which is learned by

LAM LEX. It encourages higher ranking of sentences with words exclusively

occurring with a particular topic-argument dimension . This may not be ac-

curate in extracting the contrastive viewpoints, with opposed stances, as they

usually share a significant portion of vocabulary. Few subtle words may be

responsible for the stance shift. Indeed, the non-contrastive viewpoints were

predominant in the final results.

Both of the studies on contrastive summarization exploit the unigrams

output of their Topic Viewpoint modeling. In Chapter 5, we propose a Topic

Viewpoint modeling of phrases of different length, instead of just unigrams.

We believe phrases allow a better representation of the concept of argument

facet. They can also lead to extract more relevant reasons. Moreover, we

leverage the interactions of users in online debates for a better contrastive

detection of the viewpoints. We compare the performances of our approach in

contrastive summarization against those of both studies in Chapter 5.
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Chapter 3

Extraction and Clustering of
Reasons Lexicon in Contentious
Text

3.1 Introduction

The objective, in this chapter, is to describe the devised methods for the

arguing vocabularies detection and clustering, according to the underlying

topics and viewpoints they express, from contentious text, The methods do not

leverage any supervision or guidance. This makes the approach independent

of any domain or thesaurus knowledge, e.g ., it does not rely on WordNet

coverage. This chapter relates the learning of a probabilistic generative model

of words from different types of contentious text, i.e., , surveys, online debates,

editorials, that vary in the length and the way the viewpoints are expressed.

More specifically, we develop a novel Joint Topic Viewpoint (JTV) Bayesian

probabilistic model to automatically, and without access to any kind of an-

notation on the documents, generate distinctive and informative patterns of

associated terms, denoting a vocabulary for a particular reason or arguing ex-

pression. A constrained clustering algorithm exploits JTV’s structure, and

enables the unsupervised grouping of obtained reasons’ lexicons according

to their viewpoints. Experiments are conducted on the three types of con-

tentious documents, polls, online debates and editorials, through six different

contentious datasets. In this chapter, we report the quantitative evaluations

of JTV’s output, as well as the constrained clustering results. They show the
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effectiveness of the proposed methods to fit the data and to produce a better

clustering of arguing vocabularies than state-of-the-art and baseline methods.

The coherence of the reasons’ lexicons is also proved to be of a high qual-

ity when evaluated on the basis of a recently introduced automatic coherence

measure.

3.2 Problem Statement

Opinion in contentious issues is often expressed implicitly, not necessarily

through the usage of usual negative or positive opinion words [100]. This

makes its extraction a challenging task. It can be conveyed through the argu-

ing expression justifying the endorsement of a particular point of view. The

act of arguing is “to give reasons why you think that something is right/wrong,

true/not true, etc, especially to persuade people that you are right” (cf. Ox-

ford Dictionaries). We use the terms “arguing expressions” and “reasons”

interchangeably in this thesis to denote any spans of text that implicitly or

explicitly justify a viewpoint. For example, the arguing expression “many peo-

ple do not have healthcare”, in the context of the Obamacare reform, implicitly

explains that the reform is intended to fix the problem of uninsured people,

and thus, the opinion is probably on the supporting side. On the other hand,

the arguing expression “it will produce too much debt” denotes the negative

consequence that may result from passing the bill, making it on the opposing

side.

The chapter examines the task of mining the underlying topics and the

hidden viewpoints of arguing expressions as a step towards the summariza-

tion of contentious text. An example of a human-made summary of arguing

expressions or reasons [72], on Obamacare reform, is presented in Table 3.1.

Table 3.1 is similar to Table 1.2 presented in Chapter 1. We reproduce the

table for the sake of convenience for the reader. The ultimate target of the

research is to automatically generate similar organized tables of conveyed rea-

sons’ summaries extracted from a corpus of contentious documents. However,

this chapter tackles the initial sub-problems of identifying recurrent words ex-
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Topic Viewpoint: Support the bill

1 People need health insurance/ There are too many uninsured

2 System is broken/ It needs to be fixed

3 Costs are out of control/Bill would help control costs

4 Moral responsibility to provide care/ Fairness between citizens

5 Would make healthcare more affordable/ Access to basic care

6 Don’t trust insurance companies

Topic Viewpoint: Oppose the bill

7 Will raise cost of insurance/ Insurance becomes less affordable

8 Does not address real problems/ Don’t think it will work

9 Need more information on how it works/ Lack of communication

10 Against big government involvement (general)

11 Government should not be involved in healthcare

12 Cost the government too much/ The bill will increase the debt

Table 3.1: Human-made summary of arguing expressions supporting and op-
posing Obamacare

pressing arguing and clustering them according to their topics and viewpoints.

Indeed, the clustered words can be used as input to query the original doc-

uments in order to extract relevant fragments or snippets of text expressing

a reason. We use Table 3.1 examples to recall some key concepts, already

defined in Chapter 1, that will help us formulate the problem.

Table 3.1 is a summary of documents corresponding to people’s verba-

tim responses to the contentious question “Why do you favor or oppose

a healthcare legislation similar to President Obama’s ?”. While this question

explicitly asks for the reasons “why”, we relax this constraint and consider

also usual opinion questions like “Do you favor or oppose Obamacare?”, or

“What do you think about Obamacare?”. In this chapter, we assume that an

input corpus corresponds to a set of contentious documents containing di-

vergent and highly antagonistic viewpoints in response to only one contention

question about a particular issue. Table 3.1 is split into two parts accord-

ing to the viewpoint: supporting or opposing the healthcare bill. Each cell

contains one or more spans of text. Each span expresses a reason (or a justifi-

cation of a stance), e.g ., “System is broken” and “needs to be fixed”. Though
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lexically different, the snippets, within the same cell, share a common hidden

topic or theme, e.g ., healthcare system, and implicitly convey the same hidden

viewpoint’s semantics, e.g ., support the healthcare bill.

A viewpoint in a contentious document is a stance, which can be implicitly

expressed by a set of topically distinct groups of reasons similar to examples

in Table 3.1. The reasons (or the text spans) of the same group share a

common topic and justify the same viewpoint regarding a contentious issue.

For convenience, we will say that a viewpoint is expressed by a set of topically

distinct reasons or arguing expressions, instead of a set of groups of reasons.

In other words, we will consider one span of text, as a representative of the

different possible expressions in a group of semantically similar reasons.

Following the structure of Table 3.1, we can also derive that: (1) the argu-

ing expressions or reasons voicing the same viewpoint differ in their topics, but

agree in the stance. For example, arguing expressions represented by “system

is broken” and “costs are out of control” discuss different topics, i.e., health-

care system and insurance’s cost, but both support the healthcare bill; (2)

the arguing expressions of divergent viewpoints may have a similar topic or

may not. For instance, “government should help the elderly” and “govern-

ment should not be involved” share the same topic “government’s role” while

conveying opposed viewpoints.

Our research problem and objectives in terms of the introduced concepts

are stated as follows. Given a corpus of unlabeled contentious documents,

i.e., for which the stances are unknown, {doc1, .., docd, .., docD}, where each

document docd expresses one or more viewpoints from a set of L possible

viewpoints {v1, .., vl, .., vL}, and each viewpoint vl can be conveyed using one

or more reasons from a set of possible reasons {φ1l, .., φkl, .., φKl} discussing K

different topics, the objective is to perform the following two tasks:

1. automatically extracting different words’ probability distributions φkls,

k = 1..K and l = 1..L, where the most probable words in each distribu-

tion describe a particular reason lexicon or vocabulary 1;

1φkl denotes both the probability distribution and the reason conveyed by the top words
of the distribution, for topic of index k and viewpoint of index l.
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2. grouping extracted distinct word distributions φkl for different topics,

k = 1..K, into their corresponding viewpoint vl.

We propose to solve this problem for different types of text data, i.e., ,

surveys, online debates, editorials, that vary in the length and the way the

viewpoints are expressed. In carrying out the first task, we must meet the

main challenge of recognizing arguing expressions having the same topic and

viewpoint but which are lexically different. For this purpose we propose a

Joint Topic Viewpoint model (JTV) to account for the dependence structure

of topics and viewpoints. For the second task, the challenge is to deal with the

situation where an arguing expression, associated with a specific topic, may

share more common words and phrases with a divergent arguing expression,

discussing the same topic, than with another arguing expression conveying

the same viewpoint but discussing a different topic. In order to overcome this

challenge, we present a constrained clustering approach based on the structure

of the Joint Topic Viewpoint model.

3.3 Joint Topic Viewpoint Model

The goal of most conventional clustering and modeling approaches of text

corpora is to find short descriptions and reduce the original text into its most

important words according to their statistical properties. We propose a Joint

Topic Viewpoint Model (JTV) to reduce a corpus of contentious documents

into Topic and Viewpoint vocabulary dimensions. JTV extends the Latent

Dirichlet Allocation (LDA) [13], is used to mine text datasets. As explained

in Section 2.5 of related works, LDA enables to overcome the over-fitting and

to better generalize on unseen documents [13] comparing to similar models

like pLSI [67]. It takes into account the boundaries of a document when

generating topics and it leads to a reduced and scalable representation. It

models a document as a mixture of topics where each topic is a distribution

over words. However, it fails to model more complex structures with other

possible hidden dimensions like the viewpoint in the context of contentious

documents.
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We augment LDA to model a contentious document as a pair of dependent

mixtures: a mixture of arguing topics and a mixture of viewpoints for each

topic. The assumption is that a document discusses the topics in proportions,

(e.g ., 80% government’s role, 20% insurance’s cost). Moreover, as explained in

the previous section, each one of these topics can be shared by opposed reasons

conveying different viewpoints. We suppose that for each discussed topic in

the document, the viewpoints are expressed in proportions. For instance, 70%

of the document’s text, discussing the topic of government’s role, expresses

an opposing viewpoint to the reform, while 30% of it conveys a supporting

viewpoint. Thus, each word in a document is assigned a pair topic viewpoint

label (e.g ., “government’s role-oppose reform”). For each topic viewpoint pair,

the model generates a topic viewpoint probability distribution over words. The

most probable words in this topic viewpoint distribution would correspond to

the lexicon or the vocabulary used in expressing a particular reason. In what

follows, we present the generative and inference processes of the model.

3.3.1 Generative Process

Formally, we assume that a corpus contains D documents doc1..D, where each

document is a word’s vector ~wd of size Nd; each term wdn in a document

belongs to the corpus vocabulary of distinct terms of size V . Let K be the

total number of topics and L be the total number of viewpoints. Let θd denote

the probabilities (proportions) of K topics under a document docd; ψdk be

the probability distributions (proportions) of L viewpoints for a topic k in

docd (the number of viewpoints L is the same for all topics); and φkl be the

multinomial probability distribution over words associated with a topic k and

a viewpoint l.

The generative process of the JTV is described below (see also the JTV

graphical model in Fig. 3.1).

• For each topic k and viewpoint l,

– draw a multinomial Topic Viewpoint distribution over all the words

in the vocabulary: φkl ∼ Dir(β);
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Figure 3.1: The JTV’s graphical model (plate notation).

• for each document d,

– draw a topic mixture, i.e., a distribution over topics, θd ∼ Dir(α),

– for each topic k,

∗ draw a viewpoint mixture, i.e., a distribution over viewpoints,

ψdk ∼ Dir(γ);

– for each term wdn,

∗ sample a topic assignment zdn ∼Mult(θd),

∗ given the sampled topic assignment zdn, sample a viewpoint

assignment vdn ∼Mult(ψdzdn),

∗ given the pair of assignments zdn and vdn, sample a term wdn ∼

Mult(φzdnvdn).

We use fixed symmetric Dirichlet’s parameters γ, β and α. They can be

interpreted, respectively, as the prior counts of:

• words assigned to viewpoint l and topic k in a document (for γ);

• a particular word w assigned to topic k and viewpoint l within the corpus

(for β);

• words assigned to a topic k in a document (for α).
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3.3.2 Inference Process

In order to learn the hidden JTV’s parameters φkls, ψdks and θds, we draw

on approximate inference as exact inference is intractable [13]. We use the

collapsed Gibbs Sampling [54], a Markov Chain Monte Carlo algorithm. The

collapsed Gibbs sampler integrate out all parameters φ, ψ and θ in the joint

distribution of the model and converge to a stationary posterior distribution

over all viewpoints’ assignments ~v and all topics’ assignments ~z in the corpus.

It iterates on each current observed token wi and samples each corresponding

vi and zi given all the previous sampled assignments in the model ~v¬i, ~z¬i

and observed ~w¬i, where ~v = {vi, ~v¬i}, ~z = {zi, ~z¬i}, and ~w = {wi, ~w¬i}. The

derived sampling equation is:

p(zi = k, vi = l|~z¬i, ~v¬i, wi = t, ~w¬i) ∝
n
(t)
kl,¬i + β

V∑
t=1

n
(t)
kl,¬i + V β

×
n
(l)
dk,¬i + γ

L∑
l=1

n
(l)
dk,¬i + Lγ

× n(k)
d,¬i + α (3.1)

where n
(t)
kl,¬i is the number of times term t was assigned to topic k and the

viewpoint l in the corpus; n
(l)
dk,¬i is the number of times viewpoint l of topic

k was observed in document d; and n
(k)
d,¬i is the number of times topic k was

observed in document d. All these counts are computed excluding the current

token i, which is indicated by the symbol ¬i. After the convergence of the

Gibbs algorithm, the parameters φ, ψ and θ can be estimated using the last

obtained sample.

The probability that a term t belongs to a viewpoint l of topic k is approx-

imated by:

φklt =
n
(t)
kl + β

V∑
t=1

n
(t)
kl + V β

. (3.2)

The probability of a viewpoint l of a topic k under document d is estimated

by:

ψdkl =
n
(l)
dk + γ

L∑
l=1

n
(l)
dk + Lγ

. (3.3)
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The probability of a topic k under document d is estimated by:

θdk =
n
(k)
d + α

K∑
k=1

n
(k)
d +Kα

. (3.4)

3.4 Clustering Topic Viewpoint Distributions

As mentioned in the previous sections, the most probable words in a Topic

Viewpoint distribution φkl can be assimilated to the lexicon used to convey a

particular reason expressing the topic of index k and the viewpoint of index

l. Two Topic Viewpoints φkl and φk′l, having different topics k and k′, do not

necessarily express the same viewpoint, despite the fact that they both have

the same index l. The reason stems from the nested structure of the model,

where the generation of the viewpoint assignments for a particular topic k is

completely independent from that of topic k′. In other words, the model does

not trace and match the viewpoint labeling along different topics. Neverthe-

less, the JTV can still help overcome this problem. According to the JTV’s

structure, a Topic Viewpoint φkl, is probably more similar in distribution to

an opposed Topic Viewpoint φkl′ , related to the same topic k, than to any

other Topic Viewpoint φk′∗, corresponding to a different topic k′ (we verify

this assumption in Section 3.7.1). Therefore, we can formulate the problem of

clustering Topic Viewpoint distributions as a constrained clustering problem

[8]. The goal is to group the similar Topics Viewpoints φkls into L clus-

ters (the number of viewpoints), given the constraint that the L φkls

of the same topic k should not belong to the same cluster (cannot-

link constraints). Thus, each cluster Ci where i = 1..L will contain exactly

K number of Topics Viewpoints.

We suggest a slightly modified version of the constrained k-means clus-

tering (COP-KMEANS) [170]. It is presented in Algorithm 1. Unlike COP-

KMEANS, we do not consider any must-link constraint but only the above

mentioned cannot-link constraints. The centres of clusters are initialized with

the Topic Viewpoint distributions of the most frequent topic k† according to

the output of JTV. The idea is that it is more probable to find at least one
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Algorithm 1 Constrained Clustering of Topic Viewpoint distributions

Require: JTV’s output:topic-viewpoint distributions φkls, number of topics
K, number of viewpoints L

1: Initialize the set C with a set of empty clusters; Choose the topic-viewpoint
distributions φk†1...φk†L of the most frequent topic k† according to JTV as
the initial cluster centres.

2: for each topic k (k = 1...K) do
3: F (clusters to fill) is a copy of set C
4: A is a set of L topic-viewpoints φkl to assign (having the same topic k)
5: while F is not empty do
6: for each φkl in A do
7: find the closest Ci in F
8: add φkl to potential cluster assignment set Si (corresponding to

cluster Ci)
9: end for

10: for each cluster Ci do
11: if the corresponding Si is not empty then
12: find φ∗kl in Si with the minimum distance from Ci’s centre and

assign it to Ci.
13: Update C
14: empty Si
15: remove φ∗kl from A/remove Ci from F
16: end if
17: end for
18: end while
19: end for
20: Update each cluster Ci’s centre by averaging all φ(i) that have been as-

signed to it.
21: Repeat 2 to 20 until convergence
22: return set of clusters C
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most frequent Topic Viewpoint pair for a viewpoint l in the most frequent topic

k†. The cannot-link constraints are implicitly coded in Algorithm 1. Indeed,

we constrain the set of L Topic Viewpoints φkls of the same topic k (line 2 to

18) to be in a one-to-one matching with the set C of L clusters (lines 5 to 18).

Iteratively, the best match, producing a minimal distance between unassigned

Topic Viewpoints (of the same topic) and the remaining available clusters, is

first established (lines 10 to 16). The distance between a Topic Viewpoint

distribution φkl and another distribution φ∗ is measured using the symmetric

Jensen-Shannon Distance (DJS) [65] which is based on the Kullback-Leibler

Divergence (DKL) [79]:

DJS(φkl||φ∗) =
1

2
[DKL(φkl||M) +DKL(φ∗||M)], (3.5)

with M = 1
2
(φkl + φ∗) an average variable and

DKL(φkl||M) =
V∑
t=1

φklt[log2 φklt − log2 p(M = t)], (3.6)

where V is the size of the distinct vocabulary terms and φklt is defined in

equation 3.2.

3.5 Experimentation Setup

3.5.1 Datasets

In order to evaluate the performances of the JTV model, we utilize three types

of text documents containing opposed or contrastive viewpoints:

• short-text documents where people on average express their viewpoint

briefly with few words like survey’s verbatim response;

• mid-range text documents where people develop their opinion further

using few sentences, usually showcasing illustrative examples justifying

their stances;

• long text documents, mainly editorials where opinion is expressed in

structured and verbose manner.
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OC AW GM1 GM2 IP1 IP2
View for Ag allow not illegal not hurt no pal is pal is
#doc 434 508 213 136 44 54 149 301 149 149 148 148

tot. #tokens 14594 44482 10666 47915 209481 247059
Avg. lg. doc. 15.49 127.45 108.83 106.47 702.95 834.65

Table 3.2: Statistics on the six used data sets

Throughout the evaluation procedure, analysis is performed on six different

datasets, corresponding to different contention issues. All six datasets embody

two contrastive viewpoints. However, from a design or conception perspective,

JTV can work with multiple number of viewpoints. In this thesis, we are not

experimenting with issue containing multiple viewpoints. We focus on subjects

with polarized opposed perspectives. Table 3.2 contains statistics about the

used datasets, which we introduce below:

• ObamaCare (OC)2 consists of short verbatim responses concerning the

“Obamacare” bill. The survey was conducted by Gallup R©from March

4-7, 2010. People were asked why they would oppose or support a bill

similar to Obamacare. Table 3.1 is a human-made summary of this

corpus.

• Assault Weapons (AW)3: includes posts extracted from the online

debate website forum“debate.com”. The contention question, that leads

to a thread of discussion, is “Should assault weapons be allowed in the

United States as means of allowing individuals to defend themselves?”.

The viewpoints are either “should be allowed” or “should not be al-

lowed”.

• Gay Marriage 1 (GM1)4: contains a thread’s posts from “debate.com”

related to the contention question “Should gay marriage be illegal?”. The

posts’ stance are either “should be illegal” or “should be legal”.

2http://www.gallup.com/poll/126521/favor-oppose-obama-healthcare-

plan.aspx
3http://www.debate.org/opinions/should-assault-weapons-be-allowed-in-

the-united-states-as-means-of-allowing-individuals-to-defend-themselves
4http://www.debate.org/opinions/should-gay-marriage-be-illegal
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• Gay Marriage 2 (GM2)5: contains posts from the online debate forum

“createdebate.com” responding to the contention question “How can gay

marriage hurt anyone?”. Users indicate the stance of their posts (i.e.,

“hurts everyone?/ does hurt” or “doesn’t hurt”).

• Israel-Palestine (IP) 1 and 26: are two datasets extracted from Bit-

terLemons web site. Israel-Palestine 1 contains articles of two permanent

editors, a Palestinian and an Israeli, about the same issues. Articles are

published weekly from 2001 to 2005. They discuss several contention

issues, e.g ., “the American role in the region” and “the Palestinian elec-

tion”. Israel-Palestine 2 contains also weekly articles about the same

issues from different Israeli and Palestinian guest authors invited by the

editors to convey their views sometimes in form of interviews. Note

that each issue, in these data sets’ articles, corresponds to a different

contention question. Although this does not correspond to our input

assumption in this chapter (i.e., all input documents discuss or respond

the same contention question), we are exploring this corpus to measure

the scalability of our method for long editorial documents. Moreover,

this is a well-known data set used by most of the previous related work

in contention [87], [111], [112].

3.5.2 Data Preprocessing and Model Setting

Paul et al. [112] stress the importance of negation features in detect-

ing contrastive viewpoints. Thus, we performed a simple treatment of

merging any negation indicators, like “nothing”, “no one”, “never”, etc.,

found in text with the following occurring word to form a single token.

Moreover, we merge the negation “not” with any auxiliary verb (e.g., is,

was, could, will) preceding it. Then, we removed the stop-words.

Throughout the experiments below, the JTV’s hyperparameters are set

5http://www.createdebate.com/debate/show/How_can_gay_marriage_hurt_any_

one
6http://www.bitterlemons.net/

44

http://www.createdebate.com/debate/show/How_can_gay_marriage_hurt_any_one
http://www.createdebate.com/debate/show/How_can_gay_marriage_hurt_any_one
http://www.bitterlemons.net/


to fixed values. The γ is set, according to Steyvers and Griffiths’s [138]

hyperparameters settings, to 50/L, where L is the number of viewpoints.

β and α are adjusted manually, to give reasonable results, and are both

set to 0.01. Along the experiments, we try a different number of topics

K. The number of viewpoints L is equal to 2. The number of the Gibbs

Sampling iterations is 1000. The TAM model [112] (Section 2.5.2) and

LDA [13], [54] are run as a means of comparison during the evaluation.

TAM parameters are set to their default values with same number of

topics and viewpoints as JTV. LDA is run with a number of topics equal

to twice the number of JTV’s topics K, β = 0.01 and α = 50/2K.

3.6 Qualitative Evaluation

This section qualitatively assesses the final output of the combination of the

JTV (see Section 3.3) and the constrained clustering Algorithm 1 (see Section

3.4). We refer to this combination as JTV+constr.cluster. The purpose here

is to verify our assumption that the most probable words in a Topic View-

point distribution, produced by JTV+constr.cluster., can effectively denote a

frequently conveyed reason. The analysis of the output is illustrated using the

ObamaCare dataset (see Section 3.5.1) as a case study (input).

Table 3.3 presents an example of the output of JTV+constr.cluster. The

number of topics and the number of viewpoints (clusters) are set to K = 5

and L = 2, respectively. As shown in Table 3.3, each viewpoint is represented

by a collection of topics. Each Topic Viewpoint distribution (e.g ., Topic 1-

Viewpoint 1) is represented by the set of top terms or keywords. The words are

sorted in descending order (from left to right) according to their probabilities.

We use the set of words for each Topic Viewpoint pair to query the original

source dataset. The retrieval output is the document containing the maximum

number of the query terms. The document which contain matching words with

higher probabilities has higher priority. Excerpts from the result documents

are displayed in Table 3.3 for each Topic Viewpoint distribution. Table 3.3 does

not correspond to the thesis’s target sentential reason summary. Displayed
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Viewpoint 1
Topic 1 keywords health coverage medicine affordable access preexisting
Support excerpt broadening healthcare coverage and making it more affordable and

addresses preexisting conditions
Topic 2 keywords people pay insurance uninsured quality dont have
Support excerpt there are several people who don’t have healthcare (...) the cost of

the care that the uninsured receive in the emergency room is higher
than say preventive care that they would otherwise receive if they
had insurance

Topic 3 keywords healthcare system country world free provide
Support excerpt The healthcare system in our country is an abomination
Topic 4 keywords people cant afford change children dont have poor
Support excerpt Because a lot of people don’t have healthcare and can’t afford it
Topic 5 keywords insurance health companies dont have prices reason
Support excerpt (...) even with health insurance you would never be covered com-

pletely and you will have health insurance companies accepting or
rejecting a claim

Viewpoint 2
Topic 1 keywords healthcare work medicine bill dont know plan
Oppose excerpt going to turn into another healthcare plan obama needs to put people

back to work before they get healthcare
Topic 2 keywords good economy dont think run time social
Support excerpt I think social justice very good for the economy
Topic 3 keywords money expensive make doctor debt save
Oppose excerpt It’s ridiculously expensive, it’s not going to save our everyday con-

sumer any money (...) put us further and futher in debt
Topic 4 keywords cost government control increase involved private
Oppose excerpt (...)puts it in the hands of the government instead of the hands of

the private sector and it increases the cost to everybody
Topic 5 keywords dont think dont want dollars socialized abortion problem
Oppose excerpt I don’t want my tax dollars paying for abortion

Table 3.3: An example of the output of JTV + constr.cluster. consisting of
the six most probable words for 5 Topics and 2 viewpoints, when using the
Obamacare dataset as input.
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excerpts sentences are not extracted automatically. They are manually selected

from the documents returned as results of the keyword queries. Automatically

generating a digest table of reasons in unsupervised fashion is investigated

in Chapter 5. In order to assess the viewpoint coherence of clustered Topic

Viewpoint distributions we display the ground truth stance label, “support”

or “oppose”, of the extracted document when using the keywords of a Topic

Viewpoint as query.

Below we discuss some observations that we can make from the results

displayed in Table 3.3.

1. Most of the top words of the Topic Viewpoint distributions in Table 3.3

effectively denote the semantics of reasons found in the ground truth

summary of the corpus (see Table 3.1). For instance, the words and

the excerpt of Topic 4-Viewpoint 1 can designate the reason “people

need health insurance / many uninsured”. Topic 4-Viewpoint 2 can be

assimilated to “Against big government involvement” or “government

should not be involved in healthcare”. Similarly, other matchings with

the ground truth reasons exist in the remaining Topic Viewpoint dimen-

sions.

2. Most of the Topic Viewpoint distributions that are grouped in each view-

point, are conveying the same stance. Indeed, for each of the viewpoints,

most of the extracted sentences belong to documents having the same la-

bel. For all the topics of Viewpoint 1, the sentences belong to documents

which are originally labeled as supporting the reform. For 4 out 5 topics

in Viewpoint 2, sentences are labeled as opposing the reform. Thus, each

viewpoint contains coherent topics denoting the same implicit stance.

3. The stance labels in Viewpoint 1 and Viewpoint 2 are opposed which

suggests that our modeling is able to distinguish the vocabulary used in

documents of opposed stances in purely unsupervised fashion.

We have also noticed some pitfalls which we examine below. The top words be-

longing to the same Topic Viewpoint distribution may denote different stances.
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For instance, in Topic 2-Viewpoint 2, a query including the terms “good”,

“economy” and “social”, results in the extraction of a support stance docu-

ment. The corresponding excerpt is presented in Table 3.3. However, a query

with a different combination of three keywords from the same Topic View-

point, i.e., “economy”,“dont think’ and “social”, returns a document with a

different stance label of oppose. The document contains the following excerpt:

“I don’t think socialized medicine is a viable solution to the problem (...) it

is going to destroy our economy”. This signals two difficulties that should be

addressed.

1. Separating closely related topics or facets of argumentation that employ

very similar lexicon but convey opposed stances. This is observed more

frequently in online debate discussions where the authors engage in back

and forth dialogues rephrasing or mentioning the claims of opposite side.

2. Understanding the Topic Viewpoint semantics when represented by a

set of ordered top words. Different queries of the source dataset using

subsets of these words may return documents with opposed viewpoint se-

mantics. The need for a more understandable and more accurate phrase

or expression describing a Topic Viewpoint, like “don’t believe in social-

ized medicine” instead of a list of terms, can be more adequate to our

task. Indeed, It may lead to more precise and coherent set of documents,

in terms of viewpoint, from which a relevant excerpt may be retrieved.

In Chapter 5, we address in more details these challenges of differentiat-

ing the lexicon denoting similar facets but different viewpoints, and detecting

phrases which better communicate the semantics of a Topic Viewpoint than

sets of words.

When manually extracting the excerpts of Table 3.3 , we observe that a

document labeled with a particular stance often includes relevant excerpts

supporting that stance. Rarely have we seen excerpts supporting an opposite

stance to that of a document. This also holds for documents in online debate

forums. Hence, identifying and clustering viewpoints at the document level
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can be crucial for the clustering of sentential reasons, which is one of the

objectives of this thesis. Chapter 4 tackles this task.

3.7 Quantitative Evaluation

We proceed to a two-fold quantitative analysis of our methods. The first

evaluations concern the assessment of the topic modeling output of the JTV

(Section 3.3). The second evaluations assess the constrained clustering task

(Section 3.4). This task uses the JTV’s Topic Viewpoint distributions as input

and tries to cluster them according to their common hidden viewpoint.

3.7.1 Topic Viewpoint Modeling Evaluation

In order to evaluate the quality of our Joint Topic Model’s output, we perform

three tasks. In the first task, we assess the model adequacy, where we judge

how well our JTV model fits six different datasets. In the second task,

we evaluate the model generating capacity where we assess how well it is

able to generate distinct Topic Viewpoint distributions. In the third

task, we appraise our model accuracy in classifying documents according to

their viewpoints and hence judge the discriminative power of the model’s

features in distinguishing the viewpoint of a document. For the three

tasks, we benchmark our model against TAM, which incorporates the Topic

Viewpoint dimensions, as well as against the LDA model. The evaluation

procedure relies on three metrics, according to the three tasks, which are

presented next, along with the results.

Held-Out Perplexity

We use the perplexity criterion to measure the ability of the learned topic

model to fit a new held-out data. Perplexity assesses the generalization per-

formance and, subsequently, provides a comparing framework of learned topic

models. The lower the perplexity, the less “perplexed” is the model by un-

seen data and the better the generalization. It algebraically corresponds to

the inverse geometrical mean of the test corpus’ terms likelihoods given the
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learned model parameters [65]. We compute the perplexity under estimated

parameters of JTV and compare it to those of TAM and LDA for our six

datasets (Section 3.5.1). Figure 3.2 exhibits, for each corpus, the perplexity

plot as function of the number of topics K for JTV, TAM and LDA. For a

proper comparison the number of topics of LDA is set to 2 × K. Note that

for each K, we run the model 50 times. The drawn perplexity corresponds

to the average perplexity on the 50 runs where each run computes one-fold

perplexity from a 10-fold cross-validation. The figures show evidence that the

JTV outperforms TAM for all data sets, used in the experimentation. We can

also observe that the JTV’s perplexity tend to reach its minimal values for a

smaller number of topics than LDA for short and medium length text. For

large text, JTV and LDA perplexities are very similar.

Kullback-Leibler Divergence

Kullback-Leibler (KL) Divergence is used to measure the degree of separation

between two probability distributions (see Equation 3.6)7. We utilize it for

two purposes. The first purpose is to empirically validate the assumption on

which the clustering algorithm in Section 3.4 is based. The assumption states

that, according to JTV’s structure, a Topic Viewpoint φkl is more similar in

distribution to a Topic Viewpoint φkl′ , related to the same topic k, than to

any other Topic Viewpoint φk′∗, corresponding to a different topic k′. Thus,

two measures of intra and inter-divergence are computed.

The intra-divergence is an average KL-Divergence between all topic-

viewpoint distributions that are associated with a same topic.

The inter-divergence is an average KL-Divergence between all pairs of

Topic Viewpoint distributions belonging to different topics.

Figure 3.3a displays the histograms of JTV’s intra and inter divergence

values for the six data sets. These quantities are averages on 20 runs of the

model for an input number of topics K = 5, which gives the best differences

between the two measures. We observe that a higher divergence is recorded

between topic-viewpoints of different topics than between those of a same

7Here DKL is computed using the natural logarithm instead of the binary logarithm.
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(a) OC (b) AW

(c) GM1 (d) GM2

(e) IP1 (f) IP2

Figure 3.2: JTV, LDA and TAM’s perplexity plots for six different datasets
(lower is better).
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(a) (b)

Figure 3.3: Histograms of: (a) average topic-viewpoint intra/inter divergences
of JTV; (b) average of overall topic-viewpoint divergences of JTV and TAM
for six datasets (K = 5).

topic. This is verified for all the data sets considered in our experimentation.

The second purpose of using KL-Divergence is to assess the distinctiveness

of generated Topic Viewpoint dimensions by JTV and TAM. This is an in-

dicator of a good aggregation of Topic Viewpoint vocabularies. For a proper

comparison, we do not assess the distinctiveness of LDA, as this latter does not

model the hidden viewpoint variable. We compute an overall-divergence quan-

tity, which is an average KL-Divergence between all pairs of Topic Viewpoint

distributions, for JTV and TAM and compare them. Figure 3.3b illustrates

the results for all datasets. Quantities are averages on 20 runs of the models.

Both models are run with a number of topics K = 5, which gives the best

divergences for TAM. Comparing JTV and TAM, we notice that the overall-

divergence of JTV’s Topic Viewpoint is significantly (p− value < 0.01) higher

for all datasets. This result reveals a better quality, in terms of detecting dis-

tinct distributions of the Topic Viewpoint vocabularies, for our JTV comparing

to TAM.

Classification Accuracy

We take advantage of the available viewpoint labels for each document in

our six datasets (see Table 3.2) in order to evaluate the quality of the gener-
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(a) OC (b) AW

(c) GM1 (d) GM2

(e) IP1 (f) IP2

Figure 3.4: JTV, LDA and TAM’s features classification accuracies plots for
six different datasets.
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ated JTV’s Topic Viewpoint distributions. Recall that these Topic Viewpoint

dimensions are induced in a completely unsupervised manner. We adopt a

classification approach where the task consists of predicting the viewpoint of

a document given its learned Topic Viewpoint proportions (see Section 3.3)

as features. Topic-viewpoint proportions for each document are derived from

JTV’s Topic Viewpoint assignments of each word in the document. Similarly,

the topic and viewpoint proportions yielded by TAM and the topic propor-

tions induced by LDA are computed. It is important to note that classifying

documents according to their viewpoints or inferring the right label in un-

supervised manner is not the intent of this evaluation. The classification is

only performed as means of validation of the JTV’s modeling of the viewpoint

dimension, as well as, of comparison with TAM in this regard. Indeed, the ob-

jective of the task is to assess the discriminative power of the models’ features

in distinguishing the viewpoint of a document. A better discriminative power

would denote a better grasping of the hidden viewpoint concept by the topic

model. This evaluation procedure can also be used to check the effectiveness

of the document dimensionality reduction into a Topic Viewpoint space. For

the classification, we used the support vector classifier in the Weka frame-

work with the Sequential Minimal Optimization method (SMO). We compare

the accuracies of the classification obtained when using JTV features (Topic

Viewpoint proportions), TAM features (topic proportions + viewpoint propor-

tions) and LDA’s features (topic proportions). During this task, we perform

a uniform under-sampling of the Assault Weapon (AW) and Gay Marriage 2

(GM2) datasets in order to have a balanced number of opposed viewpoint for

supervision. Thus, the baseline accuracy is exactly 50% for all data sets except

for the ObamaCare, 54%, and the Gay Marriage 1, 55%. We run the JTV,

TAM and LDA models 20 times on all data sets and, in each run, we compute

the accuracy of a 10 fold cross-validation procedure. The average accuracies

for all data sets are shown in Fig. 3.4. For each data set, the plot reports the

best accuracy yield by any number of topics K as input, for each model, along

with the accuracies for K = 5 and K = 100.

Although the accuracies differ from one dataset to another, the best accu-
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racies using the features generated by JTV are higher than the baselines and

the best accuracies yielded by LDA or TAM features for all six datasets. Thus,

JTV features (Topic Viewpoint proportions) have more discriminative power

to distinguish the viewpoints of contentions documents than TAM or LDA

features. We also observe that most of the peaks of JTV are reached quicker

(i.e., for a smaller number of topics) than the competing models. This means

that the JTV model has the capacity of accurately and efficiently reducing the

contentious document space more than TAM and LDA.

3.7.2 Constrained Clustering Evaluation

In this section, we evaluate the final output consisting of the combination

JTV+constr.cluster. of the JTV model followed by the constrained clustering

Algorithm 1 presented in Section 3.4. The objective of the clustering is to

group the similar Topic Viewpoint distributions φkls, provided by the JTV,

into L = 2 clusters corresponding to the viewpoints. In this section, we, first,

proceed to an automatic coherence evaluation of the top words generated by

the distributions of JTV+constr.cluster. Second, we evaluate the quality of

the viewpoint grouping of the constrained clustering algorithm by assessing

the unsupervised document level viewpoint identification accuracy.

Automatic Evaluation of Words Coherence

We automatically measure two types of word coherences and compare the

results of the JTV to those of TAM in that respect. The first coherence

is an overall assessment of all generated Topic Viewpoint distributions. It

specifically measures the coherence of the most probable words for each Topic

Viewpoint distribution. The second measure evaluates the coherence of top

words with respect to a particular viewpoint. We exploit the results found

in a recent work on automatic coherence evaluation of topic models output

[124]. Röder et al. [124] propose a unifying framework of coherence measures,

Palmetto, which encompasses existing measures in the literature, as well as,

unexplored ones. They have found that a new measure, the CV measure,

based on Normalized Point Wise Mutual Information, correlates the most with
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JTV+constr.cluster. TAM
Average Std. Dev. Average Std. Dev.

OC 0.680 0.021 0.317 0.044
AW 0.897 0.010 0.648 0.045
GM1 0.587 0.021 0.283 0.061
GM2 0.882 0.010 0.690 0.041
IP1 0.903 0.003 0.851 0.006
IP2 0.888 0.004 0.841 0.006

Table 3.4: Average and standard deviation values of the CV coherence measure
applied to the top 10 words of Topic Viewpoint distributions generated by
JTV+constr.cluster. and TAM models on the six different dataset.

human ratings of topics (represented by sets of words) from different datasets

(see Appendix A for more details).

We adopt the CV measure in our setting to evaluate the coherence of

each Topic Viewpoint top words after the combination of our JTV model

and the constrained-clustering algorithm (Algorithm 1). An example of the

output of JTV+constr.cluster. algorithm is presented in Table 3.3. Table

3.4 presents the average CV values of the top Topic Viewpoint words learned

using JTV+constr.cluster. and TAM on the six datasets described in Table

3.2. The coherence scores are averaged over 100 runs for each model on each

dataset. The number of top words representing a distribution is 10. Table 3.4

shows that the best average coherence scores are achieved by our JTV model

compared to the TAM model. The large values achieved by our JTV model,

confirm the quality of the Topic Viewpoint words that it is able to generate

for different datasets.

We proceed to another experiment in order to assess the coherence of the

Topic Viewpoint dimensions groupings according to the constrained clustering

algorithm (Algorithm 1) when the number of viewpoints is equal to 2. The idea

consists of checking whether the majority of Topics Viewpoint distributions

in one cluster are more coherent with the documents of a particular stance,

while the majority of the Topic Viewpoints in the second cluster happens to

be more coherent with the documents of opposing stance. The divergence, in

that case, is an indicator of a good viewpoint grouping. Algorithm 2 explains
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Algorithm 2 Checking the divergence of learned viewpoints

Require: Coherence measure CV , Corpus D1 of documents labeled as
stance1, Corpus D2 of documents labeled as stance2, Learned topics-
viewpoints (t-v)s of a model, A number of viewpoints L equal to 2.

1: for each viewpoint vj in v1, v2 do
2: for each topic-viewpoint ti-vj do
3: compute CV 1 = CV (topWords(ti-vj)), s.t. D1 is used for probability

estimation
4: compute CV 2 = CV (topWords(ti-vj)), s.t. D2 is used for probability

estimation.
5: if CV 1 > CV 2 then
6: label ti-vj with 1
7: else
8: if CV 1 < CV 2 then
9: label ti-vj with 2

10: else
11: label ti-vj with Random(1,2)
12: end if
13: end if
14: end for
15: if the majority of ti-vj labels is 1 then
16: label vj with 1
17: else
18: if the majority of ti-vj labels is 2 then
19: label vj with 2
20: else
21: label vj with Random(1,2)
22: end if
23: end if
24: end for
25: if v1 and v2 labels are different then
26: return True
27: else
28: return False
29: end if
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JTV+constr.cluster. TAM
OC 75% 41%
AW 76% 25%
GM1 67% 14%
GM2 43% 31%
IP1 82% 66%
IP2 52% 66%

Table 3.5: Viewpoint Divergence rates, for JTV+constr.cluster. and TAM,
derived after 100 runs of Algorithm 2.

in details how to check this type of divergence given the Topic Viewpoint dis-

tributions generated by a model, the coherence measure CV and two corpora

D1 and D2 of opposed stances. For the top words of each Topic Viewpoint,

the algorithm computes two CV scores CV 1 and CV 2 (lines 2-4 in Algorithm 2).

These coherence measures are computed by using word probabilities obtained

from data sources D1 and D2, respectively (for more details about the com-

putation of the word probabilities for CV , see Appendix A). Then, each Topic

Viewpoint is labeled with the stance of the corpus that gives the largest coher-

ence measures (lines 5-13). The group of Topic Viewpoint dimensions sharing

the same cluster (viewpoint) is labeled according to the majority stance label

of its composing elements (lines 15-23). When the two possible groups are

labeled differently, the algorithm returns a boolean true value for divergence,

otherwise false (lines 25-29).

We run Algorithm 2 on several outputs of JTV+constr.cluster. and TAM

to determine the divergence rate of the clustered groups of Topics Viewpoint.

Table 3.5 reports the rates of divergence after 100 runs. Our combination

outperforms TAM with respect to five datasets (OC, AW, GM1, GM2, IP1).

The differences in divergence rates, in this case, are significant, reaching an

average of 33 %. For the Israel-Palestine 2 dataset, TAM seems to achieve a

slightly better performance. In fact, the structure of documents contained in

this corpus is different from the one corresponding to the documents in the

remaining five corpora. It mostly includes interview articles in the form of

question-answer pairs. This may explain the obtained low rate of viewpoint

divergence in the case of JTV+constr.cluster. combination.
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Document Level Viewpoint Identification

We take advantage of the documents ground truth labels in order assess the

relevance of the Topic Viewpoint’s grouping according to JTV+constr.cluster.

We compute the viewpoint identification accuracy at the document level. It

corresponds to a correct clustering percentage of the documents. A document

is clustered given the output of the constrained clustering algorithm. In fact,

as explained in Section 3.3, each word in a document is assigned a topic la-

bel k and a viewpoint label l by JTV. Each pair of assignments {l, k}, and

subsequently each word in a document, is assigned to cluster Ci, i = 1..L

where L = 2, by the constrained clustering algorithm (Algorithm 1). Thus, a

document can be assigned the majority label Ci within its contained words.

We compare each document’s assignment to clusters C1 or C2, when the num-

ber of viewpoints L is 2, to its original viewpoint label in the ground truth.

We choose the matching between the cluster label and the correct viewpoint

label that provides the best viewpoint identification accuracy. We compare

the obtained results with those of a simple lexicon-based baseline document

clustering method, and to a topic modeling-based method.

Baseline Method The baseline consists of clustering the documents using a

polarity lexicon, the subjectivity lexicon in the Multi-Perspective Question An-

swering (MPQA) opinion corpus8 [123], [184], into two, positive and negative,

classes. The positive and negative classes are, in this case, assimilated to two

different viewpoints. The subjectivity lexicon contains a list of 8222 words or

clues. The majority of the lexicon was collected from MPQA’s English news

documents, extracted from U.S and International sources, containing many

controversial topics like U.S. holding prisoners in Guantanamo Bay, reaction

to U.S. State Department report on human rights, Israeli settlements in Gaza

and West Bank, etc. Each word in the lexicon is either labeled as strongly

subjective, i.e. often used as a subjective (opinionated) word in most con-

texts, or weakly subjective, i.e. only have certain subjective usages. We select

8http://mpqa.cs.pitt.edu/
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a subset of the lexicon which contain the words labeled as having a positive

or negative prior polarity. In order to classify a document, we , first, extract

the words having a prior polarity (positive or negative) in the lexicon. Second,

we assign a score of 1 and -1 to weakly subjective positive and negative clues,

respectively. We assign a greater score of 2 and -2 to strong subjective positive

and negative clues, respectively. Finally, we sum up the scores of extracted

words. A document with positive or negative score is clustered in a positive or

negative cluster, respectively. We choose the matching between the positive or

negative label and the correct viewpoint label that provides the best viewpoint

identification accuracy which is the number of correctly clustered documents

percentage.

Joint Viewpoint Topic Model The Joint Viewpoint Topic Model (JVT)

is a modified version of the JTV graphical model, where the topic variable z

is dependent on the viewpoint variable v, instead of the opposite in JTV. This

scheme results in Topic Viewpoint distributions that are clustered according

to the same viewpoint. Thus, there is no need for post processing viewpoint

clustering method. The comparison with JVT, helps analyze the contribution

of the proposed constrained clustering algorithm when used with JTV. The

parameters are set as the following: α is equal to 50/K, where K is the number

of topics; β and γ are both set to 0.01. The viewpoint identification accuracy

is computed out of the JVT’s label assignments of viewpoints for each word

in a document. Similarly to JTV+constr.cluster., a document is assigned to

its majority label. The best matching between JVT’s viewpoints labels and

correct labels is hold.

Figure 3.5 presents six different boxplots, each corresponding to one of

our six datasets (Table 3.2). For each dataset, we perform a uniform under-

sampling in order to have a balanced number of opposed viewpoints docu-

ments. Each plot contains two boxes, corresponding to the distribution of

viewpoint identification accuracy over 20 runs, of the JVT and our combi-

nation JTV+constr.cluster. (both methods are not deterministic). For each

dataset plot, the reported accuracies are the best values obtained for a par-
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Figure 3.5: Boxplots of the viewpoint identification accuracy at the document
level for the combination JTV+constr.cluster. algorithm and the JVT for the
six different datasets. The results of the deterministic sentiment-lexicon based
method are represented by the green horizontal lines.
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ticular number of topics K, which is set for both topic models JTV and JVT.

Different number of topics were tried, K = 1..10. The lower and upper edges

of the boxes represent the lower and upper quartiles, respectively. The lower

and upper whiskers’ ends denote the minimum and maximum reached accu-

racies with a particular model. The red line inside each box corresponds to

the median value of CCP. The plots also contain a horizontal green line repre-

senting the correct clustering percentage of the deterministic baseline method

based on sentiment-lexicon.

We notice that, for all six datasets, the combination JTV+constr.cluster.

algorithm produces a greater median accuracy than the accuracy value of the

baseline, despite the fact that JTV+constr.cluster. is a purely unsupervised

method, while the baseline takes advantage of an external knowledge, the sen-

timent lexicon. On the other hand, our method has a better median accuracy

value than JVT in 4 out of 6 datasets: OC, AW, GM1 and IP1. On the two

remaining datasets, GM2 and IP2, the performances of JTV+constr.cluster.

and JVT are comparable. Performances on GM2 are poor even when we use

a supervised algorithm like SVM in order to classify the document stance as

shown in Figure 3.4d. This may indicate the difficulty of classifying/clustering

the documents of this particular dataset. IP2 dataset contains several inter-

view documents that constitute a different structure from IP1 (editorials) or

other debate site datasets. Interviews questions, which often do not denote

any stance, are included in the dataset. This can explain the comparable per-

centage between JVT and JTV+constr.cluster. JVT performs poorly on the

remaining survey (OC), debate site (AW,GM1) and editorial (IP1) datasets:

its median value is comparable to or lower than that of the baseline accu-

racy. This consolidate the importance of deploying the constrained clustering

algorithm as a post processing approach of the Topic Viewpoint modeling.

3.8 Conclusion

We suggest a probabilistic framework for improving the quality of opinion min-

ing from different types of contention texts. We propose a Joint Topic View-
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point model (JTV) for the unsupervised detection of Topic Viewpoint word

distributions. The proposed model focuses on the detection of relevant lexicons

that characterize different reasons expressed in contentious documents. The

assumption is that the distinct reasons’ semantics can be distinguished accord-

ing to the latent topics they discuss and the implicit viewpoints they voice.

We also implement a constrained clustering algorithm which gets as input the

learned Topic Viewpoint distributions from JTV and group them according

to their voiced viewpoint. The qualitative and quantitative assessments of the

model’s output show a good capacity of the combination JTV and constrained

clustering in handling different contentious issues when compared to similar

models. Moreover, analysis of the experimental results shows the effectiveness

of the proposed modeling in automatically detecting recurrent and relevant

patterns signalizing the vocabulary employed to convey reasons.

In Table 3.3, we present an example of the final output of the proposed

method. The keywords of each detected Topic Viewpoint distributions are

used to query the source dataset and automatically retrieve documents. We

manually retrieve and display relevant excerpts contained in the documents.

Although we show the relevance of extracted excerpts, and their similar-

ity to the reasons in the gold standard reference summary in Table 3.1, some

pitfalls are noted. For instance, some improvements are needed to separate

closely related topics or facets of argumentation that employ very similar lex-

icon but convey opposed stances. Moreover, some refinement of the output,

as set of words, can be made. There is a need for a more understandable and

more accurate phrase or expression describing a Topic Viewpoint. It may lead

to more precise and coherent set of documents, in terms of viewpoint, from

which a relevant excerpt may be retrieved.

In Chapter 5, we address these challenges of differentiating the lexicon

denoting similar facets but different viewpoints, and detecting phrases which

better communicate the semantics of a Topic Viewpoint than sets of words.

We also observed that clustering viewpoints at the document level can be

crucial for the clustering of sentential reasons, which is one of the objectives

of this thesis. Chapter 4 tackles this task.
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Chapter 4

Unsupervised Viewpoint
Discovery from Online Debates

4.1 Introduction

Research on people’s viewpoints, ideologies, and antagonistic relationships is

gaining interest thanks to the emergence of social media and online forums

as accessible tools to express opinion on different political and social issues.

Online debate forums, specifically, provide a valuable resource for textual dis-

cussions about contentious issues. Forum users usually write posts to defend

their standpoint using persuasion, reasons or arguments. Note that social

online dialogues very rarely follow the predetermined conversation rules for-

malized by the argumentation literature. They tend to be serendipitous [46].

The assumption that argumentation is logical cannot be guaranteed [56]. Posts

often include any type of persuasion that explicitly or implicitly expresses, or

can be part of, a claim or a premise [57]. Such posts correspond to what we

describe as contentious documents (see Section 1.3.1). Decision makers, politi-

cians or a lay person seeking information to develop an opinion or to make a

decision related to a contentious issue need to go through many of the existing

posts on the subject. They need an automatic tool to help them overcome the

overload of data and provide a contrasting overview of the main viewpoints

and reasons given by opposed sides. However, reaching this objective supposes

the ability of the tool to accurately identify the viewpoints at the post and/or

author levels, as well as the capacity to detect the relevant discourse used to
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express distinct and recurrent arguing or reasoning themes. In Chapter 3,

we observed that finding the viewpoints of the documents may be critical to

adequately extracting the reasons according to their stance. In this chapter,

given online forum posts about a contentious issue, we study the problem of

unsupervised identification and clustering of the viewpoints at the post level.

Recent research on stance detection suggests that applying sentiment anal-

ysis techniques on contentious documents is not sufficient to produce an ef-

fective solution to the problem [62], [172]. Indeed, Mohammad et al. [100]

show that both positive and negative lexicons are used, in contentious text,

to express the same stance. Moreover, the stance can be implicitly conveyed

through reasons and arguments, and not necessarily expressed through polar-

ity sentiment words. Furthermore, challenges to accurate viewpoint detection

can arise because of the unstructured and dialogic nature of online debate [14],

[63]. It has been shown that complementary features like the nature of the

authors’ interactions at post level (e.g., rebuttal, not rebuttal) can enhance

pure text-based approaches in viewpoint distinguishing [172].

In this chapter, we propose a purely unsupervised Author Interaction Topic

Viewpoint model (AITV) for viewpoint discovery at the post level. AITV

jointly models the textual content and the interactions between the authors

in terms of replies. The model favors “heterophily” over “homophily” when

encoding the nature of the authors’ interactions in online debates. In this

context, “heterophily” means that the difference in viewpoints breeds interac-

tions, unlike similar studies based on social network analysis, which hypothe-

size that similar viewpoints encourage interactions [143]. Thus, “heterophily”,

here, does not mean the tendency to construct friendship groups with diverse

people but the tendency to reply to opposed viewpoint author. In that regard,

our assumption is similar to that of the supervision-based methods of Walker

et. al [172] and Hasan and Ng [62].

AITV is able to produce: (1) viewpoint assignments for each post; (2)

Topic-Viewpoint word distributions denoting “arguing or reason lexicon” for

each topic and viewpoint. Experiments are held on six corpora about four

different controversial issues, extracted from two online debate forums: 4Fo-
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rums.com and CreateDebate.com. Given the viewpoints’ assignments for each

post, we evaluate the model’s viewpoint identification at the post level first.

Viewpoints’ assignments for each post are later aggregated to evaluate the

author level clustering. AITV’s results show a better performance in terms of

viewpoint identification at the post level than the state-of-the-art supervised

methods in terms of stance prediction, even though it is unsupervised. It also

outperforms the recently proposed topic model for viewpoint discovery in so-

cial networks [143] and achieves close results to a weakly guided unsupervised

method in terms of author level viewpoint identification and clustering. We

also carry out a brief qualitative evaluation of the discourse modeling in terms

of Topic-Viewpoint word dimensions. We use one corpus, the Abortion data

set, as a case study. AITV shows promising characteristics that would allow

to accurately distinguish the viewpoints and topics. Our contributions, in this

chapter, consist of:

• an unsupervised model to detect the viewpoints of the posts which lever-

ages the content and the reply information about the authors (who is

replying to whom) and which assumes “heterophily”;

• quantitative and qualitative evaluations against supervised state-of-the-

art and recent unsupervised methods that denote an accurate learning

of the viewpoints at the post and the discourse levels;

4.2 Author Interaction Topic Viewpoint Model

The Author Interaction Topic Viewpoint (AITV) Model is a generative Topic-

Viewpoint model. Topic-Viewpoint models are extensions of LDA [13]. They

are mainly data-driven approaches which reduce the documents into topic-

viewpoint dimensions. A Topic-Viewpoint pair k-l is a probability distribution

over unigram words. The unigrams with top probabilities characterize the used

vocabulary when talking about a specific topic k while expressing a particular

viewpoint l at the same time.

AITV takes as input the posts or documents, and the information about
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Figure 4.1: Plate Notation of AITV model

author-reply interactions in an online debate forum. The objective is to: (1)

assign a viewpoint to each post and; (2) assign a topic-viewpoint label to each

occurrence of the unigram words. This would help to cluster them into Topic-

Viewpoint classes. Prior to the topic modeling step, we pre-process the online

debate posts. We remove identical portions of text in replying posts. These

can be assimilated to references or citations of previous posts text. We remove

stop and rare words. We consider working with the stemmed version of the

words.

4.2.1 Generative Process

AITV model (see Figure 4.1) assumes that A authors participate in a forum

debate about a particular issue. Each author a writes Da posts. Each post

da contains Nda words. Each term wnd in a document belongs to the corpus

vocabulary of distinct terms of size W . In addition, we assume that we have

the information about whether a post replies to a previous post or not. Let K

be the total number of topics and L be the total number of viewpoints, in our

67



case set to 2. Let θda denote the probability distribution of K topics under

a post da (see Figure 4.1); ψa be the probability distribution of L viewpoints

for an author a; φkl be the multinomial probability distribution over words

associated with a topic k and a viewpoint l. The generative process of a post

according to the AITV model is described below.

An author a chooses a viewpoint vda from the distribution ψa. For each

word wnd in the post, the author draws a topic znd from θda, then, samples

each word wnd from the Topic Viewpoint distribution corresponding to chosen

topic znd and viewpoint vda, φzndvda .

Note that, in what follows, we refer to a current post with index id and to

a current word with index i. When the current post is a reply to a previous

post by a different author, it may contain a rebuttal or it may not. If the reply

attacks the previous author then the rebuttal variable Rbid is set to 1, else if

it supports it, the rebuttal takes 0. We define the parent posts of a current

post as all the posts written by the author who the current post is replying

to. Similarly, the child posts of a current post are all the posts replying to

the author of the current post. We assume that the probability of a rebuttal

Rbid = 1 depends on the degree of opposition between the viewpoint vid of the

current post and the viewpoints Vparid of its parent posts as the following:

p(Rbid = 1|vid,Vparid ) =

Vpar
id∑
l′

I(vid 6= l′) + η

|Vparid |+ 2η
, (4.1)

where I(condition) equals 1 if the condition is true and η is a smoothing param-

eter. This modeling of authors interactions is similar to the users interactions

setting presented in [116].

4.2.2 Parameters Inference

For the inference of the model’s parameters, we use the collapsed Gibbs sam-

pling. For all our parameters, we set fixed symmetric Dirichlet priors. Accord-

ing to Figure 4.1, the Rb variable is observed. However, the true value of the

rebuttal variable is unknown to us. We set it to 1 to keep the framework fully

unsupervised, instead of guiding it by estimating the reply disagreement using
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methods based on lexicon polarity [116]. Setting Rb = 1 means that all replies

of any post are rebuttals attacking all of the parent posts excluding the case

when the author replies to his own post. This correspond to our “heterophily”

assumption. It comes from the observation that the majority of the replies, in

the debate forums framework, are intended to attack the previous proposition

[62]. This setting will affect the viewpoint sampling of the current post. The

intuition is that, if an author is replying to a previous post, the algorithm

is encouraged to sample a viewpoint which opposes the majority viewpoint

of parent posts (Equation 4.1). Similarly, if the current post has some child

posts, the algorithm is encouraged to sample a viewpoint opposing the chil-

dren’s prevalent stance. If both parent and child posts exist, the algorithm

is encouraged to oppose both, creating some sort of adversarial environment

when the prevalent viewpoints of parents and children are opposed. The de-

rived sample equation of current post’s viewpoint vid given all the previous

sampled assignments in the model ~v¬id is:

p(vid = l|~v¬id, ~w, ~Rb) ∝ n
(l)
a,¬id + γ ×

Wid∏
t

n
(t)
id −1∏
j=0

n
(t)
l,¬id + j + β

∏nid−1
j=0 n

(.)
l,¬id +Wβ + j

× p(Rbid = 1|vid,Vparid )×
∏

c|vid∈Vpar
c

p(Rbc = 1|vc,Vparc ). (4.2)

The count n
(l)
a,¬id is the number of times viewpoint l is assigned to author a’s

posts excluding the assignment of current post, indicated by ¬id; n
(t)
l,¬id is the

number of times term t is assigned to viewpoint l in the corpus excluding

assignments in current post; n
(.)
l,¬id is the total number of words assigned to l;

Wid is the set of vocabulary of words in post id; n
(t)
id is the number of time

word t occurs in the post. The third term of the multiplication in Equation

4.2 corresponds to Equation 4.1 and is applicable when the current post is a

reply. The fourth term of the multiplication takes effect when the current post

has child posts. It is a product over each child c according to Equation 4.1.

It computes how much would the children’s rebuttal be probable if the value

of vid is l. It is important to mention that during the implementation of the
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viewpoint sampling, we used few tricks that helped improving the model in

terms of effectiveness and efficiency. First, we only consider as children the

posts that are replying to the current post, instead of all the posts replying

to the author of the current post. This enhances the efficiency of the model

when it is run on large datasets while ensuring similar effectiveness to that

of the original setting (when considering all children). Second, in order to

make the Gibbs Sampling less variable to the random initializations, we set

an automatic initialization process that helped stabilizing the model. The

automatic initialization consists of offsetting terms 1 and 2 in Equation 4.2

for the initial 100 iterations. Thus, we only leverage the interactions, and not

the text content. Third, following [63], we unify all the posts’ viewpoint of a

given author by assigning the majority label among them. This is done few

iterations before stopping the Gibbs sampling.

Given the assignment of a viewpoint vid = l, we also jointly sample the

topic for each word i in post id, according to the following:

p(zi = k|wi = t, ~z¬i, ~w¬i, ~v) ∝ n
(k)
id,¬i + α ×

n
(t)
kl,¬i + β

n
(.)
kl,¬i +Wβ

, (4.3)

Here n
(k)
id,¬i is the number of times topic k is observed in document id, excluding

the current word i; n
(t)
kl,¬i corresponds to the number of times the word t

is assigned to topic-viewpoint kl excluding the current occurence; n
(.)
kl,¬i is

a summation of n
(t)
kl,¬i over all words.

After the convergence of the Gibbs algorithm, each post is assigned a view-

point. Thus, we can cluster the post according to their assignments. Although

the modeling suggests that an author may have different viewpoints, the view-

point’s unification trick mentioned above ensures that an author will have a

unique viewpoint by the end of the sampling. Thus, the authors also can be

clustered. Each word is assigned a topic and a viewpoint label. We exploit

these labels to first create clusters, where each cluster corresponds to a topic-

viewpoint value kl. It contains all the unigrams that are assigned to kl at

least one time. Second, we rank the words inside each cluster according to

their assignment frequencies.
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4Forums
Abortion GayMarriage GunControl

nb. posts 7795 6782 3653
nb. authors 333 294 274
% majority label posts 56.03 65.54 67.80
% reply posts 99.38 99.32 98.87
% rep. btw. opposed stance posts 77.6 72.1 63.59

CreateDebate
Abortion GayRights Obama

nb. posts 1876 1363 962
nb. authors 506 368 277
% majority label posts 55.34 62.10 54.76
% reply posts 76.81 76.45 59.46
% rep. btw. opposed stance posts 81.3 87.07 84.44

Table 4.1: Statistics on the six datasets used in experiments belonging to two
online debate forums: 4Forums and CreateDebate.

4.3 Datasets

We evaluate the proposed model on six datasets about four different contro-

versial issues, extracted from 4Forums.com [1] and CreateDebate.com [63].

Table 4.1 presents the datasets and their key statistics. The 4Forums datasets

contain the ground truth stance labels at the author level, while those of Creat-

eDebate have annotated labels at the post level. In order to perform clustering

evaluation at both the post and author levels, we apply the author label for all

of the corresponding posts when dealing with 4Forums datasets. For Creat-

eDebate, we assign to each author the majority label of his/her corresponding

posts [135].

4.4 Experiments and Analysis

We conduct experiments in order to evaluate AITV’s performance on 4Forums

and CreateDebate in terms of: (1) viewpoint identification at the post level,

(2) viewpoint clustering at the author level, (3) text clustering and detection

of Topic Viewpoint word distribution.
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4.4.1 Experiments Set Up

All the reported results of AITV in this section correspond to aggregation

measures on 10 runs or repeats. The number of Topics K is 30 unless specified

otherwise. The number of Viewpoint L is always set to 2. AITV hyperparam-

eters are set as follows: α = 0.1; β = 1; γ = 1; η = 0.01. The number of the

Gibbs Sampling iterations is 1500. The words occurring less than 20 times are

considered rare words and are removed.

4.4.2 Post Level Viewpoint Identification

Given AITV’s output, which consists of post level viewpoint assignments, we

compute a viewpoint identification accuracy measure, given the fact that all of

the used datasets contain ground-truth viewpoint labels. We choose the better

alignment of output viewpoint labels with the ground truth, support/oppose

class labels, and compute the percentage of posts that are “correctly clustered”

as the viewpoint identification accuracy. We compare AITV’s viewpoint iden-

tification results, on all corpora, against the state-of-the-art supervised method

[135] (see Section 2.4). In Table 4.2, we report the average stance prediction

accuracy of the best overall method in Sridhar et al.’s work [135]. The method

is based on PSL (Probabilistic Soft Logic). Its results are estimated on 5 re-

peats of 5-fold cross-validation. AITV’s reported values are averaged over 10

repeats.

Table 4.2 shows that AITV clearly outperforms PSL on each of the datasets.

This is achieved although it is a purely unsupervised method. We also notice

that the best performances are recorded on the largest and highest connected

datasets (see % reply posts in Table 4.1). Indeed, Abortion and Gay Marriage

datasets of 4Forums reach 90%+ accuracies with low variances. The patterns

in terms of the best and lowest accuracies over all the datasets are the same

for both of the reported methods. We also observe that the datasets contain-

ing greater percentages of replies between posts of opposing stance are not

necessarily the ones for which AITV performs the best. This suggests that

the adversarial setting of viewpoint sampling for AITV, with the help of the
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4Forums
Abortion Gay Marriage Gun Control

AITV 92.0 ± 1.9 90.6 ± 0.3 70.5 ± 11.6
PSL [135] 77.0 ± 8.9 80.5 ± 8.5 65.4 ± 8.3

CreateDebate
Abortion Gay Rights Obama

AITV 72.6 ± 10.1 79.3 ± 2.8 67.8 ± 9.9
PSL [135] 66.8 ± 12.2 72.7 ± 8.9 63.5 ± 16.3

Table 4.2: Average and standard deviation values of post level viewpoint iden-
tification accuracy in percentage (AITV) and stance prediction accuracy in
percentage (PSL)

high number of connections, can properly distinguish communities. Thus, its

performance is not just the consequence or the result of using the dataset that

corresponds the most to the “heterophily” assumption.

We compare AITV’s performance against its degenerate version “AITV-

Rebuttal Known”. The first objective of this experiment is to compare AITV

to a close version to the weakly-guided work of Qiu and Jiang [116] 1 (see

Section 2.5.2). The second objective is to evaluate the performance of AITV,

which does not have access to the true or correct rebuttal information, against

a degenerate version that uses the ground truth about rebuttals. Finally, we

want to compare against a version that does not implement the tricks discussed

when sampling the viewpoints in the Section detailing AITV model. The AITV

Rebuttal Known (AITV-RK) version, like [116], models background words and

does not implement the three sampling tricks consisting of considering only

the immediate child posts, the automatic initialization and the unification of

the author’s viewpoints. Qiu and Jiang [116] determine the rebuttal between

the authors using lexicon-based methods. AITV-RK goes further and uses

the ground truth values of rebuttals which only exist for the CreateDebate

datasets. Figure 4.2 presents the box-plots of the post level viewpoint iden-

tification accuracies for AITV and AITV-RK over 10 runs, for CreateDebate.

We observe that when the rebuttal is known the difference is not significant

in terms of median values. In fact, AITV has even a better median on Abor-

1At the time of writing, the implementation of Qiu and Jiang [116]’s work is not available
publicly.
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Figure 4.2: Boxplots of the post level viewpoint identification accuracies for
AITV and AITV-Rebuttal Known, for CreatDebate.

tion issue. We also observe a slightly lower variance for AITV on the higher

connected datasets of Abortion and Gay Rights. This may be due to the au-

tomatic initialization based on authors’ interactions which helps in reducing

the variance of the non-deterministic outputs, due to the Gibbs Sampling.

4.4.3 Author level Viewpoint Identification and Clus-
tering

In this section, we compare author level viewpoint identification and clus-

tering performances against another recently proposed Topic-Viewpoint un-

supervised method on social network analysis, the SNVDM-GPU [143] (See

Section 2.5.2). SNVDM-GPU supposes “homophily” in reply and retweets in-

teractions in Twitter. It only outputs author level viewpoint assignment. We

apply it on our six datasets. SNVDM is run 10 times and default parameters

are used with acquaintance τ = 10. Also, we compare AITV to the recently

introduced weakly-guided method STML [34] (See Section 2.5.2). The code

of STML could not be made available. Therefore, we only report the values

on the CreateDebate datasets which are presented in the original paper. Ta-
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4Forums
Abortion Gay Marriage Gun Control

AITV 70.4 ± 2.1 70.3 ± 1.4 57.5 ± 7.6
SNVDM-GPU 52.2 ± 1.4 52.3 ± 1.8 54.1 ± 2.7
STML [34] 75.6 68.6 66.3
PSL [135] 65.8 ± 4.4 77.1 ± 4.4 67.1 ± 5.4

CreateDebate
Abortion Gay Rights Obama

AITV 55.2 ± 3.3 60.4 ± 3.2 56.8 ± 4.1
SNVDM-GPU 52.0 ± 1.8 52.8 ± 2.3 52.2 ± 1.7
STML [34] - - -
PSL [135] 67.4 ± 7.5 74.0 ± 5.3 63.0 ± 8.3

Table 4.3: Average and standard deviation values of author level viewpoint
identification accuracy in percentage (AITV, SNVDM-GPU) and stance pre-
diction accuracy in percentage (PSL, STML)

ble 4.3 contains the average viewpoint identification accuracies for AITV and

SNVDM-GPU and the average stance prediction accuracies for STML and

PSL. AITV outperforms its rival unsupervised method SNVDM, specifically

for the datasets containing many interactions. It has also close to comparable

performance with the weakly guided STML on Abortion and Gay Marriage.

However, AITV’s performance in this task remains far from that of the super-

vised PSL, except for Abortion on 4Forums. We notice a big drop in accuracies

between the post level and the author level for AITV. We suspect that AITV

is able to accurately detect the viewpoints for highly interactive authors, who

reply a lot and/or get many replies, and thus account for a big portion of the

total posts in the online debate. However, it has low accuracy when authors

are non interactive. We further develop this point in the Discussion Section.

We evaluate the two unsupervised Topic-Viewpoint clustering methods

AITV and SNVDM with the BCubed F-Measure. The BCubed F-Measure,

which is based on B-Cubed recall and B-Cubed precision, satisfies the four

essential criteria needed for a clustering quality measure: cluster homogeneity,

cluster completeness, rag bag criterion, and small cluster preservation [59].

The BCubed precision and recall are averages of individual BCubed scores

computed for every post in a clustering on a given dataset according to ground
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Figure 4.3: AITV and SNVDM-GPU median and quartile values of the
BCubed F-Measure for author level viewpoint clustering.

truth. The precision of a post is evaluated by the number of other posts in

the same cluster belonging to the same correct stance as the post. The recall

of a post constitutes the number of posts of the same stance that are assigned

to the same cluster.

We run both, AITV and SNVDM-GPU, models on different numbers of

topics: 10, 30 and 50 in order to check potential variations in performance.

Figure 4.3 plots the AITV and SNVDM-GPU median and quartile values of

the BCubed F-Measure for author level viewpoint clustering. The plot con-

firms the results found when evaluating the viewpoint accuracy about the

better overall performance of AITV at the author level clustering compar-

ing to SNVDM-GPU. It also emphasizes the problem of the high variance in

AITV’s performance for Gun Control dataset, which has the lowest percentage

of rebuttals among its counterparts (see Table 4.1). Both models results are

fairly constant for all the other datasets and for different number of topics.

76



View 1: Oppose Legalization of Abortion
Topic View Top 5 words Sentence

1 not abort child woman
don

Taking away the womans right to destroy her
child is not about taking away her choice.

2 human fetus right dna
live

The fetus is a living, human being, who has
every right in the world.

3 human life begin cell per-
son

IMO, life begins when a unique cell is created
by the combination of a human egg and a
human sperm.

4 kill not babi abort
mother

If the court or parental unit is not allowed
to interfere with abortion plans, does the
mother have the right to kill the child?
View 2: Support Legalization of Abortion

Topic View Top 5 words Sentence
5 not abort child women

pregnanc
It is my opinion that women should have the
opportunity to stop a pregnancy they do not
want, and not be forced to have a child.

6 right not woman fetus
abort

The fetus has no rights to violate, but even
if it did it’s right to live would not allow it
to use the woman’s body against her will.

7 exist mental not fetus
bodi

Before a fetus has a mental existence, it is
just a growing human body - a thing, not a
person.

8 kill abort not murder
peopl

Therefore your Abortion is not murder.

Table 4.4: Clustered Viewpoints by AITV in terms of Topic Viewpoint dis-
course dimensions (Top 5 words), along with the corresponding sentences,
retrieved using the top words as query.

4.4.4 Topic Viewpoint Words Clustering

We qualitatively evaluate the AITV’s Topic Viewpoint clustering of the uni-

gram words. We consider the Abortion dataset as a case study. Topic View-

point clusters are usually represented by the top frequent words. We assimilate

those clusters to a representation of reasons or arguing expressions about a spe-

cific topic of argumentation from a particular viewpoint [150]. The problem

with using unigrams is that inferring the topic of the cluster is often not a

straight forward task (See examples in Table 4.4). Moreover, in the context of

controversial issues, the used vocabulary for different viewpoints may be very

similar. This is one of the challenges described in Section 1.4. For instance,
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we can observe that the top words of examples 1 and 5 in Table 4.4, which

are related to opposed viewpoints, contain 4 common words out of 5. In order

to perform a better evaluation of the lexicon output of our model, we choose

to use the unigrams pertaining to each Topic Viewpoint and to query back

the original datasets to retrieve a representative sentence. The sentence must

belong to a post that is assigned the corresponding viewpoint according to

AITV. The third column of Table 4.4 contains the result of this procedure for

some selected Topic Viewpoint clusters generated by AITV.

We can observe that the sentences, corresponding to examples 1 and 5, shed

light upon the nature of the viewpoint of the cluster. Although, clearly both

sentences are discussing the topic of women’s rights, the viewpoint of example

5 is claiming that right while sentence 1 is questioning it in the context of

Abortion. A similar pattern can be seen in examples 2 and 6. However, the

topic of argumentation is changing here to the fetus’s rights. We can observe

the change of the topics within the same viewpoint and the similarity of the

themes at the inter-viewpoints level. This suggests that our AITV has been

successful in distinguishing between topics and viewpoints discourses. We can

also observe that the example sentence 4 corresponds to a rhetorical question.

This may give insight on how to overcome the rhetorical discourse challenge

discussed in Section 1.4.

4.5 Conclusion and Discussion

In this paper, we present AITV, a purely unsupervised model, which jointly

leverages the content and the interactions between the authors in online de-

bates in order to detect the viewpoints at the post and author levels. The

model also attempts to jointly discover the lexicon used in the discourse of the

viewpoints and their sub-topics. The quantitative and qualitative evaluations

are held against one supervised state-of-the-art method and two recent unsu-

pervised approaches. The results denote an accurate learning of the viewpoints

at the post and the discourse levels. However, although the good performance

of AITV against the recently proposed SNVDM at the author level clustering,

78



4Forums
wrongly clustered correct. clustered

% Non Interacting authors 4.0 2.12
% Interactions with same view per author 64.97 32.49
Median number of interactions per author 2.6 6.35

CreateDebate
wrong. clustered correct. clustered

% Non Interacting authors 42.95 29.30
% Interactions with same view per author 28.15 17.97
Median number of interactions per author 1.35 1.93

Table 4.5: Interactions statistics on wrongly and correctly clustered authors
by AITV, averaged on the datasets of the two forums.

it does not outperform neither the weakly-guided, nor the supervised method

on this task. Moreover, we notice a significant drop in AITV’s performance

comparing to the post level task.

We discuss here some of the potential reasons pertaining to this drop. We

average some interaction statistics, over the two forums’ datasets, about the

authors that were mis-clustered and correctly clustered by AITV, in Table

4.5. We consider any received or sent out reply as an interaction involving the

author. We make two observations. The first is that mis-clustered authors on

average interacted more often with the posts that have the same viewpoints,

than the correctly clustered authors. This is valid for both forums. Moreover,

this percentage is almost 65% for mis-clustered authors of 4Forums. These cor-

respond to authors leaning towards “homophily”. The second observation is

that the percentages of low interactive authors and those with no interactions

are also higher within the mis-clustered than within the correctly clustered over

both forums. However, CreateDebate has significantly more non interactive

authors than 4Forums. These represent on average 42.95% of mis-clustered au-

thors comparing to 29.30% for correctly clustered. The mis-clustered authors

of 4Forums interact rarely on average compared to the correct ones. Overcom-

ing these limitations should be part of future work on unsupervised viewpoint

identification. Future work may also include the application of similar models

to AITV on Twitter mention networks. Indeed, Conover et al. [27] observe
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that the users of opposed ideologies interacts at a much higher rate in the men-

tion network comparing to retweet network. Given the encouraging results of

AITV, a more elaborated version can be exploited for the automatic summa-

rization of contentious issues, in terms of the main reasons of the conveyed

opposed viewpoints. This will be the subject of Chapter 5.

80



Chapter 5

Contrastive Reasons Extraction
from Online debates

5.1 Introduction

In the previous chapter, we tackle the task of clustering the viewpoints at the

document level. We build on the solution proposed therein and address a more

fine-grained task. In this chapter, given online forum posts about a contentious

issue, we study the problems of unsupervised modeling and extraction, in the

form of a digest table, of the main contrastive reasons conveyed by divergent

viewpoints. Table 5.1 presents an example of a targeted solution in the case

of the issue of “Abortion”. The digest Table 5.1 is displayed à la ProCon.org

or Debatepedia websites, where the viewpoints or stances engendered by the

issue are separated into two columns. Each cell of a column contains an argu-

ment facet label followed by a sentential reason example. A sentential reason

example is one of the infinite linguistic variations used to express a reason. For

instance, the sentence “that cluster of cell is not a person” and the sentential

reason “fetus is not a human” are different realizations of the same reason.

For convenience, we will also refer to a sentence realizing a reason as a rea-

son. Reasons in Table 5.1 are short sentential excerpts, from forum posts,

which explicitly or implicitly express premises or arguments supporting a view-

point. They correspond to any kind of intended persuasion, even if it does not

contain clear argument structures [57]. An argument facet is an abstract

concept corresponding to a low level issue or a subject that frequently occurs
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within arguments in support of a stance or in attacking and rebutting argu-

ments of opposing stance [97]. Similar to the concept of reason, many phrases

can express the same facet. Phrases in bold in Table 5.1 correspond to ar-

gument facet labels, i.e., possible expressions describing argument facets.

Reasons can also be defined as realizations of facets according to a particular

viewpoint perspective. For instance, argument facet 4 in Table 5.1 frequently

occurs within holders of Viewpoint 1 who oppose abortion. It is realized by its

associated reason. The same facet is occurring in Viewpoint 2, in example 9,

but it is expressed by a reason rebutting the proposition in example 4. Thus,

reasons associated with divergent viewpoints can share a common argument

facet. Exclusive facets emphasized by one viewpoint’s side, much more than

the other, may also exist (see example 5 or 8 in Table 5.1). Note that in many

cases the facet label is very similar to the reason or proposition initially put

forward by a particular viewpoint side, see examples 2 and 6, 7 in Table 5.1.

It can also be a general aspect like “Birth Control” in example 5.

This chapter describes the unsupervised extraction of these argument facets

phrases and their exploitation to generate the associated sentential reasons in a

viewpoint contrastive digest table of the issue. Our first hypothesis is that de-

tecting the main facets in each viewpoint leads to a good extraction of relevant

sentences corresponding to reasons. Our second hypothesis is that leveraging

the reply-interactions in online debate, similar to the previous chapter, helps in

clustering the posts into the viewpoints and adequately organize the reasons.

We distinguish some common characteristics of online debates, identified

also by [63] and [15], which make the detection and the clustering of argu-

mentative sentences a challenging task. First, the unstructured and colloquial

nature of used language makes it difficult to detect well-formed arguments.

It makes it also noisy, containing non-argumentative portions and irrelevant

dialogs. Second, the use of non-assertive speech acts like rhetorical questions

to implicitly express a stance or to challenge opposing argumentation, like

examples 1,3 and 8 in Table 5.1. Third, the similarity in words’ usage be-

tween facet-related opposed arguments leads clustering to errors. Often a post

rephrases the opposing side’s premise while attacking it (see example 9). Note
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View 1 Oppose View 2 Support
Arg. Facet Reason Arg. Facet Reason

1 Fetus
is not
human

What makes a fetus
not human?

6 Fetus
is not
human

Fetus is not human

2 Kill inno-
cent baby

Abortion is killing
innocent baby

7 Right to
her body

Women have a right
to do what they
want with their
body

3 Woman’s
right to
control
her body

Does prostitution in-
volves a woman’s
right to control her
body?

8 Girl gets
raped
and gets
pregnant

If a girl gets raped
and becomes preg-
nant does she really
want to carry that
man’s child?

4 Give her
child up
for adop-
tion

Giving a child baby
to an adoption
agency is an option
if a woman isn’t able
to be a good parent

9 Giving
up a
child for
adoption

Giving the child for
adoption can be just
as emotionally dam-
aging as having an
abortion

5 Birth
control

Abortion shouldn’t
be a form of birth
control

10Abortion
is not a
murder

Abortion is not a
murder

Table 5.1: Contrastive Digest Table for Abortion.

that exploiting sentiment analysis solely, like in product reviews, cannot help

distinguishing viewpoints. Indeed, Mohammad et al. [100] show that both

positive and negative lexicons are used, in contentious text, to express the

same stance. Moreover, opinion is not necessarily expressed through polarity

sentiment words, like example 6 in Table 5.1.

In this work, we do not explicitly tackle or specifically model the above-

mentioned problems in contentious documents. However, we propose a generic

facet-detection guided approach joined with posts’ viewpoint clustering. It

leads to extracting meaningful contrastive reasons and avoids running into

these problems. More specifically, we present a Phrase Topic-Viewpoint model,

extending our previously introduced AITV model (see Section 4.2), which

leverages the authors interactions in online forums. The output phrases as-

signed to topics and viewpoints are post-processed in order to detect the la-

bels of argument facets. These labels are exploited to retrieve short sentential
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reasons from the source documents according to the facets’ viewpoints and

generate a contrastive digest table. The evaluation procedure of the proposed

pipeline is conducted on the different components of the framework. It is

mainly based on three measures of the final output: the informativeness of the

digest as a summary, the relevance of extracted sentences as reasons and the

accuracy of their viewpoint clustering. The results on different issues show that

our model improves significantly over two state-of-the-art methods and several

other baselines, in terms of documents’ summarization, reasons’ retrieval and

unsupervised contrastive reasons clustering.

5.2 Methodology

Our methodology presents a pipeline approach to generate the final digest

table of the reasons that are conveyed on a controversial issue. The inputs are

raw debate text and the information about the replies. Below we describe the

different phases of the pipeline.

5.2.1 Phrase Mining Phase

The inputs of this module are raw posts (documents). We prepare the data by

removing identical portions of text in replying posts. We also delete entirely

duplicated posts. We remove stop and rare words. We consider working

with the stemmed version of the words. The objective of the phrase mining

module is to partition the documents into high quality bag-of-phrases instead

of bag-of-words. Phrases are of different length, single or multi-words. We

follow the steps of El-Kishky et al. [78], who propose a phrase extraction

procedure for the Phrase-LDA model. Given the contiguous words of each

sentence in a document, the phrase mining algorithm employs a bottom-up

agglomerative merging approach. At each iteration, it merges the best pair

of collocated candidate phrases if their statistical significance score exceeds

a threshold which is set empirically. The significance score depends on the

collocation frequency of candidate phrases in the corpus. It measures their

number of standard deviation away from the expected occurrence under an
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independence null hypothesis. The higher the score, the more likely the phrases

co-occur more often than by chance.

5.2.2 Phrase Topic Viewpoint Modeling Phase

In this section, we present the Phrase Author Interaction Topic Viewpoint

model (PhAITV). It takes as input the documents, partitioned in high quality

phrases of different lengths, and the information about author-reply interac-

tions in an online debate forum. The objective is to assign a topic and a

viewpoint label to each occurrence of the phrases. This would help to cluster

them into Topic-Viewpoint classes. PhAITV is an extended version of AITV

model presented in Section 4.2, which consider single and multi-word phrases

as inputs instead of only unigrams. The generative and inference processes are

very similar to those of AITV, with few differences related to phrase consid-

eration.

5.2.3 Generative Process

PhAITV (see Figure 5.1) assumes that A authors participate in a forum de-

bate about a particular issue. Each author a writes Da posts. Each post

da is partitioned into Gda phrases of different lengths (>=1). Each phrase

contains Mgda words. Each term wmg in a document belongs to the corpus

vocabulary of distinct terms of size W . Similar to the generative process of

AITV (Section 4.2.1), we assume that we have the information about whether

a post replies to a previous post or not. Let K be the total number of top-

ics and L be the total number of viewpoints. Let θda denote the probability

distribution of K topics under a post da; ψa be the probability distribution of

L viewpoints for an author a; φkl be the multinomial probability distribution

over words associated with a topic k and a viewpoint l; and φB a multinomial

distribution of background words. The generative process of a post according

to the PhAITV model (see Figure 5.1) is the following. An author a chooses

a viewpoint vda from the distribution ψa. For each phrase gda in the post, the

author samples a binary route variable xgda from a Bernoulli distribution σ.

It indicates whether the phrase is a topical or a background word. Multi-word
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phrases cannot belong to the background class. If xgda = 0, the word is sam-

pled from φB. Otherwise, the author, first, draws a topic zgda from θda, then,

samples each word wmg in the phrase from the Topic Viewpoint distribution

corresponding to the chosen topic zgda and viewpoint vda, i.e., φzgdavda .

Note that, in what follows, we refer to a current post with index id and

to a current phrase with index ig. The assumption on the rebuttal process is

similar to that of AITV (see Section 4.2.1). When the current post is a reply

to a previous post by a different author, it may contain a rebuttal or it may

not. If the reply attacks the previous author then the rebuttal variable Rbid

is set to 1 else if it supports, the rebuttal takes 0. Similar to AITV generative

process, we consider parent posts of a current post as all the posts of the

author who the current post is replying to. The child posts of a current post

are all the posts replying to the author of the current post. We assume that

the probability of a rebuttal Rbid = 1 depends on the degree of opposition

between the viewpoint vid of the current post and the viewpoints Vparid of its

parent posts. The probability of a rebuttal reply , Rbid = 1, given the current

post viewpoint and the viewpoints of parent posts, p(Rbid = 1|vid,Vparid ), is

defined in Equation 4.1. We reproduce it here for purpose on convenience for

the reader:

p(Rbid = 1|vid,Vparid ) =

Vpar
id∑
l′

I(vid 6= l′) + η

|Vparid |+ 2η
, (5.1)

where I(condition) equals 1 if the condition is true and η a smoothing param-

eter.

5.2.4 Inference Process

For the inference of the model’s parameters, we use the collapsed Gibbs sam-

pling [54], [65]. For all our parameters, we set fixed symmetric Dirichlet priors.

As explained in Section 4.2.2, we set the value of all rebuttal variables to 1.

Setting Rb = 1 means that all replies of any post are rebuttals attacking all of

the parent posts excluding the case when the author replies to his own post.

This will affect the viewpoint sampling of the current post. The intuition is
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Figure 5.1: Plate Notation of The PhAITV model

that, if an author is replying to a previous post, the algorithm is encouraged

to sample a viewpoint which opposes the majority viewpoint of parent posts

(Equation 5.1). Similarly, if the current post has some child posts, the algo-

rithm is encouraged to sample a viewpoint opposing the children’s prevalent

stance. If both parent and child posts exist, the algorithm is encouraged to

oppose both, creating some sort of adversarial environment when the prevalent

viewpoints of parents and children are opposed. The derived sample equation

of current post’s viewpoint vid is the same as Equation 4.2:

p(vid = l|~v¬id, ~w, ~Rb, ~x) ∝ n
(l)
a,¬id + γ ×

Wid∏
t

n
(t)
id −1∏
j=0

n
(t)
l,¬id + j + β

∏nid−1
j=0 n

(.)
l,¬id +Wβ + j

× p(Rbid = 1|vid,Vparid )×
∏

c|vid∈Vpar
c

p(Rbc = 1|vc,Vparc ). (5.2)

The count n
(l)
a,¬id is the number of times viewpoint l is assigned to author a’s

posts excluding the assignment of current post, indicated by ¬id; n
(t)
l,¬id is the
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number of times term t is assigned to viewpoint l in the corpus excluding

assignments in current post; n
(.)
l,¬id is the total number of words assigned to l;

Wid is the set of vocabulary of words in post id; n
(t)
id is the number of time

word t occurs in the post. The third term of the multiplication in Equation

5.2 corresponds to Equation 5.1 and is applicable when the current post is a

reply. The fourth term of the multiplication takes effect when the current post

has child posts. It is a product over each child c according to Equation 5.1.

It computes how much would the children’s rebuttal be probable if the value

of vid is l. Given the assignment of a viewpoint vid = l, we also jointly sample

the topic and background values for each phrase ig in post id, according to

the following:

p(zig = k, xig = 1|~z¬ig, ~x¬ig, ~w,~v) ∝
Mig∏
j=0

n
(1)
¬ig + ω + j × n(k)

id,¬ig + α + j ×
n
(wjg)
kl,¬ig + β

n
(.)
kl,¬ig +Wβ + j

, (5.3)

p(xig = 0|~x¬ig, ~w) ∝
Mig∏
j=0

n
(0)
¬ig + ω + j ×

n
(wjg)
0,¬ig + βB

n
(.)
0,¬ig +WβB + j

. (5.4)

Here n
(k)
id,¬ig is the number of words assigned to topic k in post id, excluding the

words in current phrase ig; n
(1)
¬ig and n

(0)
¬ig correspond to the number of topical

and background words in the corpus, respectively; n
(wjg)
kl,¬ig and n

(wjg)
0,¬ig correspond

to the number of times the word of index j in the phrase g is assigned to

Topic Viewpoint kl or is assigned as background; n(.)s are summations of last

mentioned expressions over all words.

After the convergence of the Gibbs algorithm, each multi-word phrase is

assigned a topic k and a viewpoint l. We exploit these assignments to create

clusters Pkls, where each cluster Pkl corresponds to a topic-viewpoint value

kl. It contains all the phrases that are assigned to kl at least one time. Each

phrase phr is associated with its total number of assignments. We note it as

phr.nbAssign.

5.2.5 Grouping and Facet Labeling Phase
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Algorithm 3 Grouping

Require: phrases clusters Pkl for topic k = 1..K, view l = 1..L
1: Gkl ← ∅ is the set of groups of phrases to create from Pkl
2: for each phrase cluster Pkl do
3: Q ← set of all phrase-pairs from phrases in Pkl
4: for each phrase-pair q in Q do
5: q.overlap← number of word intersections in q
6: end for
7: Sort pairs in Q by number of matches in descending order
8: for each phrase-pair q in Q do
9: if q.overlap 6= 0 then

10: if ¬(q.phrase1.grouped) ∧ ¬(q.phrase2.grouped) then
11: New group grp← {q.phrase1} ∪ {q.phrase2}
12: Gkl ← Gkl ∪ {grp}
13: else if only one phrase of q in existing grp′ then
14: grp′ ← grp′ ∪ {non grouped phrase of q}
15: end if
16: else if ¬q.phrasej.grouped, j = 1, 2 then
17: New group grp← {q.phrasej}
18: Gkl ← Gkl ∪ {grp}
19: end if
20: end for
21: end for
22: return Gkl groups of phrases for topic k = 1..K, view l = 1..L
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The inputs of this module are Topic Viewpoint clusters, Pkls, k = 1..K,

l = 1..L, each containing multi-word phrases along with their number of as-

signments. The outputs are clusters, Al, of sorted phrases corresponding

to argument facet labels for each viewpoint l. This phase is based on two

assumptions:

1. Grouping constructs agglomerations of lexically related phrases, which

can be assimilated to the notion of argument facets. It would also help

avoid the extraction of redundant phrases.

2. An argument facet is better expressed with a Verbal Expression than a

Noun Phrase.

A Verbal Expression (VE) is a sequence of correlated chunks centered around

a Verb Phrase chunk [83]. An Optional Noun Phrase or Adverb Phrase can

occur to its left, and optional Adjective Phrase, Particle, Adverb Phrase and

Noun Phrase can occur to its right. We believe that encouraging labeling an

argument facet with a VE, over a Noun Phrase, reduces the search space for

the sentential reasons and makes the extraction more accurate.

Algorithm 3 proposes a second layer of phrase clustering (after the Topic

Viewpoint clustering) on each of the constructed Topic Viewpoint cluster Pkl
(line 2). It is based on the number of word overlap between stemmed pairs

of phrases. The number of groups is not a parameter. First, it computes the

number of words overlap between all pairs and sort them in descending order

(lines 3-7). Then, while iterating on them (line 8), we encourage a pair with

overlap to create its own group if both of its phrases are not grouped yet (lines

9-12). If it has only one element grouped, the other element joins it (lines 13-

15). If a pair has no matches, then each non-clustered phrase creates its own

group (lines 16-19). Grouping Algorithm 3 returns a set of groups of phrases

Gkl produced from each Topic Viewpoint cluster Pkl (line 22).

The labeling procedure is described by Algorithm 4. It takes as input the

output of Algorithm 3, i.e., the produced groups by the grouping procedure.

Some of the generated groups may contain small phrases that can be fully

contained in longer phrases of the same group. We remove them and add
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Algorithm 4 Labeling

Require: Gkl groups of phrases for topic k = 1..K, view l = 1..L
1: for each grp in Gkl do
2: Sort phrases in grp by giving higher ranking to phrases corresponding

to: (1) Verbal Expression; (2) longer phrases; (3) frequently assigned
phrases

3: for each phr in grp do
4: Find phr′ of grp s.t. phr′.wordSet ⊂ phr.wordSet
5: if phr′.nbAssign 6= 0 then
6: phr.nbAssign← phr.nbAssign+ phr′.nbAssign
7: phr′.nbAssign← 0
8: end if
9: end for

10: end for
11: Cl ← set of all groups belonging to any G∗l of view l
12: Al ← ∅ is the sorted set of all argument facets labels of view l
13: for view l = 1 to L do
14: Sort groups in Cl based on grp.cumulatifNbAssign
15: for each grp in Cl do
16: grp.labelFacet← phrase with highest phr.nbAssign
17: Al ← Al ∪ {grp.labelFacet}
18: end for
19: end for
20: return all clusters Als of sorted facets’ labels for l = 1..L
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their number of assignments to corresponding phrases (lines 3-9 in Algorithm

4). If there is a conflict where two or more phrases contain the same smaller

phrase, then the one that is a Verbal Expression adds up the number of as-

signments of the contained phrase. If two or more are VE, then the longest

phrase, amongst them, adds up the number. Otherwise, we prioritize the most

frequently assigned phrase (line 2). This procedure helps inflate the number of

assignments of Verbal Expression phrases in order to promote them to be solid

candidates for the argument facet labeling. The final step consists of collecting

the groups pertaining to each Viewpoint (line 11), regardless of the topic, and

sorting them based on the cumulative number of assignments of their compos-

ing phrases (lines 13-14). This will create viewpoint clusters, Cls, with groups

which are assimilated to argument facets. The labeling consists of choosing

one of the phrases as the representative of the group. We simply choose the

one with the highest number of assignment (line 16) to obtain Viewpoint clus-

ters, Als, of argument facet labels, sorted in the same order of corresponding

groups in Cls (line 17). All Als clusters, for l = 1..L, of argument label phrases

are returned as output (line 20).

5.2.6 Extraction of Contrastive Reasons Phase

The inputs of this final module are sorted facet labels, Al, for each View-

point l (see Algorithm 5). Each label phrase is associated with its sentences

Slabel where it occurs, and where it is assigned a viewpoint l. The target out-

put is the digest table of contrastive reasons T . In order to extract a short

sentential reason, given a phrase label, for each viewpoint l, we follow the steps

described in Algorithm 5: (1) find, SfInterslabel , the set of sentences with the most

common overlapping words among all the sentences of Slabel, disregarding the

set of words composing the facet label (lines 6-9 in Algorithm 5). If the over-

lap set is empty consider the whole set Slabel (line 11); (2) choose the shortest

sentence amongst SfInterslabel (line 13). The process is repeated for all sorted facet

labels of Al (lines 5-15) to fill viewpoint column Tl for l = 1..L (lines 3-17).

Note that duplicate sentences within a viewpoint column are removed. If the

same sentence occurs in different columns, we only keep the sentence with the
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Algorithm 5 Extraction of Reasons Digest Table

Require: all clusters Als of sorted argument facets’ labels for l = 1..L;
1: T is the digest table of contrastive reasons with Tls columns
2: T .columns← ∅
3: for view l = 1 to L do
4: Tl.cells← ∅
5: for each label in Al do
6: Slabel ← set of all sentences where label phrase occurs and assigned

view l
7: fInters ← most frequent set of words overlap among Slabel s.t.

fInters 6= label.wordSet
8: if fInters 6= ∅ then
9: SfInterslabel ← subset of sentences from Slabel containing fInters

10: else
11: SfInterslabel ← Slabel
12: end if
13: sententialReason← shortest sentence in SfInterslabel

14: Tl.cells← Tl.cells ∪ {cell(label + sententialReason)}
15: end for
16: T .columns← T .columns ∪ {Tl}
17: end for
18: return T

label phrase that has the most number of assignments. We restore stop and

rare words of the phrases when rendering them as argument facets similar to

those in Table 5.1. We choose the most frequent sequence in Slabel.

5.3 Experiments and Results

We first present the used datasets then, we validate our assumption that ex-

tracted phrases, i.e., the output of Grouping and Labeling module (Section

5.2.5), correspond to argument facet labels. Finally, we evaluate the differ-

ent components of our proposed framework by assessing the final extracted

sentential reasons according to their informativeness, their relevance and the

accuracy of their viewpoint clustering.

5.3.1 Datasets

We exploit two corpora:
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Forum CreateDebate 4Forums Reddit
Dataset AB GR AB GM IP
# posts 1876 1363 7795 6782 2663
# reason labels 13 9 - - -
% arg. sent.2 20.4 29.8 - - -

Table 5.2: Statistics about CreateDebate, 4 Forums and Reddit datasets.

1. the reasons corpus constructed by Hasan and Ng [63] from the online

forum CreateDebate.com; and

2. the Internet Argument corpus containing 4Forums.com datasets [1].

We also scraped a Reddit discussion commenting a news article about the

March 2018 Gaza clash between Israeli forces and Palestinian protesters1.

We consider Abortion (AB) and Gay Rights (GR) datasets from CreateDe-

bate, and Abortion and Gay Marriage (GM) datasets from 4Forums. Each post

in the CreateDebate datasets has a stance label (i.e., support or oppose the

issue). In these datasets, the argumentative sentences of the posts are labeled

with a reason label from a set of predefined reason labels associated with each

stance. Examples of reasons labels, for Abortion dataset, are provided in Ta-

ble 5.3. The reason labels semantics can be assimilated to argument facets.

Only a subset of the posts, for each CreateDebate dataset, has its sentences

annotated with reasons. Table 5.2 presents some statistics about the datasets

and the percentage of argumentative sentences in the labeled posts for Creat-

eDebate. Unlike CreateDebate, 4Forums datasets do not contain any labeling

of argumentative sentences or their reasons’ types. They contain the ground

truth stance labels at the author level. The Reddit Israel/Palestine dataset

does not contain any stance labeling.

The PhAITV model exploits only the text, the author identities and the

information about whether a post is a reply or not. It does not take advantage

of the reason and stance labels. For evaluation purposes, we leverage the

1https://www.reddit.com/r/worldnews/comments/8ah8ys/the_us_was_the_only_

un_security_council_member_to/
2argumentative sentences in the labeled posts
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Support Abortion Legalization Oppose Abortion Legalization
Reason Label Explanation Reason Label Explanation
right Abortion is a woman’s

right.
adopt Put baby up for adop-

tion.
rape Rape victims need it

to be legal.
kill Abortion kills a life.

not human A fetus is not a hu-
man yet, so it’s okay
to abort.

baby right An unborn baby is a
human and has the
right to live.

mother dan-
ger

Abortion should be al-
lowed when a mother’s
life is in danger.

sex Be willing to have the
baby if you have sex.

baby ill treat-
ment

Unwanted babies are
ill-treated by parents
and/or not always
adopted.

bad 4 mom Abortion is harmful
for women.

Table 5.3: Examples of constructed reason labels from Abortion dataset [63].

subset of argumentative sentences which is annotated with reasons labels, in

CreateDebate, to construct 100 reference summaries for each dataset. Each

reference summary contains a combination of sentences, each corresponding or

realizing the meaning of one possible label (13 for Abortion, 9 for Gay Rights,

see Table 5.3 for examples of labels). This makes the references exhaustive

and reliable resources on which we can build a good recall measure about the

informativeness of the digests, produced on CreateDebate datasets.

5.3.2 Experiments Set Up

Throughout the experiments we evaluate both the intermediary and final out-

puts of the proposed pipeline framework. The framework, see Section 5.2,

is composed of a Phrase Mining phase, a Topic Viewpoint modeling phase

with PhAITV, a Grouping and labeling module and a final Table Extraction

phase. We refer to this combination as “PhAITV + Grouping + Extrac-

tion”. In the following sections, we assess the final summary table produced

by this setting with different other settings of the framework, along with sim-

ilar state-of-the-art methods. The objective is to demonstrate the importance

of the different components and show that the proposed “PhAITV + Grouping
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+ Extraction” outperforms existing contrastive summarization approaches of

contentious text.

In order to evaluate the Phrase Mining phase, we compare against our

unigram version of PhAITV, AITV (see Section 4.2). In the AITV based

setting, no grouping is involved and Slabel , in Extraction phase (see Algorithm

5), corresponds to the set of all sentences where at least one of the top three

words occurs.

In order to evaluate Topic Viewpoint Modeling, we propose to substitute

PhAITV with PhJTV, an augmented phrase version of another Topic View-

point model JTV. JTV, presented in Chapter 3 (see Section 3.3), is a uni-

gram Topic Viewpoint model that has demonstrated effectiveness in generating

Topic Viewpoint word dimension comparing to LDA when using constrained

clustering.

We also explore a modified setting of the framework, “PhAITV + Ex-

traction”, where the grouping component is ignored. We try “PhAITV +

Grouping + LexRank”, where we replace the Extraction procedure with

the LexRank algorithm [40], to rank sentences in each Slabel (see Algorithm 5)

and choose the one with the highest score as a sentential reason.

We also compare against two state-of-the-art studies in generating con-

trastive summarization from contentious text in general, which are generic

enough to not depend on the structure of the data. These correspond to Paul

et al.’s work [112] and recently presented Vilares and He’s study [168]. They

are based on Topic Viewpoint models, TAM [112], and LAM LEX [168] (see

Section 2.5.2). Below, we refer to the names of these two Topic Viewpoint

methods to describe the whole process that produces their final summary or

digest.

As a weak baseline, we generate random summaries from the set of pos-

sible sentences in each corpus. We also create correct summaries from the

subset of labeled argumentative sentences in CreateDebate datasets. More-

over, we compare with another version of our framework, including a Topic

Viewpoint model called PhAITVview, which assumes the true values of the

posts’ viewpoints are given.
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In the Phrase mining phase, we remove rare words. The parameters are

set similar to El-Kishky et al. [78]. We try different combinations of the

PhAITV’s hyperparameters and use the combination which gives a satisfying

overall performance. During the experiments, we did not observe a significant

change in performance when the hyperparameters were varied. PhAITV’s

hyperparameters are set as follows: α = 0.1; β = 1; γ = 1; βB = 0.1; η = 0.01;

ω = 10. The number of the Gibbs Sampling iterations is 1500. The number

of viewpoints L equals 2. We try a different number of topics K for each

Topic Viewpoint model used in the evaluation. The reported results are on

the best number of topics found when measuring the Normalized Pointwise

Mutual Information coherence score [18] on the Topic Viewpoint clusters of

words. The values of K are set to 30,50,30,30,10 and 10 for PhAITV, AITV,

PhJTV, JTV LAM LEX, and TAM, respectively. Other parameters of the

methods used in the comparison are set to their default values. All the models

generate their top 15 sentences for Abortion and their 10 best sentences for

Gay Rights and Israel-Palestine datasets.

5.3.3 Evaluation of the Phrase Topic Viewpoint Mod-
eling

In this section, we evaluate the intermediary output of the combined Phrase

Mining and Topic Viewpoint modeling phases of the framework. In particu-

lar, we assess the coherence of the 10 distinct words of the top phrases of each

cluster Pkl produced by PhAITV for each Topic Viewpoint kl (see Section

5.2.2). We compare the coherence of PhAITV output to that of its unigram

version AITV, and do the same for PhJTV and JTV. In order to automati-

cally measure the coherence of Topic Viewpoint models, we use the average

Normalized Pointwise Mutual Information (NPMI) [18] between pairs of the

top 10 words in each Topic Viewpoint cluster. This measure correlates well

with human evaluations on topics’ coherence [3], [81]. An NPMI between two

words is function of their co-occurrence probabilities in the corpus. It takes

a maximum of 1 when the words only occur together, and a minimum of -1

when they never co-occur.
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Figure 5.2: Median and quartile values of average NPMI on the outputs of
PhAITV, AITV, PhJTV and JTV for Abortion and GayRights

Figure 5.2 presents median and quartile values of average NPMI, measured

on the outputs of PhAITV, AITV, PhJTV and JTV, and aggregated over 5

runs for different number of topics {10,30,50}, using Abortion and GayRights

of CreateDebate datasets. We observe that the models with a phrase mining

module, PhAITV and PhJTV, significantly outperform their corresponding

unigram models, AITV and JTV, in terms of top-words coherence, for both

datasets. This confirms the assumption that using the phrase mining mod-

ule yields more coherent Topic Viewpoint dimensions than considering only

unigrams. However, this does not necessarily mean that phrase models lead

to a better extraction of sentential reasons. We examine the effect of phrase

mining on the extraction of relevant and informative sentential reason in Sec-

tions 5.3.6 and 5.3.5, respectively. In general, PhAITV reaches higher median

NPMI values than PhJTV. In Section 5.3.6, we compare the final output of

the pipeline framework in terms of reasons clustering when using each one of

these models as a Topic Viewpoint component.
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Figure 5.3: Word Clouds of argument facet labels generated by “PhAITV +
Grouping + Extraction” (left) and “PhAITV + Extraction” (right).

5.3.4 Evaluation of Argument Facets Detection Using
Grouping and Labeling Phases

The objective is to verify our assumption that the pipeline process, up to the

Grouping and Labeling module (Section 5.2.5), produces phrases that can be

assimilated to argument facets’ labels. We evaluate a total of 60 top distinct

phrases produced after 5 runs on Abortion (4Forums) and Gay Rights (Cre-

ateDebate). We ask two annotators acquainted with the issues, and familiar

with the definition of argument facet (Section 5.1), to give a score of 0 to

a phrase that does not correspond to an argument facet, a score of 1 to a

somewhat a facet, and a score of 2 to a clear facet label. Annotator are later

asked to find consensus on phrases labeled differently. The average scores, of

final annotation, on Abortion and Gay Rights are 1.45 and 1.44, respectively.

The percentages of phrases that are not argument facets are 12.9% (AB) and

17.4% (GR). The percentages of clear argument facets labels are 58.06%

(AB) and 62.06% (GR). These numbers validate our assumption that the

pipeline succeeds, to a satisfiable degree, in extracting argument facets labels.

We qualitatively assess the produced phrases when employing and ignor-

ing the grouping and labeling phase. Figure 5.3 presents a word cloud of the

phrase labels generated by our framework “PhAITV + Grouping + Extrac-
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tion” exploiting Grouping and Labeling (left side cloud), and another cloud

produced by “PhAITV + Extraction”, the version without the Grouping and

Labeling (right side cloud). For each variant, the cloud is generated from

the top phrases of three digest-tables on Abortion. Bigger font phrases are

reoccurring more often across the tables.

We observe that Grouping and Labeling module generates precise and self-

contained phrases that correspond to the common argument facets expressed

in the issue of Abortion (see Table 5.3 and Hasan et al.[63]’ reasons labels on

Abortion). The phrases produced by the non-Grouping version can also rep-

resent argument facets, however they are not as precise as those of Grouping

version. They seem more general (e.g., taking human life Vs. human life).

Precision is needed to narrow the search space for relevant sentences in the

extraction module. Most of the left-side phrases are Verbal Expressions while

most of the right side ones are Noun phrases. Thus, encoding verbal expres-

sions in Algorithm 3 plays a role in obtaining good labels of argument facets.

The diversity and recall inside the left side cloud seems to be higher than on

the right side (e.g., mother’s life in danger, putting the child up for adoption).

We believe this to be the consequence of grouping the lexically similar phrases.

The grouping allows to avoid repetitiveness, and, thus, is more likely to gener-

ate diverse and representative phrases. This diversity of argument facets will

reflect on the extracted sentential reasons. This can be observed in the sample

sentential reason’s output in Table 5.5.

5.3.5 Evaluation of Digest Table Informativeness

The remaining sections evaluate the quality of the final sentential reasons

digest table according to three different criteria. The informativeness of pro-

duced sentences, their relevance as reasons, and their organization and cluster-

ing according to the opposing viewpoints that they try to justify. We believe

that these three criteria are complementary for good overall evaluation of our

output. An example of sentential reasons digest table produced by our frame-

work “PhAITV + Grouping + Extraction” is displayed in Table 5.5 . On each

criterion, we compare “PhAITV + Grouping + Extraction” against several
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Gay Rights Abortion

R2-R R2-P R2 F-M R2-R R2-P R2 F-M

Random Summaries 0.007 0.009 0.008 0.010 0.010 0.010
Correct Summaries 0.030 0.030 0.030 0.058 0.051 0.054

JTV + Extraction 0.025 0.021 0.023 0.034 0.028 0.031
PhJTV + Grouping + Extraction 0.025 0.030 0.027 0.042 0.043 0.042
AITV + Extraction 0.027 0.030 0.028 0.030 0.026 0.028

PhAITV + Grouping + Extraction 0.027 0.030 0.028 0.045 0.047 0.046

PhAITV + Extraction 0.029 0.032 0.030 0.031 0.036 0.033
PhAITV + Grouping + LexRank 0.028 0.028 0.028 0.050 0.037 0.042

TAM [112] 0.020 0.031 0.024 0.018 0.024 0.021
LAM LEX[168] 0.011 0.008 0.009 0.015 0.008 0.010

Table 5.4: Average values of ROUGE-2 Measures on Gay Rights and Abor-
tion (values in “bold” represent best values disregarding Correct Summaries
values).

variants in order to assess the contribution of each module.

In this section we focus on the informativeness criterion. We re-frame

the problem of creating a contrastive digest table into a summary problem.

The concatenation of all extracted sentential reasons of the digest is consid-

ered as a candidate summary. The construction of reference summaries is

explained in Section 5.3.1. It favors the diversity within the references. In-

formativeness denotes the degree to which a candidate summary is similar to

exhaustive reference summaries. The more similar to the reference, the more

exhaustive, and informative, the candidate summary. We evaluate all com-

peting methods using the Recall-Oriented Understudy for Gisting Evaluation

(ROUGE) evaluation metric [86], a recall measure often used for automatic

summaries evaluation. It is based on the similarity between sequences of n

words (n-grams). More specifically, given a set of reference summaries RS

and a candidate summary, ROUGE-n is calculated as the following [137]:

ROUGE-n =

∑
C∈RS

∑
gramn∈C Countmatch(gramn)∑

C∈RS
∑

gramn∈C Count(gramn)
, (5.5)

where Countmatch(gramn) is the maximum number of n-grams co-occurring in

a candidate summary and a reference summary. Count(gramn), in the denom-

inator, represents the number of n-gram in the reference. The denominator
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expression makes ROUGE-n an average recall-metric. Hence, ROUGE can be

also referred to as ROUGE-R (for recall). ROUGE precision (ROUGE-P) can

also be computed by setting the normalization (denominator) to the number

of n-grams in the candidate summary multiplied by the number of reference

summaries. We report the results of Rouge-2’s Recall (R-2 R), Precision (R-2

P) and F-Measure (R-2 F-M). Rouge-2 captures the similarities between se-

quences of bigrams in references and candidates. The higher the measure, the

more similar to the reference, the summary is. All reported ROUGE values are

computed after applying stemming and stop words removal on reference and

candidate summaries. This procedure may also explain the relatively small

values of reported ROUGE measures in Table 5.4, compared to those usually

computed when stop words are not removed.

Table 5.4 contains the averaged results, over 10 generated summaries, on

Abortion and Gay Rights datasets of CreateDebate, respectively. Note that

the ROUGE is reported only on these datasets because they include the la-

beled reasons from which we construct the reference summaries (see Section

5.3.1). All other datasets do not contain any ground truth about sentences

corresponding to reasons or their type or label of reason, similar to those on

Table 5.3.

We observe that all degenerate versions of our framework produce signif-

icantly better summaries than the weak Random Summaries baseline. Their

ROUGE values are comparable to those of the correct summaries on Gay

Rights. All PhAITV-based versions produce more informative summaries than

their unigram-based counterpart AITV, on Abortion. Summaries are compa-

rable on Gay Rights. The same pattern is observed with JTV based config-

uration of our framework and its enhanced PhJTV version. This confirms

the assumption that exploiting phrases rather than unigram models within

our framework can lead to more informative summaries. The difference be-

tween the summaries of PhAITV-based and PhJTV-based settings, in terms

of ROUGE-2 metric is not significant. The difference between these models

is better discerned on their ability to distinguish viewpoints (see Section 5.3.6

and Table 5.6).
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PhAITV + Grouping + Extraction
Viewpoint 1 Viewpoint 2

(-) If a mother or a couple does not want
a child there is always the option of
putting the child up for adoption.

(+) The fetus before it can survive outside
of the mother’s womb is not a person.

(-) I believe life begins at conception and I
have based this on biological and scien-
tific knowledge.

(+) Giving up a child for adoption can be
just as emotionally damaging as having
an abortion.

(-) God is the creator of life and when you
kill unborn babies you are destroying his
creations.

(+) you will have to also admit that by def-
inition; abortion is not murder.

(-) I only support abortion if the mothers
life is in danger and if the fetus is young.

(-) No abortion is wrong.

(0) The issue is whether or not abortion is
murder.

(0) I simply gave reasons why a woman
might choose to abort and supported
that.

LAM LEX [168]
Viewpoint 1 Viewpoint 2

(-) abortion is NOT the only way to escape
raising a child that would remind that
person of something horrible.

(+) if a baby is raised by people not ready,
or incapable of raising a baby, then that
would ruin two lives.

(+) I wouldn’t want the burden of raising a
child I can’t raise.

(+) The fetus really is the mother’s property
naturally.

(0) a biological process is just another name
for metabolism.

(0) Now this is fine as long as one is pre-
pared for that stupid, implausible, far-
fetched, unlikely, ludicrous scenario.

(0) The passage of scripture were Jesus
deals with judging doesn’t condemn
judging nor forbid it.

(0) you are clearly showing that your level
of knowledge in this area is based on
merely your opinions and not facts.

(0) your testes have cells which are animals. (0) we must always remember how life is
rarely divided into discreet units that
are easily divided.

TAM [112]
Viewpoint 1 Viewpoint 2

(-) I think that is wrong in the whole to
take a life.

(+) Or is the woman’s period also murder
because it also is killing the potential for
a new human being?

(-) I think so it prevents a child from having
a life.

(-) it maybe then could be considered illegal
since you are killing a baby, not a fetus,
so say the fetus develops into an actual
baby.

(+) Abortion is not murder because it is per-
formed before a fetus has developed into
a human person.

(0) NO ONE! but God.

(0) He will not obey us. (0) In your scheme it would appear to be
that there really is no such thing as the
good or the wrong.

(0) What does it have to do with the fact
that it should be banned or not?

(0) What right do you have to presume you
know how someone will life and what
quality of life the person might have?

Table 5.5: Sample of digest tables of sentential reasons produced by the
frameworks based on PhAITV, LAM LEX and TAM when using Abortion
dataset from CreateDebate. Sentences are labeled according to their stances
as the following: (+) reason for abortion; (-) reason against abortion; and (0)
irrelevant.
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The PhAITV versions including a grouping phase yield significantly better

results, on Abortion, than the version without grouping. The non-grouping

variant, however, has a slightly, but not significantly, better informative sum-

maries on Gay Rights. The “PhAITV + Grouping + LexRank” variant has a

better ROUGE-2 recall, on Abortion, than the proposed “PhAITV + Group-

ing + Extraction”. We believe this is due to the longer extracted sentences

by LexRank compared to the conciseness restriction encoded in the extraction

algorithm (Algorithm 5). Nonetheless, “PhAITV + Grouping + Extraction”

gives better precision and F-Measure trade-offs.

The recent contrastive summarization approach LAM LEX [168] performs

poorly in this task (close to Random summaries) for both datasets. “PhAITV

+ Grouping + Extraction” performs significantly better than TAM on Abor-

tion, and slightly better on Gay Rights. The output digests in Table 5.5 show-

case the superiority of PhAITV framework compared to TAM and LAM LEX.

We notice that PhAITV’s digest produces different types of reasons from di-

verse argument facets, like putting child up for adoption, life begins at con-

ception, the religion argument, and mother’s life in danger. However, such

informativeness on these different argument facets is lacking on both digests

of LAM LEX and TAM. For instance, we remark the recurrence of the sub-

ject of killing or taking human life with different sentences in TAM’s digest.

In terms of ROUGE measure, interestingly, the summaries of AITV configu-

ration are more informative than similar unigram-based summaries of TAM

and LAM LEX, on both datasets. This suggests that the proposed pipeline

is effective in terms of contentious reasons summarization even without the

phrase modeling.

5.3.6 Evaluation of Digest Table Relevance and Con-
trast

For the following evaluations, we conducted a human annotation task with

three annotators, after ethical approval. The annotators were acquainted with

the studied issues and the possible reasons conveyed by each side. They were

given lists of mixed sentences generated by the models. They were asked
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to indicate the stance of each sentence ((+) support/for, (-) oppose/against)

when it contains any kind of persuasion, reasoning or argumentation from

which they could easily infer the stance. Thus, if they label the sentence,

the sentence is considered a relevant reason. Otherwise, the sentence is not

a reason and irrelevant (represented by (0)). The average Kappa agreement

between the annotators was 0.66. The final annotations correspond to the

majority label. In the case of a conflict between the annotators, we consider

the sentence irrelevant. We consider measuring the Relevance (Rel.) by the

ratio of the number of relevant sentences (judged as (+) or (-)) divided by the

total number of the digest sentences.

Evaluation of Reasons Relevance

Table 5.6 contains the median Relevance rates (Rel.) over 5 summaries, on

GayRights and Abortion of CreateDebate Forum. Similarly, Table 5.7 displays

the relevance rates of sentences produced on 4Forums datasets about Abortion

and Gay Marriage, and the Reddit dataset containing comments on a news

article about Israeli Palestinian clashes at Gaza borders. In Table 5.7, we only

report some results pertaining to the main competing models, i.e, we do not

include all degenerate versions of our framework. Indeed, a human annotator

has to judge almost 1300 cases in order to generate the results displayed in

Tables 5.6 and 5.7. In orderto include all the models in Table 5.7, like in Table

5.6, at least 500 additional judgments have to be conducted. Thus, for the

lack of resources, the results that we report in Table 5.7 are only for PhAITV

+ Grouping + Extraction, AITV, TAM, LAM LEX, and PhAITVview. Two

main observations can be made : (1) all the phrase-based variants generate

more relevant sentences corresponding to reasons than all of the unigram-based

approaches, consolidating the idea that phrases lead to a better sentential

reason retrieval; (2) the configurations achieving the best relevance rates are

those following our proposed pipeline framework Phrase Modeling + Grouping

+ Extraction. Furthermore, “PhAITV + Grouping + Extraction” realizes

high relevance rates, comparable to those of the heavily guided PhAITVview,

and outperforming its rivals, TAM and LAM LEX, by a very large margin on
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all datasets. This is also showcased by Table 5.5’s examples. The ratio of

sentences judged as reasons conveyed to support a stance ((+) or (-)) is higher

for PhAITV-based digest. Interestingly, even the PhAITV’s sentences judged

as irrelevant are not off-topic. They include relevant expressions like “abortion

is murder” or “women might choose to abort”, which are the corresponding

argument facets labels leveraged for their extraction. They are also coherent

with other sentences in the clusters in terms of viewpoint. It is important to

note that sentences and argument facets presented earlier in Table 5.1 are also

collected from our PhAITV + Grouping + Extraction outputs. Reasons 1, 3

and 8, in Table 5.1, reveal also the ability of the system to display relevant

rhetorical questions.

Evaluation of Reasons Viewpoint Clustering

All compared models generate sentences for each viewpoint. Given the human

annotations, we consider assessing the viewpoint clustering of the relevant ex-

tracted sentences by two measures: the Clustering Accuracy and the Negative

Predictive Value (NPV). NPV consider a pair of sentences as unit. It cor-

responds to the number of pairs of relevant sentences with opposed stances

belonging to different clusters divided by the number of pairs formed by sen-

tences in different clusters. A high NPV is an indicator of a good inter-clusters

opposition i.e., a good contrast of sentences’ viewpoints.

Tables 5.6 and 5.7 report the median NPV and Accuracy values over 5 gen-

erated summaries for CreateDebate, 4Forums and Reddit datasets. A good

viewpoint clustering of the sentential reasons depends on a good viewpoint

assignment of the phrases and the documents. Thus, the performance de-

pends on how well the Topic Viewpoint modeling distinguishes the viewpoints.

Tables 5.6 and 5.7 show that most of the PhAITV’s degenerate versions, in-

cluding AITV, achieve better NPV and accuracy than JTV variants, TAM and

LAM LEX, on most datasets. This confirms the hypothesis that leveraging the

reply-interactions, in online debate, helps detect the viewpoints of posts and

subsequently correctly cluster the reasons’ viewpoints. The proposed configu-

ration “PhAITV + Grouping + Extraction” achieves very encouraging NPV
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CreateDebate
Gay Rights Abortion

Rel NPV Acc. Rel NPV Acc.

JTV + Extraction 0.60 45.00 44.44 0.66 47.62 45.45
PhJTV + Grouping + Extraction 0.80 50.00 46.42 0.90 50.00 46.15
AITV + Extraction 0.50 75.00 66.66 0.66 58.33 59.09

PhAITV + Grouping + Extraction 0.80 75.00 75.00 0.93 75.00 73.62

PhAITV + Extraction 0.66 66.66 66.66 0.73 50.00 49.09
PhAITV + Grouping + LexRank 0.70 33.33 52.38 0.80 56.66 56.36

TAM [112] 0.5 50.00 42.85 0.53 50.00 46.42
LAM LEX [168] 0.5 50.00 50.00 0.40 50.00 64.44

PhAITVview+ Grouping + Extraction 0.90 100.0 100.0 0.93 87.5 83.33

Table 5.6: Median values of Relevance Rate (Rel), Negative Predictive Value
(NPV) and Clustering Accuracy (Acc.) Percentages on GayRights and Abor-
tion from CreateDebate debate forum (values in “bold” represent best values
disregarding Correct Summaries and PhAITVview values)

4Forums Reddit
Abortion GayMarriage Isr/Pal

Rel NPV Acc. Rel NPV Acc. Rel NPV Acc.

AITV 0.66 66.66 71.42 0.5 50.0 66.66 0.6 55.55 60.00

PhAITV+Group+Extract 0.80 69.44 71.79 0.7 80.0 71.42 0.9 75.00 77.77

TAM [112] 0.33 37.50 66.66 0.3 50.0 33.33 0.3 66.66 50.00
LAM LEX [168] 0.46 37.50 46.60 0.5 50.00 50.00 0.3 25.00 33.33

PhAITVview+Group+Extr 0.80 83.33 81.81 0.9 100 100 - - -

Table 5.7: Median values of Relevance Rate (Rel), Negative Predictive Value
(NPV) and Clustering Accuracy (Acc.) Percentages on FourForums and Red-
dit Datasets. Bold denotes best results, notwithstanding PhAITVview.

and accuracy results without any supervision. Again, it outperforms signifi-

cantly the state-of-the-art methods in unsupervised contrastive summarization

based on TAM and LAM LEX. Table 5.5 shows a much better alignment, be-

tween the viewpoint clusters and the stance signs of reasons (+) or (-), for

PhAITV comparing to competitors. The NPV and accuracy values of the

sample digests are close to the median values reported in Table 5.6 for Abor-

tion. The contrast also manifests when similar facets are discussed but by

opposing viewpoints like in “life begins at conception” against “fetus before it
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can survive outside the mother’s womb is not a person”.

The results are not close yet to our degenerate PhAITVview-based variant

which achieve a 100% accuracy and a 0.9 relevance rate on Gay Rights and Gay

Marriage. This suggests that our proposed framework could be very accurate

in retrieving reasons and clustering them if the post’s viewpoint detection is

enhanced.

5.4 Conclusion

This chapter proposes an unsupervised framework for the detection, clustering

and displaying of the main sentential reasons conveyed by divergent viewpoints

in contentious text from online debate forums. The reasons are extracted

in a contrastive digest table. A pipeline approach is suggested based on a

Phrase Mining module and a novel Phrase Author Interaction Topic-Viewpoint

(PhAITV) model. PhAITV models the phrases and leverages the authors’

interaction structure in order to cluster the viewpoints. The main evaluation

of the approach is based on three measures computed on the final digest: the

informativeness, the relevance and the accuracy of viewpoint clustering. The

results on contentious issues from online debates show that the PhAITV-based

pipeline outperforms several baselines and state-of-the-art methods for each of

these criteria.

One of the limits of the approach is that it supposes that all contentious

issues are highly controversial containing a profusion of opposition and replies.

Other social media platforms, like Twitter, may not have rebuttal replies as

common as in online debates. However, the work of Conover et al. [27] sug-

gests that the mention network in Tweets contains a high rate of opposed

ideologies or viewpoints interactions. This can constitute a material for future

investigation. A manual inspection of several digest tables suggests the need

for improvement in the detection of semantically similar reasons and their hi-

erarchical clustering according to their granularity. For instance, the reasons

“fetus is not human” and “abortion is not murder” are semantically related.

We can think of the first as a premise and the second as its consequence or
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conclusion. They may be grouped together or form a related group of reasons.

This will help overcome semantic redundancy and produce a better organi-

zation of the digest table. Similarly, reasons on mother’s health and body

(e.g., mother life in danger, woman controls her body) can have a common

hierarchical parent subject of reasons related to the mother or woman. It will

lead to a more fine-grained display and clustering of reasons. On the display

side, conveying a reason can be better expressed with more than one sentence.

We can extend the model to look for variable length excerpts. However, the

contender methods are based on the ranking and the displaying of single sen-

tences. We followed a similar approach for a purpose of fair evaluation and

comparison.
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Chapter 6

Conclusion

In this chapter we summarize, in a first step (Section 6.1), the main results,

obtained for the different research statements and stated tasks, as well as the

challenges announced throughout the chapters of the thesis. In parallel, we will

focus on the contributions we have made to the field of the studied research. In

a second step (Section 6.2), we proceed to the identification of the limitations

and possible improvements of the proposed approaches, and open a discussion

on potential future directions.

6.1 Summary

The ultimate goal of this research project is to devise a principled approach

towards the unsupervised summarization of the foremost reasons advanced in

contentious documents. The reasons are extracted in a systematic fashion,

according to their topics and viewpoints. In this manuscript, we first intro-

duce the addressed problems and motivate their solving in terms of potential

applications and potential contributions compared to established research in

Chapter 1. In Chapter 2, we further detail the previous research and elu-

cidate their links and relations to the proposed work. The objective of the

thesis has been pursued through a number of contributions. The contribu-

tions are related to the pre-issued statements at the beginning of the thesis.

The statements relate to three main tasks, specifically, Topic Viewpoint lexi-

con uncovering, document level viewpoint clustering, and the extraction of a

contrastive summary of reasons. The proposed approaches to tackle the three
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tasks are depicted in Chapters 3, 4 and 5.

Chapter 3 has been devoted to the task of mining the underlying topics and

the hidden viewpoints from a corpus of contentious documents. It represents

an intermediate step towards the ultimate target of automatically generating

an organized table of reasons’ summaries. Essentially, in Chapter 3, our focus

is on the design of an unsupervised learning method for the recognition of

arguing vocabularies and their clustering, according to the topics and view-

points. Our elaborated method does not require any type of supervision (any

annotations on text documents) or guidance, and hence is independent of any

domain or thesaurus knowledge. Formally, we suggested a novel Joint Topic

Viewpoint (JTV) Bayesian probabilistic model. JTV is an extension of the

LDA model allowing additional multifaceted structures with other possible

hidden dimensions like the viewpoint. More explicitly, JTV represents a con-

tentious document as a pair of dependent mixtures: a mixture of arguing topics

and a mixture of viewpoints for each topic. The JTV’s configuration allows

the unsupervised grouping of obtained reasons’ lexicons, according to their

viewpoints, by means of a constrained clustering algorithm designed specifi-

cally for that purpose. Qualitative and quantitative assessments of the quality

and performance of the final output produced by the combination of the JTV

and the constrained clustering have been carried out. The qualitative anal-

ysis shows that the most probable words in a Topic Viewpoint distribution,

produced by our model, can convey the semantics of a frequently conveyed

reason. Some key observations have been depicted like the need for the de-

tection of phrases that would better communicate the semantics of a reasons

than sets of unigrams. This is tackled in Chapter 5. Moreover, the evaluation

suggests that identifying and clustering viewpoints at the document level can

be crucial for the clustering of sentential reasons, which is discuss in Chap-

ter 4. The coherence of the diverse reasons’ lexicons has been corroborated

to be of a high quality when appraised on the basis of an automatic coher-

ence measure. Other quantitative evaluations illustrate the adequacy of our

methods to fit text documents containing opposed or contrastive viewpoints.

They also reflect its success in outperforming the state-of-the-art and base-

111



line representations in the clustering of arguing vocabularies when applied to

six datasets corresponding to three different contentious documents of various

lengths (polls, online debates and editorials).

In Chapter 4, a purely unsupervised Author Interaction Topic Viewpoint

model (AITV) is introduced. It addresses the post level viewpoint identifica-

tion in online debates’ documents. AITV leverages not only the content of

the posts, like JTV, but also the reply information about the authors’ interac-

tions (who is replying to whom). Contrasting similar studies, the model favors

“heterophily” over “homophily” when encoding the nature of the authors’ in-

teractions in online debates. With respect to viewpoint identification, at the

post level, AITV’s performance exceeds that of the state-of-the-art supervised

methods in terms of stance prediction, even though it is unsupervised. More-

over, AITV outsteps a newly proposed topic model for viewpoint discovery

and attains close results to a weakly guided method in terms of author level

viewpoint identification. The results highlight the prominence of encoding

“heterophily” for purely unsupervised viewpoint identification in the context

of online debates.

In Chapter 5 an unsupervised pipeline framework has been devised to suc-

cessfully generate a fine-grained contrastive digest (contrastive table summary)

of the core reasons discussed in a controversial issue. The single inputs used

within the framework are the raw unlabeled posts and the authors reply in-

formation from debate forums. The framework is created on the basis of a

dual detection of the argument facets and the viewpoint clustering of posts. It

includes a phrase mining, a Topic Viewpoint and reasons extraction modules.

As an extension of AITV (contribution 2), a Phrase Author Interaction Topic

Viewpoint (PhAITV) model has been devised for the second module in the

framework. PhAITV jointly processes phrases of different length, instead of

just unigrams, and leverages the interaction of authors in online debates. An

extensive assessment of the framework’s final table output is conducted on real

and noisy unstructured posts from five datasets about issues extracted from

different forums. The evaluation procedure makes use of three measures: the

informativeness of the digest table as a summary, the relevance of the mined
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sentences as reasons and the accuracy of their viewpoint clustering. The re-

sults on different issues indicate that our pipeline improves considerably over

two state-of-the-art methods and several baselines when measured in terms

of documents’ summarization, reasons’ retrieval and unsupervised contrastive

reasons clustering.

In the next section, we raise some limitations of our approaches, and allude

to potential avenues that can be explored in future work.

6.2 Future Work

In Chapter 5, we described our approach for producing a final digest table of

contrastive reasons according to their argument facets and their viewpoints.

Although the results show promising properties in terms of viewpoint clus-

tering and relevance of the extracted reasons, improvements are still needed

for a better organization of the digest. Indeed, the final digest may contain

semantically similar reasons such as “fetus is not human” and “abortion is not

murder”. These reasons can be grouped together because they can represent

a premise and a claim of the same argument. An observation can be made

for this specific example. Both “fetus is not human” and “abortion is not

murder” are often employed as rebuttals to the claims of the opposing view-

point side, “a fetus is a human” and “abortion is killing a human being”. A

possible solution consists of finding the most frequent opposite counterpart for

each reason. If two reasons are often rebutting the same opposing claims, then

they can be grouped together and vice-versa. Another more general solution,

consists of detecting hierarchical groups of reasons. We can harness the hi-

erarchical non-parametric Dirichlet processes (e.g., nested chinese restaurant

process) [141] as a topic viewpoint modeling approach, and incorporate it in

our unsupervised pipeline modeling of contentious text. Using hierarchical

non-parametric modeling can in fact, help overcome another limitation which

is the specification of the number of topics as an input parameter to all the

models presented in this thesis.

It would also be interesting to validate and benchmark our Joint Topic
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Viewpoint model proposed in Chapter 3, along with other competing mod-

els, when the issue is not polarized, i.e., the number of viewpoints is greater

than two. The models suggested in Chapters 4 and 5 are conditioned to only

work with two possible viewpoints because of the way they leverage reply-

interactions to detect two opposed communities of authors. The need for

external knowledge or supervision component may be necessary, in order to

detect the degree of opposition or rebutting between the authors, for different

argument facets, given the discourse content. This may lead to detect the most

opposing communities of authors, and those that are in between with several

degrees of opposition distance comparing to the two polar extremes. In fact,

this may open the door to another avenue that has seen little attention from

the research community, which is the detection of nuances in viewpoints.

Nuance may occur at the expressed reasons level in sentences like “I only

support abortion if the mother life is in danger”. It may also occur at the view-

point level, especially in the context of political parties. Some of the parties

may share common ground about some subjects or policies, and disagree and

contend about different other issues. Thus, a lot of overlap and differences may

exist between multiple viewpoints. A conceivable solution for the detection of

nuance is to model a hidden political nuance as a real valued variable, possi-

bly dependent on the different communities of authors mentioned above, and

influencing the viewpoint variable. It would take real values ranging between

two opposite extremes in a one dimensional ideological spectrum from liberal

to conservative. This is similar to ideal points models used in contemporary

political science but usually specific to legislator vote [107].

Another possible avenue can be the addition of a component for the au-

tomatic detection of controversial or contentious topics. In this thesis, we as-

sume that the input documents mainly discuss a polarized controversial issue.

However, not all social media text or forums posts are discussing controversial

topics. Thus, an automatic pre-filtering or detection of potential topics of con-

tention is necessary for a more complete and enhanced framework. In the con-

text of online forums like Reddit, it boils down to finding discussions including

subgroups of users with high agreement on the inside and high disagreement
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with other subgroups on the outside. Leveraging the reply interaction, like in

this thesis, can be important, but more complex analysis of the discourse, or

employment of supervised techniques like deep learning, may also be essential

to solve this problem.

The surge of deep learning techniques has encouraged their use in super-

vised tasks, like stance and reason classification in social media [101], [131].

In spite of the enormous existing amount of social media data, the quantity

of annotated controversial data with stance and reasons remains relatively un-

dersized. Theses techniques are known to be data-greedy in order for them to

produce relevant representations and achieve good performances. To overcome

this problem and effectively learn with relatively small data, finding a repre-

sentation of the text that highlights the salient content can be crucial. Indeed,

recursive neural networks with representations based on the Rhetorical Struc-

ture Theory reveals beneficial for text categorization tasks, in general, and for

formal congressional debates, specifically [70]. Social media documents do not

necessarily follow rhetorical discourse structure. For this particular type of

text, a deep learning model would also gain from relevant intermediate rep-

resentation focusing on important aspects extracted from unstructured text.

We can utilize the produced argument facets as first intermediate or initial

representations of the documents. We showed that they can represent reasons

and that the sentences realizing them can belong to either stances. It has been

shown that jointly modeling stance information with reason can be profitable

for both stance and reason classification [63]. Little work has been done, so

far, on reasons classification, mainly because of the lack of labeled data. We

believe that producing intermediate representation for neural model using our

unsupervised approach can help overcome this barrier.

The same idea of using the outputs of our model as a neural intermediate

representation can also be applied to summarize contentious text. Deep Learn-

ing models have been shown to be convenient, not only for text categorization

but also for abstractive summarization [104], [113], [125]. The main research

in this field either focuses on summarizing one or two sentences [104], or long

documents [113], [125]. Social media documents are usually of medium length
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(forums, facebook and news comments), except tweets. The performance of

state-of-the-art models is hindered by the generation of unusual summaries

containing many of repeated phrases [113]. Moreover, these models have not

been tested on contentious documents to generate contrastive summaries. In

contrastive summarization, the objective is not just to reproduce the docu-

ments in succinct fashion. The goal is to highlight dispersed salient spans

corresponding to reasons and to detect the contrast in viewpoint in order

to generate an organized digest of the reasons. In that regards, reinforcing

the modeling with distinct argument facet and viewpoint representations of

phrases may be useful to avoid redundancy.

Recently, studies on neural conversational chatbot models have been focus-

ing on generating affective [5], [68] and topic [187] aware responses. Xing et

al. [187] incorporate LDA output to a sequence-to-sequence model. It would

be interesting to similarly integrate argument phrases and viewpoints to build

a chatbot with political or stance awareness. This is compelling because we

can exploit the online discussions between two author of opposed viewpoint

as dialogues. Ultimately a chatbot would be able to converse about a social

or political issue, or provide informative reasons to support its stance. This is

fundamentally close to the conception of a neural summarizer of contention,

which we described in the previous paragraph.

Enhancing the model to dynamically track the viewpoints and the argu-

ment facets over time can be appealing for politicians. They can observe the

changes in viewpoints or the drift in topics of argumentation after an important

event or a speech or during a campaign. During a campaign, incorporating the

geo-location information of the users may help detect the divergence in view-

points and prominent points of contention, and their distribution, according

to counties, provinces, and states. Work on the evolution of viewpoints and

reasons using contentious text has not been explored yet, although there exist

work on dynamic topic evolution [12].

Finally, unsupervised contrastive summarization on other types of social

media text than online forums, like Twitter, remains an open problem. Lever-

aging the mention network instead of reply network in tweets, as suggested
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in [27], may open a new path of research in that respect. However, there is

still a large margin of improvement for unsupervised clustering of documents

when exclusively exploiting the content. Again, detecting argument facets, e.g.

“killing a human being” in context of abortion, can be a key factor here. They

can be considered as targets of opinions. Targets of opinions in contentious

text are not necessarily entities or objects like the traditional targets exploited

in sentiment analysis. They can correspond to the claims or premises attacked

by an opposite stance author. The given target of interest, like “legalization

of abortion”, is not necessarily mentioned in the text. Argument facets are

highly correlated with the expression of a reason, and hence, with the nature

of the conveyed stance. They can be attacked or supported. They can form

a bedrock for such systems, along with other methods for the detection of

agreement/disagreement.
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Appendix A

Palmetto Framework

Röder et al. 2015 propose a unifying framework of automatic coherence mea-

sures, Palmetto, which encompasses existing measures in the literature as well

as unexplored ones. The Palmetto framework 1 [124] is constituted of four

separate parts or dimensions that are exchangeable and which span the con-

figuration space of coherence measures. The input is a set of words W which

corresponds to the topic to evaluate. The output is a coherence score for the

set W .

A.1 Segmentation

The first part is segmentation. A coherence should measure how well pairs

of single words or subsets of them, are fitting together. A set W can be

segmented into a set of pairs of subset of different sizes. The space of possible

segmentations is denoted by S. The coherence measure computes the degree

of support that the second part of the pair provides to the first part or subset.

When the components of the pair are single words, the segmentation is denoted

by Soneone . When the first part is a single word and the second part is the exact

set W , the segmentation is denoted as Soneset .

1http://aksw.org/Projects/Palmetto.html
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A.2 Probability estimation

The second dimension is the set of methods P used to estimate word prob-

abilities given an underlying data source. The probability of a word can be

estimated as the number of documents in which the word occurs divided by

the number of all documents. When the number of documents is substituted

with the number of sliding windows of size n, this estimated probability is

called the boolean sliding window probability denoted by Psw(n). The sliding

window method captures proximity between word tokens [124].

A.3 Confirmation Measure

A confirmation measure takes as input a probability method and a segmented

pair Si = (W ′,W ∗), where W ′ and W ∗ are subsets of the initial set of words W .

It computes how well W ∗ supports W . Two main approaches are considered.

The first is the direct confirmation measure. It computes the similarity be-

tween W ′ and W ∗. For instance, a very popular direct similarity is the Point-

wise Mutual Information (PMI), called also log ratio measure mlr(W
′,W ∗) =

log P (W ′,W ∗)+ε
P (W ∗)P (W ′)

. Another example is the normalized PMI (NPMI) mnlr(W
′,W ∗) =

mlr(W
′,W ∗)

− log(P (W ′,W ∗)+ε
.

The second approach is the indirect confirmation measure. It computes

the similarity of words in W ′ and W ∗ with respect to direct confirmations to

all words of W . Thus, W ′ and W ∗ are represented with vectors of size |W |

where each element is a direct confirmation measure between W ′ or W ∗ and

a single word from W . These vectors are called context vector. The indirect

confirmation measure is a vector similarity score. A very common measure

is the cosine similarity mcos, used also by Aletras and Stevenson [3] in that

context. An indirect confirmation measure is denoted by m̃.

A.4 Aggregation

The fourth dimension is the aggregation score of the confirmation measures of

all segmented pairs given a particular segmentation. Examples of aggregations
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are the arithmetic mean σa, the median σm and the geometric mean σg.

A.5 Used Coherence Measure

The main automatic coherence measures of topic models output can be con-

structed using the described framework. For instance, the proposed coher-

ence by [18] which is based on the NPMI can be formulated as CNPMI =

(Soneone , Psw(10),mnlr, σa). For this confirmation measure, the segmented pairs are

composed of single words. The probability estimation method is the boolean

sliding window. The confirmation measure is the direct normalized PMI and

the aggregation score is the arithmetic mean of all pairs score.

In their experiments Röder et al. [124] compute different existing and unex-

plored automated coherences of several topics (set of words). These topics are

generated from previous studies on coherence evaluation. They are extracted

from large datasets. A dataset includes a corpus, a set of topics and the human

ratings of those topics with respect to their interpretability and understand-

ability. Thus, they compute a Pearson correlation between the topics rankings

generated by automatic coherences scores, and rankings induced by the hu-

man ratings. A good coherence measure highly correlates with human ratings.

Two different types of data sources are used in order to derive word counts

and probabilities needed for automatic coherence computation. These com-

prise the original corpora used for topics learning and the external Wikipedia

corpus. The coherence measure that correlates the most with human ratings

of topics from different datasets, while using different data sources in proba-

bilities computation, is the CV measure. CV = (Soneset , Psw(110), m̃cos(nlr), σa) is

an unexplored new combination measure. It combines the segmentation Soneset ,

the boolean sliding window, the indirect cosine measure with NPMI and the

arithmetic mean for aggregation.
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Appendix B

Theory of Argumentation

In this appendix, we discuss various approaches to the study of the theory of

argumentation. Philosophical as well as computational and practical aspects

of argumentation are explored. It is worth noting that we do not aspire to

provide a systematic account of argumentation theory but we will try to go

over central points reported by the schools of thought that have contributed

most to the theory of argumentation: Informal logic and pragma-dialectics.

The organization of this appendix is as follows. Section B.1 presents the

theory of argumentation. The concepts of reasoning, viewpoint opinion and

reasonableness are discussed from two theoretical perspectives: Informal logic

and pragma-dialectics. Section B.2 explains the technical and non technical

senses of an argument. Argumentative micro-structure and macro-structure

are presented with more emphasis on the deductive and inductive validity of

an argument. Unexpressed elements in argumentative discourse are difficult

to discover. Argumentation schemes are discussed as defeasible patterns of

reasoning aimed at identifying unexpressed elements in text. Section B.3 is

devoted to a review of the main research strands in Argumentation mining:

Automatic identification of argumentative structure in text, automatic classi-

fication in text documents, and sentiment analysis or opinion mining.

B.1 What is the Theory of Argumentation?

Philosophers, argumentation theorists including formal classical and post clas-

sical informal logicians, modern rhetoricians and pragma-dialecticians, de-

142



baters, have been concerned with reasoning and the study of argumentation.

Although the field of argumentation theory has been constantly evolving; it

has yet to reach the stage of a commonly recognized theory [162].

The recent literature reveals the co-existence of many competing approaches,

differing significantly in conceptualization, scale and level of theoretical refine-

ment. A comprehensive account of the study of the theory of argumentation,

in past and current research, is given in the following: Argumentation Illumi-

nated [163]; Logic and Argumentation [9]; Enthymemes Common Knowledge

and Plausible Inference [174]; The uses of argument [147]; Anyone Who Has

a View [157]; Good Reasoning Matters! A Constructive Approach to Critical

Thinking [55]; Justification of Argumentation Schemes [176]; Argumentation

in Practice [166]; Fundamentals of Critical Argumentation [177]; Evaluating

Practical Reasoning [178]); Argumentation schemes [179] ; Argumentation and

Debate [44]; Controversy and Confrontation [158]; Pondering on Problems of

Argumentation [159]; Logic and Contemporary Rhetoric: The Use of Reason

in Everyday Life [24]; Argument Structure Representation and Theory [45];

Exploring Argumentative Contexts [160]; Topical Themes in Argumentation

Theory [39]; Everything’s an Argument [91]; Methods of Argumentation [181];

Practical Study of Argument [52].

From casual readings in the theory of argumentation or the theory of “ar-

gument”, as it is promoted by informal logicians, emerges a general definition.

The theory of argumentation is perceived as the study of the mechanisms

by which conclusions can be reached from premises (propositions, statement,

etc.) by means of logical reasoning. It has a broad scope. It includes arts and

sciences, social activities, everyday conversational exchanges, parliamentary

and political debates, dialogue, legal argumentation, and rhetoric. As stressed

by Walton [177], the modern view of argumentation contrasts with the tradi-

tional “go it alone” approach. It is perceived as an interdisciplinary approach

involving social scientists and researchers in various fields of philosophy, Law,

probabilities and statistics, computer science, linguistics, communication, cog-

nitive science, social psychology, artificial intelligence (AI), pragmatics, per-

suasion and rhetoric. In a recent book, Van Eemeren [156] discusses various
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argumentative practices that have become customary in contemporary society.

He focuses his study on the analysis of context-dependent determinants of ar-

gumentative discourse. Examples of such contexts are parliamentary debates

and political interviews, medical consultations and healthcare advertising ma-

terial, legal documents, editorials and advertising material in newspapers, and

scholarly reviews.

For Walton [181], argumentation is abstractly defined as “the interaction of

different arguments for and against some conclusion”. Our approach to mining

arguing expressions, in contentious text, is in accordance with this abstracted

view of argumentation. However, it differs significantly with respect to the ob-

ject, terminology, methods used for modeling these interactions, and the type

of inferences applied to generate the argument elements. We will elaborate

with more details on the boundary limits between the two approaches. Most

noteworthy is that the purpose of argumentation theory is not only the in-

quiry about the process by which we arrive at conclusion from the interactions

of different arguments (premises), i.e., not only the logical rule or inferential

procedure licensing the move from the premises to the conclusion, but it is also

about the internal organization of the arguments or argumentative structure

itself: What are the elements of this structure? How do they relate to each

others? How do they act together to form a conclusion? Through the study

of these questions we try to establish the points of commonality and discord

between our approach and argumentation theory. We first examine, from dif-

ferent theoretical perspectives, the term of argumentation and its association

with the concepts of reasoning, viewpoint and opinion.

B.1.1 Reasoning, Viewpoint and Opinion

Reasoning is an important ingredient that we use in solving our every day life

problems. We make numerous individual decisions on a continuous basis. Our

decisions are based, on a process of discriminating among multiple choices.

For argument theorists Reasoning is often cast to argument, which consists of

one or more reasons (premises), offered in support of a conclusion (claim). For

Freeley and Steinberg [44] “Reasoning is the process of inferring conclusions
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from premises. The premises may be in the form of any of the various types of

evidence; they may be stated as propositions; or they may be statements

of conclusions reached through prior reasoning”. For many argumentation

scholars the concept of argumentation goes beyond a simple contradiction and

provides evidence for some point of view with regard to a certain issue. For

Walton [177], a Philosopher and informal logician, “every dialogue containing

argumentation is based on a difference of viewpoints on some central issue”.

Definitely, not all arguments - as a matter of fact - are subject of dialogues

between an advocate and an opponent. However, a lot of arguments may sim-

ply be regarded as monologues which are sets of reasons designed only to get

the audience’s approval to one’s own viewpoint. Argumentation almost always

takes place in response to, or in anticipation of, a contrasted opinion. This line

of thought, to which we subscribe, is also advocated by the pragma-dialectical

group of researchers of the University of Amesterdam known as the “Ames-

terdam School”. The group is lead by Van Eemeren and Grootendorst who

brought together the dialectical and the rhetorical dimensions of argumenta-

tion [157], [161], [163]. To contemporary dialecticians, argumentation includes

a standard “ready-made” formal procedure to resolve a difference of opinion

through critical discussion.

Van Eemeren et al. [164] define argumentation in technical terms as “a

verbal and social activity of reason aimed at increasing (or decreasing) the

acceptability of a controversial standpoint or a viewpoint for the listener or

reader, by putting forward a constellation of propositions intended to justify (or

refute) the standpoint”. In most cases opinion itself is not enough; arguments

are needed when people differ on a standpoint. In all cases, it is suggested that

argumentation always pertains to a specific viewpoint with regard to a certain

issue, and the goal is to justify the endorsement of one’s viewpoint or to refute

someone else’s. For instance a speaker or writer advances argumentation to

justify his “viewpoint” to a listener or reader. Multiple documents such as

debate forums and social media’ posts, news papers’ comments and editorials

are examples carrying multiple contrastive viewpoints regarding a particular

issue of contention.
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B.1.2 Argumentation and Reasonableness

For Freeman [45], proponents are assumed to make use of the premises they

have already identified, and by a process of reasoning made of a set of log-

ical inference rules or “inference habit principles” they move to formulate a

conclusion they want their addressees to accept. Most of the argumentation

theorists assume that the proponent (speaker or a writer), who puts forward

an argument, is making an appeal to reasonableness. For a large category of

argumentation theorists reasonableness needs to be evaluated and tested on

the basis of soundness criteria.

The study of argumentation includes descriptive as well as normative cri-

teria. Normative criteria are developed by argumentation theorists (informal

logicians) who are inspired by logic, in order to evaluate the quality of an

argument. In the field of text and discourse analysis some of the linguistic

scholars use descriptive means to analyze the argumentation steps by which

users arrive at conviction or persuasion regardless of logical reasoning. The

linguistic approach to argumentation considers that verbal utterances conduct

the reader to a certain conclusion Anscombre and Ducrot [4]. This theoretical

line, referred to as “radical argumentativism” is not adverse to ours as long

as the verbal utterances – often implicitly - always entail argumentative ex-

pressions which we seek to extract. Current research practice includes both

normative and descriptive dimensions.

As mentioned previously, the purpose of this work is to look for the exis-

tence of potential links and locate the origins of commonality with the theory

of argumentation. Therefore it is natural and efficient to go over the basic con-

cepts and the related definitions. The latter are considered by argumentation

theorists as being crucial for the tasks of identification, construction, analysis,

evaluation, interpretation and invention of arguments. The main concepts are:

“argument”, “argumentation structure”, “unexpressed premise”, and “argu-

mentation scheme”. These concepts are approached much differently depend-

ing on various theoretical perspectives.
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B.2 Structural Representation of Argumenta-

tion

B.2.1 What is an Argument?

Before getting into theoretical discussion of argument structure representa-

tion we first present argument in Layman’s term, that is the use of reason in

everyday life (everyday logic), and in technical term.

Argument in Layman’s Term

An argument can be any text, be it written, spoken, aural, or visual, that ex-

presses a point of view. Argument, viewpoints or opinions can be encountered

in all areas of life, from the social and economic environment to legal and po-

litical arenas. Arguments are utilized, as “means” of persuasion or influence,

negotiation, bargaining, etc.

This extended vision of the use of argument in everyday life is advocated by

the majority of argumentation experts. Groake and Tendal [55] argue that “In

real life, there are no ‘argument rooms’ designed as places to sell an argument.

But there are many rooms in which arguments take place. They include all the

rooms in which we carry on our professional and personal lives”. The authors

conclude that arguing is not restricted to experts but it is “a skill every one of

us employs”. Arguing is not either restricted to verbal expression. The advent

of new information technologies has transformed our lives by providing several

means to non-verbal communications. These non-verbal carriers of meaning

have made it easier for us to access timelessness information. Expressed in

various forms of images and sounds, non-verbal means act as inputs needed

for argument formation. Lunsford et al. [91] claim, in their recent book

“Everything’s an Argument”, that “arguments are all around us, in every

medium, in every genre, in everything we do”. They illustrate their claim with

striking images (see Figure B.1) and text messages related to the uprising that

took place in Tunisia and later in Egypt in 2011, the so called “Arab Spring”.

The tweeted and texted documents, shared by social networks” users, represent

arguments that eventually entailed the ouster of the Presidents of the two
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Figure B.1: Photo of Mohamed Bouazizi: The Tunisian street vendor who set
himself on fire in protest against the government, the act which later led to
the Tunisian Uprising [91].

countries and hence offered arguments for liberty, dignity and justice. “Police

throws rocks @ demonstrtrs while we raised our arms. We’re unarmed, they’re

in full gear. We are strong, they’re weak.” and “after 2 days of protesting,

tear gas Is like fresh air, rubber bullets are like raindrops, sticks r like thai

massage. . . .” are examples of two arguing tweets for freedom from Egyptian

repressive regime during the Egyptian Uprising (mentioned in [91]). Other

forms of arguments such non-verbal demonstrations, symbolic references, and

metaphors appeal to some type of evidence in favour of a conclusion [91].

Argument in Technical Terms

Technically we may find two meanings of the word argument. The first is refer-

ring to the traditional approach in formal logic where an argument is merely

conceived as a list of statements, one of which is nominated as the conclu-

sion and the rest of which are designated as premises. The second meaning

finds its roots in modern approaches of informal logic and critical thinking.

For adepts of “The Theory of Argument” an argument is seen as a collec-

tion of propositions (truth-bearers: things that bear truth and falsity, or are

true and false), interacting with each other, some of which are presented as

reasons (premises) for one of them, the conclusion. The first sense contrasts

with the second because it is defined regardless of whether the premises are
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offered as reasons for believing the conclusion. Noteworthy is that not any set

of propositions in a given text is entitled to be an argument. According to

structural approaches, invoked by informal logicians, the premises of an argu-

ment should provide the support of its conclusion. Cavender [24] makes the

comment that in everyday life “as opposed to in textbooks”, few people worry

to sticky tag premises or conclusions. Moreover they usually don’t even bother

to distinguish one element of an argument from another. Arguments premises

and conclusions are usually not neatly expressed in everyday language. But

usually, in ordinary structured language, we do use expressions to banner the

intended structural components of an argument differently. Generally clues or

indicators are given. Walton [177] presents a list of basic premises and con-

clusion indicators or connectors for the analysis, and evaluation of ordinary

arguments. Typical conclusion indicators include: Therefore, thus, hence,

consequently, we may conclude that, so, it follows that, accordingly. Typi-

cal premise indicators include: Since, for, because, given that, for the reason

that, seeing that. Similar indicators can be found in [52]. It is imperative to

note that these indicators do not always function in these ways, and so their

mere use does not necessarily imply the presence of an argument. In daily life,

premises and even the conclusions of arguments are some time omitted.

B.2.2 Argument Structures

For argument theorists an argument is not only a constellation of propositions

but it is also a logical form (e.g ., mathematical proof in propositional logic),

whose validity is to be checked, and an inference rule licensing the move from

the premises to the conclusion. In discussing argument structure in the con-

text of argumentation, Freeman [45] makes the distinction between argument

micro-structure and argument macro-structure.

Argument Micro-Structure

By the micro-structure of an argument, the author refers to its logical form as

studied in deductive or inductive logic; that is the internal organization of the

constituent statements of an argument and how premises can correctly entail or
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support the conclusion. In fact there are two ways that premises may correctly

procure support to conclusions.The first yields deductively valid arguments;

the second, inductively valid (or inductively strong) arguments.

Deductively Valid Argument Deductively valid arguments are character-

ized by the property that it is not possible for the premises to be true with

the conclusion false. This is equivalent to the conditional logical form: if the

premises hold true, then necessarily the conclusion is true. In other words, the

truth of the premises in a valid argument guarantees that the conclusion is also

true. This comes from the fact that in a deductively valid argument the conclu-

sion is already part of its premises, although usually implicitly, not explicitly.

The derivation of the conclusion of a valid argument from its premises is called

a proof. There exist hundreds of deductively valid argument forms. Freely and

Steinberg [44] (Chapter 8) gives a thorough discussion of the most frequent

classical (traditional, conventional) structures of deductively valid arguments

such as modus ponens, modus tollens, hypothetical syllogism, disjunctive syl-

logism, and different types of enthymemes. He also provides formal validity

and truth testing procedures for each of them.

Inductively Valid (Strong) Argument In an inductive argument, the

premises are expected only to be so strong that, if they were true, then it

would be unlikely, although possible, that the conclusion is false. In contrast

to deductively valid arguments, inductively valid (correct, strong) arguments

have the property of projecting, from patterns stated in the premises, new

conclusions that go beyond the informational content of their premises.

Valid induction is based on the idea of training or learning from data or

experience. We often observe recurrent patterns, similarities and other kinds

of regularities in our experiences. Valid inductions simply project or generalize

this type of repeated patterns into new other possible experiences and contexts.

This is exactly what data mining is about. In our thesis topic models are

trained to detect automatically recurrent justifying or arguing expressions of

viewpoint from available opinionated unstructured text. Our models are not
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aimed at learning a particular logical structure for the reasoning that has

been used to generate these arguing expressions. We are not concerned by the

assumed implicit logic and hence we do not address the problem of the validity

of the extracted recurrent arguments.

Cavendar [24] explains that “the truth of the premises of a deductively

valid argument guarantees the truth of its conclusion; but the premises of a

perfectly good induction may all be true and yet its conclusion is false”. De-

ductive reasoning proceeds step-by-step from general to specific to establish

the certainty of a conclusion. Inductive reasoning goes from specific to general

to establish the degree of cogency or the likelihood which their premises con-

fer upon their conclusions. Inductive arguments use also statistical inference

techniques to establish the strength (or confidence) of the supported conclu-

sion. Formal logic do provide for careful testing of conventional argumentation

based on mathematical rules. But everyday argumentation is based on more

practical reasoning with no specific structure. Stephen Toulmin provided an

alternative logic structure which seems to be more appropriate to analyzing

and testing the validity of every day argumentation [147]. The proposed “lay-

out of arguments” is claimed to be a structure that occurs in any argument

and corresponds to the way in which usual arguments are put forward. The

proposed structure is made of six elements: claim, data (or grounds), warrant,

backing, modal qualifier, and rebuttal. Several extensions of Toulmin’s model

have been proposed since then. Many of them are the basis of argumentation

frameworks on internet, and computational models in artificial intelligence.

Other types of structures have been developed by pragma-dialectical theo-

rists who see argumentation as a means of resolving differences of opinion by

considering argumentation as a process of four progressing discussion stages

[162].

Argument Macro-Structure

By contrast to micro-structure, the macro-structure of an argument concerns

the deep understanding of the procedural forms and inference patterns by

which the constituents of an argument combine to generate the overall argu-
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ment. How argument elements cluster together, as entity, to allegedly lend

support to some conclusion or viewpoint? What are the elements or criteria

used to recognize and distinguish the elements that might constitute an overall

argument? It is clear that the answer to these questions relate to the study of

the macro-structure.

B.2.3 Unexpressed Argument

As stated in [162], one of the most difficult problems the argumentation the-

orists are primarily concerned with is unexpressed elements in argumentative

discourse. Our concept of implicit viewpoint, described in the thesis, can be

regarded as analogous to the concepts of “unexpressed conclusion” or “unex-

pressed premise” used in argumentation theory. For Goarke [55], “an argument

has a hidden conclusion when its premises invite a conclusion that is left un-

stated. Often the argument will contain some indication that the arguer is

offering reasons for accepting the conclusion”. For Govier [52], arguments

may have unstated, or omitted, conclusions. Such conclusions are advised by

the stated words or phrases as they appear in the context.

As has been pointed out by Van Eemeren and Grootendorst [162], the

identification of “unexpressed elements in argumentative discourse” is one of

the most challenging problems to argumentation theorists: “It is difficult to

determine exactly which unexpressed premise, logically valid, the arguer is

committed to. A logical analysis that is exclusively based on the formal validity

criterion is then not decisive”. Van Eemeren explains that an argument in

which a premise has been unexpressed is inherently logically invalid. It does

not satisfy the norms of coherent (rational, cogent) language. This comes

from the fact that it is denuded from any informative content. Thus once the

premise has been recovered (created) and made explicit it should be tested

again. But the question is on which basis? The author suggests a pragmatic

analysis which makes use of contextual information and background knowledge

(sort of additional evidence) to complete the missing information.
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B.2.4 Argument Schemes

Conventional Argumentation Schemes Argumentation schemes are the

forms of argument (structures or inferences) employed to help formulate unex-

pressed premise and evaluate its validity. An argument scheme is two things,

a structure, i.e., a “layout” of elements (premises, conclusions), and a logic

inference rule regulating the move from premises to conclusion. Enthymemes

are first forms of deductive and inductive logic argumentation schemes for

unexpressed argument structure. The traditional meaning of the term “en-

thymeme” as an argument with a missing premise (or conclusion) is well es-

tablished in logic. Freely and Steinberg [44] provide an extensive account of

different types of enthymemes and reasoning structures in general. A glossary

for the concepts and terms used in argumentation theory is appended in their

book.

Non Conventional Argumentation Schemes Current research literature

on logic witnesses the extension of the field to new forms of reasoning used in

argumentation practices. These are characterized as being semi-formal sub-

stitutes to deductive and inductive logic argumentation schemes. They are

defeasible or beatable forms of argument structures and inferences that are

mainly used throughout the identification and evaluation steps. They help

identify, analyze and evaluate arguments generally advocated by proponents

in most commonly used conversational exchanges in everyday life. Poten-

tial practice areas include legal and medical diagnostic reasoning, as well as

financial communication [122]. This third mode of reasoning is called plausi-

ble. Such non-strict argument forms are often founded on generalization and

conditionals that holds tentatively, and are subject to constant updating as

new evidence comes to be known. An argument based on an argumentation

scheme can be, a priori, accepted, but may be retracted a posteriori if it is

shown to be untenable by the newly coming evidence. Walton et al. [179] sug-

gest that the defeasable argumentation schemes may offer useful alternatives

to the restricted deductive understanding of unexpressed premises as in en-
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thymems which are conventional argumentation schemes that are deductively

valid. Walton defines defeasible reasoning as “the kind of reasoning in which

a rule or generalization that is subject to exceptions is applied to a single case,

producing a plausible inference that can fail in some cases, yet can still provide

evidence to support a conclusion”. A popular example of an argumentation

scheme is given in [180]. It characterizes the argument made by expert opin-

ion. Argument from expert opinion is judged to be reasonable if it satisfies

the following formedness conditions. Let P be a proposition, E is an expert,

and F is a field of knowledge:

• E is an expert in field F.

• E affirms that P is known to be true.

• P is included in F.

• Therefore, P may plausibly be considered to be true.

Walton [173] provides a list of argumentation schemes, with missing premises

or conclusions, including argumentation schemes from sign, argument from

example, argument from commitment, argument from position to know, argu-

ment from expert opinion, argument from analogy, argument from precedent,

argument from gradualism. Referring to these schemes, he qualifies them as

presumptive which means they are defeasable. They are unlike the context-

free types of deductive and inductive arguments encountered in formal and

informal logic. They can be defaulted contextually and thus are inherently

non-context free. However, we consider that the use such non conventional

enthymemes like argument matching templates may cause problems and raise

some critical questions at the evaluation stage.

Currently, computational models for refined defeasable paradigms are de-

veloped in the field of artificial intelligence which is now regarded as the main

area of application of argumentation theory. Walton [175] discusses these

methods for artificial intelligence in law. Freeware based on argumentation

is available on internet. Araucaria 1 uses box diagramming schemes to help

1www.computing.dundee.ac.uk/staff/creed/araucaria
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user visualise and identify the internal structure of an argument. Several other

methods use also graph structures similar to those developed by Pearl [114]

and Schum [129]. A tree structure is adopted to represent a set of premises and

conclusions. A directed graph is specified to capture the paradigm with nodes

representing premises and conclusion and a set of inferences linking nodes to

other nodes.

B.3 Argumentation Mining

B.3.1 What is Argumentation Mining?

Argumentation mining is relatively a new research area in corpus-based dis-

course analysis. Because it is still young and growing, there has not yet

emerged a commonly accepted framework that suggests a unified view about

the main research questions, terminology, methodologies, techniques, and prac-

tices. Current state of art embraces three main strands: automatic identifica-

tion of argumentative structures within a document, automatic classification

in text documents, and Opinion mining or Sentiment Analysis.

Automatic Identification of Argumentative Structure in Text

From the perspective of the theory of argumentation, the automatic study of

argumentative structures within a document includes the automatic model-

ing of the process by which arguments are logically identified, constructed,

analyzed, valued, and validated: How arguments are crafted and created au-

tomatically? How can we recognize and distinguish the elements that might

constitute an overall argument? In which logical prototype do they enter?

The answers to these questions are worked out at the identification step which

is carried out by means of “ready-made” logical patterns such Argumentation

Schemes . These postulated patterns are subject matter of past and current

research by philosophers and argumentation theorists such as Toulmin [147],

Walton [174], [176]–[179], [181], Govier [52], Cavender [24], and others. The

identification of the internal or local argumentative structure includes the cre-

ation of the building blocks making the arguments: premises, conclusion, as
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well as the attached argumentation schemes, and structural dependencies or

relationships between arguments in the document. There is little specific re-

search on mining argumentative structure. So far scholars have applied the

theory of “argument” for mining legal documents: Palau and Moens [108],

Bach et al. [7], Ashley and Walker [6], Wyner et al. [185]. Other examples

include online debates: Cabrio and Villata [22]; product reviews: Villalba and

Saint-Dizier [169], Wyner et al. [186].

Palau and Moens [108] are among the first to tackle the problem of detect-

ing arguments in text. They merge Natural Language Processing (NLP) and

Information Retrieval (IR) techniques along with some Argumentation dis-

course’s theories in order to detect and model the structure of arguments used

in a formal arguing process (e.g ., parliamentary records, law court reports).

Their work uses Toulmin’s argument structural form [147]. They consider an

argument as “a set of premises, pieces of evidence (e.g ., facts) offered in a

support of a claim”. A claim is also called a conclusion. One of their goals

is to automatically distinguish these two parts of an argument. Their work’s

experiments are set up on the Araucaria (include UK and US parliamentary

records, court reports in UK, and others) and the European Court of Human

Rights (ECHR) corpora.

In their paper Ashley and Walker [6], investigate how argumentation-

relevant information can be extracted automatically from a corpus of legal

decision documents, and how to create new arguments on the basis of the

extracted information. For decision texts, they use Vaccine/Injury Project

(V/IP) Corpus which includes default-logic annotations of argument struc-

ture.

Bach et al. [7] present a new task for learning logical structures of para-

graphs in legal articles that are subject of a study in research on Legal En-

gineering. The learning task is aimed at recognizing logical parts of law sen-

tences in a paragraph. The extracted parts are then clustered into some logical

structures of formulas which describe the connections between logical parts.

The recognition phase is accomplished using conditional random fields models

while a graph-based method is used for the clustering of the logical parts into
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logical structures.

Wyner et al. [185] present different approaches to the automatic extraction

of arguments from legal cases using text-mining. They discuss issues related to

the construction and the content of corpora of legal cases. They illustrate how

a context-free grammar can be used to extract arguments, and how complex

information such as case factors and participant role can be detected using

ontologies and Natural Language Processing.

Textual Entailment (TE) and the Recognition of Textual Entailment (RTE)

are current and well discussed topics in NLP (Natural Language Processing)

community. (TE) is used in computational linguistics. Bentivogli et al. [10]

provide a comprehensive overview of the research in (TE). Here (TE) aims at

capturing the semantics of “argumentative structure” in a text and concen-

trates on the way in which the meaning of a segment of text (for example a set

of premises), referred as Text (T), entails the meaning of another text, referred

as Hypothesis (H) as interpreted by a typical language user. More precisely it

deals with how the meaning of (H) can be logically inferred from the meaning

of (T). In propositional and predicate logic, entailment means logical impli-

cation. More details on the definition of (TE) can be found in Cabrio [20].

Automatic Recognition systems (RTE) have been developed. The purpose of

such systems is to judge (classify by yes or no) whether the meaning of (T)

entails the meaning of (H). Text Entailment draws heavily from the perspec-

tive of logic “argument” and argumentation theory in terms of the evaluation

criteria applied to the T-H pair. Considering that, the definition of (TE) does

not make the difference between linguistic knowledge and everyday language

or “world language”. Cabrio [20] considers that conventional deductive and

inductive validity of the T-H pair is questionable and, consequently, the origi-

nal definition of (TE) should be modified to acknowledge clearly the dimension

of the background knowledge or “world knowledge” introduced in the infer-

ence process. Cabrio [20] proposes a linguistically-motivated framework for

semantic inferences in (TE).

In a more recent work, Cabrio and Villata [22] present an automated frame-

work based on a combined approach of textual entailment (TE) and the natu-
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ral language (NL) specification of users’ opinions to detect the arguments and

their relations, in online debate.

Villalba and Saint-Dizier [169] pose the problem of argument extraction

and synthesis of consumer in opinionated text found in product reviews. They

suggest a framework to recognize consumers” behaviour in providing argumen-

tation in such texts. The proposed model allows them to detect and synthesize

user preferences and analyse user value systems from the extracted arguments.

The authors develop a conceptual semantics to represent the discourse struc-

tures, and use the Dislog programming language to analyse these structures.

Wyner et. al [186] propose a rule-based device for semi-automated argu-

mentative analysis of online product reviews. The authors argue that there

has been little reported success of current tools in providing automatic iden-

tification of argument in text. They consider that additional substantial work

from human analysts is requisite to carry out the task. The suggested tool uses

argumentative indicators (e.g ., suppose or therefore), and product terminol-

ogy (e.g ., product names and technical specifications), to highlight potential

arguing sections of a text. The obtained highlighted sections are then used by

an analyst to instantiate argumentation schemes to construct arguments for

and against an offer. The soundness of the resulting argumentation framework

is evaluated using formal validity and truth testing procedures.
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