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Abstract

The Dark matter Experiment with Argon and Pulse shape discrimination

(DEAP-3600) aims to detect the interactions of Weakly Interacting Massive

Particles colliding with the nuclei of argon atoms. As particles interact with

the argon in the DEAP-3600 vessel, scintillation light is emitted and detected

by 255 photomultiplier tubes (PMTs) surrounding the target volume. Photons

reaching the PMTs are converted into electrical pulses and sent along a data

processing chain. The electronics are designed to maximise the detection of in-

dividual and multiple photon pulses, which is paramount for accurate particle

identification. The Signal Conditioning Boards (SCBs) are electrical devices

designed for DEAP-3600 to optimise single photoelectron detection, and max-

imise the signal to noise ratio. Versions of the SCBs were tested and improved

to ensure the necessary signal to noise ratio was obtained. The impact of elec-

tronics noise on detector performance was studied.
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Chapter 1

Introduction

Identification of dark matter remains one of the most important unresolved

challenges in particle astrophysics. When astronomers observe the night sky

they find overwhelming evidence for a particulate component of the Universe

which does not interact electromagnetically. This unseen dark matter is re-

vealed via the gravitational effect on the motions of astrophysical objects. It

is thought to make up about 23% of the Universe. Evidence for the existence

of dark matter comes in many forms. The earliest evidence was found during

the 1930s from observations of a cluster of eight gravitationally bound galax-

ies, known as the Coma cluster. Based on the observed amount of luminous

matter, galaxies in this cluster have velocities relative to one another which are

too large for the cluster to remain gravitationally bound. Hence, some other

unseen matter must be contributing to the cluster mass. Fritz Zwicky first

referred to this as “dunkle materie”, or dark matter [1].

Four decades later, additional evidence for dark matter was unveiled from a

study of galactic rotation curves, which revealed a discrepancy in the amount

of matter expected due to rotational velocities of stars and the amount of ob-

served baryonic matter. Fast forward two decades and advances in the field

of astrophysics permitted the study of temperature anisotropies in the Cos-

mic Microwave Background Radiation (CMB), providing information about the
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density anisotropies in the Universe when matter and radiation decoupled. A

complete model, known as ΛCDM , explains the CMB temperature anisotropies,

the observations of supernovae (that also demonstrate a flat curvature for the

Universe), and the large scale structure of galaxies. The ΛCDM model has

parameters which separate the contribution of baryonic matter from the total

matter in the Universe [2]. The best fit parameters show a discrepancy be-

tween the amount of baryonic matter and total amount of matter, which is

in agreement with the amount of visible matter and dark matter observed [3].

Thus dark matter is postulated as some yet undiscovered form of non-baryonic

matter.

Particle physics offers many theories beyond the Standard Model (SM) that

predict particles with characteristics of potential dark matter candidates. Su-

perSymmetry (SUSY) is a theory which predicts that each standard model

fermion has a heavier counterpart boson, and each standard model boson has

a heavier counterpart fermion. These superpartners assist in explaining the hi-

erarchy problem of why the mass of the Higgs boson is so much lower than the

Planck mass scale. Many SUSY models predict a light, stable particle which

is weakly interacting and has a mass that could explain the astrophysical ob-

servations of dark matter. This lightest supersymmetric particle (LSP), also

known as the neutralino, is a leading dark matter candidate.

If one assumes dark matter was produced in the Big Bang and was in

thermal equilibrium with normal matter, its annihilation cross section may

be estimated. It is often referred to as the “WIMP miracle” [4] that an an-

nihilation cross section on the order of the weak interaction scale provides a

value consistent with the currently observed abundance of dark matter. This

remarkable coincidence is an enticing hint that the dark matter particle may

be weakly interacting with a mass ranging between 50 and 250 times the mass

of the proton. A Weakly Interacting Massive Particle (or “WIMP”) with these

characteristics would explain both the temperature anisotropy distribution of
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the CMB and have the currently observed relic abundance.

Located two kilometres underground in Vale’s Creighton mine near Sud-

bury, Ontario, Canada, DEAP-3600 will be one of the world’s first tonne-scale

direct detection dark matter experiments. The project seeks to capture ev-

idence of WIMPs by observing the energy associated with nuclear recoils of

dark matter particles that scatter from the nuclei of argon atoms.

This thesis outlines the development of the DEAP photomultiplier tube

(PMT) Signal Conditioning Boards (SCBs). Developed at the University of

Alberta, the SCBs are used to optimise the single photoelectron (SPE) detec-

tion efficiency of the DEAP-3600 PMTs. Chapter 2 of this thesis describes the

dark matter problem, providing explanations of the gravitational evidence for

WIMPs as well as the particle physics motivations for the neutralino. It ends

with a short discussion on liquid noble detectors and their role in the direct

detection of dark matter. In Chapter 3 an overview of the DEAP-3600 detector

is given, and the electronic architecture of DEAP-3600 is described. SCBs and

their role in enhancing the efficiency of DEAP-3600 are discussed. Chapter 4

discusses the results of commissioning two of the SCB versions. Key results

pertaining to the performance of the SCBs will be discussed, including single

photoelectron pulse heights, noise distributions, signal to noise ratios, and high

gain vs low gain channel pulse height correlation. Chapter 5 presents simula-

tion results that utilise input from the SCB tests to perform an accurate and

realistic account of the expected effect of electronics noise on the pulse shape

discrimination capability of DEAP-3600. The final chapter provides a brief

summary of the results in the context of the SCB’s impact on the performance

of DEAP-3600. It also discusses DEAP-3600’s projected sensitivity in terms

of WIMP mass versus cross section and outlines the direction of future work

related to the findings of this thesis.
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Chapter 2

Evidence for Dark Matter and

Liquid Noble Gas Detectors

At the time of writing this thesis, the matter/energy density of the Universe

may be divided into the following approximate proportions [5]:

• 73% dark energy,

• 23% dark matter,

• 4% baryonic matter.

The vast majority of the energy density of the Universe (namely the dark

component) remains yet to be directly measured. Since only the baryonic com-

ponent has been identified, the nature of dark matter and dark energy are two

of the most important unresolved problems in particle astrophysics. The exis-

tence of dark matter has been inferred from its gravitational effects on visible

matter, from the galactic scale up to large galaxy clusters [6]. Dark matter has

been postulated to be particulate in nature, and a favoured candidate is the

non-baryonic Weakly Interacting Massive Particle, or WIMP for short. WIMPs

are expected to interact via the weak force and gravity, but not participate in

electromagnetic or strong interactions. The following sections outline observa-

tions that have provided indirect evidence for dark matter, discuss the issue

of why WIMPs are expected to make up a component of dark matter, and
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evaluate their possible interactions. An overview of liquid noble dark matter

experiments is included, as well as a brief description of single phase and dual

phase detectors.

2.1 Evidence for Dark Matter

2.1.1 Galactic Rotation Curves

An early indication of dark matter originated from the study of galactic rotation

curves. The measured velocity of stars (or gas clouds) versus the distance from

the centre of the galaxy provides a distribution that may be represented by the

virial theorem. If the mass of a galaxy consists entirely of luminous matter,

most of the mass would be located in the central region, near the bulge, where

the density of stars and gas is largest. In this scenario stars at the outer radii

of the galaxy should rotate more slowly than the stars near the centre. This

is analogous to the planets at the outer edge of the solar system which orbit

slower than the inner planets due to their distance from the centre of mass of

the system. However, the observed velocity of stars at the outer radii of spiral

galaxies are found to be similar to those of stars at inner radii [7] (see Figure 2.1,

showing the galactic rotation curve of NGC 3198). To prevent the outer stars

from being ejected from the galaxy there must be additional matter at large

radii which is contributing to the total mass of the galaxy. When the rotation

curves of galaxies are compared to the Keplerian expectation, there exists a

discrepancy that may be explained by assuming a dark matter component that

forms a spherical halo distribution around the galaxy. This dark matter halo,

when combined with the visible matter in the disk, results in a rotation curve

that agrees with the experimental data. The rotational speed of luminous

matter in one galaxy is shown on the y-axis of Figure 2.1 in km·s−1, while the

radius from the centre at which that matter is located is shown on the x-axis in

units of kiloparsecs. The data points are shown to fit well with the top curve,
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which is the combination of a contribution from a dark matter halo component

and (visible matter) disk component. The individual contributions are shown

in the lower curves for clarity.

Figure 2.1: Galactic rotation curve of NGC 3198 [8]. The rotational velocity
of hydrogen gas clouds are plotted versus their radius from the centre of the
galaxy in kiloparsecs [9]. The data points are fit well to a combination of the
visible matter in the disk plus a dark matter halo component.

Different types of galaxies display different rotation curves, but most galax-

ies studied show evidence for a dark matter component in some form [10]. Fig-

ure 2.2 shows families of rotation curves of four individual classes of galaxies.

Although these galaxies have a variety of shapes, sizes, and average rotational

speeds, they all display some evidence for dark matter as indicated by the flat

rotation curve at large radii.
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Figure 2.2: Velocity curves of different galaxy types [11]. All galaxies show a
rotation velocity distribution that flattens out as radius increases, an indication
of a dark matter component.

2.1.2 Gravitational Lensing

Einstein’s theory of general relativity (GR) states that anything with mass (or

energy) will distort 4-dimensional Euclidean space-time, causing light paths

to bend. It was among the first successfully demonstrated predictions of GR,

following the explanation of the perihelion precession of Mercury. In an astro-

nomical context, the large amounts of matter that create gravitational fields

which produce noticeable lensing effects are typically stars, galaxies, or cluster

of galaxies. When photons travel through this region of distorted space-time,

their path is deflected to travel along the shortest path in space-time. This

is similar to the deflection caused when light passes through a lens, hence the

term “gravitational lensing” [12]. A schematic showing gravitational lensing of

a distant galaxy as seen on Earth is shown in Figure 2.3.

Gravitational lensing was first observed during a solar eclipse in the year
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Figure 2.3: A graphical representation of light from a distant galaxy being
gravitationally lensed by an intermediate galaxy cluster, with the light being
detected at Earth. Illistration credit: NASA, ESA & L. Calada [13].

1919 [14]. However, it was not until the advent of powerful space-based tele-

scopes in the 1990s that the true power of gravitational lensing as an astro-

nomical tool was brought into focus [15].

If a large amount of matter is situated between the Earth and a distant

galaxy, the light from the distant galaxy may be deflected by the galaxy cluster

and observed on Earth when it otherwise would not be observed. The ability

of the light to reach Earth is due to the increased number of paths from the

source created by the gravitational lense (see Figure 2.3). If the galaxy being

lensed is not directly behind the lensing galaxy, the light from distant galaxy

will be seen as arcs of light by the observer on Earth. Figure 2.4 shows an

image of the galaxy cluster Abell 2218 taken by the Hubble Space Telescope.

The circular arcs of light seen surrounding the bright cluster on the left of the

figure are gravitationally lensed images of a distant galaxy.
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Figure 2.4: Shown are the arcs created by the galaxy cluster Abell 2218
gravitationally lensing the light from galaxies behind the cluster [16].

The degree of gravitational lensing is directly proportional to the mass of the

objects causing it. By observing distant galaxies which are being lensed over

a period of time, astronomers are able to create maps of the mass distribution

of the lensing objects. The distribution of mass may then be compared to the

location and amount of luminous matter. In many cases the mass of the lensing

galaxy is much greater than can be accounted for by the baryonic component,

indicating some other unseen mass contribution [17].

Figure 2.5 shows an image of the Bullet Cluster, a pair of galaxy clusters

that have recently undergone a collision which led to the separation of the

baryonic matter from the dark matter halos. One interpretation of the image

is that the baryonic matter from the two galaxy clusters interacted electro-

magnetically during the collision, causing the gas to slow down, heat up, and

emit x-rays which were detected at Earth. However, the dark matter halos

from each galaxy (where most of the mass is situated) did not interact during

the collision, and the two halos simply passed through each other unimpeded.

The separation between the dark matter halo and baryonic components of the

cluster caused by the collision is shown by generating mass distribution maps.
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Figure 2.5: Map of the baryonic matter of two colliding galaxies (show in
red on right side) and the reconstructed centres of the mass distributions as
determined via gravitational lensing (green contour maps in both images). The
baryonic matter has reduced velocity during the collision due to electromagnetic
interactions, while the dark matter halos are observed to pass through each
other, separating from the ordinary matter [18].

The majority of the mass, represented by dark matter and shown by the green

contours, has been separated from the electromagnetically interacting hot gas

(shown on the right in red).

2.1.3 Large Scale Structure

The evolution of large scale structures in the Universe (such as galaxies and

galactic clusters) is influenced by mass density fluctuations present after the

Big Bang, which permits an independent measurement of the total fraction of

dark matter in the Universe. Figure 2.6 shows a 3-dimensional map of the dark

matter distribution as a function of time. This map was generated by analysing

data from the COSMOS survey, performed by the Hubble Space Telescope.

Left to right in the image represents time, with the left part of the map being

later times in the Universe’s evolution. Further in the past dark matter was

more evenly distributed, as indicated by a lack of clumping of galaxies. As

time progresses the dark matter gradually contracts into specific regions due

to gravitational interactions, which are consistent with the locations of light

emitting galaxies.
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Figure 2.6: The COSMOS survey 3-dimensional dark matter map. Earlier in
time (right), dark matter is more evenly distributed. As time increases (mov-
ing left) the dark matter begins to collect into structures due to gravitational
attraction [19].

Figure 2.7 shows an image of a distribution of dark matter generated from

gravitational lensing surveys using the Hubble Space Telescope (right), as well

as a distribution of baryonic matter (left) from the same region of sky. Compar-

ing the distributions shows the two types of matter are co-located, reinforcing

the idea that the gravitational potential from localised dark matter overden-

sities in the early Universe trapped primordial gas, which later formed stars

and galaxies, leading to the large scale structure of visible matter. The fila-

ment structure observed was also found to be a good match to the results of

n-body simulations of large scale structure formation which was dominated by

gravitational collapse from dark matter in the early Universe [20, 21].
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Figure 2.7: Luminous matter (left) and dark matter (right) mass distributions
as deduced by the Hubble Space Telescope [19]. The two types of matter are
co-located, indicating dark matter plays a role in galactic evolution.

2.1.4 Cosmic Microwave Background

The Cosmic Microwave Background (CMB) comprises relic photons which are

remnants from the Big Bang. Immediately after the Big Bang the Universe was

extremely hot and dense, and as a result electrons were not able to bind with

protons. This led to light scattering from the ionised plasma that permeated the

Universe. Due to this coupling of matter and photons the scattering length of

light was very short, and the Universe was essentially opaque. Roughly 380,000

years after the Big Bang the Universe had expanded and cooled to a point that

electrons could bind with protons, forming stable atoms [22]. At this time of de-

coupling the Universe became transparent to photons. Photons released at the

time of last scattering are gradually red-shifted as the Universe expands, and at
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the present day their wavelength is predominantly on the order of millimetres

(microwave). The spectral distribution of CMB photons follows a blackbody

distribution (Planck’s Law), corresponding to a temperature of 2.726 K. Satel-

lite experiments measuring the CMB, such as the Cosmic Background Explorer

(COBE) and the Wilkinson Microwave Anisotropy Probe (WMAP), have de-

termined that the Universe has a nearly isotropic temperature distribution,

with minor fluctuations on the order of tens of microkelvin [23]. The size of the

temperature fluctuations may be used to extrapolate information about the

total and baryonic matter densities at the time of decoupling. Temperature

anisotropies are usually expanded using spherical harmonics Ylm(θ, φ) [24]:

δT

T
(θ, φ) =

∞∑
l=2

+l∑
m=−l

almYlm(θ, φ) . (2.1)

The variance of alm is given by:

Cl ≡ 〈|alm|2〉 ≡
1

2l + 1

l∑
m=−l

|alm|2 . (2.2)

A Universe which is statistically isotropic implies that all values of m are equiv-

alent, meaning there is no preferred length scales [25]. Combining this with

the assumption of Gaussian temperature fluctuations, the CMB temperature

anisotropies can be plotted as a power spectrum, which shows how Clm varies

with l.

Figure 2.8 shows a power spectrum, where l(l+1)Cl/2π is plotted versus l.

The red line shows the ΛCDM six parameter model fit to the WMAP data. The

results of the fit give the following abundances of matter and baryons [24]:

ΩmH
2 = 0.14± 0.02 ΩbH

2 = 0.024± 0.001, (2.3)

where H is Hubble’s constant in units of 100 km·s−1·Mpc−1 (value ≈ 0.7).

These results indicate the baryonic mass density of the Universe (Ωb) is in-
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Figure 2.8: CMB temperature anisotropy power spectrum from various exper-
iments. Red line shows a fit of the six parameter ΛCDM model to WMAP data
for a flat Universe [26].

sufficient to account for the total mass density (Ωm), reinforcing the idea of a

non-baryonic dark matter component of the Universe, which is entirely inde-

pendent from the study of galactic rotation curves and gravitational lensing.

2.2 WIMP Dark Matter

2.2.1 Relic Density

A favoured candidate for dark matter is the Weakly Interacting Massive Par-

ticle. If WIMPs were produced in thermal equilibrium during the early stages

of the Universe, followed by a freeze-out at the appropriate abundance due

to a weak self-interaction cross section, then they would currently have an

abundance that agrees well with the measured value for dark matter [24]. An

approximation for the present relic density of dark matter is given by:
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ΩDMH
2 ≈ 3× 10−27 cm3s−1

〈σannv〉
(2.4)

where ΩDM is the current relic density, σann is the dark matter annihilation

cross section, and v is the average particle velocity [24]. Assuming ΩDM ≈ 0.25

one obtains:

〈σannv〉 ≈
3× 10−27 cm3s−1

0.1
= 3× 10−26 cm3s−1 . (2.5)

For a particle to be a viable candidate for dark matter, it must be heavy

enough to have been moving non-relativistically at the time of galaxy formation.

Considering a particle with a mass of around 100 GeV·c−2 and an average

velocity relative to Earth of about 270 km·s−1 [27], the cross section obtained

is

〈σann〉 ≈ 1× 10−33 cm2 , (2.6)

which is a typical cross section of weak interactions [28]. Dark matter par-

ticles being heavy, O(102) to O(103) GeV·c−2, and weakly interacting allows

them to fit the requirements of the observed relic density, and led to the name

“WIMPs”.

2.2.2 SuperSymmetry

The Standard Model of particle physics does not predict any viable dark mat-

ter particles. Extensions to the Standard Model have been proposed in at-

tempts to solve the hierarchy problem: the challenge of why the Planck mass,

O(1019) GeV·c−2, is many orders of magnitude greater than the physical mass

of the Higgs boson, O(102) GeV·c−2 [29]. SuperSymmetry (SUSY) is an exten-

sion to the Standard Model which potentially solves the hierarchy problem by

introducing super-partners to all Standard Model particles which are greater in
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mass and possess a spin which differs from their Standard Model counterparts

by one-half. This implies that all Standard Model fermions have boson super-

partners, and all standard model bosons have fermion super-partners. SUSY is

also appealing because it makes a prediction that the electromagnetic, strong,

and weak forces all unify at an energy near 1016 GeV [30]. Grand Unification

would mean all of the fundamental interactions excluding gravity are effectively

manifestations of the same force.

Most SUSY theories introduce a new conserved quantity known as R-parity:

R = (−1)3(B−L)+2S (2.7)

where B is the baryon number, L is the lepton number, and S is the spin.

Standard Model particles have even R-parity, whereas supersymmetric partners

have odd R-parity. Conserving R-parity in decay and scattering processes

implies that supersymmetric particles may be generated in pairs and will decay

into lighter states. The lightest supersymmetric particle, called the neutralino,

must be stable since it is the end product of the decay of heavier, unstable SUSY

particles [31, 30]. The neutralino should have a mass less than a few TeV and

should interact weakly with ordinary matter, making it a viable candidate for

the role of the WIMP. It is of interest to note that SUSY was postulated for

reasons completely unrelated to dark matter, yet it provides candidates which

could have the properties of WIMPs.

2.3 Dark Matter Direct Detection

Although there exists alternatives to direct detection of dark matter, known

as indirect dark matter detection, only the former will be discussed in detail

in this thesis. Note, however, that indirect detection experiments look for a

signal of standard model particles created by self-annihilation or decay of dark

matter particles, which may be detected on Earth. For a current review of
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the indirect search for dark matter, the reader is directed to [32]. This section

begins by describing the astrophysical model assumptions used when calcu-

lating the WIMP interaction rates for direct detection experiments. WIMP

interaction cross sections are described in the following subsection. The last

two subsections, 2.3.3 and 2.3.4, explain some useful properties of liquid noble

gases as dark matter interaction targets, and describe the difference between

two general types of detectors (single and dual phase).

2.3.1 Astrophysical WIMP Model Assumptions

The galactic Standard Halo Model (SHM) for dark matter generally assumes

the following parameters; a dark matter density (ρ) in the local neighbourhood

of the solar system of 0.3 GeV·cm−3, and a rotational velocity of the sun around

the centre of the galaxy vsun = 220 km·s−1. A velocity distribution of WIMPs

relative to Earth that follows a Maxwell-Boltzmann distribution [27] is given

by Equation 2.8;

f(v) =
C

σ3
· exp−(v− vlag)

2

2σ2
, (2.8)

where vlag is a velocity parameter which incorporates the Earth’s motion rel-

ative to the Galactic centre, σ is the velocity dispersion of stars in the Milky

Way, and C is a constant [33]. The average velocity value of 230 km·s−1 is

often used for WIMP velocity relative to Earth (see Figure 2.9). The relative

velocity of the WIMP particle is directly related to the interaction energy of

the nuclear recoil events in direct detection experiments.

2.3.2 WIMP Interaction Cross Section

It is believed WIMPs (χ) may be detected when they scatter elastically from a

target nucleus. For the DEAP-3600 project, where argon is the target material,

the interaction may simply be written as:
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Figure 2.9: Maxwell-Boltzmann WIMP velocity distribution [33]. The red line
indicates the most probable velocity.

χ+ Ar → χ′ + Ar′ . (2.9)

The interaction with WIMPs may be axial-vector coupled (spin-dependent) or

scalar (spin-independent). DEAP-3600 will be sensitive to WIMPs interacting

via spin-independent (scalar) interactions. In many theoretical models the spin-

independent WIMP interaction on a nucleus dominates over the spin-dependent

interaction for nuclei with A > 30. For the neutralino, and other WIMPs

which interact primarily through Higgs exchange (see Figure 2.10), the spin-

independent scalar coupling is roughly the same for protons and neutrons [34].

The cross section associated with the spin-independent interaction is given by:

σSI0 =
4

π
µ2
N [Zfp + (A− Z)fn]2 (2.10)

where µN = mχmN/(mχ +mN) is the reduced mass of the WIMP-nucleus sys-

tem, fp,n are the coupling of the WIMPs to protons/neutrons, A is atomic mass

number, and Z is the number of protons in the target nucleus [34]. Tree level
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Feynman diagrams providing the main contribution to the spin-independent

elastic scattering interactions of neutralinos (WIMPs) on quarks are shown in

Figure 2.10.

Figure 2.10: Tree level (first order) Feynman diagrams for spin-independent
elastic scattering of neutralinos (WIMPs) on nuclei [30]. The t-channel Higgs
exchange is shown on the left, while a s-channel squark exchange is shown on
the right.

2.3.3 Liquid Noble Gases for Dark Matter Detection

Three liquid nobles gases (neon, xenon, and argon), are often considered for

use in dark matter direct detection experiments due to their properties of being

excellent scintillators with high light yields [35]. Krypton, a scintillator used in

medical imaging and electromagnetic calorimeters, is omitted from dark matter

considerations due to the activity of naturally occurring radioactive isotopes,

including 85Kr and 81Kr. Key properties to consider when choosing a noble

liquid for a target material are summarised in Table 2.1.

Other than properties of light yield and cost, the atomic weight, natural

backgrounds, and ratio of singlet to triplet time constants guide the type of

detector one may construct. As discussed in Section 2.3.4, the small differ-

ence for singlet and triplet time constants defines the possibility of a single

phase, purely pulse shape discrimination based detector versus a dual phase
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Table 2.1: Critical parameters of noble liquids considered for dark matter ex-
periments [36, 37, 38, 39, 35]. Yield is defined as the number of generated
scintillation photons per MeV of recoil energy (electron equivalent).

Parameter neon argon xenon
Yield (x104 photons/MeV) 1.5 4.0 4.2
Singlet time constant τ1 (ns) 2.2 6 2.2
Triplet time constant τ3 (ns) 2900 1590 21
Peak λ (nm) emitted 77 128 174
Rayleigh scattering length (cm) 60 90 60
Approx. Price ($/kg) 330 5 1200
Atomic Weight (AMU) 20.18 39.95 131.30
Radioactivity None 39Ar 1Bq/kg 136Xe < 10µBq/kg
Fraction in Atmosphere [ppm] 18.2 9340 0.09

experiment. Of these three noble liquids, only neon has no natural radioac-

tive isotopes making it an attractive medium for rare event searches. However,

its low atomic weight provides a smaller target for nuclear interactions, which

may result in fewer WIMP events. Argon is found to have a high light yield

relative to neon, a moderately sized nucleus (increasing the spin-independent

cross section for nuclear interactions), and is the least expensive of the three

noble liquids considered due to its relatively high natural abundance. It also

has the largest Rayleigh scattering length, meaning a minimum amount of light

is redirected as it traverses a target volume.

Figure 2.11 shows a plot of predicted number of WIMP events versus recoil

energy for the three different noble gases considered. The calculation used

to make this plot assumed a 100 GeV·c−2 mass WIMP with a cross section

of 1.0×10−45 cm2, a live-time of three years and a fiducial mass of 1000 kg.

Xenon’s events at higher energies are suppressed due to a nuclear cross section

form factor, but due to its larger nucleus it performs better at lower recoil

energies [35]. Argon has a greater rate than neon for the entire range, and

begins to exceed the xenon event rate above recoil energies near 50 keV.
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Figure 2.11: Predicted number of WIMP events per keV of recoil energy
(assuming a 100 GeV·c−2 mass WIMP) for a 1000 kg fiducial mass detector
operating for three years, assuming a WIMP spin-independent cross section of
1.0×10−45 cm2. This figure was produced using the Dark Matter Online Tools
program [40].

2.3.4 Single Phase versus Dual Phase Detection

DEAP-3600 is designed to be one of the world’s first tonne-scale single phase

dark matter direct detectors. Single phase detectors rely solely on the scintilla-

tion light from particle interactions for event discrimination. This is contrasted

with dual phase detectors, which have two signals: primary scintillation light

from the particle interaction in a liquid, and a secondary ionisation signal from

the electrons of the initial ionisation that are drifted in an electric field towards

a gas phase. Figure 2.12 shows a schematic of a dual phase detector in opera-

tion, with the two different light signals being represented by the S1 and S2 on

the right hand side graph. Using the ratio of the primary to secondary scin-

tillation signal sizes, one may differentiate particle interaction types in a dual

phase detector [41]. The current leading limit set on WIMP spin-independent
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interaction cross section as a function of mass is set by the dual phase experi-

ment XENON100, operated at Laboratori Nazional del Gran Sasso (LNGS) in

Italy [42].

Figure 2.12: Schematic of the dual phase dark matter detector LUX, which
will use liquid xenon [43].

Dual phase detectors have the challenge of requiring an electric field within

the detection medium. Thus, additional materials (including metals) need

to be brought closer to the target volume, which increases the likelihood of

background events. It is also argued that single phase detectors are easier to

scale to larger sizes since they can be created in spherical geometries which

maximises the volume of target material contained per square meter of surface

area. This spherical geometry maximises self-shielding of the target materials,

and facilitates increased photocathode coverage by allowing photomultiplier

tubes (PMTs) to surround the detector. In contrast, dual phase detectors are

typically cylindrical in geometry to facilitate the electric field and secondary

gas phase. With this design, a dual phase detector has increasing difficulty

achieving uniformity in the electric field needed for the electron drifting as the
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detector size is increased. Dual phase detectors typically have PMTs situated

only at the top and bottom of the detector, and as a result the detectors sacrifice

photocoverage for the benefit of the secondary ionisation signal. However,

due to the cylindrical geometry dual phase detectors have excellent position

reconstruction, allowing for very precise fiducialisation.

In a single phase detector like DEAP, discrimination between types of par-

ticle interactions arise from the differences in the pulse shape between nuclear

recoils and electromagnetic events. The in-depth discussion of pulse shape dis-

crimination in DEAP-3600 is deferred to Chapter 3. When the noble liquid

is ionised from a particle interaction, the liquid forms excited dimer states in

either the singlet or triplet configuration. The two states have distinct lifetimes

and amplitudes. In argon, the triplet state has a time constant (the time it

takes for a sample full of excited atoms to decay to 1/e of its original size) of

1.6 µs, while the singlet state has a time constant of 6 ns [36].

The scintillation light from a liquid noble gas comes from ionising radiation

producing excitons N* (Equation 2.11) and ions N+ (Equation 2.12) [44]:

N∗ +N +N → N∗2 +N, (2.11)

N∗2 → 2N + hν

N+ +N → N+
2 , (2.12)

N+
2 + e− → N∗∗ +N,

N∗∗ → N∗ + heat,

N∗ +N +N → N∗2 +N,

N∗2 → 2N + hν

where N** decaying to N* and heat is a non-radiation transition, and hν
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denotes the ultraviolet photon emitted by the noble gas. Once the ultraviolet

photons are emitted they traverse the detector and are either detected directly

by PMTs or converted into photons of longer wavelength and then detected

by PMTs. Since WIMPs distributed throughout the local neighbourhood are

assumed to have non-relativistic speeds, the energy imparted to a recoiling

nucleus is given by:

ER =
µ2
Nv

2(1− cosθ)
mN

, (2.13)

where v is the velocity of the WIMP relative to the nucleus, θ is the scattering

angle in the centre of mass frame, and mN is the mass of the recoiling nucleus

[24]. DEAP-3600 is designed for a target threshold (minimum detectable en-

ergy) of 20 keVee (kiloelectronVolt electron equivalent). These units are used

to distinguish between the amount of energy converted to scintillation light

from electromagnetic events versus nuclear recoils. Equation 2.14 shows the

relationship between energy converted into scintillation photons by a particle

through electronics recoils (Eee) and the amount of energy converted into scin-

tillation light by a particle with the same energy, but through a nuclear recoil

(ENR,scint):

ENR,scint = Eee ·Q (2.14)

where Q represents the quenching factor. The quenching factor for nuclear

recoils in liquid argon is 0.25 for the energy range 10 keV < Eee < 250 keV

[45]. Thus, for a particle which would generate 80 keVee of energy worth

of scintillation photons through electronic recoils, only 20 keV of energy will

be converted into scintillation photons through a nuclear recoil. Due to this

quenching effect, the DEAP-3600 threshold of 20 keVee implies a sensitivity to

events depositing 20 keV of energy into scintillation photons from electronic

recoils, and nuclear recoils events with 80 keVee of energy.
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Chapter 3

DEAP-3600

This chapter provides a brief introduction to the DEAP-3600 dark matter de-

tector, discussing the basic detector design, and the principle of Pulse Shape

Discrimination (PSD) which is central to single phase detectors. The produc-

tion of SPEs by PMTs will be discussed, and that will segue into the next

section on the DEAP-3600 electronics system.

3.1 The DEAP-3600 Experiment

The DEAP-3600 (Dark matter Experiment with Argon and Pulse shape dis-

crimination) detector is being constructed at the SNOlab underground facility

near Sudbury, Ontario, Canada. SNOlab is located in an active Vale Corpora-

tion nickel mine ∼ 2072 meters below the surface which provides 6010 meters

water equivalent of overhead shielding [46]. At these depths SNOlab experi-

ments benefit from a significant reduction in cosmic ray flux, < 0.23 µ/m2/day [47],

the primary source of the cosmogenic neutron background for rare event neu-

trino experiments and dark matter searches.

DEAP-3600 is a single phase detector incorporating 3600 kilograms of liquid

argon as the target medium for expected dark matter interactions. A schematic

cross section of DEAP-3600’s primary components is shown in Figure 3.1. For
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Figure 3.1: Cross section view showing major components of DEAP-3600
detector [48]. The acrylic sphere has an inner diameter ≈ 1.7 m.

scale, the inner diameter of the acrylic vessel is 1.7 m, with the cylindrical light

guides attached to the outside of the sphere measuring 50 cm in length.

The dominant background for the DEAP experiment is the signal from

39Ar β-decays and, assuming DEAP-3600 achieves its target energy threshold

of 20 keVee, the detector must reject the 39Ar β-decays at a level of 10−10 to

achieve a 3-tonne-year exposure without background events entering the region

of interest [49]. Discrimination power is defined to be the ratio of mis-identified

background events as nuclear recoils to the number of background events suc-

cessfully rejected. A discrimination power of 10−10 means an experiment can

correctly identify and reject 10 billion background events with less than one

leakage into the signal region of interest. It is expected that DEAP-3600 will

have less than 0.2 background 39Ar β-decays in the WIMP region of interest in

a three year run [49].
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3.1.1 Detector Design Basics

Acrylic is chosen as the primary detector material since it can be manufactured

with high radio-purity, thus reducing the potential for background events pro-

duced close to the fiducial volume. The acrylic used for DEAP-3600 also has

high optical transmission for the wavelength of light emitted by the wavelength

shifter tetraphenyl butadiene (TPB) that will coat the inner acrylic vessel sur-

face. A long neck attached to the top of the acrylic vessel provides a path for

the argon recirculation. Attached to the outer surface of the acrylic vessel will

be 255 cylindrical acrylic light guides, each weighing ∼ 17 kg. The acrylic light

guides serve two main purposes: first, they create a thermal gradient which

separates the PMTs from the cryogenic temperature of the LAr; second, they

act as neutron shielding for (α,n) reactions generated by the PMT glass which

contain naturally occurring concentrations of uranium and thorium [50]. The

space between the light guides is also filled with layers of Styrofoam and acrylic

for additional neutron shielding.

When 128 nm UV photons produced from argon scintillation are emitted,

they propagate within the noble liquid until they reach the inner acrylic sur-

face of the DEAP-3600 vessel. At the inner surface, which is coated with TPB,

the photon is absorbed and re-emitted isotropically with a spectrum peaked at

440 nm [51]. The λ-shifted photons are then detected by DEAP’s 255 Hama-

matsu R5912 high quantum efficiency (HQE) PMTs attached to the end of the

acrylic light guides, and the signals are transferred to the electronics system

for processing.

For a WIMP event transferring 80 keVee of energy (Eee) to an argon nucleus

situated in the centre of the acrylic vessel, roughly 800 UV photons will be

isotropically emitted (Equation 2.14 multiplied by light yield, Y). In the worst

case scenario (only 1.0 µm thick layer of TPB) there will be a one-to-one

conversion of 128 nm photons to 440 nm photons (κ = 1.0), although this is a

conservative (under-estimated) value. These blue photons are isotropically re-
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emitted, and are able to travel relatively freely through the acrylic light guides

(attenuation length > 4.0 m) to the PMTs. Accounting for PMT photocoverage

(S = 0.75) and average quantum efficiency (QE ≈ 0.32 at 440 nm), the total

photoelectrons (PEtotal) collected for the 80 keV recoil energy event is:

PEtotal = Eee ·Q · Y · S · κ ·QE = 192 , (3.1)

where Q = 0.25 (quenching factor), and Y = 40 UV photons per keVee (see

Section 2.3.4). This implies that for a central event, the DEAP-3600 detector

will collect PEtotal ∼ 200 PE with its 255 PMTs (less than 1 PE per PMT on

average), which emphasises the need for an electronics system that maximises

the SPE detection efficiency.

The acrylic vessel and surrounding neutron shielding structure will be en-

cased in a steel shell immersed in a tank of ultra-pure water, 7 m in diameter,

and 7 m tall (see Figure 3.2). The water serves as further mitigation of cosmo-

genic neutrons created by cosmic ray muons interacting with the surrounding

cavern walls. The water shield will be viewed with veto PMTs to detect cosmic

ray muons passing through the water, allowing rejection of events coincident

with spallation products of cosmic ray muons interacting with the detector ma-

terials. These layers of radioactive shielding are increasingly radio-pure as one

moves inwards toward the fiducial volume.

Table 3.1: Background budget (requirements) for DEAP-3600 during a three
year run time [52].

Background # Events in Energy ROI # Events in Fiducial ROI
39Ar βs 1.6×109 < 0.2

Neutrons 30 < 0.2

Surface Events (α) 150 < 0.2

The background requirements for DEAP-3600 during a three year run are

shown in Table 3.1. Total background event leakage into the fiducial volume

region of interest (ROI) should be less than 1 in three years. The 39Ar βs will
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Figure 3.2: Schematic of the DEAP-3600 detector and steel containment
shell [48].

be mitigated with energy and Fprompt cuts (see Section 3.1.2), and the neutrons

will be moderated with passive shielding (acrylic, water, and LAr). Remaining

surface events from alpha backgrounds will be tagged with energy and radial

cuts.

3.1.2 Pulse Shape Discrimination

When particles interact with argon it can be excited into either the short lived

singlet, or longer lived triplet state. Electromagnetic backgrounds have a low
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linear energy transfer (LET) in the argon, and as a result the triplet state is

predominantly excited. Note that linear energy transfer is the energy dissipated

per unit of path length, dE/dx [53]. This triplet state excitation results in

argon decaying to scintillation photons with a time constant of 1.6 µs. When a

nuclear recoil occurs, the result is a high LET that predominantly excites the

singlet state. With a time constant of 6 ns for the singlet state, most of the

scintillation light from nuclear recoils (∼ 75%) is produced in the first hundred

nanoseconds of the interaction, as shown in the top of Figure 3.3.

Figure 3.3: Pulse shape (total PMT voltage ∝ detected scintillation light vs
time) for nuclear recoils (top, red) and electromagnetic backgrounds (bottom,
blue) [54].

For electromagnetic events in argon like 39Ar βs, the triplet state is excited
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three times as frequently as the singlet state. Due to the longer triplet time

constant (1.6 µs), only ∼ 25% of the light occurs within the prompt window

(0 - 9 µs, see the bottom of Figure 3.3). The general trend for particle inter-

actions in argon is that an increase in the LET of the event increases the total

percentage of scintillation light due to the singlet state [53]. The difference

in these two pulse shapes may be applied to a discrimination between nuclear

recoils and electromagnetic backgrounds.

In Figure 3.3, the collected light has been converted to electrical pulses by

the PMT, such that the amount of detected light is represented by the total

voltage above baseline over time. Every photoelectron produced by the PMT

creates a voltage which is added to a waveform like the one in Figure 3.3.

DEAP-3600 characterises pulse shape differences with the parameter Fprompt,

which is the ratio of early to total light, where the prompt light window is

usually chosen as the first 150 ns of the event:

Fprompt =

∫ tb
ta
V dt∫ tc

ta
V dt

. (3.2)

Here ta is the start of the event, tb is the end of the prompt window (∼ 150 ns), tc

is the total event length (∼ 9 µs), and V is the voltage recorded by the PMTs.

The Fprompt distributions of signal and background events can be shifted by

modifying the prompt window size, but on average nuclear recoil events have

a mean value of ∼ 0.75, while electromagnetic events, such as 39Ar β-decays,

have a mean Fprompt of ∼ 0.30. Plotting the Fprompt of the event versus its

total energy demonstrates that the nuclear recoils can be distinguished from

the electromagnetic backgrounds (see Figure 3.4).

The total energy of the event is obtained from the following equation:

Etotal = QPE · k (3.3)

where QPE is the number of detected single photoelectrons, and k is the average
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Figure 3.4: Fprompt vs energy measured in integrated charge, which is propor-
tional to collected scintillation light, for simulated electromagnetic and nuclear
recoil events in DEAP-3600.

energy deposited to produce a single photoelectron. Above a certain energy

threshold, the two distributions are well separated. The region of interest for

WIMP interactions is obtained by defining a cut region where the probability of

electromagnetic background leakage into the ROI is statistically limited. The

precise region of interest will be determined once the calibration of DEAP-3600

has been performed, and the light yield has been characterised.

3.2 DEAP-3600 Electronics Overview

DEAP-3600 will detect particle interactions in argon using light detecting in-

struments known as photomultiplier tubes (PMTs). Photomultiplier tubes gen-

erate an initial electron via the photoelectric effect when a photon strikes the
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photocathode (see Figure 3.5). High voltage between the photocathode and

Figure 3.5: Schematic of the dynode structure used by a PMT for charge
amplification [55].

first dynode accelerates the electron, until it strikes the first dynode. The dyn-

ode then releases two or more electrons, which are accelerated to the second

dynode where they each release multiple electrons, and so forth, until the charge

has been amplified to the point where it can be easily read out by an electronic

device. For the majority of events occurring within the fiducial volume of

DEAP-3600, the light detected by the PMTs will generate single photoelectron

pulses which vary in shape and height, due to small differences in amplification

from one dynode to the next, as well as the statistical nature of the conversion

of photons to electrons [56]. The number of secondary electrons that an initial

electron creates upon contact with a dynode depends on the energy of the ini-

tial electron, implying the variance in initial electron energies also contributes

to the distribution of pulse heights generated by a PMT. The PMT used for

DEAP, a Hamamatsu R5912 HQE, has a peak quantum efficiency of ≈ 32%

near 420 nm [57, 58]. The quantum efficiency is maximised for the blue region

of visible light, which is the wavelength of light predominantly generated by

the wavelength shifter TPB coating the inside of the acrylic vessel.
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In order to identify the particle interacting with the argon, the information

about the light generated as a function of time must be recorded electronically

and analysed offline. To cope with the expected 3.6 kHz of background events

from 39Ar β-decays, a hardware trigger system is used to reduce the number of

recorded events. The overall electronic framework for DEAP-3600 is shown in

Figure 3.6.

Figure 3.6: DEAP-3600 electronics data flow concept. The three sections
represent the front end system, trigger system, and data acquisition system.

As shown in Figure 3.6, the first components to receive information from the

PMTs are the signal conditioning boards (SCBs). The SCBs relay information

to the trigger system which provides a threshold decision of interest in the

event for recording. The information from the digitisers is sent to front end

computers, where a second level of filtering is performed before the information

is finally written to disk.
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3.2.1 Analog Electronics

The following subsection will briefly describe how information from particle

interactions propagate through the DEAP-3600 electronic infrastructure. This

is to emphasise the importance of the SCBs for which the results of their testing

is reported in Chapter 4. The electrical system discussion is divided into two

parts: analog electronics, and digitiser electronics (readout). Further details

of the operation of individual electrical components will be discussed after the

overall purpose of each electrical component within the larger framework has

been established.

Once a PMT converts the photons from a particle interaction into electrons,

an electrical signal is generated and sent to the SCBs through a secure high

voltage (SHV) cable. A single SHV cable for each PMT reduces the amount

of material close to the liquid argon, saving on space used by the electronics

system and reducing the potential for production of background events from

the material in the cables. Each SCB has twelve PMT inputs, meaning there

are a total of 22 SCBs for the 255 primary PMTs. Four additional SCBs receive

the signals from the 48 muon veto PMTs. The SCB decouples the PMT signal

from the PMT high voltage. An image of a signal conditioning board which was

used for testing purposes is shown in Figure 3.7. Each SCB produces an analog

sum of the twelve input PMT signals, and the sum from each of the 22 SCBs is

sent to the Digitiser and Trigger Module (DTM). The sum is used to determine

whether or not to pass the event information along the data processing chain

by performing a fast estimation of the energy and Fprompt of the event. The

Digitiser and Trigger Module is being designed and developed at the TRIUMF

National Laboratory in Vancouver, British Columbia. The goal of the DTM

is to reduce the event rate by filtering 90% of the 39Ar β-decays. The event

rate reduction by the DTM will ensure the digitisers are not overloaded at any

point during operation, reducing the risk of potential detector dead time.

The SCB also outputs the PMT signals into two other channels to be sent
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Figure 3.7: Signal Conditioning Boards in a crate, set up for performance
testing at TRIUMF.

to the CAEN digitiser modules: high (HG) and low gain (LG). HG is a fast

output channel with moderate pulse height amplification and pulse widening

with a 4 to 8 ns time constant (selection of an appropriate time constant is

discussed in Chapter 4). The HG channel on the SCB will be used to record

information about high frequency and low light events, such as argon β-decays

and nuclear recoils. The pulse widening is designed to maximise the signal to

noise ratio (S2N) and alter the pulses so that their rise time can be recorded

over a number of time bins by the digitiser. If the pulses are too narrow with

respect to the sample size on the digitiser (4 ns), then information about the

pulse shape will be lost due to the precision of the digitising device.

Higher energy events which may saturate the high gain channel (such as

alpha decays on the surface of the acrylic vessel) are read out using the low

gain channel. This reduces the overall dead time of the detector, and permits

high energy background events to be studied. The low gain channel attenuates

the PMT signal by a factor of approximately 10 relative to the high gain, and

widens the single photoelectron (SPE) pulses to about 100 ns. Given that low

gain channels are read out by slower digitisers (65 MegaSamples/second), the
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pulses must be relatively wide in order to retain the shape information. The

properties of the SPE pulses which are tunable using the SCBs are:

• Pulse height (controlled by amplifiers on the SCB)

• Pulse rise and fall time (controlled be amplifier speed, capacitors)

• Integrated pulse charge (controlled by amplification and pulse widening)

These pulse properties are characterised during the SCB performance tests

to ensure the optimal SPE detection efficiency can be achieved (see Chapter 4).

Electronics noise for a number of integration windows was also characterised

to ensure a maximum signal to noise ratio.

3.2.2 Digitiser Electronics (Readout)

After the SCB has processed the PMT signals, they are transferred to the

Analog to Digital Converters (ADCs).

Figure 3.8: CAEN analog to digital converter model V1720. 32 fast ADCs will
be used by DEAP-3600 to process information about low light, high frequency
events. Image from CAEN website.

The function of the ADC is to convert the raw electrical signal (measured

as a voltage) into a binary word [59]. DEAP-3600 uses CAEN V1720 12 bit

ADCs (see Figure 3.8) for the fast output, which have a sampling rate of

250 MegaSamples/second [60]. The CAEN V1720 has 8 channels, meaning

there are a total of 32 V1720 digitisers to receive the 255 PMT signals. The

size of the bins on the time axis (∆t) of the digitised waveform is given by:
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∆t =
1

Rs

=
1

250× 106 S/sec
= 4 ns (3.4)

where Rs is the sample rate of the digitiser. The resolution of a digitiser refers

to the smallest change in input voltage it can theoretically measure, neglecting

noise. A 12 bit digitiser, combined with a 2 Volt peak-to-peak dynamic range

(VD), gives a digitiser resolution (R) of [61]:

R =
VD
2n

=
2000 mV

4096
= 0.488 mV (3.5)

where n is the bit resolution of the ADC. With the above resolution, the ADC

units recorded by the digitiser correspond to ≈ 0.5 mV. The ADCs continually

convert the analog electrical signal into a digital signal which is kept in a

cyclical buffer until the digitiser is triggered to read out. The information in

the buffer is then read and sent to a PCIe card, with a maximum transfer

rate of 80 MB/s. The front end computer writes the data to disk using the

Maximum Integration Data Acquisition System (MIDAS) software, which is a

simple and flexible data acquisition (DAQ) system developed by researchers at

the Paul Scherrer Institute in Switzerland, and TRIUMF National Laboratory

in Canada [62]. When the DTM registers a high light event, such as an alpha

decay on the surface of the DEAP-3600 detector, it will signal the digitisers to

read out the low gain channel of the SCBs. The signals from the SCB low gain

channels will be sent to the CAEN V1740 digitisers, where each slow digitiser

(V1740) can accept up to 64 input channels. Four of the slow digitisers (256

channels) will be used for the LG channels of the SCBs, and a fifth V1740 will

be used to accept the signals from the 48 muon veto PMTs.
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Chapter 4

Signal Conditioning Board

Performance Tests

4.1 SCB Chapter Overview

The Analysis Methodology section that follows is divided into a series of sub-

sections. It explains the process behind the analysis which is performed in

the following two sections (on SCBv2 and SCBv3). The first subsection of

Analysis Methodology will describe the DEAP electronics testbed setup at the

University of Alberta for the purpose of performance testing the SCBs. Next,

the pulse finding algorithm DSPE is discussed to give the reader an idea of

the process behind the average waveform and pulse height distribution produc-

tion. The remainder of the Analysis Methodology section describes in detail

the process behind all of the performance tests. Results may be found in the

Performance Tests sections.

The SCBv2 section starts with a description of the board (with some de-

sign specifications), and then proceeds with the results of the performance tests.

The results show the distributions which were obtained from the analysis out-

lined in the Analysis Methodology section, and discusses the implications of

the results.
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The SCBv3 Pre-Testing section explains how an updated version of the

SCB was analysed to determine which channel, from a variety of channels with

different characteristics, was selected for rigorous testing. The SCBv3 Chan-

nel 10 Performance Tests section then outlines the same analysis as outlined in

the Analysis Methodology section to determine the overall performance of the

selected channel and compare it with the results of the previous iteration of

the board (SCBv2). Chapter 4 concludes with a short section on two auxiliary

tests completed with SCBv3 to determine if design specifications with respect

to dynamic range are met.

4.2 Analysis Methodology

The Analysis Methodology section of this thesis is meant to provide the reader

with an in-depth understanding of how the results of the following sections

are obtained. It may be useful to refer back to this section after reading the

SCB Performance Tests sections. The various distributions and histograms

explained in this section all have the common theme of providing some mea-

sure for the performance of the SCB being tested. Some parameters are not

an absolute measure of the SCB performance by themselves, but aid in deter-

mining whether an improvement has been made by comparing with the same

parameter measured with a different board. For example, the peak to valley

ratio (Section 4.2.4) is just a dimensionless quantity, but an increase in peak

to valley from one board to another can indicate that the changes made to the

hardware have had a beneficial impact on the board’s pulse height distribution

shape.

4.2.1 Electronics Testbed

To facilitate the signal conditioning board performance tests, an electronics

testbed was established. A dark box (light tight container) was constructed
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for the purpose of PMT testing, which is approximately 100 cm × 50 cm ×

40 cm in size. A Bertran Model 375P High Voltage power supply was used to

power the PMT. A schematic showing the main components of the electronics

testbed is shown in Figure 4.1.

Figure 4.1: DEAP-3600 electronics testbed schematic.

The high voltage is separated (decoupled) from the PMT signal at a SCB,

since both share a common cable. The SCB output is sent to a CAEN V1720

digitiser, and the signal from the digitiser is sent via optical link to the PCIe

card on the front end computer. Photons are generated with a blue light

emitting diode (LED) which is attached to a fibre optic cable. The LED and

cable are placed inside the dark box facing the PMT. An arbitrary function

generator (AFG) is used to generate voltage pulses which are converted into

a trigger signal and sent to the digitiser. A copy of the AFG signal is sent
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to the LED to generate light. To ensure that most of the pulses generated by

the LED contain on average a single photon, the signal from the AFG is set

to be as narrow as possible (typically 30 ns wide). Approximately 80% of the

pulses sent to LED do not generate photons, which ensures that the number of

multiple photoelectrons generated by the PMT are statistically limited.

The front end computer receives the digitised waveforms from the V1720,

and saves the information in a file format compatible with the DAQ software

MIDAS. Raw waveforms are then processed through analysis algorithms de-

veloped by DEAP-3600 researchers to identify the event topology. All of the

analysis performed in the following sections on SCB performance tests was fa-

cilitated with computer programs created by the author, which were derived

from earlier code written by researchers at TRIUMF that served the primary

purpose of interfacing with the MIDAS file storage.

4.2.2 DSPE: Digital Single Photoelectron Detection

One of the primary goals of the electronics testbed for DEAP-3600 is to measure

the performance of the SCBs. Ultimately, the ability to distinguish a WIMP

signal from electromagnetic background events with DEAP relies on the effec-

tiveness of the electronics system to accurately record and process information

from the particle interactions within the LAr. The digitised pulses from the

electronics testbed follow the same signal conditioning pattern which will be im-

plemented in the DEAP-3600 detector. This permits testing of pulse detection

algorithms prior to detector installation and commissioning. To effectively sep-

arate signal from background, the waveforms recorded by the DAQ setup must

provide an accurate measurement of Fprompt and energy (recall Equations 3.2

and 3.3). This may be accomplished if the waveforms have a high signal to

noise ratio (S2N = the ratio of pulse height to noise distribution width). A

S2N of ≥ 30 is required for DEAP-3600 in order to maximise the SPE detection

efficiency. For S2N less than 30, SPE detection becomes prone to leakage from
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noise pulses, which are comparable in size to smaller SPE pulses. This leakage

from noise pulses at low S2N values reduces the precision of the reconstructed

Fprompt and energy.

Digital/Derivative Single Photoelectron detection (DSPE) is the name given

to one of the leading algorithms used to detect SPEs in DEAP-3600 waveforms.

The algorithm must be highly efficient in identifying SPEs to provide the most

accurate value for the total charge of the particle interaction. The algorithm

determines the change in voltage from one time bin to another by moving

through the waveform and subtracting the previous bin contents from that of

the current bin. This algorithm utilises the fact that SPE pulses generated

by the PMT rise faster than pulses generated by random electronics noise. It

then sets a threshold on this “derivative” histogram. The threshold for the

derivative histogram is usually set to:

TDSPE = 5 · σ4ns (4.1)

where σ4ns is the standard deviation of the single time bin noise distribution

(recall that the digitised waveforms have a bin size of 4 ns). This threshold

was chosen because it reduces the leakage from noise pulses to the 10−4 level

(less than one leaked noise pulse per 104 PMT-generated pulses), which helps

to statistically limit the effect of noise pulses on the average waveform calcu-

lation. The start of a recorded pulse (Tstart) is defined at the point where the

derivative threshold is first crossed. Once the derivative returns to zero, the end

of the pulse (Tstop) is assigned. While a waveform is processed with the DSPE

algorithm, the total charge (sumQ) is calculated by integrating the signal over

time. To determine the peak pulse height the maximum voltage is subtracted

from a baseline, set by the digitiser for the zero pulse region. Figure 4.2 shows

an example of a digitised SPE pulse.

For a typical background event occurring at the centre of the DEAP-3600

detector (such as a 100 keV β-decay), each PMT is expected to receive a
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Figure 4.2: Pulse found by DSPE with integrated charge shaded in blue, blue
line showing the baseline, and the red lines showing the calculated start and
stop time of the pulse.

few well separated photoelectrons, with minimal pileup. The SPE detection

efficiency is therefore crucial for a proper event energy measurement. This

requirement is the reason why signal conditioning is performed: to maximise

SPE detection efficiency, as well as signal to noise ratio. SPE counting is

crucial for dark matter experiments where pulse shape discrimination is the

primary background rejection technique. This is contrasted with other particle

detectors such as those housed in accelerator laboratories, where the signal is

composed of many events in a short period of time, or where the signal is high

energy and generates many photons in a short period of time.

4.2.3 Pulse Height Distributions

High voltage power supplies are connected to the SCBs with single SHV ca-

bles. The SHV output of the SCB is then connected to the PMT base, which
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distributes the voltage to the dynodes in the PMT. Since the SCB and PMT

base have different total impedances, the high voltage reaching the PMT is not

equal to the high voltage applied to the SCB. To determine the HV applied to

the PMT base for a given HV applied to the SCB, the following equation may

be used:

Vbase = VSCB ·
Rbase

Rbase +RSCB

, (4.2)

where Rbase is the impedance of the base (22.5 MΩ) and RSCB is the impedance

of the SCB (1.5 MΩ). This means that roughly 94% of the HV that is applied

to the SCB is applied to the PMT base.

The optimal PMT voltage depends on the application of the detector, as well

as dynamic range requirements (the maximum number of PEs an electronics

system must be able to detect in a short time window without saturating).

For the DEAP-3600 detector, the optimal voltage is defined as the supply

voltage where the signal to noise ratio is large enough to adequately distinguish

SPEs from noise and the average pulse heights avoid saturating the digitiser

when multiple SPEs occur within a time window of 40 ns (the average length

of a pulse). The voltage should be high enough to meet the signal to noise

requirements, but below the maximum operating voltage to ensure longevity of

the PMT, and to minimise the dark pulse rate that would otherwise affect the

measurements of energy and Fprompt for particle interactions in DEAP-3600.

Dark noise is discussed further in Section 4.2.7.

Choosing a PMT operating voltage below the maximum PMT voltage is

also beneficial because of the smaller width of the pulse height distribution at

lower voltages. A narrow pulse height distribution will enhance the calculation

accuracy of the number of photoelectrons per event in DEAP-3600, increas-

ing the precision of both the Fprompt and energy calculations, and therefore

optimising the detector discrimination power.

By increasing the PMT voltage, one increases the gain of the PMT, or
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charge amplification of the final output pulse. The gain of the PMT is also a

function of the number of dynodes. A plot of the gain versus PMT HV (R5912

model) is shown in Figure 4.3. The lower gain model of PMT (R5912) has

fewer dynodes (10) than the R5912-02 (14), which results in a lower slope of

the gain vs supply voltage curve.

Figure 4.3: PMT gain versus high voltage. The PMT used for this analysis is an
R5912, so the less steep line represents its gain vs high voltage relationship [58].

To determine the behaviour of the PMT and SCB for increasing HV, the

supply voltage to the PMT is increased in increments of 100 V and the cor-

responding pulse height distribution is evaluated. Pulse height distributions

are generated with the electronics testbed in SPE mode, meaning the LED is

pulsed in such a way that around 20% of the LED voltage pulses generate an

SPE in the PMT. SPE mode ensures that the electronics testbed produces a

statistically limited number of multiple photoelectron pulses. The digitiser is

triggered on a modified version of the voltage pulse that is sent to the LED
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such that most SPEs found in the digitised waveforms are the result of LED

generated photons, with dark noise SPEs in the waveforms being suppressed

to the level of roughly one dark SPE per 20 digitised waveforms.

Digitised waveforms are recorded and scanned for the largest pulse height

beyond the baseline. For waveforms containing a SPE pulse, the SPE pulse

height is added to the distribution while waveforms containing pure noise con-

tribute a maximum noise value. This results in two peaks: a noise peak centred

around a few mV, and an SPE pulse height distribution centred at the most

probable pulse height. A plot of a sample pulse height distribution is shown in

Figure 4.4. Locations of peak and valley are labelled for clarity, and the peak

to valley ratio is discussed in the next section.

Figure 4.4: Example of a PMT pulse height distribution for SPE mode. Figure
adapted from [63].

4.2.4 Peak to valley ratios

To determine the peak to valley ratio for each distribution a 6th order polyno-

mial function is fit to the region containing the peak of the SPE distribution

47



and the valley in between the noise peak and SPE peak. The fit is performed

strictly to find a reasonable agreement with the data in order to determine the

peak to valley ratio, and is not intended to represent any underlying physics

contributing to the curve. After the maximum (peak) of the SPE distribution

and minimum (valley) of the inter-peak region is identified, they are divided

to obtain a peak to valley ratio. The peak to valley (P2V) ratio is a relative

indicator of SCB performance where a large P2V indicates the size of the SPE

peak is large with respect to the leakage from noise pulses, implying less noise

will leak into the SPE spectrum and bias the data. If the P2V ratio increases

from one board to another without changing PMT voltage, then the second

board has either superior amplification, reduced noise, or both.

4.2.5 Average SPE Waveforms

Average pulse shape waveforms are generated to determine the average SPE

pulse height used to calculate a signal to noise ratio. Once SPE pulses are iden-

tified in the digitised waveforms using the DSPE algorithm, average waveform

histograms are produced by aligning the individual pulses so that all leading

edges (Tstart) begin at the same time. Average waveforms are typically left in

the voltage units which are produced by the digitiser (based on its resolution).

These units, which are referred to in this thesis as “ADC units” can be con-

verted to mV by multiplying by 0.488 mV/ADC (see Equation 3.5). “ADC

units” are the smallest division of charge which a particular digitiser can out-

put, and in the case of the CAEN V1720 this corresponds to ≈ 0.5 mV. The

average height of the SPE waveform depends both on the applied PMT volt-

age and the number of small noise pulses that leak into the SPE spectrum.

The effect of the noise pulses may be mitigated by increasing the derivative

threshold used for DSPE. DEAP-3600 strives for an average SPE pulse height

of about 20-30 mV from the HG channel. This pulse height is considered the

ideal trade-off: it increases the signal to noise which enhances SPE detection,
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but it is also low enough to keep the dynamic range of the digitiser around

100 PEs for the HG channel. The digitiser has a dynamic range of 2.0 Vpp

(Volts peak-to-peak), so an average pulse height of 20 mV means that 100 PE

could pile-up in a short time window and still be recorded from the HG channel

(without saturation of the V1720). This 100 PE dynamic range is necessary to

maintain an accurate event energy reconstruction for particle interactions at

larger detector radii which may have ∼ 10 - 100 scintillation photons arrive at

individual PMTs.

4.2.6 SumQ (Integrated Charge) Distributions

SumQ refers to the integrated charge of each pulse, or equivalently the amount

of charge contained in the pulse for the duration of its occurrence. The inte-

grated charge of each pulse is a function of both the pulse height and the pulse

width. SumQ is also related to the gain of the amplifier on board the SCB and

the gain imparted by the PMT. It is thus directly affected by the PMT supply

voltage. A sumQ distribution having a narrow width is desirable since it rep-

resents a minimal statistical variation of pulse sizes, which permits increased

accuracy when counting multiple PE pulses. A large mean value for the sumQ

distribution is also beneficial since an increase in the integrated charge per pulse

results in greater discrimination of the SPE pulses from background electronic

noise pulses.

After plotting the sumQ distribution for SPEs (in units of V·ns), the area

between the noise peak and SPE peak is fit with a 9th order polynomial. This

polynomial fit is not meant to represent any underlying physics contributing

to the histogram, it is only meant to obtain an analytic representation of the

curve, which provides an accurate determination of the maximum value of the

SPE peak.
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4.2.7 Sources of Noise

There are many types of electronics noise, but only a few are relevant to the

analysis presented in this thesis. “Dark counts” are a type of noise where

pulses are generated by thermionic emissions from the photocathode or dynodes

which do not have a photon progenitor [64]. The number of dark counts per

second is referred to as the dark rate, and it is affected by the PMT HV, PMT

temperature, cathode material, and photocathode area [65]. The dark rate is a

background level for photoelectrons that is removed from energy measurements

via calibrations.

A second type of noise known as “Johnson noise” is a voltage generated by

any resistor [66]. The amplitudes of Johnson noise follow a Gaussian distribu-

tion, which is the rationale for certain noise distributions in this thesis being fit

with Gaussian functions. “Flicker noise” is another electronics base noise that

comes from slight variances in the actual resistance of a resistor. The amount

of flicker noise depends on the type of material used for the resistor, but the

RMS of the noise distribution is typically on the order of fractions of µV [66].

One final kind of noise which will be discussed is transient signal interfer-

ence, referred to as “pick-up” noise. Pick-up noise can come from many sources,

including 60 Hz interference from power supplies, radio station signals, or com-

puter monitors nearby the electrical equipment. These noise sources can be

mitigated with a variety of techniques such as band-pass filtering, magnetic

shielding, or equipment relocation.

4.2.8 Noise Distributions

To generate 4 ns noise distributions, digitised waveforms for ∼ 50000 events

were recorded and the contents of an arbitrarily chosen “noise bin” in every

waveform were histogrammed once the calculated baseline was subtracted. In

order for the SPE detection to remain reasonably efficient (say above 95% for
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accurate particle identification), the standard deviation of the 4 ns integra-

tion time noise distribution should be less than 0.025 PE. The noise level, in

photoelectrons, for the 4 ns window is given by:

N4ns,PE =
σ4ns

VSPE,ADC
(4.3)

where σ4ns is the standard deviation of the noise distribution and VSPE,ADC is

the average pulse height of a single PE.

During the trigger operation of DEAP-3600, the Fprompt of an event is es-

timated using a method that digitises and sums 255 waveforms (from the 22

SCBs analog sums of the 12 channels on each board), integrates the pulses, and

then divides by the average charge in a SPE. The feasibility of this method re-

quires the noise in a 200 ns window to be less than 0.050 PE. To determine the

σ of the 4 ns noise distribution in PE, the single bin noise values are plotted in a

histogram and fit with a Gaussian. For the 200 ns window, 50 consecutive bins

from a randomly chosen location in the digitised waveforms are summed (after

subtracting the baseline), and the resulting 200 ns noise histogram (produced

from the 50000 waveforms) is fit with a Gaussian. The standard deviation of

the Gaussian fit in photoelectrons (PE) is converted from raw ADC values by

dividing by the average pulse height of an SPE for a 4 ns time window (Equa-

tion 4.3), or by the average sumQ of an SPE for a 200 ns window (Equation

4.4):

N200ns,PE =
σ200ns

SumQSPE,ADC

(4.4)

Here N200ns,PE is the noise level in PE for the 200 ns time window, and σ200ns

is the standard deviation of the 200 ns noise distribution.

4.2.9 Signal to Noise Ratio

The signal to noise ratio (S2N) is defined to be:
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S2N =
VSPE
σ4ns

(4.5)

where VSPE is the average pulse height of a single photoelectron and σ4ns is

the standard deviation of the electronics noise distribution for the 4 ns time

bins. DEAP-3600 strives to achieve a S2N exceeding 30, in order to facilitate

optimal SPE detection. S2N may also be used to compare the performance

of one electrical component to another, permitting a comparison of the overall

performance of SCBs.

4.3 Version 2 of the Signal Conditioning Board:

Performance Tests

4.3.1 SCBv2 Design and Specifications

The first signal conditioning board operated with the setup described in the

electronics testbed section is referred to as Version 2 (SCBv2). This board is

populated with a HG channel having a narrow pulse width (4 ns time constant),

and a 4.7 nF coupling capacitor. The amplifier used on SCBv2 is the AD8005:

a high speed (270 MHz) and low power (4 mW) amplifier selected for its low

noise properties. The SCBv2 results in this section represent a benchmark to

which future versions of the boards can be compared when evaluated with the

electronics testbed.

4.3.2 SCBv2 Pulse Height Distributions

The pulse height distribution for the SCBv2 is shown in Figure 4.5. The peak

from the noise pulses is evident at the left of the distribution near zero, with a

distinct SPE pulse peak located to the right of the noise peak.

Figure 4.5 shows the general trend of increasing average pulse height for
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Figure 4.5: Pulse height distribution for various PMT supply voltages using
the SCBv2.

increasing PMT high voltage, as well as a widening of the SPE pulse height

distribution (PHD) for increasing high voltage. The endpoint of the measure-

ment at 2000 V on the PMT represents the maximum operating voltage of the

PMT, at which point the gain should be about 5 × 107. The PHD for the

SCBv2 indicates the PMT is operating normally, with a predictable change in

the pulse height for varying PMT voltage (discussed in the next section).

4.3.3 The SCBv2 Peak to Valley Ratio

The peak to valley (P2V) is the ratio of the tallness of the SPE pulse height dis-

tribution to the height of the valley between the SPE pulse height distribution

and noise peak (recall Figure 4.4). This ratio is an indication of the separation
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of the noise and SPE signal in the pulse height distribution. A larger P2V is

preferred, as it indicates the noise is more readily distinguishable from SPE

pulses. P2V can be used to compare the performance of one board to another,

when operated within the same testbed. For more information on how P2V is

calculated, refer to Section 4.2.4. The measured peak to valley ratio vs PMT

HV for the setup with the SCBv2 is shown on the left of Figure 4.6, and the data

points are interpolated with a cubic spline. The peak to valley ratio increases

with PMT high voltage, and begins to turn over near the maximum operating

voltage. If one recalls the earlier discussion on SPE pulse height distributions,

the P2V result indicates that an optimal pulse height (for S2N and dynamic

range) can be obtained by tuning the PMT supply HV, without sacrificing the

P2V ratio at higher voltages. The Hamamatsu corporation states the average

peak to valley ratio for the R5912 is 2.5 [58], and all experimental P2V ratios

were above this value. This experimental increase in P2V may be a result of

the pulse height amplification introduced by the SCB.

Figure 4.6: SCBv2 peak to valley ratio versus PMT HV (left), and most
probable SPE pulse height versus PMT HV (right), fit with a second order
polynomial.

The right hand plot in Figure 4.6 shows the peak of the SPE pulse height

distribution plotted versus PMT HV. The curve is fit with a second order
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polynomial, indicating the most probable SPE pulse height increase with volt-

age increase is fairly easy to characterise. Thus one may diagnose potential

unanticipated PMT voltage changes by monitoring SPE pulse heights, which is

important for the study of the long term reliability of the PMTs. Any potential

change in PMT gain with time could impact the detector energy efficiency, and

thus needs to be monitored and accounted for during the detector’s operation.

4.3.4 The SCBv2 Average SPE Waveforms

The SCBv2 average SPE waveforms are generated by applying 1500 V to the

PMT base (1600 V to the SCBv2, as indicated by Equation 4.2). This voltage

was chosen to give a reasonable average SPE pulse height, thereby minimising

the pulse height distribution width and dark count rate.

Figure 4.7: Average waveform for an SPE with the PMT at 1500 V, conditioned
by the SCBv2, with an average pulse height 27.81 ± 0.05 mV.

Figure 4.7 shows the average waveform for SCBv2 Channel 2 with a pulse

height of 56.95 ± 0.11 ADC units (or 27.81 ± 0.05 mV). The fall time (drop
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from baseline) is ∼ 16 ns, compared to a rise time (return to baseline) of

∼ 20 ns. No overshoot (voltage above baseline upon return from a pulse) is

observed, but a small anomaly is seen near time bin 30 that is potentially due

to a cable reflection, or after-pulsing. This is not expected to affect the overall

pulse shape discrimination, due to both its small relative size and separation

from the stop time of the pulse. We note that the average SPE pulse height

is not equal to the most probable SPE pulse height (value corresponding to

peak of SPE distribution). However, due to the asymmetric nature of the

pulse height distribution, the average pulse height is a value lower than the

most probable pulse height. As a result, the average waveform pulse height

56.95 ± 0.11 raw ADC units is lower than the most probable SPE pulse height,

81.90 ± 0.09 raw ADC units.

4.3.5 SCBv2 SumQ Distributions

An example of a sumQ distribution for the R5912 PMT with a supply voltage

of 1500 V is shown in Figure 4.8. To produce this figure, the LED is pulsed

in such a way that ∼ 20% of the digitised waveforms contain an SPE. The

distribution is shown to have a shoulder on the side closest to the noise peak

from pulses which obtained less charge than average, possibly originating from

electrons being thermionically emitted from the first dynode, and therefore

missing a stage in the amplification chain. The blue line in Figure 4.8 shows

the 9th order polynomial fit applied to the region of the SPE peak and a portion

of the noise dominated region. From the fit result the location of the peak of

the SPE distribution is found to be -0.419 ± 0.001 V·ns, or equivalently in

units of ADC·4ns: µSPE= 215 ±1 ADC·4ns. The most probable value of the

sumQ distribution will be discussed with respect to its implications for the

200 ns noise in the next section. The shape of the distribution reveals a wide

peak from detected SPE pulses (to the left), and a tall narrow peak (at the

right) from noise pulses which leaked into the distribution. Noise pulses in
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the distribution typically have just enough of a voltage change to trigger the

DSPE derivative threshold, but do not exist for very long, resulting in a very

low integrated charge value.

Figure 4.8: SumQ (integrated charge) distribution, for the SCBv2 Channel 2,
with the PMT at 1500 V. The blue line shows the 9th order polynomial fit
which is used to determine the most probable SPE sumQ value. Leakage from
noise pulses is seen at the right peak.

4.3.6 The SCBv2 Noise Distributions

The noise distribution for a single bin (4 ns) of the digitised waveforms is shown

in Figure 4.9. The RMS of the distribution is 1.535 ± 0.005 ADC units, and

is well described by a Gaussian function. Applying Equation 4.3, this RMS

translates to a 4 ns noise level of 0.027 PE (± 0.4%) which is not sufficient for

the design goal of 0.025 PE. Further discussion of this result is given at the end

of the SCBv2 signal to noise discussion in Section 4.3.7.

Figure 4.10 shows a noise distribution for the SCBv2 for a 200 ns inte-
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Figure 4.9: Noise distributions for 4 ns integration windows fit to a Gaussian
(black curve) for the SCBv2.

grated window. The RMS of this distribution, again for a Gaussian fit, is

27.09 ± 0.09 ADC. The average charge value from the sumQ distribution, ap-

plied in conjunction with Equation 4.4, provides a measure of the noise in the

200 ns time window equal to 0.126 ± 0.004 PE. This fails to meet the design

goal of ≤ 0.050 PE of noise per 200 ns time window. These results indicate

reduction of the noise level would be a crucial feature in a subsequent version of

the SCB. This may be partially offset by increasing the pulse width to enhance

the average collected charge per SPE since the charge contained in an SPE

pulse is directly related to the width of the pulse. Improvements of the 200 ns

noise should augment the accuracy of Fprompt and energy estimates, which are

obtained by stacking separate PMT waveforms and integrating over extended

time ranges. Seeking a low 200 ns noise level is desirable since the analog

sum on the SCB adds the HG channels and is used to perform a preliminary

estimate of the event energy and Fprompt at the first stage of the data filter.
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Figure 4.10: An example of a noise distribution for 200 ns integration windows
for the SCBv2. The data are fit to a Gaussian shown as the black curve.

4.3.7 SCBv2 Signal to Noise Ratio

Referring to Figure 4.7, which showed the average waveform for the SCBv2

Channel 2 with a pulse height of 56.95 ± 0.11 ADC units (27.81 ± 0.05 mV),

and Figure 4.9, showing a 4 ns noise distribution with an RMS of 1.535± 0.005 ADC units

(0.750 ± 0.002 mV), one obtains a signal to noise ratio of:

S2NSCBv2 =
Avg Height = 27.81 mV

Noise RMS = 0.750 mV
= 37.1 . (4.6)

The error for this signal to noise value is ± 0.4%. This signal to noise ratio

is acceptable, exceeding the design goal of 30. However, the inverse translates

to a 4 ns noise level of 0.027 PE (± 0.4%), which does not meet the goal of

0.025 PE. This result indicates that the next iteration of the SCB should have

a smaller 4 ns noise RMS, and an increased pulse height (amplification). These

two changes will increase the signal to noise ratio and reduce the noise to a

level which is deemed acceptable.

59



4.3.8 Summary of the SCBv2 Benchmark Tests

The results of the SCBv2 performance tests are summarised in Table 4.1. These

results indicate that the overall noise level requires reduction in the next itera-

tion of the SCB. An alternative amplifier selection may also potentially increase

the signal to noise ratio. The effects of changing amplifiers are discussed in the

SCBv3 Design and Specifications section.

Table 4.1: Summary of the results of the SCBv2 performance tests.

Parameter Value Units Minimum Req. Acceptable

Avg Pulse Height 56.95 ± 0.11 ADC 40.96 Yes

SumQ Peak -0.419 ± 0.001 V·ns - -

4 ns Noise 0.027 ± 0.4% PE 0.025 No

200 ns Noise 0.126 ± 0.004 PE 0.050 No

Signal to Noise 37.1 ± 0.4% None 30.0 Yes

4.4 The Signal Conditioning Board Version 3b

Pre-Testing

4.4.1 SCBv3b Design and Specifications

The next version of the SCB had twelve channels, each with varying pulse

shapes, coupling capacitances, and two types of amplifiers. The purpose of

this board (referred to as SCBv3b) was to determine an optimal pulse width,

coupling capacitance, and to determine the ideal high gain channel amplifier

(providing minimal noise) for the DEAP-3600 detector. Specifications for each

of the twelve channels are outlined in Table 4.2. Note that the coupling ca-

pacitor can affect the rise and fall time of the pulse while the amplifiers affect

the pulse height, pulse shape, and noise levels of the waveforms. The SCBv3b

had one channel using the amplifier from SCBv2 (the AD8005), with the re-

maining channels using a new amplifier (the AD8001) which is faster than the
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AD8005, providing an increased bandwidth of 800 MHz. This increased speed

(3× faster than the old amplifier) comes at the expense of requiring roughly 12

times more power (50 mW). The increased speed is expected to reduce an issue

of changing pulse shape with pulse height observed with the AD8005 (discussed

in Section 4.4.5).

Figure 4.11: A photograph of the SCBv3b, with twelve populated channels
(HG and LG). The board is powered by the large pin (top right), which is also
used for slow control (turning on and off individual channels externally).

An image of the SCBv3b is shown in Figure 4.11, where the SHV cables

connecting to the HV power supply connect to the twelve inputs shown at the

top of the image. The HV is supplied to the PMTs with the twelve connectors

shown at the bottom of the image. The components (resistors, capacitors)

shown near the bottom connectors perform the PMT signal decoupling and

pulse shaping. The large connector pin (top right corner) provides power to

the board components and slow control.

The degree of pulse shaping is determined by:

τRC = RcircuitCcircuit , (4.7)
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Table 4.2: Specifications for the individual channels on the SCBv3b. τRC is the
time constant of the pulse shaping circuit.

Channel HG Amp Capacitance [nF] Pulse Shaping τRC [ns]
1 AD8005 4.7 Wide 8
2 AD8001 4.7 Wide 8
3 AD8001 4.7 Wide 8
4 AD8001 6.8 Wide 8
5 AD8001 8.2 Wide 8
6 AD8001 4.7 Narrow 4
7 AD8001 4.7 Narrow 4
8 AD8001 6.8 Narrow 4
9 AD8001 8.2 Narrow 4
10 AD8001 4.7 Medium 6
11 AD8001 6.8 Medium 6
12 AD8001 8.2 Medium 6

whereRcircuit and Ccircuit are the resistance and capacitance of the pulse shaping

circuit.

4.4.2 Pre-testing the SCBv3b to Determine Optimal Chan-

nel Characteristics

The following sections, 4.4.3 - 4.4.7, discuss a number of preliminary tests with

the SCBv3b to determine the channel with optimal characteristics for DEAP-

3600. Once an ideal channel is selected, the analysis described previously in

the Analysis Methodology section is performed. Thorough analysis is only

completed for the ideal channel to reduce unnecessary testing on channels that

will not be considered in the final design.

4.4.3 The SCBv3b Pulse Shape Differences for Different

Coupling Capacitances

The effect of changing the coupling capacitance on the SPE pulse shape is

investigated in this section to determine an optimal value. To investigate po-

tential pulse shape changes with increased accuracy, a 5 GigaSamples/second
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oscilloscope is used in place of the digitiser to average the SPE waveforms. The

oscilloscope is set to trigger on SPE pulses from the PMT, which is supplied

1400 V to inhibit the dark count rate. Waveforms containing averaged SPE

pulses are saved and plotted together on a single graph. Three channels with

the same pulse shaping but varying coupling capacitance are overlaid with the

peaks of the average waveforms aligned. Nine channels (three pulse widths,

three capacitances) are shown on the same graph in Figure 4.12. The overall

trend demonstrates that the rise and fall time is essentially identical for all of

the coupling capacitances, with slight variations in the average height of the

SPE pulse.

Figure 4.12: Average SPE waveforms for each pulse width (4, 6, and 8 ns time
constants), with coupling capacitance varied from 4.7 nF to 8.2 nF.

To further investigate differences between pulse shapes for various coupling

capacitances, the 6 ns time constant (medium width) channel data is plotted

with normalised pulse heights (see Figure 4.13). The increase in capacitance
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results in a slightly longer rise time (return to baseline). A faster return to

baseline is desirable because it reduces the possibility of SPE pulses overlapping.

Following this result, the 4.7 nF coupling capacitance was chosen for the final

design implementation of the Signal Conditioning Boards to minimise the time

of return to baseline.

Figure 4.13: Average SPE waveforms for medium pulse shaping (Channel
10 through Channel 12), varying the coupling capacitance. Pulse heights are
normalised to one.
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4.4.4 The SCBv3b Signal to Noise Ratio for Different

Pulse Widths

The next step in pre-testing the SCBv3b involves determining an optimal pulse

width. Three channels (2, 6, and 10) with different pulse widths are compared

while the other components of the channel are kept constant, with 4.7 nF

coupling capacitors and the AD8001 amplifier. The wide channel (Channel 2)

uses an 8 ns time constant pulse shaping, the medium channel (Channel 10)

has a 6 ns time constant, and the narrow channel (Channel 6) has a 4 ns time

constant.

Data is taken with the digitiser while the LED and R5912 PMT setup are

operated in SPE mode. SPEs are extracted from the digitised waveforms using

DSPE, and average SPE waveforms are generated. The 4 ns noise distributions

are also generated, and fit with a Gaussian. The resulting average SPE pulse

height and noise RMS values are used to calculate a signal to noise ratio for

each of the three channels. Results are shown in Figure 4.14, and summarised

in Table 4.3. Based on the signal to noise ratio, and overall lowest noise level,

the medium pulse shape channel (6 ns, Channel 10) is selected as having the

optimal pulse width. These measurements prompted a 6 ns time constant to

be implemented in the design of the final version of the signal conditioning

boards.

Table 4.3: Summary of the SCBv3b pre-test results.

Channel Pulse Width Parameter Value
2 Wide Noise RMS 1.044 ± 0.003 ADC
2 Wide Signal to Noise 65.2 ± 0.01 %
6 Narrow Noise RMS 0.976 ± 0.003 ADC
6 Narrow Signal to Noise 48.9 ± 0.01%
10 Medium Noise RMS 0.972 ± 0.003 ADC
10 Medium Signal to Noise 63.876 ± 0.01%
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Figure 4.14: Average SPE waveform, 4 ns window noise distributions, and
signal to noise ratio for three different pulse width channels on the SCBv3b.

66



4.4.5 The SCBv3b High Gain Pulse Shape Differences

for Two Amplifiers

Both the SCBv2 Channel 2 and the SCBv3b Channel 1 use the AD8005 ampli-

fier. The remaining channels on the SCBv3b (2-12) use the AD8001 amplifier.

Channels using the AD8005 amplifier display a changing pulse shape with in-

creasing pulse height, most notably in the rise time and overshoot feature,

which is undesirable for a number of reasons. A changing pulse shape with

pulse height complicates simulation of DEAP-3600 since a range of templates

must be produced for different sized pulses. Pulse shapes that are constant with

pulse height simplify the simulation of a multiple photoelectron pulse since it

will closely resemble a scaled SPE pulse. A changing pulse shape with height

also complicates extracting the number of photoelectrons contained in a large

pulse. If the pulse shape remains constant with pulse height, the probability

density functions used in the analysis to determine whether a pulse is from an

SPE or multiple PEs remains consistent for all events.

To determine if the second amplifier (AD8001) reduces the effect of changing

pulse shape with pulse height an arbitrary function generator (AFG) is used

to produce a controlled pulse height input to the HG channel of the SCBv3b.

Using the AFG instead of the PMT ensures greater precision over the size and

shape of the input pulse, and hence a more consistent output pulse. The test

input signal is tuned until the output pulse of the HG channel (on Channel 1) is

∼ 5 mV. The average pulse shape output by Channel 1 (AD8005) and Channel

2 (AD8001) is recorded with the 5 GigaSamples/second oscilloscope. The pulse

height is then increased, generating HG output pulses with the following pulse

heights: 25 mV, 50 mV, 100 mV, 250 mV, and 500 mV. The output pulses

from Channel 1 and Channel 2 are scaled such that their heights are equal to

1.0 V and all pulses for each channel are plotted together.

Normalised height pulse shapes for increasing input pulse height are shown

67



Figure 4.15: Average pulse shape waveforms for pulses of varying heights,
generated for amplifier comparison: AD8005, left, and AD8001, right.

in Figure 4.15 for Channel 1 HG (AD8005, left) and Channel 2 HG (AD8001,

right). Channel 1 shows a varying pulse shape with pulse height, most notably

on the return to baseline. The smaller pulses (between 5 mV and 110 mV)

have an overshoot of the baseline by a few percent upon return. The AD8001

amplifier on Channel 2 does not demonstrate this effect. The AD8001 amplifier

has therefore been selected for the final version of the SCB. The demonstrated

reproducibility of pulse shape with pulse height increases the accuracy of mul-

tiple photoelectron determination in DEAP-3600, and thus will maximise the

energy detection efficiency as well as facilitate an accurate Fprompt calculation,

both of which are critical parameters for particle identification.

4.4.6 The SCBv3b Low Gain Pulse Shape Differences

for Two Amplifiers

The TRIUMF picosecond light pulser setup with an R5912 PMT provides a

similar pulse shape versus pulse height study for the low gain channel. The

setup is first configured in SPE mode so that on average an SPE per waveform

is recorded. An oscilloscope with a sampling rate of 2.5 GigaSamples/second
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is used to record average waveforms for Channel 1 LG on the SCBv3b. The

light level is then doubled using variable light attenuators, and the next average

waveform is recorded. This process is repeated up until a pulse size of 64 PE is

achieved. The PMT gain for this test is not tuned, such that the dynamic range

for the LG terminates at 10000 PEs since only the pulse shape as a function

of pulse height is being considered. As before, the purpose of this study is

to compare Channel 1 LG on the SCBv3b to Channel 10 LG on the SCBv3b

and determine if the AD8001 amplifier has any effect on the pulse shape at

various pulse heights. Average waveforms are collected with the oscilloscope,

then are scaled so that all pulse heights are equal to one, and the peaks are

aligned to occur at the same time. The results are shown in Figure 4.16, and

a magnification of the overshoot region is shown in Figure 4.17.

Figure 4.16: The SCBv3b Channel 1 LG vs Channel 10 LG: pulse shape versus
changing input pulse height. Output pulse heights normalised.

Figure 4.16 (left) indicates Channel 1 LG experiences a greater overshoot

than Channel 10 LG (right). This is confirmed in Figure 4.17. Channel 10 LG

has a much more consistent pulse shape with pulse height in the overshoot re-

gion, confirming the results of the study of the high gain channel. The AD8001

amplifier provides greater pulse shape consistency with increasing pulse height
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in the overshoot region, as well as a lower overall level of overshoot, and for

these reasons it will be used in the final version of DEAP-3600’s signal condi-

tioning boards.

Figure 4.17: The SCBv3b Channel 1 LG (left) and Channel 10 LG (right),
magnification of the overshoot region.

4.4.7 Summary of Results from SCBv3b Pre-Testing

Results of the pulse shape examination for various coupling capacitors indicate

that a 4.7 nF coupling capacitor is ideal. Signal to noise ratios for various

pulse widths leads to the decision that the 6 ns time constant pulse shaping is

most desirable. Finally, the results of the HG and LG pulse shape for different

amplifiers lead to the conclusion that the AD8001 amplifier is preferred for

DEAP-3600’s application. The end result of the pre-testing is that SCBv3b

Channel 10 will be used as a blue print for the final SCB channel design.

4.5 The SCBv3b Channel 10 Performance Tests

After determining an optimal pulse width, amplifier, and coupling capacitance,

the SCBv3b Channel 10 was chosen as having the optimal characteristics for
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signal conditioning. Recall that this channel has a 6 ns time constant for pulse

shaping (medium), 4.7 nF coupling capacitance, and uses the AD8001 amplifier.

The following sections present the same analysis as performed on the SCBv2

to determine the performance of the SCBv3b Channel 10.

4.5.1 The Channel 10 Pulse Height Distributions

Figure 4.18 shows the pulse height distributions (PHD) generated for the R5912

PMT at various input voltage levels. The setup is operated in SPE mode so

that the pulse height distributions show regions of noise to the left (near zero)

and SPE pulse height distributions (which are wider) at larger pulse heights.

Similar to the PHDs for the SCBv2, Figure 4.18 shows a smoothly increasing

average SPE pulse height with PMT voltage and a gradual widening of the

SPE pulse height distribution.

Figure 4.18: Pulse height distribution for the R5912 PMT at various supply
voltages with SPEs conditioned by the SCBv3b Channel 10.
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4.5.2 The Channel 10 Peak to Valley Ratio

The peak to valley ratio versus PMT HV (Figure 4.19) shows a linear trend

without the plateau effect at the maximum PMT voltage that was observed

with the SCBv2 Channel 2. The peak to valley ratio was calculated in the same

manner as SCBv2 where a 6th order polynomial function is fit to the region

of the SPE distribution. From the fit the minimum of the valley between

the SPE distribution and noise region is obtained along with the maximum

value of the SPE distribution. The plot on the right of Figure 4.19 shows the

most probable SPE pulse height versus PMT HV. As before, a second order

polynomial function describes the data well. Figure 4.19 indicates the board

is performing within expectation of the desired design specification, and the

HV of the PMT may be increased to maximise the SPE gain without incurring

unexpected behaviour in the pulse height distribution.

Figure 4.19: The SCBv3b peak to valley ratio versus PMT HV (left), and
most probable SPE pulse height versus PMT HV (right). The fit on the left
returned a reduced chi squared value of 1.03, while the fit on the right returned
a reduced chi squared value of 0.10.
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4.5.3 The Channel 10 Average Waveforms

The SCBv3b SPE average waveforms are produced while applying 1500 V to

the PMT base. The average waveform for Channel 10 is shown in Figure 4.20

(blue curve) with a pulse height of 30.33 ± 0.06 mV. Also shown in Figure 4.20

for reference is the SCBv2 Channel 2 average waveform (black curve). The

error in the calculated S2N ratios for both waveforms is 0.4%. For the SCBv3b

Channel 10 the fall from baseline (fall time) is ∼ 16 ns, and the rise time (return

to baseline) is ∼ 28 ns. The fast fall time is ideal for the SPE search algorithms,

like DSPE, that use the derivative of the pulse for detection. The pulse height

is very similar to the SCBv2 average waveform’s pulse height, with an increase

of ∼4%. This increase is likely due to two factors: the change in amplifier,

and the lower noise level that reduces the leakage of small noise pulses into the

average waveform. The rise time of the average waveform from Channel 10 is

also a bit slower than the rise time of the SCBv2 average waveform, which is

expected from the difference in pulse widening (4 ns time constant in SCBv2,

and 6 ns in SCBv3b Channel 10).

4.5.4 The Channel 10 SumQ Distribution

The sumQ distribution for the SCBv3b Channel 10, shown in Figure 4.21,

is fit with a 9th order polynomial to determine the mean value of µSPE=-

0.604 ± 0.003 V·ns. The setup was operated in SPE mode, following the

procedure used for the SCBv2 tests. The increased pulse width, relative to the

SCBv2, provides a mean sumQ value increase of 44%. This increased mean

is beneficial in that it will aid in distinguishing SPE pulses from noise when

Fprompt estimations by integration (waveform summing) are used. The reduced

χ2 value of 0.971 indicates the 9th order polynomial predicts the data well.
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Figure 4.20: Average waveform for an SPE with the R5912 PMT operating
at 1500 V, for the SCBv3b Channel 10 (blue) and SCBv2 Channel 2 (black).
Signal to noise ratio is shown in legend.

4.5.5 The Channel 10 Noise Distributions

The 4 ns noise distribution for the SCBv3b Channel 10 is shown in Figure 4.22,

and is well represented by a Gaussian function. The distribution has a re-

duced width (standard deviation) compared to the SCBv2, decreasing from

1.535 ± 0.005 ADC RMS to 0.972 ± 0.003 ADC RMS. The new amplifier

(AD8001) is the likely source of the noise reduction. Using Equation 4.3, the

4 ns noise level is NSPE,4ns = 0.016 PE (± 0.4%), which meets the design

specification of ≤ 0.025 PE.

The 200 ns noise distribution for the SCBv3b Channel 10, shown in Fig-
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Figure 4.21: The SCBv3b Channel 10 sumQ distribution with a 9th order
polynomial fit (blue).

Figure 4.22: The SCBv3b Channel 10 4 ns noise distribution with Gaussian
fit (black).
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ure 4.23, is fit with a Gaussian function which returns an RMS of 12.70± 0.04 ADC.

This is a significant reduction in width, 46.86%, from the SCBv2 Channel 2

distribution. Applying Equation 4.4, with appropriate units the noise for the

200 ns time window is N200ns,PE = 0.041 PE (± 0.5%) which also meets the

design criteria of ≤ 0.050 PE. The channel therefore has characteristics that

permits an accurate estimation of Fprompt and event energy by summing the

high gain channels and integrating the total charge contained in the summed

waveforms. Thus, the analog sum used for the initial stage of event filtering is

expected to perform effectively with this noise level.

Figure 4.23: The SCBv3b Channel 10 200 ns noise distribution with Gaussian
fit (black).

4.5.6 The Channel 10 Signal to Noise Ratio

From the output of Figure 4.20, pulse height, and Figure 4.22, noise distribution

RMS, one may determine a signal to noise ratio for Channel 10 of:

S2NCh10 =
Avg Height = 30.33 mV

Noise RMS = 0.476 mV
= 63.2 (4.8)
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This S2N level is more than double the design specification of 30, and 72%

greater then the SCBv2, which translates to a 4 ns noise level in PE which

meets design specifications.

4.5.7 Summary of Channel 10 Results

The results of the SCBv3b Channel 10 performance tests are summarised in

Table 4.4. All of the tested parameters meet the DEAP-3600 design specifi-

cations that will permit accurate SPE detection and Fprompt estimation when

using the analog sum of the HG channels in the first stage of event filtering.

Table 4.4: Summary of the results of the SCBv3b Channel 10 tests.

Parameter Value Units Minimum Req. Acceptable

Avg Pulse Height 62.11 ± 0.12 ADC 40.96 Yes

Avg SumQ -0.604 ± 0.002 V·ns - -

4 ns Noise 0.016 ± 0.4% PE 0.025 Yes

200 ns Noise 0.041 ± 0.5% PE 0.050 Yes

Signal to Noise 63.9 ± 0.4% None 30.0 Yes

4.6 Final SCBv3 Specifications Tests

The last section of this chapter deals with analysis performed on the SCBv3

at TRIUMF to characterise the board for additional operation design specifi-

cations and performance. One requirement of the SCB is a linear correlation

between the pulse heights of the LG and HG channels. Another is that the LG

channel must only saturate the digitiser at ∼ 10000 PEs (or more) which will

ensure surface alpha background events, that characteristically deposit large

amounts of light in individual PMTs, may be accurately characterised.
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Figure 4.24: Low gain channel pulse height in ADC units versus high gain
channel pulse height (PE) for the SCBv3 with the R5912 PMT operated at
1450 V. The different clusters of points represent different light levels, showing
statistical variations in pulse height present in the data. The results of the 1st

order polynomial fit are shown in the statistics box.

4.6.1 Low Gain vs High Gain Correlation

The correlation between pulse heights of the HG and LG channels on the SCB

should follow a linear relation up to a pulse height of ∼ 100 PE from the HG.

The PMT is known to have a linear relationship between number of PE and

pulse height in this region, and the SCB pulse shaping should not negatively

affect this performance. That is, a linear correlation between the pulse heights

produced by the two channels indicates that the pulse amplification on the HG

channel is being performed linearly. In such a scenario, one may determine the

light level where the HG channel saturates, permitting the low gain channel

to be signalled for readout. This permits the detection and characterisation
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of high light output events, which will be necessary for understanding DEAP-

3600 background events. To test the correlation between the LG and HG

channels the pulser is set to varying levels of light intensity and waveforms for

each channel are recorded. The corresponding pulse heights are calculated and

plotted in Figure 4.24. A linear fit is performed on this data, to determine the

correlation between the two pulse heights. Figure 4.24 shows the two channels

are strongly correlated and also indicates HG channel pulse heights can exceed

100 photoelectrons without saturating the digitiser. If the HG channel was to

saturate the digitiser, it would show up in Figure 4.24 as a vertical line at large

HG pulse height values.

4.6.2 PMT Linearity Study

One of the performance criteria for the signal conditioning boards is the low

gain channel should saturate the CAEN digitiser at ≥ 10000 PEs. This criteria

ensures that if an alpha decay occurs on the surface of the acrylic vessel, gen-

erating a large amount of light in a single PMT [67], the electronics will still

be able to record the full event information and thus efficiently reconstruct its

energy.

To measure the saturation point of the low gain channel, the number of

photons reaching the PMT is varied using digital optical attenuators, and the

corresponding waveforms are recorded and analysed. For 10000 PE the pulse

height of the low gain channel should be approximately 2.0 V, which max-

imises the dynamic range of the digitiser. Figure 4.25 shows the results for the

measured pulse height versus average number of PEs generated by the PMT

for three different signal types: SCB LG channel, SCB HG channel, and no

SCB. For the “no SCB” test the PMT signal is split off from the high volt-

age using a special resistor/capacitor circuit that outputs the raw PMT pulse

with no amplification and no pulse shape modification. The horizontal line

in Figure 4.25 shows the 2.0 V dynamic range cutoff for the digitiser. If the
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Figure 4.25: Pulse height for the SCBv3 HG channel, the SCBv3 LG channel,
and no SCB for various light levels. The low gain channel is shown to intersect
2.0 V (pink horizontal line) at ∼ 10000 PEs.

SCB LG channel is extrapolated, an intersection with the 2.0 V line occurs

near 10000 PE confirming that the SCB meets the large light event energy

reconstruction criteria.

4.7 Concluding Remarks

The Signal Conditioning Boards used for the DEAP-3600 experiment will aid

in the digitisation process by widening pulses to the point where their shapes

can be accurately recorded by the CAEN V1720 digitisers. The SCBs will also

improve the single photoelectron detection efficiency by increasing the signal to

noise ratio of the digitised pulses. Low gain channels on the SCBs will be used

for the detection of large light events, such as alpha decays on the inner acrylic

surface of the DEAP-3600 vessel, which will saturate the high gain channels.
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The first tested version of the SCB, SCBv2, was found to fall short of the

design criteria for DEAP-3600 for 4 ns and 200 ns noise levels. The second

tested version of the SCB (SCBv3b) had a channel (10) that was shown to

meet the required specifications for the project. The SCBv3 noise levels are

low enough to facilitate both single photoelectron counting and estimations of

Fprompt by summing waveforms and integrating the total pulse charges. The

SCBv3b testing also provided finalised specifications for the last versions of the

SCBs, including time constants used for pulse shaping, coupling capacitances,

and amplifiers.
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Chapter 5

Simulation of DEAP-3600

Waveforms and the Effect of the

Electronics on WIMP Signal

Extraction

The first section of this chapter will briefly describe the software used in the

simulation of DEAP-3600 waveforms. The next section (RAT Simulation Pa-

rameters) describes the detector geometry implemented in the simulation, and

provides a short description of the processes that occur during simulation.

Section 5.3 discusses the types of particles which are simulated for this anal-

ysis, with particular emphasis on astrophysical assumptions used for the WIMP

modelling. The following section explains the different levels of electronics noise

which were used in the simulated waveforms. Section 5.5 begins the simulation

analysis by examining the effect of electronics noise on both a 100 GeV·c−2

WIMP signal and the 39Ar β-decay background. Section 5.6 investigates the

effect of electronics noise on DEAP-3600 signal extraction by analysing Fprompt

distribution separations for various energy cuts. The last analysis section, Sec-

tion 5.7, investigates how noise may affect the energy detection efficiency of
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DEAP-3600 by comparing known event energies from the Monte Carlo data to

reconstructed event energy. The radial distribution of simulated 39Ar β events

is discussed to explain features of the energy efficiency histograms. The chapter

concludes with a section summarising the results of the simulation.

5.1 Detector Simulation

The Reactor Analysis Tool (RAT) is a simulation software package designed to

model a scintillation detector surrounded by PMTs. It was initially developed

by the Braidwood Collaboration for the purpose of generating Monte Carlo

events and analysing the simulated data. RAT uses GEometry ANd Tracking

version 4 (GEANT4), an object oriented simulation toolkit which can be used

for a wide range of physics applications; from simple studies of basic particle

passage through matter, to full-scale detector simulations of experiments at the

Large Hadron Collider [68]. For event handling RAT uses ROOT [69], an object

oriented analysis framework developed at CERN for handling large volumes of

data. RAT also incorporates the GLG4sim (Generic Liquid scintillator anti-

neutrino detector GEANT 4 simulation) package for additional physics about

scintillator excitation states, enhancing the calculations related to the pulse

shape discrimination results [70]. The RAT software has a data acquisition

(DAQ) portion of code that is used to generate output in a format which is

identical to the readout from the physical DEAP detector. Thus RAT may

be used to simulate the data chain from event production through to the data

output which will be generated. The output data can then be processed using

ROOT or user generated programs, permitting testing and development of data

analysis programs in advance of the actual experimental operation.
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5.2 DEAP-3600 RAT Simulation Parameters

The geometry for DEAP-3600 was implemented in RAT by members of the

DEAP collaboration prior to the author’s work with the software. DEAP-3600

is modelled as an acrylic sphere, neck and lightguides. The sphere and neck are

filled with liquid argon, and the sphere is surrounded by 255 PMTs located at

the end of each lightguide. An additional 48 inward and outward facing PMTs

act as a cosmic ray muon veto. The steel shell (Figure 3.2) which encases the

acrylic vessel is included the simulation geometry, as well as the water shield

tank (a 7.6 meter diameter cylindrical container surrounding the DEAP vessel).

An image of this detector geometry is shown in Figure 5.1. The water, steel

shell, and light guides are transparent in the image, although the outline of the

shield tank can be identified by the rings of inward facing veto PMTs shown

around the DEAP-3600 vessel.

Figure 5.1: The DEAP-3600 detector geometry as implemented in RAT sim-
ulation software. Veto PMTs surrounding the detector show the outline of the
water shield tank. Acrylic light guides excluded, but the vessel, the neck, and
LAr PMTs are visible.
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Once a particle interaction has occurred in the detector, the light created

is tracked as it propagates in the volume. If light strikes the surface of a PMT,

the time and hit location on the face of the PMT are recorded. The DAQ pro-

cessor for RAT is then initiated, and it begins the event building. The DAQ

processor then determines whether or not to generate a photoelectron from the

incident photon, according to the quantum efficiency profile of the PMT. For

example, a PMT with a quantum efficiency of 30% will generate 3 photoelec-

trons per 10 photons incident on the PMT (on average). If a photoelectron

is produced, an electrical signal is simulated using the PMT response function

incorporated into RAT by researchers at the University of Pennsylvania [71].

After the electrical signal from the PMT has been generated it is digitised and

the resulting waveforms have electronics noise added at a user specified level.

The waveforms are then compressed and stored in the file format that DEAP-

3600 will use when in operation. Files containing digitised waveforms are then

analysed with user generated front end programs.

5.3 RAT Simulated Particles

RAT is a versatile tool capable of simulating a wide range of particle types. For

the purpose of this study, only two primary particles were considered: WIMPs

and 39Ar βs. The properties of the simulated particle types are discussed in

this section.

5.3.1 39Argon βs

By far, the dominant signal detected by DEAP-3600 will be from 39Ar β-

decays. 39Ar is produced in the upper atmosphere from cosmic ray spallation

and neutron activation of stable argon [72], and decays via the reaction:

39Ar→ 39K + β + ν̄. (5.1)
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The resulting potassium isotope is stable (producing no effect on DEAP-3600’s

measurement), the anti-neutrino escapes the medium unimpeded, while the β

causes electronic recoils. 39Ar has a half life of 269 years, a natural abundance

(39Ar/Ar) of (8.1±0.3)×10−16, and a β-decay endpoint of 0.565 MeV [73]. The

decay spectrum of 39Ar is shown in Figure 5.2. It should be noted that the decay

spectrum encompasses the energy range of 20-80 keV which is of interest for

WIMP interactions in DEAP-3600, and thus where pulse shape discrimination

will be crucial for removing the 39Ar background events.

Figure 5.2: Rate of 39Ar β-decay events per kg of natural argon per year versus
β energy [74].

The measured specific activity for 39Ar is 1.01 ±0.02(stat) ±0.08(syst) Bq

per kilogram of natural argon [75], which translates to roughly 3600 argon β-

decays per second in DEAP-3600. In RAT, the LAr target volume is simulated

with this activity according the the decay spectrum shown in Figure 5.2.

5.3.2 WIMPs

Weakly Interacting Massive Particles (WIMPs) are simulated in RAT by gen-

erating recoils of 40Ar nuclei (natural argon). The mass of the WIMP can be

varied as a parameter in the simulation, although in this study the mass was
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set to 100 GeV·c−2. The underlying astrophysical parameters used in the RAT

simulation of WIMPs are shown in Table 5.1.

Table 5.1: WIMP RAT simulation input astrophysical parameters (Standard
Halo Model) [76], [77], [78], [27].

Parameter Symbol Value Units

Local Galactic Escape Velocity vesc 544 ± 50 km/s

Mean Galactic WIMP Velocity v0 220 ± 20 km/s

Sun’s Velocity Around Galactic Centre vSun 232.0 km/s

Earth-Sun Relative Velocity vEarth 15.0 km/s

Local dark matter density ρ 0.3 GeV·cm−3

WIMP interactions are set to generate a range of nuclear recoil energies

between 20 keV and 300 keV, where the lower and upper energy range may be

modified at run-time. The WIMP model also assumes an annual modulation

in WIMP interactions based on the changing velocity of the Earth relative to

the WIMP halo. The peak of the modulation (where the WIMP interaction

rate is at a maximum) is set at March 1st of every year.

5.4 Noise Levels

The main focus of this simulation study is to determine the effect of various

levels of electronics noise on DEAP-3600 measurements. These noise levels are

meant to represent the idealised, realistic, and worst case scenario. Some noise

distributions are generated from Gaussian functions, while others are generated

directly from hardware in the DEAP-3600 electronics testbed.

• Zero noise: no noise is added to waveforms. This represents a control, as

well as an idealised, noiseless electronics system.

• V1720 noise: noise histograms are generated by triggering the digitiser

with no PMT signal input. This noise level represents the lowest realis-

tically achievable level from the commercially obtained data acquisition

component.
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• SCBv3 noise: waveforms containing only noise (no pulses) are generated

by the electronics testbed with the PMT HV applied, digitiser active,

and SCBv3b configured. The digitiser is triggered at a frequency of a few

hundred Hz and only waveforms containing no dark pulses are selected

as noise-only waveforms. This noise level represents the most accurate

description of electronics noise currently available for the DEAP-3600

experiment.

• Gaussian noise: electronics noise generated according to a Gaussian dis-

tribution. The standard deviation of the distribution is varied to rep-

resent different amounts of noise. A 0.460 mV standard deviation noise

distribution is meant to reflect the SCBv3 noise level in the case that

it were purely Gaussian and perfectly followed the black curve in Fig-

ure 4.22. A Gaussian distribution with a standard deviation of 0.700 mV

(representing a noise level roughly 50% greater than current levels) is

used to investigate the results of a hypothetical increase in noise. This

type of noise does not account for pick-up noise (transient, low frequency

noise) or bin to bin correlated noise.

5.5 Effect of Noise on DEAP’s Signals

5.5.1 Effect of Electronics Noise on 100 GeV·c−2 WIMP

Distribution

To determine the effect of varying levels of electronics noise on a potential

dark matter signal, nuclear recoils of natural argon from 100 GeV·c−2 WIMPs

are simulated in the DEAP-3600 fiducial volume. Photons from the WIMP

interactions that intersect a PMT have their hit time and location on the

PMTs recorded. No PMT response function is generated, and no digitisation

is performed at this point in the simulation. A file containing information on
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the WIMP events is produced, and a secondary data processing code is later

used to simulate the remainder of the DAQ chain, including the PMT response

function, and additional electronics noise. The pulses are then digitised into

waveforms and Fprompt values are calculated for each event.

Figure 5.3: Fprompt distributions of simulated 100 GeV·c−2 WIMPs for various
electronics noise levels.

To investigate how increasing levels of Gaussian electronics noise affects the

Fprompt measurement of WIMP events, noise is added to waveforms from simu-

lated WIMP interactions at the following levels: 0.0, 0.3, 0.5, 0.6, 0.7, 0.8, and

0.9 mV RMS. The noise amplitudes (in mV) for each digitised bin are created

using a random number generator class in ROOT that samples a Gaussian dis-

tribution with the appropriate standard deviation. Fprompt distributions of the

WIMP events for the various noise levels are plotted on the same histogram

(see Figure 5.3), and the mean value of each distribution is calculated. There

is little to no shift in the mean of the distributions (less than 0.03% shift) for

additional noise up to 0.5mV RMS. At 0.6 mV RMS, the Fprompt distribution

89



starts to shift to a lower value (1% decrease). The next noise level increase

(0.7 mV) dramatically shifts the distribution to a lower mean value, and this

trend continues for increasing noise levels. The extracted mean Fprompt value

for each distribution versus the noise RMS in mV is plotted in Figure 5.4.

Uncertainties on the mean Fprompt represent one standard deviation of the dis-

tribution. Figure 5.4 indicates that electronics noise has little to no effect on

the Fprompt measurement up to ∼ 0.6 mV RMS. At levels of 0.6 mV RMS and

greater, electronics noise starts to impact the mean of the Fprompt distribu-

tion for 100 GeV·c−2 WIMPs, moving it to lower values where the ability to

distinguish nuclear recoils from electronic recoil events is reduced.

Figure 5.4: Mean Fprompt value versus noise RMS (mV) for simulated
100 GeV·c−2 WIMPs.
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5.5.2 Effect of Electronics Noise on Simulated 39Ar β

Events

The effect of varying levels of noise on the total Fprompt distribution for 106

39Ar β-decays is investigated in this section. The 39Ar β-decays are simulated

and the information up to the PMT interaction is recorded. Similar to the

WIMP simulation, a secondary data processing code is later used to simulate

the electronics noise and PMT response function. The Fprompt of the events

are then calculated, and the distributions for the various noise levels are su-

perimposed on the same graph (see Figure 5.5). The most important feature

to investigate on the Fprompt distribution is the tail located on the high side of

the distribution, since this would overlap with the WIMP region. The shape

of the distribution’s tail is what determines how low the threshold may be set

on the deposited recoil energy from a WIMP interaction.

Figure 5.5: Fprompt distributions for 106 simulated 39Ar β-decays with various
simulated electronics noise levels added to the waveforms.
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One finds for noise levels between 0 mV RMS and ∼ 0.5 mV RMS, the

Fprompt distribution mean values change by less an 0.1%, and the distribu-

tion shape remains consistent. However, when the simulated noise is set to

0.7 mV RMS, the Fprompt distribution mean decreases 2.5%, and the distri-

bution develops a new feature at Fprompt ∼ 0.1. This result indicates that

current noise levels, from the SCBv3, are comparable to the lowest realistically

achievable noise levels, from the V1720 alone, in terms of their effect on the

Fprompt distribution of 39Ar β-decays. If the noise distribution RMS were to

roughly double (∼ 0.7 mV RMS), the Fprompt distribution would undergo no-

ticeable changes to both the shape and mean value. For this reason, noise levels

should be maintained at current levels or lower to prevent undesired Fprompt

distribution changes.

5.6 Effects of Noise on Fprompt Distribution Sep-

aration for 39Ar and WIMPs

A measure of how well the 39Ar β-decay signal can be discriminated from WIMP

induced recoils is determined by measuring the separation of the Fprompt distri-

butions for specific energy ranges. This is done by plotting the signal (WIMPs)

and background (39Ar) together on a histogram showing event energy, measured

in total detected charge in photoelectrons (qPE), on the x-axis and Fprompt on

the y-axis. The Fprompt vs detected energy (in qPE) for 106 39Ar β-decays and

104 WIMPs (100 GeV·c−2 mass) is shown in Figure 5.6 as an example.

The energy of the event can later be converted to keV after the number

of keV deposited per PE generated is determined from calibrations. For the

simulation geometry, an average light yield of 11.3 PE/keV was extracted and

is used for the conversion described above. Figure 5.6 shows the β and nuclear

recoil Fprompt distributions appear to be well separated above about 220 qPE,

which corresponds to ∼ 20 keV, the lower energy threshold of the DEAP-3600
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Figure 5.6: Fprompt versus event energy (measured in detected photoelectrons)
for simulated 39Ar β events and 100 GeV·c−2 WIMPs, when no electronics noise
is added to the waveforms.

detector design. The z-axis colour in the 2D histogram represents the frequency

of points in each bin.

To measure Fprompt separation, energy ranges of interest are selected and

events falling outside of these windows are removed. The ranges considered in

this study are 20 - 40 keV and 40 - 80 keV, chosen for the region where WIMPs

events are favoured. Due to the lower number of events in the 40 - 60 keV and

60 - 80 keV windows, these two ranges were merged (40 - 80 keV) to increase

the statistics used for the fit. Once events outside these energy ranges are re-

moved, the y-axis is projected and the separation between the distributions is

determined. An overlap of the distributions indicates potential leakage of back-

ground events into the WIMP signal region. If the two distributions are well

separated then the discrimination power of the detector in that energy range

is large, and the detector may be considered background free. The purpose of
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this study was to determine how varying levels of noise may affect the Fprompt

distribution separation for signal and background events.

Figure 5.7: Fprompt distribution for 39Ar β events and 100 GeV·c−2 WIMPs
falling in the 20 - 40 keV deposited energy range.

As an example, Figure 5.7 shows the results for the 20 - 40 keV energy range

where the simulated waveforms have no noise added. The WIMP distributions

(high Fprompt peak) are fit with Gaussian functions (shown in blue). However,

a Gaussian distribution does not conform well to the 39Ar β distribution on the

high Fprompt side due to the tail of the 39Ar β-decay distribution in this energy

range. To provide a better description of the 39Ar distribution a power-law

multiplied by a Maxwell-Boltzmann-like distribution was used (fit shown by

black line in Figure 5.7) given by:

f(x) =
xp3

(p0)3
e

−(p4·x−p1)
2

(p2·p20) (5.2)

where p0, p1, p2, p3, and p4 are fit parameters. This equation was chosen

because it resembles a Gaussian distribution with an asymmetric high side

tail. After the respective functions were fit to the 39Ar β-decay and WIMP
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distributions, the two fits were extrapolated to locate the point of intersection

of the two functions. The frequency of 39Ar events at the intersection point is

then calculated. A ratio of the calculated maximum of the 39Ar distribution

and frequency at the intersection (see Equation 5.3) is then used as a measure

of the discrimination power (related to distribution separation):

D =
Pintersection
Pmaximum

. (5.3)

Figure 5.8 shows the 20 - 40 keV energy range Fprompt distributions with the

fits extrapolated down to their point of intersection.

Figure 5.8: Fprompt distribution for 39Ar β events and 100 GeV·c−2 WIMPs
falling in the 20 - 40 keV deposited energy range, with the fits extrapolated to
determine the intersection points.

Figure 5.8 also indicates the y-axis values of the fit functions intersection point,

the 39Ar distribution maximum, and the ratio of those two numbers from Equa-

tion 5.3. The statistics boxes labelled “Betas” and “WIMPs” display the fit

results of Equation 5.2 for the 39Ar distribution, and the fit results of a Gaussian
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distribution for the WIMPs. The two 39Ar β outliers located near Fprompt ≈ 0.5

are discussed in the next subsection. Figure 5.9 shows the results of the Fprompt

projection for the 40 - 80 keV energy range.

Figure 5.9: Fprompt distribution for 39Ar β events and 100 GeV·c−2 WIMPs
falling in the 40 - 80 keV deposited energy range, with the fits extrapolated to
determine the intersection points.

These distributions change a small amount for different simulated electron-

ics noise levels. The ratio, described in Equation 5.3, is an indicator of the

detector performance for a given noise level, where a smaller D value indicates

a higher discrimination power for that energy range. The values of D for the

five simulated noise levels are shown for the two energy ranges in Table 5.2.

Table 5.2 shows that for the 20 - 40 keV energy range, the best detector

performance (lowest value of D) occurs with the no noise scenario. The worst

detector performance (highest value of D) occurs for the largest amount of

noise added to the simulated waveforms: the 0.700 mV RMS noise level. The

difference between the value of D for the realistic noise (SCBv3) and the lowest
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Table 5.2: Fprompt distribution separation parameters for simulated 39Ar βs and
WIMPs with various electronics noise levels. σN is the standard deviation of
the noise distribution which was added to the simulated waveforms. D is the
ratio described in Equation 5.3.

Noise, σN [mV] Energy Range [keV] D

None, 0.0
20-40 1.864×10−9

40-80 5.715×10−25

V1720, 0.446
20-40 2.479×10−9

40-80 1.959×10−24

Gaussian, 0.470
20-40 1.881×10−9

40-80 5.234×10−25

SCBv3, 0.470
20-40 3.284×10−9

40-80 4.211×10−24

Gaussian, 0.700
20-40 1.493×10−8

40-80 2.287×10−24

realistically achievable noise level (V1720) is ≈ 25%.

For the 40 - 80 keV range, the detector performance improves dramatically

when compared with the 20 - 40 keV range. This is expected, since the distri-

butions for the higher energy WIMPs and 39Ar β events have smaller widths,

and the means have larger separation than found in the lower energy range. It

is only near the detector threshold (20 keVee) that the 39Ar β events have a

high probability of leaking into the WIMP region of interest. Within the 40 -

80 keV energy range, the two lowest values of D (best detector performance)

are the no noise and 0.470 mV RMS Gaussian noise. The two highest values

of D (worst detector performance) are the SCBv3 and 0.700 mV RMS noise

levels. This result implies that the large noise level (simulated to be about

double the SCBv3 level) has less of an impact on the overall discrimination

power in this energy range. The relative sizes of D for the various noise levels

within the 40 - 80 keV range are less important than their size relative to the

20 - 40 keV values of D. The detector performs better in the 40 - 80 keV range

than in the lower energy range, as indicated by the D value which is smaller
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by ∼ 15 orders of magnitude. This result implies the discrimination power is

much greater in the higher energy range, owing to the large separation in mean

and small widths of the WIMP and 39Ar β-decay Fprompt distributions.

5.6.1 39Ar β Distribution, 20 - 40 keV Energy Range

Outliers

In Figure 5.8 there are two outliers which fall outside the 39Ar β fit distribution

curve. It is hypothesised that these events are from βs which have energies close

to the threshold of the detector (20 keVee). At these very low energies events

may leak into the “inter-peak” region from the tail of the full 39Ar distribution

which begins to widen significantly (see Figure 5.6 for reference). To test this

hypothesis, the Fprompt projection of a series of energy ranges was plotted (see

Figure 5.10).

It is observed that increasing the energy threshold by 1 keV (to 21 keVee)

removes the two outliers from between the distributions, thus confirming the

above hypothesis. In the physical DEAP-3600 detector the energy threshold

will be determined following calibrations to determine the ideal threshold.

5.7 Effect of Noise on Detector Efficiency

5.7.1 Monte Carlo Event Energy versus Detected Event

Charge

To determine the effect of electronics noise on the detector efficiency, the “true”

event energy generated by the Monte Carlo simulation is plotted versus the

“detected” event charge for varying levels of noise. The reconstructed event

charge (QPE, or charge in photoelectrons) is found by counting all of the PE

which are detected by the simulated PMTs. QPE can then be converted to

event energy via the light yield which averages 11.3 PE/keV for this simulation.
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Figure 5.10: The Fprompt projection plots for the lower energy range considered,
with various detector thresholds used as the lower bound of the range. Black,
red, green, and blue curves represent the 20, 21, 22, and 25 keV lower bound
(energy threshold) respectively.

By plotting the true Monte Carlo event energy (MCKE) of 39Ar β-decays versus

the reconstructed event charge (EVQPE) and fitting a straight line to the data,

one obtains a slope:

MCKE = p1 · EVQPE + p0 . (5.4)

This slope may be converted into a measurement of the energy efficiency via:

ε = p1 · LY , (5.5)

where ε is detector energy efficiency, and LY is the light yield conversion factor.

The energy efficiency of the detector for various levels of electronics noise is

investigated in the following section.
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5.7.2 Results for Five Noise Levels

A sample plot of MCKE (in keV) versus detected photoelectrons (in QPE) is

shown in Figure 5.11. The result of the linear fit is shown by the black line, and

the slope (p1) and intercept (p0) returned by the fit are shown in the statistics

box. Multiplying the slope with the light yield provides a measure of detector

efficiency, where ε = 1.0 corresponds to 100% energy detection efficiency.

Figure 5.11: “True” Monte Carlo event energy in keV of 39Ar β-decays plot-
ted versus reconstructed event energy in QPE (based on detected number of
photoelectrons). A linear fit shown in black.

The results of the MCKE versus event charge study are summarised in

Table 5.3. The highest value for simulated energy efficiency comes from the

scenario of no noise added to the waveforms, which is reasonable since one would

expect a perfect electronics system to enhance energy detection efficiency. The

difference in energy efficiency for the three realistic noise levels (SCBv3, V1720,

and 0.470 mV RMS) is less than 0.05%. An unexpected increase in the noise

100



Table 5.3: Simulated detector energy efficiency for various levels of waveform
noise added to 39Ar β-decay events.

Noise, RMS [mV] p0 p1 ε

None, 0.0 2.635 ± 0.193 8.714 ± 0.007 ×10−2 9.8468×10−1

V1720 2.681 ± 0.193 8.713 ± 0.007 ×10−2 9.8457×10−1

SCBv3 2.685 ± 0.193 8.709 ± 0.007 ×10−2 9.8412×10−1

Gaus, 0.47 2.624 ± 0.193 8.710 ± 0.007 ×10−2 9.8423×10−1

Gaus, 0.70 0.013 ± 0.195 8.685 ± 0.007 ×10−2 9.8141×10−1

distribution RMS (simulated by the 0.700 mV RMS scenario) would reduce

the energy efficiency by 0.28%. Comparing the V1720 noise to the current

SCBv3 noise implies that the energy detection efficiency of the detector could be

improved by 0.046% by reducing the noise to the lowest realistically achievable

level.

5.7.3 Radial Distribution of MCKE vs QPE Outliers

The outliers shown in Figure 5.11, which are well above the linear fit, belong to

a class of events which have a severely under-estimated detected event energy.

This under-estimation is believed to originate from events that experience par-

tial light detection due to the less than 100% photocoverage of the experiment.

This would be true for events that occur at large radii (with respect to the cen-

tre of the DEAP-3600 acrylic vessel), where there is an increased probability of

light escaping the detector through the spaces between light guides. Included

in the class of large-radius events are those which occur in the acrylic neck of

the detector (see Figure 5.1, shown in dark blue), or in the region directly below

the neck. The acrylic neck provides a path for the argon recirculation system,

and 39Ar β-decays occurring in this region may only have a small portion of

their total light detected, due to their distance away from the focus point of

the PMT light guides.

To test the hypothesis that the outliers are due to large radius events, a
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Figure 5.12: Residual (distance of closest approach) of 39Ar MCKE vs QPE
points from linear fit line. Left end-point of distribution is at -37.0.

cut is placed on the MCKE vs QPE histogram. To determine where to place

this cut, the outliers were defined using a residual of each point in the MCKE

vs QPE space, as shown in Figure 5.12. The residual was calculated as the

distance of closest approach of each event point and the linear fit line (black)

shown in Figure 5.11. Figure 5.12 shows that for data points below the linear fit,

the residuals are as large as -37.0, and the tail of the distribution is composed

of the outlier events. Assuming an outlier is an event outside a symmetric

distribution about the linear fit, the cut line is placed at 37.0 keV above the fit

line (see the red cut line in Figure 5.13).

With the outliers clearly defined, the radius-cubed of each simulated 39Ar

β-decay was plotted (see Figure 5.14). Radius is measured in meters from the

centre of DEAP-3600. The R3 event distribution is flat from the centre of
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Figure 5.13: Monte Carlo event energy of 39Ar β-decays versus detected event
energy for events with SCBv3 noise added to waveforms. A linear fit shown in
black, and the cut defining the outliers is shown in red.

the acrylic vessel (R3 = 0) to the inner acrylic surface (at R3 ≈ 0.614 m3).

Events occurring at R3 greater than 0.614 m3 are from β-decays in the acrylic

neck. Recall that β-decays occur at any location in the detector where LAr

is present, including the acrylic neck (which is used for Ar recirculation). A

Cartesian cross-section (Z vs X position) of the simulated 39Ar β-decays within

the DEAP-3600 vessel is shown in Figure 5.16. The coordinate system of the Z

vs X plot is centred (0,0) at the centre of the DEAP vessel, and the dimensions

are in meters.

Next, the R3 of events falling above the cut line (outliers) are plotted in

Figure 5.15. The R3 distribution of the outlier events confirms the hypoth-

esis that the incomplete energy detection of these events is correlated with

the radial position. That is, the outlier events all occur at large radii. The

peak of the outlier R3 distribution is located at ≈ 0.614 m, corresponding to
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Figure 5.14: R3 from centre of DEAP-3600 for all simulated 39Ar β-decay
events. A red line shows the location of the inner acrylic surface of the vessel.

events occurring near the inner surface of the acrylic vessel. The neck events

(R3 ≥ 0.614 m) are also included in the R3 outlier distribution. The blue line

shown in Figure 5.15 indicates the fiducial volume cut which DEAP-3600 has

set as a goal (R3 ≈ 0.176 m3) for an active target volume of 1000 kg LAr. To

aid in the visualisation of the location of outlier events, their X-Z location is

plotted in Figure 5.17, confirming that the majority of the outlier events occur

near the neck region (X = 0 m, Z = 0.9 m). Figure 5.17 also implies that the

outliers which occur at large radii but not in the neck (events to the left of the

peak in Figure 5.15) are not evenly distributed around the detector, but are

preferentially located in the top portion of the detector near the neck. This is

the location in DEAP-3600 where photocoverage is most limited, due to the

lack of local light guides and PMTs.
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Figure 5.15: R3 of the MCKE vs QPE outlier events. Fiducial volume cut
indicated with a blue line. The outlier events appear to be large radii inner
vessel events, as well as neck events.

Out of the total number of 39Ar β events simulated (∼ 106) about 0.66%

events were defined as outliers. Of these outliers, less than 0.1% fall within

the fiducial region. Once DEAP-3600 has removed the majority of the outlier

energy events with the radial cut to define the fiducial volume, remaining outlier

events will be removed using the Fprompt and energy cuts.

5.8 Concluding Remarks

The purpose of the simulation studies was to use information gathered from the

electronics testbed to simulate the effect of the electronics noise on the DEAP-

3600 detector’s performance. Other noise levels (not based on the electronics

testbed) were simulated to provide context for the results with respect to a
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Figure 5.16: X vs Z positions of all simulated 39Ar β-decays. Recall that the
β-decays may occur anywhere in the detector that contains argon, including
the acrylic neck region which is used for argon recirculation.

perfect electronics system (no noise), and a hypothetical increase in noise from

current design levels (0.700 mV RMS). It was shown that electronics noise

can shift the overall values of Fprompt for 100 GeV·c−2 WIMPs by a signifi-

cant amount if the noise level exceeds 0.6 mV RMS. Electronics noise levels of

0.7 mV RMS reduce the mean of the Fprompt distribution of 39Ar β-decay events,

as well as alter the distribution shape, when compared to the events generated

with noise levels on the level of 0 to 0.5 mV RMS. If noise levels increased in

amplitude by ∼ 50%, with respect to distribution RMS, it would negatively

impact the ability of DEAP-3600 to separate WIMPs from background events

in the lowest energy range considered, 20 - 40 keV. The current noise level leads

to a separation between WIMPs and 39Ar β-decays which could be improved

in the 20 - 40 keV energy range by lowering the noise to a level where it is

limited by the CAEN V1720. The detector simulation shows WIMP signals
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Figure 5.17: X vs Z positions of simulated 39Ar β-decay outlier events. Note
that the outliers predominantly occur near the top region of the detector.

will be easiest to separate from background in the 40 - 80 keV range studied.

The current level of noise generated by the SCBv3 decreases the simulated

detected energy efficiency of DEAP-3600 by ∼ 0.05% compared with the lowest

realistically achievable noise level from the V1720 digitiser only. An increase

in noise amplitude RMS by ∼ 50% would reduce the detected energy efficiency

by about 0.3%. The simulation indicates the electronics noise should not neg-

atively impact the DEAP-3600 detector with respect to signal extraction, and

electronics noise should be kept at the current level or, if possible further re-

duced, to enhance the detector energy efficiency. The simulation also revealed

that events occurring at large radii, specifically in the neck region, may have

poorly resolved energy due to incomplete light detection. These large radius

events may be removed from the DEAP-3600 data by the combination of fidu-

cial volume, Fprompt, and energy cuts.
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Chapter 6

Conclusion

DEAP-3600 aims to be one of the world’s first tonne-scale direct detection

dark matter experiments. It will search for dark matter in the form of weakly

interacting massive particles. To facilitate the detection of photons from the

liquid argon scintillation detector, signal conditioning boards will be used as a

electrical pulse shaping tool. The SCBs assist in maximising single photoelec-

tron detection, which ultimately enhances the detected energy efficiency and

discrimination power of the detector.

Results from a direct detection dark matter search are often displayed in a

cross section versus WIMP mass phase space. The curves traditionally found

in this space represent a region above which a WIMP detection is excluded

by an experiment. If WIMPs are detected, a region may be identified in the

parameter space where the WIMP mass and cross section are permitted. An

example of a spin-independent parameter space with the world’s current leading

result (XENON-100), as well as DEAP-3600’s projected sensitivity after three

years of background-free running, is shown in Figure 6.1. The figure shows

that DEAP-3600 will explore the range of WIMP cross sections reaching as

low as 10−46 cm2 for WIMP masses of about 100 GeV·c−2 [67]. Also included

in Figure 6.1 is the projected sensitivity of DEAP-3600 when operating with

argon reduced in levels of 39Ar, referred to as depleted argon, which permits a
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lower energy threshold to be obtained. Exclusion curves typically rise quickly

at low WIMP mass, which is a reflection of the individual detector’s energy

threshold.

Figure 6.1: WIMP mass versus cross section exclusion plot for projected
DEAP-3600 sensitivity [79]. Current leading exclusion limit (May 2012) set
by XENON-100 collaboration (with 100 days exposure time) shown for refer-
ence.

The achievement of the blue exclusion curve shown in Figure 6.1 depends

on DEAP-3600 successfully discriminating background and signal events above

the 20 keV detected energy threshold. This thesis discussed testing of the SCBs

which will help enhance the DEAP-3600 SPE detection and energy efficiency,

to ultimately be able to explore the desired parameter space shown in the ex-

clusion plot. SCB testing was an iterative process, with successively improving

versions being designed and fabricated. Through primary testing of the SCBs,

improvements have been implemented toward the final design. The final SCB

will have high gain channels with 4.7 nF coupling capacitors, a 6 ns time con-

stant for pulse shaping, and use the AD8001 amplifier. The noise levels on the

109



last version of the tested boards are low enough to facilitate accurate single

photoelectron detection at a level of 0.016 PE for the 4 ns time bin. The SCB

was shown to behave in an acceptable fashion with respect to pulse shape and

charge distributions, with an amplifier change helping to reduce a changing

pulse shape with pulse height issue on the HG channel. The specifications for

signal to noise ratio were found to meet design goals at the current level of

S2N ≈ 64. The SCB low gain channel saturates the digitiser at ≈ 10,000 PE,

which is large enough to permit the study of large light events like alpha decays

on the inner surface of the DEAP detector. The high gain and low gain chan-

nel of the SCB displays clear linear correlations which will allow for efficient

calibration of the detector at run-time.

The thesis outlined the procedure and results of simulations performed us-

ing the RAT analysis software. The simulation was initialised with information

about the electronics noise levels which DEAP-3600 will experience. The sim-

ulation indicated that noise levels of the current electronics setup of DEAP

should not significantly affect the ability of the detector to separate a WIMP

signal from the expected dominant background 39Ar β decays. The simulation

also revealed that an electronics noise that exceeds ∼ 0.6 mV RMS may dra-

matically affect the detector performance with respect to the expected WIMP

and 39Ar β decay Fprompt distributions. However, the current electronics noise

is below this level (∼ 0.47 mV RMS), and in the energy range of 20 - 40 keV

(detected event energy) the simulated Fprompt distributions for signal and back-

ground are found to be well separated. The detector may experience a small

increase in discrimination power in the lowest energy range (20 - 40 keV) if

the electronics noise is reduced to a level where it is limited to the commercial

device used for digitiser (V1720). The simulated detected energy efficiency of

DEAP-3600 with current noise levels was also found to be within 0.05% of the

level that is as low as realistically achievable. The detector energy efficiency

from the simulation with the current electronic noise levels is ∼ 98.4%. The
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simulated energy efficiency study also revealed a population of outlier events

which had lower detected energy than true event energy. These events were

confirmed to be from 39Ar β decays occurring at large radii, and in the acrylic

neck region of the detector. It is believed that these events will be successfully

removed from the DEAP-3600 data with a fiducial volume cut, which removes

events occurring at reconstructed radii ≥ 0.56 m, combined with Fprompt and

energy cuts.

With the primary testing of the prototype SCBs complete, the 32 final

boards are now being produced. Acceptance testing for each, similar to that

described in this thesis, will ensure the performance is adequate with respect

to pulse shape and noise level. An initial simulation study has shown the elec-

tronics noise should not affect DEAP’s expected discrimination power. Further

simulation work is needed to incorporate the final SCB response function in the

DAQ processing, and the effect of different types of pulse finding algorithms on

the detector performance. The effect of changing the WIMP mass on Fprompt

distribution should also be simulated to provide an estimate of DEAP’s discrim-

ination power for a range of WIMP masses. Finally, a large scale simulation,

on the order of 108 to 109 events, should be performed with a full electronics

response to determine the lowest possible energy threshold DEAP could have

while maintaining a discrimination power of 10−10.
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