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ABSTRACT

The equilibriuq compositions and refractive indices
of the .vapor and liquid phases Qéfe measured for the hydroggp-‘
carbon dioxide—methpne system at 227.4 and 258.2 K, for the
hydr?gen—carbon dioxide-n-pentane syster at 273.2 and 323.2 K, \
and for the hydrogen-n=pentane system at 273.2, 323.2 and
373.2 K at pressures up to 27 600 kPa. The molar volumes of
the co-existing phases were calculated from the refractive
index measurements combined with pure component Lorentz-
Lorenz refractivities obtained from the literature.

The lower-temperature portion of the data for the
hydrogen-carbon dioxide—methan; system was obtained with an
existing, constant-volume, stirred, equilibrium cedl. The
remaining, larger portion of the data was obtained with a
constant-volume, vapor-recirculation cell that was built for
this purpose. ’

Vapor pressure and density data for pure hydrogén\
were taken from the literature and were examined in order to
select appropriate methods of hydrogen parameter calculation
that can be used with several commonly used cubic equations
of state. Two suitable approaches, the modification of
Gunn, Chueh and Prausnitz, and the use of the unmodified
experimental parameters, were identified and were compared
by employing them in the Peng-Robinson equation of state to %
predict the experimental data.

The modification of Gunn et al. provided no siénif—

icant improvement over the use of unmodified parameters.



The use of temperature-dependent binary igtéfaétiéﬂ parame-

ters provided no improvement over the use of :aﬁstant inter-
action parameters. The accuracy of vapor-liquid equilibrium
predictions of the hydrogen concentrations was substantially

poorer than for the other compounds that were present.
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I - INTRODUCTION
In recent years the sudden shift in cost and avail-
ability of conventional oil supplies has fostered a surge of

1

fu

interest in the conversion of heavy o0il, bitumen and co
into readily useable fuels. Most or perhaps all of the
currently feasible processes for carrying out such conver-
sions involve the introduction of hydrogen in its molecular
form. Efficient design of these processes requires good
estimates of the pressure, temperature and composition re-

lationships of the complex mixtures involved.

The determination,of these relationships has been
hampered by the following two factors. Firstly, there is a
lack of reliable ternary and multicomponent phase equilibri-
um data with which to check thermodynamic property estimates.
Secondly, the methods used for predicting vapor-liquid equi-
librium conditions appear to be less reliable for mixtures
containing hydrogen than they are for many other Eamﬁanly
encountered mixtures.

This investigation was aimed at both of these con-
cerns. It was decided to obtain vapor-liquid equilibrium
data for one binary and two ternary mixtures involving hy-
drogen and following that to examine briefly the methods of
fluid property prediction for these systems and to evaluate
them using experimental data.

) The number of possible ternayxy combinations that

could be studied was very large; hence the scope of the study

had to be limited to a selection of typical mixtures. A



review of the literature indicated lit;le previous work on
mixtures containing carbon dioxide and hydrogen with light
alkanes. 1In order to obtain basic data on some mixtures of -
this type, it was decided to study the behavior of the
hydrogen-carbon dioxide-methane and hydrogen-carbon dioxide-
n-pentane ternaries.

The binary system that was studied, hydrogen-n-
pentane, was chosen because no satisfactory éhase equilibrium
data for this system existed in the literature. Such data
are needed to obtain the binary parameters used in most of
the recent methods of predicting ternary and multicomponent
equilibria.

As volumetric data may be required for process
design and are also useful for comparing prédi:tive methods,
it was decided to measure the refractive indices of the
co-existing phases in addition to the pressure, temperature
and composition. The density could then be calculated using
the measured composition together with the appropriate pure

component information.



II - LITERATURE SURVEY

A. Vapor-Liquid Equilibrium Data

A literature search was carried out for vapdr-
liquid equilibrium data on systems containing hydrogen with

one or more of the following camponents: non-cyclical
hydrocarbons of ten or fewer carbon atoms, carb@g dioxide,
nitrogen, carbon monoxide and water. Adequate and sometimes
pPlentiful information has been published on the binary sys-
tems of hydrogen with each of the normal alkanes from
methane to n-octane, except for n-pentane.

The single available source (13) on tgé hydrogen-
pentane system provides only three data points at one tem-
perature. The data are presented graphically. The article
refers only to "pentane" and does not indicate whether a
pure isomer or a mixture of isomers was used. Also, data
pr
tem display serious errors according to a later study (23).
Frohlich and co-workers, who were testing the range of
application of the Henry's constant, may have been more
interested in measuring relative concentrations than in
ébsalute concentrations.

No data were found for terﬁary systems of a light
hydrocarbon with hydrogen and carbon dioxide. The only ex-
perimental information on systems including hydrogen, carbon
dioxide and light hydrocarbons has been provided by Yorizane

et al. (48) for the two multicomponent systems hydrogen-
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methane-carbon monoxide-carbon dioxide-n-butane. The data
consist of dewpoint pressures and vapor compositions §t 0°c.
Hydrogen concentrations were determined by éifferencel not
directly, and exhibit large scatter.

| The results of the literature survey for the com-
pPonent pairs that appear in the systems studied in this work
are presented in Table 1.

B. Refractivity Data

Information was collected from the literature on
the pure-component refractivities of the compounds that were
included in this work. Refractivities were needed to calcu-
late phase densities from the measured refractive indices.
The relationship between the refractive index and the densi-
ty of a fluid is probably best represented by the Lorentz-
Lorenz refractivity (5), given by Equation (1).

RyL ‘(1)

O |
o
N
I
—

n"+2

In the above equation, p is the densit?e n is the refractive
index and Ry is the Lorentz-lLorenz refractivity, which is
usually vexy nearly constant, varying only slightly with
temperature and density. |

Highli‘acgurate determinations of Ry have bEéﬁ%%gg
carried out by Diller. (11) for hydrogen, and by Olson (31)
for methane. Because these refractivities were reported for
wavelengths different from ihat used in this study, small

corrections were made based on the experimental data of Peck

and Huang for hydrogen (32), and the data of Watson.and



TABLE 1
LITERATURE SOURCES FOR VAPOR-LIQUID EQUILIBRIUM

DATA ON THE BINARY SYSTEMS RELEVANT TO THIS WORK

SYSTEM REFERENCE _
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’ 1954, 46, 511. .
Sterner, C. J., Advan. Cryog. Eng., 1961, 6, 467.

Davis
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62, 8, 537,

—

9

Hensel, W. E., and Massoth, F. E., J. Chem. Eng.
Data, 1964, 9, 352.
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J. Chem. Eng. Japan, 1968, 1, 109.
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Jap., 1968, 38, 79.
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40, 201.

Toriumi, T., and Kaminishi, G., Asahi Garasu Kogyo
: Gijutsu Shorei-Kai Kenkyu Hokoku, 1968, 14,
67i )
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Eng. Japan, 1971, 4, 113.

s
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TABLE 1 (Continued)
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Ramaswamy for methane (46). Refractivities for the same

c

wavelength as used in this study have been published by

Besserer and Robinson (6) for both carbon dioxide and n-
pentane.

C. Prediction of Vapor-Liquid Equilibria

Approaches to the problem of predicting vapor-

liquid equilibrium properties for systems of non-polar anr
slightly polar substances fall into two categories. The
first is the use of composite methods of prediction. The
second category is the application of equations of state.
The principal difference between equation of state

and composite approaches is that composite approaches use a
different model or set of equations to describe each of the
vapor and liquid phases, whereas in equation of state methods
the same equation is used to describe both phases. Treating‘
both phases with the same equation has the advantage of -
being consistent with the princ iple of continuity of the
vapor and liquid states. It is well known that a vapor can
be changed into a liquid without ever exhibiting a meniscus
or change of phase, provided the transition path passes
through the superrritical region. The same is true for the

x. reverse path. It follows therefore that an accurate mathe-
matical description of vapors and liquids must be contipuous
in regions above the critical point (and by definiti?#, at

the critical point as well). 4
The many equations of state that have been pro-

posed can be divided into three groups: cubic, extended



]
virial, and reference equations. Thege groups are described

very briefly later in this chapter. More detailed discussions
are available in the excellent reviews presented recently
by Leland (25) and by Harmens (18). A good outline of earlier

developments in the field can be found in the older, more

nd Prausnitz (45).

1]

general review bi Tsonopoulos

C-1. Composite Methods

All the methods in this category apply separate
models for each of the vapor and liquid phases. These models

are usually based on a fugacity equation such as Equation (2)

in which the fugacity fi of component i is Yepresented by the

product of a:stanaara state fugacity fié, a composition
z; and an activity coefficient Tias

- o

fi = Ti Eifi (2)

Success depends mainly on the ability of the models to predict

Yi@' the correction factor for non-ideality. Composite methods
collapse at pressures near and above the critical point

because the vapor and liquid models are inevitably inconsistent

with the continuity of the two phases in this region.

The most commonly used methods in this category
are the Chao-Seader (9):and Grayson-Streed (15) :@rrelati@né_
The Grayson-Streed correlation is basically a refitting of
the constants of the Chao-Seader method using a more extensive
data set that é;tenas the range to higher temperatures.

The Grayson-Street correlation apnears to be more avrcurate

in general. Both methods make use of the Red): N -Kwong



equation of state, but only to calculate the fugacity
coefficient of the vapor phase.

These carrelatians,_alang with most other compos-
ite methods, have been replaced to a large extent by methods
that employ a single equation of state.

C-2. Cubic Equations of State

[a)]

This group of equations, often referred to as the
Van der Waals family, first came into widespread quantitative
use after the Redlich-Kwong equation of state appeared in
1949 (36). Since then the Redlich-Kwong equation has been
greatly improved upon. Two of the more recent cubic equa-
tions in common use are the Peng-Robinson (PR) equation (33)
and the Soave modification (41) of the Redlich-Kwong equa-
tion (SRK).

These two equations have the form

P = RT - a(T) : (3)
vV-b ft(b,V)

where a(T) is the temperature-dependent constant in the

second term (the 'attraction' term), énd b is the other con-
stant believed to be related to repulsive intermolecular
forces. P is the absolute pressure, T is the absolute
temperature, V is the molar volume of the fluid, and R is
the gas constant. By convention R is not counted as

one of the eguation constants as it appears in all equations
of state for fluids. The PR and SRK equations of state are
thus two-constant equations. The denominator of the attrac-

tion term 1s given by Equation (4) for the SRK equation -

state, and by Equation (5) for the PR equation of state.



f(b,V) = V(V+b) ’ (4)

f(b,V) = V(V+b) + b(V-b) (5)

G

Before either e PR or SRK equations can be

used, three parameters must be known for each component
4
encountered. These are the critical temperature, critical

pressure and éhe acentric factor of each of the components
in its pure state. 1In addition a binary interaction para-
meter is usually required for each pair of components occur-
ring in a given mixture. The binary interaction parameter
is best determined by fitting the equation of state to
pressure-temperature-composition data for the vapor-liquid

the corresponding binary system.

Hh

[

region o
Cubic equations of state have the advantage of
;elative simplicity when compared to other equations of
state. The difference becomes apparent in the much shorter
compLt.ing times required by cubic equations when programmed

on a digital computer. The simplicity appears to be related

to the cubic nature of the volume dependence in these equa-
tions. 1In addition, the two adjustable constants in the

equation can be defined readily in terms of the three pure-

component parameters. The mixing rules by which the con-

stants for a mixture are calculated have been determined

empirically for the most part. Satisfactory results can be
obtained when they are used with accurate binary interaction
parameters. However, Leland (25) insists that these mixing

rules are still far from optimal.

.t appears that all cubic equations have several



weaknesses in common. The most outstanding one is their
poor ability to provide accurate volumetric predictions.
Even for the Peng-Robinson equation, ‘Which is superior to
the Soave-Redlich-Kwong equation in this respect, the pre-

achievable

dicted volumes are far from the accuracy that i
through other types of equations of state and correlations,
especially for pure components. A second common difficulty

is that cubic equations tend to overestimate the pressure

o

and composition range of the two-phase region (1) and as a
result the predictions are much poorer in the critical region
than in other areas.

A third difficulty arises when cubic equations of

systems which contain hydrocarbons or

o]

state are applied t

e ]
=

related materials very high molecular weight. For these
materials the critical constant and the acentric factor may
be experimentally inaccessible (as with materials that de-
compose thermally without reaching the critical temperature),
or not defined (as for a CGEEiEX mixture of similar materials
which are collectively treated as a pseudo-component). 1In
order to handle these substances within the framework of
cubic equations, effective parameters must be estimated, an
exercise that may admit substantial errors. This difficulty
is the reason given by Moshfeghian et al. (30) for iﬁvestiga—
ting the use of the "Parameters From Group antributicnsf
(PFGC) equation. As evidence of the equation's potential
they present several comparisons between predictions and

experiment. However, they did not publish any group



13

parameters.

The idea that a third constant can be added to
cubic equations without increasing the required amount of
pure component information, and without altering the cubic
nature ¢ these equations, has been exploited by Harmens
(17). while Harmens was able to show that one of the three-
constant equations which he investigated was more accurate
than the PR or SRK equations, the improvement was small and
it was doubtful whether the improvement justified the ;
increased complexity. N

It is interesting to note that while the equation
oé Harmens could reproduce the critical volume of pure compo-
nents accurately (two-constant equations can not), his equa-
tion exhibited the same weaknesses in the critical region .as
did other cubic equations. He attributed this weakness to
limitations of the cubic nature of the equation, and referred
in his thesis to evidence that the critical region requires

at least a fifth-order power series to be described properly.

C-3. Extended Virial Equations of State

The extended virial equations, sometimes referred
to as the Benedict-Webb-Rubin (BWR) family, do not suffer
from the same limitations that cubic equations display.

These equations consistently include volume terms which are
greater than fifth order, and have more constants than the
cubic equations. For pure components the extendéd virial
equations provide much greater accuracy than cubic equations,

especially in correlating the properties in the critical



region and the molar volumes.

The first modern equation in this group was the
Benedict-Webb-Rubin (BWR) equation of state (4). It con-
tained eight constants and involved an exponential term.

The most noteworthy improvements upon the BWR equation are
those of Starling (43), and Lin and Hopke (27), both of whom
used the same eleven-constant modification of the BWR equa-
tion. Another recent eqﬁatién of state was proposed by

Bender (3). 1It requires twenty constants, and while it is

capable of high accuracy, its complexity discourages its wide-

spread use.
The greatest weakness of the multiconstant equa-

tions appears to be their inability to maintain accuracy in

[8

the transition from pure components to mixtures. This is
attributed to deficiencies in the mixi%g ruleé that are used
to.calculate the constants for a mixture from the pure com-
ponent constants. These mixing rules are necessarily empir-
ical and lack firm theoretical foundation. This is hardly
surprising, as the pure component constants themselves are
established empirically, and have no proven fundamental
significance.

The difficulty with the mixing rules has been
eased somewhat (17, 18) by a procedure proposed by Lee and
Kesler. They employed a twelve-constant modification of
the BWR equation in a corresponding states approach. The
pProcedure requires only two complete sets of constants, one

set for the "simple fluid" as originally defined by Pitzer



et al. (33) (for which the acentric factor is zero), and one
set for a reference fluid that has a large acentric factor.

Thermodynamic calculations are based on the relationship:

. “Z(m*%‘s (

In this relationship, Z i8 the compressibility factor and w

z(r)- glol, (6)

is the acentric factor. The superscript (o) refers to the
"simple fluid"™ and (r) refers to the reference fluid.

To perform calculations according to the* Lee-
Kesler method only three constants need to be known for a

mixture: the pseudocritical pressure, the pseudocritical

temperature and the acentric factor. As a result only three
mixing rules are required, and each of these rules is for a

guantity that can be determined approximately from experi-
ment. Harmens recommends the mixing rules used by Pl&8cker
(35).

A disadvantage of the Lee-Kesler correlation is
that it does not extend throughout the entire two-phase

egion (28).

C-4. Reference Equations of State

The equations of state in this group are very com-

many constants as needed to des-

plicated. They include a
cribe to a desired accuracy the PVT relationships of a pure
substance. To apply these equations directly to mixtures is
practically impossible because of the problems involved in
defining unique sets of constants for pure components, and
in relating these to the constants for a mixture. The use

of these equations is limited to providing accurate informa-

15



tion on a reference fluid. Such an equation is then used in
a correlation in much the same manner as the modified BWR
equation is used in the Lee-Kesler correlation.

C-5. Treatment of Quantum Gases

It is generally recognized that the various iso-
topes of hydrogen, helium and neon do not fit satisfactorily
into corresponding states :erélaticns Oor into the common
methods of vapor-liquid equilibrium prediction. Higher

molecular weight substances with simple molecular structure

L]

fit much better. The reason for the differing behavior o
the low molecular weight molecules is usually attributed to
certain quantum mechanical effects which become more impor-
tant as molecular weight decreases and as temperature
decreases (38, 37). Because these small molecules have the
weakest intermolecular attraction of all substances, their
vapor-liquid regions exist only at temperatures much lower
than for other substances. As a result their critical
pressures, critical temperatures and acentric factors may be
influenced significantly by these quantum mechanical effects.

n order to obtain trustworthy predictions for sys-

=4

tems that contain any of these quantum gases, special meth-

ods must often be employed. Either the parameters for these
gases are adjusted to suit a method of vapor-liquid equilib-
rium prediction, or an entirely new correlation is developed.

Both approaches have appeared in various forms in the litera-~

w

ture.

The previously described correlations of Chao and

16



Seader and of Grayson and Streed both included special pro-

visions for hydrogen. 1In the framework of these methods

11 the pure hydrocarbons (except methane) were correlated

th the same set of constants. Howaver, hydrogen and

it

w
methane, while placed within the 2ame framework, each re-
quired a special set of constants. Even with the special

attention that hydrogen received, large errors occur in the

predicted K-values of hydrogen when in the presence of cyclic

hydrocarbons (40). The correlations were not extended to
other quantum gase;i

Sebastian and co-workers (40) proposed a new
correlation prepared specifically for predicting hydrogen
solubilities, particularly in heavier hydrocarbons and syn-
thetic oils. The correlation is a composite method in which
Tié and £;° in Equation (2) are combined into a single

coefficient. The ratio of fugacity to mole fraction is cal-

culated according to Equation (7).

1n(f/x) ln(f/x)PiD + PV/RT (7)

The zero pressure term and V are each correlated
by a set of equations in which temperature and the solubility
parameter are used as the independent variables.

In connection with cubic equation of state methods,
a variety of proposals has been made for accommodating the
quantum gases. The proposed methods (usually restricted to
hydrogen) fall into four categories.

f effective critical

]
o]

The first category is the us

constants as originally proposed by Gunn, Chueh and Prausnitz



(16). In this method the values used as the critical tem-
perature and pressure are functions of temperature. At high

temperatures these effective critical constants approach the

m\
o)
I,
m
1]
]
L
=
rt
s |
ot
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so-called classical constants. The valu

gen and helium to the corresponding state tables of Pitzer,
it has since been used to provide effective parameters for
hydrogen in Socave's modification of the Redlich-Kwong equa-
tion of state (18).

The second method of handling quantum fluids in-
volves the alteration of the temperature dependence of the
constant a in %he attraction term of Equation (3). Soave's
original correlation of the constant a with temperature was

ased on data for hydrocarbons below their critical tempera-

o

ture, as was later done with the Peng-Robinson equation,
Hydrogen at room temperature is at hine times its critical
temperature and to apply the Socave-type formula requires a
long extrapolation. Several authors (14, 7, 12) have pro-
posed different temperature relationships for the attraction
constant so that conditions well above hydrogen's critical
point can be predicted more accurately,

The third method, proposed by El-Twaty and

Prausnitz (12), is to add a quadratic term to the simple

rule used to calculate the constant b in Equation (3).

Normally b is calculated according to

bm = £2ijbj (8)

1

=



vﬁha:gx;i is the mole fraction of component i and the sub-

scriptngxagg i refer to the mixture and the pure component

T

i, reapectively:k“g;ijaty and Prausnitz proposed

\DU;

bm 7 Zzjb; + 5?2‘3551 (9)

N . , ,
where Eyj is a constant characteristic of the pair formed by

o

hydrogen and component j. Ey4 must be determined by empirical
correlation for each component 7. ‘
The fourth method of treating hydrogen in cubic

equation-of-state predictions would not be worthy of mention

were it not for the frequently-used convention of assuming

the acentric factor of hydrogen to be zero. The method i
simply to use a negative acentric factor for hydrogen in

ccordance with the experimentally derived figure of -0.22

]

hi

\b—]\

is a rather low value in comparison with the range 0.0

0

to 0.5 in which most materials that are fluid at room tem-
perature lie. 1t appears that many researchers have assumed
that the experimental value is not reliable as a parameter.
However, Mollerup (29) has reported encouraging results when
suitable negative values are used fagp;he quantum gases.
His wgfk applied only to purg‘gﬁmpanents; Lin (26) has
shown that for binary systems of hydrogen with hydrocarbons
containing up to thirteen carbon atoms the original Soave
method (using the experimental acentric fdctor) performs
bettér than the Graboski-Daubert modification of the method.
Graboski and Daubert modified the SRK equation in
two ways. They employed the classical critical constants

and a zero acentric factor for hydrogen, and they applied a



different temperature dependence to the constant a in an
attempt to reproduce better the behavior of hydrogen at tem-
peratures far above its critical point. Lin showed that a
small overall improvement could be obtained with the
Graboski-Daubert modification when the temperature function
for the constant a was refitted using a more extensive data
set. Significant improvement occurred in predicting K-values
in binaries of hydrogen and heavy hydrocarbons, but this was
partly offset by poorer results for binaries with light
hydrocarbons. 1In addition, Lin tested the modification of
the critical constants according to the method of Gunn et al.

Only a slight improvement was obtained.

P R ,‘:xg_,ris seros ‘F:,,m_! PR L T
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III - EXPERIMENTAL METHOD

A. Equipment Design

A-1. The Two Egquipment Sets

The experimental data were obtained on two sepa-
rate sets of equipment that operated over different tempera-
ture ranges. The use of more than one piece of equipment
was preferable because of the large temperature range over
which vapor-liquid equilibrium occurs for the different sys-
tems studied.

The lowest experimental isotherm (-45.8°C, hydrogen-
methane-carbon dioxide) was studied with already existing
equipment. This equipment was capable of operating at tem-
peratures from about -100°C to near ambient conditions.

The measurements near and above ambient temperature
were carried out on a new apparatus deéigned and constructed
for this purpose. The operating temperature ranges of the
two sets of equipment overlapped each other, allowing results
from the two sets of equipment to be checked for reliability.
Part of the second-lowest isotherm (-15°C, hydrogen-methane-
carbon dioxide) was studied on both sets of equipment but
the rest of the data were obtained on the new, higher-
temperature equipment.

To distinguish between the two cells in the re-
mainder of the text, the lower temperature cell is referred
to as the cold cell, and the higher temperature one as the

warm cell.
B
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The cold cell has been described in detail by
Kalra and Robinson (20). While it was necessary to make
several modifications to the support equipment, the design
and operation of the cell were essentially unchanged.

Basically, the equilibrium mixtures were contained
in a type 316 stainless steel vessel having a fixed volume
of about 250 cm3. The equilibrium cell contents could be
observed through £w®, pyrex glass windows located near the
upper and lower ends of the cell. Each window had an inter-=
nally mounted mirror behind it to permit measurement of the
refractive index of the intervening phase.

The cell contents were mixed by swirling the lig-

uid with an externally coupled, magnetically driven stirrer.

F
Samples of each phase could be obtained through needle valves

[y
[y+]

built into the cell body.
The equilibrium cell and its peripheral equipment

were located inside a

—

arge fibreglass dewar that acted as
an air bath. The bath was cooled by a refrigeration system

upplemented by vapor from evaporating liquid nitrogen. A

cold cell

ambient to
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- A-3. Higher-Temperature Equipment (Warm Cell)

A-3-a. ,“?3 Equilibrium Cell

The new equilibrium cell that was constructed for
investigations at higher temperatures centered around an
equilibrium cell with a constant internal volume of approxi-
mately 100 cm3. The main features of the cell are shown in
Figure 1, and the detailed dimensions are presented in
Appendix E. The cell body was machined from:a 15.3 cm diam-
eter rod of Hastelloy C-276. A flat surface was milled along
the rod and then a recess, shown in the cross section of
Figure 1 as the open area to the right of the window, was
milled into the flat surface. The recess dimensions were
approximately 8.9 cm high by 2.6 cm wide by 6.5 cm deep. The
recess Qés stepped out to a wider, opening near its mouth in
order to accommodate the window and sealing system. Care
was taken to insure smooth rounded surfaces to avoid points
of stress concentration.

The rectangular window (9.84 cm high by 2.54 cm
wide by 1.5 cm thick) was placed in the mouth of the recess

and allowed the entire internal height of the cell to be

viewed. The window was held in place by a cover plate of

n

mild steel which was bolted to the cell body. The cell con-
tents could be viewed through a 0.95 cm wide slot in the
ccve:r plate. The slot is indicated in section A-A.

The two 1internal mirrors used for refractive index
+ i~ .rererts were made by :rinding and polishing the ends of

“w  ...% Cor dlameter rods. Each of thesge rrnds wae marhinsAd

~
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from a single piece of type 316 stainless steel. As can be
seen in Figure 1, the outside end of the mirror rod widened
abruptly into a 7.5 em disk-shaped flange, by which the mir-
ror was bolted to the cell body. Each mirror was inserted
into a hole drilled into the back of the cell. The two rods’
protruded into the internal cavity, one near the top and the

other near the bottom. As shown, the mirror surfaces were

m

located very near to the inside surface of the window. Th
mirrors were sealed into the cell by compressing the circu-
lar mirrorf{gaskets (see Figure 1), which were made of a com-
mercial fluorocarbon polymer, against the body of the cell.

The cell contents were mixed by drawing vapor from
the top of the cell and bubbling it through the liquid via
the ports labelled in the figure as the vapor recirculation
outleﬁ/and inlet. Two other small ports were drilled to
provide for a thermocouple (shown in section A-A) and a lig-
uid sampling line (labelled).

The window was sealed against leaks by placing a
packing material along the window perimeter, as shown in
section A-A, and compressing it between the cell body and
the cover plate, so that the lateral distortion of the pack-
ing against the window provided a radial seal. This method,
similar to the one which had worked satisfactorily on the
cold cell, met with serious difficulty at pressures above
2% 000 kPa. Overcoming this difficulty proved to be the
toremost obstacle during the course of the experiments. A

rarsety of materials and combinations of materials was



employed in various attempts to provide a packing arrange-
ment that was acceptable,.

Initially glass-filled teflon was used as the win-
dow packing, but at the higher temperatures it was
extruded through the narrow gap between the cover plate and
the cell, and the compression on, the packing was lost.
A graphite-strip packing was employed temporarily, but ghis
also had several disadvantages. An excessively large force
was required before the graphite would deform to provide the
radial seal. Also, the adhesive used to bond the layers of
graphite together tended to contaminate the cell with a
greasy residue that obscured the mirrors. 1In addition, set-
ting this packing in place required time-consuming, pains-
taking effort. |

An attempt was made to use graphite impregnated

asbestos. However, this material proved to be too resilient

and caused the window to fracture whenever the tension on
the cover plate bolts was relieved.
Finally success was achieved by placing a 3.2 mm

teflon between two 1.6 mm layers of a compressed

(s
V)

l<
1
H
o
Hh

asbestos gasket material (Garlock). The asbestos material
was rigid enough to prevent the teflon from being extruded,
but was not hard enough to crack the window when forced
against it. Even this arrangement had certain drawbacks.

In some in;tan:es when the compression on the window packing
was increased to seal the vessel at the higher pressures,

the window would crack. These cracks usually ran parallel

26



to tMe viewing surfaces of the window, and originated along
thgfiine where the packing contacted the side of the window.
Evidently, the stress applied by the packing promoted the
formation of cracks in the window.

The weaknesses of this type of window sealing
arrangement limited the maximum operating pressure of the
cell to about 28 000 kPa. The cell body, with an aluminum
block substituted for the window, was able to withstand a
pressure of 65 000 kPa during a room-temperature hydrostatic
test.

A-3-b. Air Bath

The arrangement of the equilibrium cell and its
auxiliary equipment is shown in Figure 2. An air bath was
used to provide a controlled environment for the cell. Cool-
ing was provided by a Frigidaire Freon-12 fefrigeratign unit.
Heat was supplied by four mMwnually caﬁtraiied strip heaters
having a total output of léDD watts. The temperature was

intained by a proportional- integral temperature controller
(Thermac Model TC 5192) operating a 300-watt strip heater.
The air was circulated by a 30 cm fan driven by a 1/3 H.P.
AC motor. The operating range of the bath was -17°C to
+135°cC, .

A-3-=c. Vapq;ﬁReciggulggiéangmg

Vapor was drawn from the top of the cell and was
bu?bleé through the liquid by a double-acting, magnetic, pis-
ton pump. The design of the pump ig shown in Flgufe 3, and

the parts list is given in Table 2.
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Bsction A-A
Vapor Recirculation Pump Asséﬁbly

3.

Figure
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TABLE 2

T FOR THE VAPOR RECIRCULATION PUMP
ASSEMBLY DRAWING

_DESCRIPTION
Sleeve Capf

Magnet Sleeve

Magnet

Bearing Spacer

Pole Piece

Teflon Ball in Check Valve
Aluminum Connecting Gaskeéts
Nylon Eeafigg

Magnet Retaining Plate

Countersunk Screw for Securing
Retaining Plate

Magnetized Piston

Cylinder Gasket (Glass-filled
Teflon)

Pump Cylinder
Thrust Plate

Check Valve Body
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The type 316 stainless steel pump had a free-
floating, teflon-coated, magnetized piston (item 2 in
Figure 3), which was drawn up and down by a set of twelve
Alnico V bar magnets. The magnets (item 3) were arranged -

in a ring around the pump cylinder (item 14). The two check |
valves’at each éﬁd were operated with teflon balls (item 6
indicates one of these balls) closing against conical sur-
faces.

The pump, indicated by item J in Figure 2, was
located in Eﬁisair bath and was driven from the outside by a

variable

-speed DC motor (Boston Gear Ratiotrol) connected to
a 30/1 gear reducer (Boston Gear). ihe range of speeds at
which the piston could be drawn back and forth was 0 to 60
times per minute, although below 10 times Per minute the
check valves often failed to close well enough to insure the
flow of vapor through the cell.

The volume of the pump and circulating lines was
approximately 30 cm3. The max imum design pressure of the
pump was 63 000 kPa based upon the maximum recommended stress

quoted for 316 stainless steel in ASME tables. The maximum

stress wa

calculated by the Lamé equation. The pump passed

)]

a hydrostatic test of S0 000 kPa at room temperature, By
design, the internal pPressure acted to increase compression
on the glass-filled teflon rings that provided the seal.
This arrangement proved to be highly successful, as the pump

remained free of leaks throughout the duration of the

experiments,



A-3-d. Charging and Sampling Equipment

When the desired system pressure was above the
to the warm cell with the same motor-driven Ruska pump that
was empleyed in charging the cold cell.

Vapor and liquid samples were taken through sepa-

x

rate needle valves. Both of the valves were essentially of
20)

the same design as those in the published description (
of the cold cell.

The vapor samples were drawn through a needle
valve, item D in Figure 2, that had been installed in the
vapor recirculation line. Liquid'samples passed through a
;b cm length of 0.23 mm I.D., type 316 stainless steel cap-
illary tubing before passing through the liquid sampling
needle valve, shown as item E in Figure 2. A 0.15 mm wire
had en inserted along the entire length of the capillary

‘ dead volume of the sampling line,

tube ¥ n order to reduce th

m
m

and to improve sampling control by restricting sample flow
rates. One end of the capillary tubing terminated at the
valve seat very near the tip of the needle. The other end
was inserted through a 1.6 mm diameter port in the bottom of
the equilibrium cell (shown in Figure 1) so that the tubing
extended about 1 mm above the cell floor.

The purpose of the capillary line on the liquid
sampling system was to avoid partial separation of components

as the sample flashed across the constriction in the sampling

[V
r+

valve. 1In principle, once a eady state had been achieved



the composition of the vapor emerging from the needle valve

at the end of the capillary tubing was the same as the com-

Therefore one needed only to discard the portion of the sam-
ple that emerged before a steady state was achieved in order
to obtain a representative sample.

In practice, however, it was found that no differ-

nce in composition could be detected whether or not the

e

first portion of a sample was discarded. The capillary line
needed only to be purged tp remove material that had accumu-
lated there when the ell/Ps not at the equilibrium condi-
tions being studied.

The sampling valves were housed in a separat
portion of the air bath which also contained the tubing man-
ifold and most of the valves used in charging, venting,
evacuating and sample handling. This separate section could
be heated iﬁé&péﬁientiy above the temperature of the air
bath, thereby preventing condensation or adscrpthgaaf
n-pentane from the low pressure gaseous samglef'ECcnéEﬁ?iflgn
and adsorption were a concern when the maniialé\was below
room temperature because of the low vapor Pressﬁre of pentane‘*ﬁg

at these conditions. A 10 cm squirrel-cage fan erven by a
1/40 H.P. motor provided circﬁiatiaﬁ in the separaéé ?ath.
Heat was furnished by a manua¥ly controlled 300-watt strip
heater. A 140 kPa pressure transducer (Validyne) was cé%ing

nected to the sample storage tubing, and was used to observe

and control the amount of sample drawn. The electrical



output from the transducer was displayed on a Hewlett-
Packard Model 3455A digital voltmeter.

B. Temperature Measurement

The temperatures of the cold cell and its air bath
were measured with copper-Constantan thermocouples. For the

used. The calibrations of both sets of thermocouples were

L

carried out in the same manner. The results for the thermo-

couples used in the equilibrium cells are presented in
Appendix A.
The calibrations were made against a platinum re-

tance thermometer. For both sets of equipment, the cali-

"]
[ td
]
1]

ions were carried out by suspending the thermometer

o
H
t

ra
probe and thermocouples beside each other inside the air

bath for that equipment. The voltmeter and the electrical
connections to the thermocouples were the same as, sed during
the experiments. The calibration data were fittea to poly-
ngmials‘.f the voltage output of the thermocouple. These
equatiané were estimated to be accurate to within 0.1°cC.

C. Pressure Measurement .

Equilibrium cell pressures were measured with Heise
Bourdon tube gauges made from 316 stainless steel With the
'cold cell, pressures at or near the 6900, 13 800 and 20 700
kPa isobars were measured on gauges whose ranges were 13 800,
20 700 and 34 500 kPa respectively.
) The two gauges with the higher pressure ranges

were used also on the warm cell. 1In addition, a fourth
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gauge with a maximum pressure range of 2070 kPa was used.
Pressures in the warm cell were read from the gauge with the
range that was nearest to, but still above the condition
studied.

All calibrated against a Ruska .
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dead weight gauge, and were found accurate to within 0.1% of

the full scale reading when the pressure was increased from
zero. Accuracy was within 0.25% of full scale when pressure
was returning to zero. The calibration reports are given in

Appendix A.

D. CémE 1t19n Measuremént

D-1. Lower-Temperature Equipment N

The data obtained on this equipment were for only
the hydrogen-methane-carbon dioxide ternary system. Two gas
chromatographs both using thermal conductivity detectors
were used for the analyses. One chromatograph measured the
ratio of methane to hydrogen while the other, using a dif-
ferent carrier gas, measured the ratio of methane to carbo
dioxide. Methane was then used as a tie component to obtain -
the overall composition.

Two chromatographs were used because it was not

btain accurate chromatographic analyses with

g
[e]
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either of the two carrier gases (helium or nitrogen) that
had been tried. (It was later discovered that satisfactory
results were possible with argon as the carrier gas),

When helium is used as the carrier gas in therral conductiv-

ity detection, a chart recording of the



response for hydrogen shows that M-shaped peaks occur, often
with changing polarity, over a wide range of hydrogen con-
centrations. While this problem can be eliminated by using
a carrier gas of hydrogen mixed in helium, the weak sehsi-
tivity that ensues is unsuitable for the m%asurement of
small hydrogen concentrations. 1In the samé manner as for
hydrogen, the thermal conductivity signal for carbon égéxiﬂe,
with nitrogen as the carrier gas, also results in M-shaped
peaks.

It is necessary for each component in a mixture to
produce a single sharp peak in order to carry out accurate
analytical work. While this requirement could not be met by
using a single gasﬁghrématégragh operating with either R%Efai
gen or helium carrier gas, it was met with the dual chromat-
ograph system.

The gas chromatograph that measured the methane to
hydrogen ratio (Hewlett Packard 7620A) operated with nitrogen
as the carrier gas. The signal from the thérmal conductivi-
t'detector (model 17503A) was recorded on a strip chart
recorder (model 7100B), on which a disk integrator was
installed to record the peak area. Component separation was
achieved with a 183 cm by 2.16 mm I.D. column filled with
Bpherocarb packing. The nitrogen flow rate was 35 §m3/min;
The column temperature was 130°C, and the detector tempera-
ture was 180°C. A bridge current of 100 mA was used.

The second gas chromatograph (Hewlett Packard

5750) operated with helium as the carrier gas. The helium

36



column containing Porapak QS. The column temperature was

maintained at 49°C, the detector temperature at 150°C, and
the bridge current at 150 mA.
The chromatographs were calibrated by least-

squares fitting of peak area for a pure component versus the

o

electrical output from a ¥ 105 kPa pressure transducer
(Celesco Model 3PD) mounted in the sampling manifold. The
peak areas from the 5750 chromatograph (helium carrier) were
fitted to quadratic equations using the difference of the
transducer output from ;era absolute pressure as the inde-
pendent variable. For peak areas from the 7620A chromat-
ograph (nitrogen carrier) a fourth-order power series was
used. The transducer outputs needed to be relatedito the
quantity of material'sampled. This was accomplished by cal-
ibratine-_the transducer with a closed~-end manometer contain-
ing vacuum pump oil or mercury as the manometer fluid,
depending on the pressure range. A cubic equation was used
to represent this calibration.

The combination of the peak area and manometer
calibrations permitted one to determine the pressure of a
sample of pure component injected into the chromatograph.
(Eight-port Hewlett Packard gas injection valves were used

¢

t>r this purpose). Since the volume of gas injected was

¢lwiys the same, the pressures associated with the pe -
rerresented the relative amounts of each component ir * &y

Ttese press res were crrrected for ool



behavior. At the conditions used, the corrections proved to

be small. .

The calibrations described above are presented in

D=2. g;ghe:fiempe;atugequuipmenﬁ

The new, higher-temperature equipment (the warm
cell) was used to take data on all three systems studied.
For all the analyses carried out with this equipment, peak
areas were found by numerical integration with a Hewlett
Packard 1000 digital computer and the Hewlett Packard 3350
Series programming pac&i?e.

D-2-a. The Methane-Containing System

The warm cell calibration of the methane-containing
system differed from that of the cold cell in that peak areas
were automatically integrated by computer, and that only one
gas chromatograph was employed. Argon was used as the
carrier gas. All three components were detected satisfacto-

th a thermal conductivity detector. The Hewlett-

s
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~ard Model 7620A gas chromatograph, with associated equip-

as described in the preceding section, was used.

1

The

[ut

rgon flow rate was 20 ml/min. Spherocarb was

the -clumn (183 cm, 2.16 mm I.D.) which was main-

I At The detector temperature was 135°C, and

trent was B0 mA.
i.1brations are shown 1n Appendix B.

[
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for both the hydrogen-n-pentane and hydrogen-carbon dioxide-
n-pentane systems. These components were separated in two
columns joined in series. The first column (152 cm, 2.16 mm
I.D.) was packed with Porapak Q, and was used to retain the
pentane as the hydrogen and carbon dioxide passed on through
both columns. The second column (183 cm, 2.16 mm I.D.) was
packed with Séherocarb to separate the hydrogen and the car-
bon dioxide. After the hydrogen and carbon dioxide had been
eluted, the direction of flow was reversed, and the pentane
was backflushed from the first column to the detectors.

Argon was used as the carrier gas. Because the
thermal conductivity detector responded only weakly to n-
pentane in argon, it was necessary to employ both a flame
ionization deteétor (F.I.D.) and a thermal conductivity
detector (T.C.D.). The flow from the columns was split so
that approximately seven-eighths of the gas passed through
the T.C.D. which was used to detect hydrogen and carbon
dioxide. Only the pentane was detectable with flame ioniza-
tion. The argon flow rate was 35 cm3/min. The columns were
maintained at 125°C, the T.C.D. at 135°C, and the F.I.D.
oven at 150°C. The T.C.D. bridge current was 80 mA. The
hydrogen and air flow rates used to sustain the flame were
37 and 500 cm3/min respectively. The flow rate of make-up
argony that augmented the portion of the column gas flowing
to the F.I.D., was 46 cm3/min.

Ar 1nitial attempt tc obtain a calibration in the

e Tarrer as forothe metl oo o rtanang syster led to poor
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results. Consequently, the calibration was performed with
gas mixtures whose compositions were known to within a rela-
tive accuracy of about 1%. These mixtures were prepared
volumetrically aﬂdﬁgr gravimetrically, depending on which
procedure provided gggg?ér accuracy for a given composition.

The T.C.D. response did not vary linearly with the

quantity of material. 1In order to calibrate this signal a
rather complicated approach was used in which the effective

response factor was made to vary with both peak area and
sample composition. A detailed description as well as the
actual calibrations are presented in Appendix B.

E. Refractive Index Measurement

The refractive index of each of the coexisting
phases was determined by measuring the angle at whicdh a beam
of light emerged from the equilibrium cell after reflection
from the internal mirror. Figure 4 is a reproduction of a
diagram used elsewhere (5) to illustrate this arrangement.

A beam of monochromitic light (632.8 nm) was
directed from a continuous helium-neon laser (Spectra Physics
Model 132) into a telescope (Gaertner M523, aperture 28 mm,
focal length 250 mm) with an Abbé-Lamont autocollimating
eyepiece (Gaertner L372) using an optical fibre guide.

A partially reflecting mirror directed light down
the telescope towards the cell window. The telescope was

ion rotary turntable (Karl Kneise RTPH-10)

(751

mounted on a preci
ar.i was turned by using a hand-operated vernier wheel grad-

ated 1 divisions of two geconds. The maximum turntable



"~ WINDOW

AUTOCOLLIMATING
— TELESCOPE

MONOCHROMATIC
LIGHT

Figure 4. Schematic Representation of the Angle Measure-

ment Involved in the Determination of the
Refractive Index



error was 10 seconds over 360°. The turntable was rotated
until the beam of light emerging from the cell could be ob-
served through the telescope, indicating that the entering
and returning rays were co-incident. *
The angle between this ray and the line perpendic-
ular to the window surface (Y in Figure 4) could be related

to the refractive index of the fluid inside the cell by

applying Snell's Law as follows:

n] sin Y = n; gin B | (10)

ny sinf = ny sin § (11)
Therefore, -

n3 = n; sin v/sin § (12)

where n; is the refractive index of ambient air, np is the
refractive index of the window and n3 is the refractive in-
dex of the fluid in the cell. The angles f, y and § are as
shown in Figure 4. R

The window surfaces must be parallel for Equation
(12) to be valid. The internal angle § could be found by
measuring 7 when the cell was filled with ambient air (n3=n))
in which case 7 and § were equal. Alternatively, Y could be
measured when the cell was evacuated (n3=1) in which case
the refractive index of air had to be obtained from a hand-
book before § could be calculated by rearranging Equation
(12),

8§ = sin-l(nlsin7). (13)
For the cold cell, the rotary table was placed béi

low the cell and centred approximately on a vertical line

42
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through the windows. For the warm cell the rotary table was

centred on a horizontal line pass-

€
(-1

mounted sideways, and wa

ng from left to right in front of the cell window. The

-

internal angles (§) were approximately 30° for all the
mirrors except the vapor mirror in the warm cell. For the
latter, a largér angle of 42° was used, in order to improve
the accuracy. On the warm cell, the maximum measurable
refractive index was about 1.10 for the vapor mirror, and

mits for the cold cell

[l
=

1.37 for the liquid mirror. The
were not known, but were never approached.
F. Materials
The hydrogen and carbon dioxide used in this study
were both purchased from a local industrial supplier. The
specified minimum purity was 99.99% for hydrogen and 99.9%
for carbon dioxide. The methane was Matheson ultra high
purity grade, and had a specified minimum purity of 99.97%.
The n-pentane was from Fisher Scientific

Company and was designated as pesticide grade (suitable for

0\

pesticide residue analysis). No specified purity was quoted,
but repeated gas chromatographic analyses of the material

did not show any other peaks.

']

For each of the other three materials mentioned
above, no contaminants were ever detected during analysis.

G. Experimental Procedure

G-1. Lower-Temperature Equipment

G-1l-a. Charging and Equilibrating

e was used during

H

Normally, the following procedu

Lo



the investigation of the hydrogen-methane-carbon dioxide
system in the cold cell. The equilibrium cell was cooled to
near the desired temperature while it and the iharéing lines
were purged and evacuated. This operation lasted about 2 to
3 hours. The cell was then charged with carbon dioxide

until liquid covered a substantial portion of the lower win-

(v

dow. While the cell contents were being mixed, methane was
charged until the cell pressure reached a predetermined

value. This pressure torresponded to the phase region that

[ns

was to be studied, and was estimated fr@m previous experi-
ence or from trial and error. Finally hydrogen was added
until the intended pressure for the data péint being studied
was reached. As the cell contents approached equilibrium,
small amounts of gas were added or withdrawn to maintain the
pressure as closely as was possible., Differences from the
total pressure) were tolerated. It was assumed that equi-
lgb:ium had been attained when no pressure change was de-

tected for at least thirty minutes with the cell at the
desired temperature. Typically, two to three hours of mix-
ing were required to reach equilibrium. For mixtures near
the critical point, up to ten hours were required, even when
the swirling liquid exhibited a froth-like appearance and a
deep vortex.

After the desired measurements at one of the lower

i

isobars had been completed, conditions appropriate to the

next higher isobar were attained, when possible, by charging

44
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hydrogen or methane.

G=1=b. Measurements

After equilibrium had been reached, mixing was
[ 4

interrupted in order to take refractive index measurements.
Two to four measurements were made for each phase and then
averaged. Tﬁe sampling and analysis were then begun.

Portions of each sample were injected alternately
into the two gas chromatographs. Normally six analyses of
every sample were made with each chromatograph. Each anal-
ysis from one :hramétggraph was paired with one analysis
from the other chromatograph, and a tie-component caiculas
tion was performed to obtain an overall composition. The
resulting six values for the overall composition were
averaged,

Two samples of both the liquid and vapor were
taken. The cell contents were mixed between sample taking.
Each composition thag‘was reported was the mean for the two
samples  The combined calculations required about three
hours, and could not be done before the experimental run was
completed.

When the composition obtained for the two samples
of a phase disagreed by more than could be attributed to
normal scatter, the result was rejected. 1In addition, the
results were plotted on a triangular graph. Wwhen a plotted
point disagreed substantially with the boundaries of the
two-phase region, as described by the other points, it too

was discarded. The latter situation occurred mainly before
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it was realized that long periods of several hours of mixing

were required to reach equilibrium. Prior to that, samples

had frequently been taken under non-equilibrium conditions.
The pressure drop in the cell during liquid sam-

pling was barely detectable. During vapor sampling, the

™
(]

drop was larger and ranged from 10 to 30 kPa. \fter a no-

ticeable pressure drop, the system was usually returned to
the original pressure by charging tiny amounts of hydrogen
or methane. It was felt that errors from this procedure

would be less than those caused by reduced system pressure.

G-2. Higher-Temperature Equipment

G-2-a. Charging and Equilibrating

For the portion of the hydrogen-methane-carbon
dioxide data that was studied on the warm cell, the charging
procedure was the same as described for the cold cell.

‘ For the hydrogen-n-pentane and hydrogen-carbon
dio;lde-n-pentane systems, n-pentane was charged into the ’
equilibrium cell after the cell had been evacuated and
purged. The pentane was introduced as a vapor fram a 0.2
litre bomb which had been filled with liquid n-pentane.
After it had been filled, it was cooled until the pentane
was frozen. Following this, air and other non-condensed
contaminants were removed-with a vacuum pump. Before the
cell was charged, the bomb was heated and the cell was cool-

d into the cell

[i+]

ed so that enough pentane could be charg
over a reasonably short time interval. This was necessary
because the vapor pressure of n-pentane is only about 70 kPa

A



at réom temperature. ,
After the pentane had been added, carbon dioxide
and hydrogen were charged so that the desired two-phase com-
position‘region was reached. When the cell was being charged .
vapor recirculation line so that vapor could flow only in
the normal direction of circulation. Forcing the vapor to
flow in the opposite direction would have damaged the check
valves in the vapor recirculation pump.
Equilibrium was attained much more quickly with
the use of vapor recirculation than was possible with the
stirring mechanism of the cold cell. With the recirculating
éump reciprocating 15 to 25 times per minute, no
changes in pressure or composition were ever observed after
one-half hour of mixing. Recirculation was stopped while
taking samples, but could continue during refractive index

measurement without interfering with the measurements.

G-2-b. Refractive Index Measurement
3 ~neex feasuy nt

I

The angles required for calculating the refractive

index were measured two to four times and averaged. In a
few instances the refractive index of the observed phase was
beyond the range of the equipment. When one of the mixture
components was n-pentane, the mirror in the vapor phase

of ten became obscured by a liquid film. It was discovered

accidentally that a small sudden decrease of the bath tem-

perature during vapor recirculation caused the mirror to

clear briefly. Thereafter, such a decrease was deliberately
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induced in order to take measurements otherwise unobtainable.

La

The corresponding temperature drop recorded by the cell
thermocouple was less than 0.5°C. The error introduced in-
to the angle measurement was estimated to be 30 seconds at
maximum, and usually less, depending on the vapor density.

G-2-c. Sampling and Analysis

Two samples of each phase were taken. If agree-
ment was not obtained, a third and occasionally a fourth sam-
ple was taken to confirm a reproducible result. Two to four
chromatographic analyses wgre made for each sample.

When the pressure was above 15 000 kPa, sampling
had to be done very carefully to avoid removing too much

material and subsequently losing equilibrium. The flow rate

withdrawing a needle into a small circular hole through

which the sample was drawn. Ideally, the needle should be

However, the needle was normally stuck in the valve seat,
and upon withdrawal‘it would free itself suddenly. 1If there
was any freedom of motion for the needle in the valve stem,
the needle would pop out, and a sudden large flow of sample
would ensue. This préblemgéculd be avoided by placing a
small spring in the valve stem so that the needle was free

to move only by further compressing the partly compressed

Ll

spring. However, at the higher pressures, the force on the
needle from the contents of the cell was large enough to

push the needle back against the spring. No commercially



available metal spring with small enough dimensions to fit
into the valve stem was found to be strong enough to prevent
this motion. The best control was achieved by placing a
small, deformable piece of polyurethane in place of the
spring. However, at 1009C the polyurethane appeared to
deteriorate gradually, with the resulting loss of spring
strength.

Prior to the end of the experimental runs that

-he response to pentane from the flame ion-

£
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ization detector began to weaken. Corrections had to be
applied to this response in order to calculate the composi-
tion for the last two data points (13 790 and 27 580 kPa at
100°C). This was accomplished by carrying out chromato-
graphic aﬁalyses of a gas mixture of known composition, be-
tween the analyses of the samples drawn from the cell.

Using the peak areas for the samples of known éamp@sitién,
it was possible to calculate the factor by which the pentane
peak area needed to be multiplied in order for the original
calibration to be correct. The same factor was then applied
to the pentane peak areas from the analyses of the experi-
mental samples. The corrected peak area was subsequently
used in the original calibration to calculate the composition

.0f the samples from the cell.
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V - EXPERIMENTAL RESULTS

\H‘

A. The Hydrogen-n-Pentane System

at 0.0, 50.0 and 100.0°C. A total of thirty-two data points,
all taken with the warm cell, were obtained for this system,
A data point consisted of the measured pressure, temperature,
and compositions of both the liquid and vapor phases when in
equilibrium with each other. The results are shown in

Figure 5 in which the mole fraction of hydrogen in each

m

phase is plotted versus pressure at each temperature. Three

H

characteristics of this system are immediately apparent.

|

irstly, the solubility of hydrogen in the ligquid phase

ncreases with temperature, as is normal for hydrogen-

]

containing systems. Secondly, at the highest pressures
attained, nearly 28 000 kPa, theﬁzystem is obviously still
far from its critical point, and énly the vertical lines
describing the vapor composition in the figure provide any
indication of the fetr@graée region. Thirdly, the pentane

concentration in the vapor phase is very Sm;il at 0°c, a con-

equence of the low vapor pressure .of peptane. ‘

The equilibriu@ ratios, or K-factors, defined as
the ratio of the mole fraction of a component in the vapor
phase to the mole fraction of the same component in the lig-
uid phase, are shown in Figure 6. The data display
only a small amount of experimental scatter. 0
The compositions are provided also in tabular form

in Table C-5 found in Appendix C. 1Included in the same table

Yw‘
—



PRESSURE, MPa

28

26

24

22

N
o

—
(o 4

—
(o

—
b

—
N

0
0

0 01 02 03 04 05 o086 07
MOLE FRACTION He
FIG. 5 EQUILIBRIUM PHASE COMPOSITIONS OF

THE HYDROGEN-n- PENTANE SYSTEM

T T T T T T H A
il
o 0.0°C :
A 60.0°C ]
m  100.0°C
)

51



N

m-

0.0°C
50.0°C -

100 —\\
100.0°C

o
A
U]

50 .
10F —
5 —

y/x
I
|

S e |
>

< 1 - - —

X

X 05 -
2 .
g —
@ 4 |
g n—-PENTANE ]
T o1 |

0.01

0.005

SN : i o e
5 10 15 <0 2o 30

PRESSURE, MPa
i EQUILIBRIUM RATIOS FOR HYDROGEN
Do RN AN OIN THE By Dkl GEN

no PENTANE YO0 EM

52



are the refractive indices of each phase, and the calculated
molar volumes. Considerable uncertainty exists in the con-
centration of hydrogen in the liquid phase at 0°C and low
pressures. The affected results are presented in paren-
theses in the table. A combination of very small concentra-
tions together with the difficulties of lower-temperature
analyses made high accuracy impossible. Only a few of the
data are affected this way. For low pressure points at the
two higher temperatures, errors were substantially reduced
because the sampling procedure had been improved and because
the higher vapor pressure of pentane allowed larger, higher-
pressure samples to be drawn without condensation occurring.

At the lowest pressures studied, the refractive

iy

indices of the vapor phase were also of poor a:curaéyfbe-
cause the angles of refraction that needed to be measured

were very small and approached the range of precision

[0
Hh

the

\I‘U‘

equipment. These values also are listed in parentheses in

Table C-5.

B. The Hydrogen-Methane-Carbon Dioxide System

The hydrogen-methane-carbon dioxide system was
studied at -45.8 and -15.0°9C. Three isobars were studied at
each temperature, and for each isobar the compositions were
varied to cover the entire two-phase region. All the data
for the -45.8°C isotherm were obtained with the cold cell, -
for which isobars of 6900, 13 790, and 20 680 kPa were

4

chosen. The compositions in mole fractions ! @ these poiints

v presented gdraps . Dy o1n Fiagure
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Similarly, three isobars were studied on the warm
cell for the higher isotherm. Pressures of 6900, 13 790
and 27 580 kPa were selected. The somewhat larger pressure
range reflects the moderately higher pressures that could be
obtained in the warm cell. However, the 13 790 kPa isobar
was studied twice, once with each equilibrium cell, in order

to test the consistency of data from the two different s

[

ts
of equipment. ThESéVC@mPGEitiGﬂE; measured at the higher
isotherm, are presented in the triangular plot of Figure 8.
An indication of the degree of consistency of the data from
the two equilibrium cells can be obtained by observing the
two-phase boundary lines running through each of the two
data sets collected at 13 790 kPa. A small but noticeable
disagreement exists between the vapor phase compositions
from the two cells. The extent of disagreement is examined
later in this chapter.

A total of thirty-one data points were ébtafned
for this system. For most of these points refractive index

measurements were obtained also. Four additional data points
were taken in order to locate the binary compositions at
which the isobaric plots termiinate along the perimeter of

the phase diagram. As an example, the methane-carbon diox=

m

ide binary point that terminates the two-phase loci of th

6900 kPa isobar can be seen along the right edge of the - -

iangle in Figure 8. It shows that the mole fractions éér

-

[ad
la
i

out 0.23 and 0.51 in the liguid and vapor

E|
m
]
3
™
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phases respectively. At the higher pressures represented by
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the other two isobars, ;ethane-carb@n dioxide mixtures are

always supercritical at this temperature, and the two-phase

locus does not extend tc the two-component boundary. In-

tead, the vapor and liquid arms of the locus converge at

the critical composition, at which a substantial hydrogen
concentration exists, as can be seen from the figure.
The limiting, two-component compositions (and the

associated refractive indices) were measured whenever it

appeared that accurate values could not be obtained by inter- -

polation of data in the literature. However, for the isobars
studiedzgn the cold cell, hydrogen-carbon.dioxide binary
compositions could not be obtained because a measurable
amount of methane was required as a tie-componerit for the
analysis. Ultimately, one methane-carbon dioxide point and
three hydrogen-carbon dioxide points were obtained as com-
plementary data for t?is system.

These binary data were included among the hydrogen-
methane-carbon dioxide data presented in Tables C-1 and C-2
in Appendix C. Table C-1 contains the measured compositions
and K-values, while Table C-2 contains the measufed-fefra:-
tive indices and the experimentally derived molar volumes of
the corresponding points. The tables include partial data
obtained. However, such partial points are not shown on the
figures so that the experimental tie lines can be‘f@uné more
easily in Figures 7 and 8. Tie lines for any isobar can be

found by joining the first experimental liquid point on the

A

~



graph with the first vapor point, then joining the second
points of each phase, and so forth, provided one starts with

the vapor point and the liquid point nearest to one side of

the diagram. It is necessary to choose a side that repre-
sents a binary system in which both liquid and vapor exist

at that pressure and temperature.

C. The Hydrogen-Carbon Dioxide-n-Pentane System

The hydrogen-carbon dioxide-n-pentane system was
studied at 0.0 and 50.0°C. Only the warm cell was employed
.for this system. At each temperature three isgbgrs were
studied: 6900, 13 790 and 27 580 kPa. Data were collected
so that the complete composition range of the vapor-liquid
region was covered for each isobar. A total of twenty-five
data points was obtained. These points ‘are plotted in v
Figures 9 and 10. Three additional hydrogen-carbon dioxide
binary data points are plotted in order to locate the ends
of 'the loci for the two-phase boundaries. Also, six of the
hydrogen-n-pentane binary data points, presented earlier in
this chapter, are shown again along the lower edge of the
triangular plots. Not shown is éne ternary liquid phase com-
position for which the composition of the co-existing vapor
phase was not obtained. However, this liquid composition is
included in Table C-3 in Appendix C.

The refractive indices were measured in all ééses
except for one vapor phage, atvwhi:h the refractive index

was bejond the measurable range of the warm cell. These

Ll
[

refractive indices together with the calcuylated molar volumes
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are presented in Table C-4 in Appendix C.

D. Estimat&8d Accuracy

D-1. Temperature Measurement

The main sources of error in‘%he measurement of
temperature were: inaccuracy of the thermocouple calibra-
tions, temperature variation with location in the air bath,
the influence of an overcooled or overheated stream of
recycled vapor (warm cell only), and fluctuations in the
bath and cell temperatures themselves.

A statistical analysis was made of the random
deviations of the points used to obtain the calibratiéni
curves. It indicated that the‘error of the fitted calibra-
tion curves was very likely less thanlo.loc.

The effect of thermal inhomogeneity in the air
baths was more difficult to assess. During operation of the
warm cell, it was observed that the temperature measured by
the air bath thermocouple was slightly different from the
temperature measured by the equilibrium cell thermocouple.
(No such differences were observed durz;g operation o! the
cold cell.) The difference betyeen the bath and cell temper-
atures was larger for greater differences between the ambient
temperature and the nath temperature. The greatest observed
difference was 0.8°C, which occurred when the bath tempera-
ture was about 100°C. This temperature disagreement isg
believed to be due to thermal losses from the bath air

through the bath walls, and to small air leaks in the

bath walls, which allowed mixing of ambient

¢

o
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air with the bath air. The bath thermcouple had been sus-
peﬁded roughly 50 cm from the cell on the upstream side of
the air flow. It is believed that a small amount of ambient
air did mix with the bath-air in this section, prob;bly be-
cause of leaks along the sliding window in the bath wall
(see Figure 2). The large, highly-conductive mass of the
equilibrium cell itself certainly diminished any inhomogen-
eity of the bath air temperature, and it is hard to conceive
of associated disturbances inside the cell causing more than
a 0.05°C difference from the thermocouple reading.

Observed changes in the cell temperature upon
starting or stopping vapor recirculafion indicated that the
| disturbance due to vapor returning at a temperature differ-
ent from the céll temperature was not more than several
hundredths of a degree. Furthermore, observed variation of
the cell temperature reading during constant vapor recircu-
lation was never more than 0.06°C, and was usually less.

When all the above sources of error are considered,
the maximum possible error in the reported temperatures is
estimated to be t 0.25°C.

D-2. Pressure Measurement

Three possible sources of error in pressure mea-
surement were identified. These were: hyéteresis in the
bourdan tube gauges, calibration error, and fluctuations of
the pressure in the equilibrium cell due to sampling.

The effect of hysteresis upon pressure readings

when the pressure rises from zero was specified by the
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manufacturer (Heise) to be with; 0.1% of full scale. The
calibrations made against a dead weight gauge were also
within 0.1% of full scale. Pressure changes due to sampling
and recharging were consistently under 0.2% of the system
pressure. It is estimated that the maximum possible error
from all sources is 0.5% of the reported pressures. The
reported pressures, as found in Appendix C, are not neces-
sarily the same as the nominal pressures for an isobar. For

example, the pressure recorded for individual data points

for the 6900 kPa (nominal pressure) isoBar of the hydrogen-

methane-carbon dioxide system at -45.8°C (Table C-1 in

Appendix C) varies from 6888 to 6936 kPa. Such differences

between the nominal and reported pressures were still small

and were at most 0.6%. Consequently, for data of a certain

isobar the maximum error that could occur when the nominal

L

pressure is used is estimated to be 1%.

D

3. Composition Measurement

The errors that occur during composition analysis
can vary cgn51derably with the components to be analyzed,
the relative a@aunﬁs of each component, and the procedure
and method used in measuring ;heseviaﬁcentrati@ns_ The de-
gree of uncertainty differs from one system to another, and

from one calibration to another. Analyses are often less
accurate when very small concentrations are encountered. As
a result, it is more difficult to estimate the possible

pressure measurement.



The error estimates that follow are based mainly
upon the random scatter observed during calibrations. The
few available tests for systematic error were considered
also. Each system is treated separately.

For the data taken with the cold cell (part of the
results for the hydrogen-methane-carbon dioxide system) the )
standard deviations of points from the smoothed calibration
curves (see Figures 11 to 14 in Appendix B) were abgu£ 2% )
relative for each component over most of the calibrated
range. For the calibration curve of the pressure transducer
that was used to measure the pressure (and hence the rela-
tive amounts) of the pure component samples, the standard
deviation in the range in which most of the experimental
measurements were taken was under 0.5%. The use of two gas
chromatographs, from which the results needed to be combined
before the overall composition was obtained, led to slightly
larger uncertainties than could be achieved on single-
chromatograph analyses. Finally, the slowness of the tech-
nique used for mixing the contents of the cold cell often
made it difficult to éétermine whether egquilibrium had been
achieved or merely approached closely. Based on these con-
siderations, the estimate for the maximum possible error was
8% relative. This limit applies to the difference from
unity of mole fraction composition, or to the composition
itself, whichever is less. For example, a composition given

as 0.800 is considered to be accurate to 8% of (1.000' =

=

0.800), or to * 0.016 mole fraction. S



The portion of the hydrogen-methane-carbon dioxide
data that waq&taken with the warm cell is believed to be of
high quality. Only one gas chromatograph was employed, and
it was possible to operate it isothermally under very stable
conditions. Calibration data for individual components had
approximately the same standard deviations as for the cold
cell calibration just described i.e. about 2%. The caii-
bration was checked nearly a year after it had been made by
analyzing a gas mixture of known composition. When the mea-
sured mole fractions were compared with those obtained
during the mixture preparation, the results were all, within
3% relative. 1In view of the 1% uncertainty in the composi-
élons obtained during mixture preparation, and that the
chromatograph conditions had to be re-established after
having used the equipment for other measurements, the agree-
ment is extraordinarily good. It is believed, that the
reported cbhpositions of the warm cell data for this system
are accurate td within 4% relative.

Another test of the accuracy of the hydrogen-
methane-carbon dioxide data is found by comparing the data
from the cold cell and the warm cell for the intermediate
isobar at -15°C (Figure 8). As pointed out previously, the
entire two-phase region of this isebar was studied twiée,
once with each equilibrium cell. Comparison of these tyo
sets of data resulted in the observations described below.

The vapor phase compositions differ noticeably.

The disagreement becomes larger as the critical point is

~—
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approached. Smoothed compositions taken from the shown
curves are essentially in agreement at low methane concen-
trations, but the concentrations in the critical region
differ by as much as 10% relative. When the liguid phase
of hydrogen and methane were plotted against

entration

ﬂ\
m\
]

con
each other for each data set, the same trend and magnitude
of disagreement were observed. The possibility that non-
equilibrium conditions in the cold cell caused this disagree-
ment was considered, but was rejected because the expected
erroneously low hydrogen concentration in the liquid phase
was not observed. Concentrations of hydrogen from the cold
cell data were 0 to 10% higher than from thekrarm cell data
for both the liquid and vaéer phases. At m@ét, a 2% rela-
tive disagreement could be attributed to non- equilibrium
conditions in the cold cell data.

For the two systems that contained n-pentane as

?he component thé same calibration was used, and hence the
2

estimates of possible error are identical. As this cali-

bration was conducted in a very di ff rent manner than the
other two calibrations, the bases for accura cy estimates

differed accordingly.
Gas mixtures of known composition (see Appendix B)
were used for the chromatographic calibrations. These com-

positions were known to within * 2%, and usually to within
* 1%, relative accuracy. As a test for random error, the
raw calibration data were fed back into the finail system of

equations that represented the calibrations. The disagreement
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with known compositions as well as the magnitude of random
scattering were observed, and were found to be of generally

the same magnitude as for the other systems already de-

the cali-

error

e}
=
bu |

scribed. Perhaps the greatest source o

e 3
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bration of the pentane-containing system as ¢ g

relative sensitivities of the two detectors employed. The

of response of a thermal conductivity detector (T.C.D.)- and
a flame ionization detector (F.I.D.) did not vary signifi-
cantly over the course of the experiments. However, the
sensitivity of the F.I.D. was observed to drop, particularly
towards the end of the data acguisition. (The remedial
action that was taken is outlined in Chapter I1II). For the
data taken at 0°C, for which no independent tests of the
calibration accuracy were made, a change in detector sensi-
tivities of a few per cent could have gone undetected. On
the other hand, an attempt to reproduce three of the data
points of the hydrogen-n-pentane system at S0°C was success-
ful for two of the points (See Table C-5 in Appendix C).

693, 3450 and 13 790

L]

The data referred to are at pressures o
kPa. It was concluded that the detector response had
remained stable over the intervening period (one month
operation) until the two data p@inﬁs were successfully
reproduced. Noticeable disagreement occurred in the report-
ed compositions of the pair of data points at 13 790 kPa.

Mole fractions of n-pentane in the vapor of 0.0214 and

0.0238 were reported for the initial and reproduced measure-



ments respectively. This represents a differerice of 10.1%
of the larger value. Similarly, the reported mole fractions
of hydrogen in the liquid phase were 0.1035 and 0.0975 res-
pectively, a difference of 5.8%. When the vapor compositions
were plotted on suitably scaled graphs and a smoothed curve
wag drawn, it became obvious that the reproduced vapor com-
position (0.0238 mole fraction n-pentane) was in serious
disagreement with the rest of the data. A similar graph for
the liquid compositions showed that the liquid composition
for the reproduced data point was also in disagreement with
the other data points, although not as badly. While a re-
examination of .the record for the reproduced data point at
13 790 kPa revealed no obvious cause for this unusually
large disagreement, the results for this point are untypical
of the other experimental data and are probably erroneous,
Examination of smoothed compositions obtained by using the
Peng-Robinson equation of state also confirmed this conclu-
sion.

During the first portion of the data acquisition
for the éystems containing n-pentane, the gaseous samples
obtained after they had been drawn from the cell were not
mixed before chromatographic analysisfg At first it was sus-
pected that inhomogeneities in the composition of these

samples (caused by enrichment of components with low molec-
ular weight as they passed through tiny orifices in the
sampling valve and manifold) contributed to serious errors

in the analysis. However, the successful reproduction of



results for two of the binary conditions demonstrated that
the influence of inhomogeneities was negligible for the sam-

Ple handling procedure used.

X

For most of the data for these two systems the
overall maximum uncertainty of the data was estimated to be

¥ St relative. The data at 0°C could conceivably be in error

I+

by as much as 7% relative. Furthermore, much larger ran-
dom errors occurred when only small quantities of a compo-
nent existed in a sample. As a result, errors up to t 10%
relative could exist for écmpésitiGﬁs below a mole fraction

of 0.010. :

improvements that could be expected from

D-4. Refractive Index and Molar Volume Measurement

The accuracy of individual refractive index mea-
- s,

surements varied widely, depending on the conditions of the
window and mirror at the time. When a single undis ted
image of the laser beam could be observed through the auto-
collimating telescope the estimated accuracy of the refrac-
Eive index was usually about * 0.00015.  In such instances,
the sources of uncertainty were the inaccuracies of the mea-
sured angles, and more important, the uncertainty of the
internal angle between the mirror surface and the window
surface (8 in Figure 4). While repéateé mgasurements could

identify this angle to within 10 seconds of arc, the ang
til

b
m

itself would change slightly because the window would

o
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inside the packing as the cell was subjected to changing
internal pressure or, to a lesser extent, temperature. As
a result, the uncertainty of the internal angle was * 15 to
* 30 seconds, depending on the temperature and pressure
changes the cell had undergone in the time since the previ-
ous internal angle measurement. \

Unfortunately, the uncertainty in the refractive
index was often increased for the following reasons. First-
1y,-the windows through which the optical measurements were
taken would sométimes crack or chip near a surface, there-
after causing distortion of the beam of light passing
through it. Secondly, several of the windows had surfaces
that were measureably non-parallel. While codrections were
made for this influence, the inaccuracies involved in mea-
surement of the angle of ﬂcﬁiparallelism contributed a small
amount- - to the total Encertainty. Finally, gbscuriﬁg of the
window Surfaceé, egpééially bygliquid film on the vapor-
siée mirror sometimes caused the reflected beams to appear
very diffuse or to disappear entirely. This led to addi-

tional uncertainty, either through the difficulty involved

n measuring angles using unclear images, or from distur-

-

bances to the gystem that occurred when steps were taken to
disperse the film.

1 order to agseé! the overall possible errors,

(]
o

estimates were made of the possible error from each
above contributions for each measured value of the

tive index.. The results varied widely. Calculated

70



uncertainties were usually between 0.00015 and 0.001 for

vapor phase refractive indices, and between 0.0003 and 0.0013

o]

for the liquid phase values. Through experience and minor
equipment modifications, greater accuracy was gradually
obtained. As a result, the refractive indices of the

last data taken, the 50 and 100°C isotherms of the
hydrogen-n-pentane and the hydrogen=-carbon dioxide-n-pentane
systems, are all believed accurate to within 0.0005.

In the tables in Appendix C the results are quoted
to four decimal places, except when uncertainties greater
than 0.0013 exist, in which case only three decimal places
are quoted.

Estimation of the accuracy of the experimental
molar volumes required additional considerations. Obviously
the quality of the results depends partly on the accuracy of
the value of the refractive index used in the equation for
enz refractivity. This equation is

o]

H

n2-1

o
g
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(14)
where Rp; is the Loréntz-Lorenz refractivity, n is the re-
fractive index, and P is the fluid density.

A second source of uncertainty involves the assump-
tion that the molar refractivity of a mixture is equal to
the mole average of the pure component refractivities. This

everal authors for a

appra‘!matién has been investigated by

variety of system types. The results were summarized by

Besserer (5). The approximation is accurate to within about

122

1%,
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in the mole fragtion composition. The amount that the com-
positional errors affect the values for the molar volumes
depends upon the mixture compositions and the difference
between pure component refractivities. For example, even
fairly large relative errors in the composition of hydrogen
when it is in a low concentration will affect the calculated
value of the molar volume very little, because of hydrogen's
low value of Rp;. As a second example, consider simulta-
neous errors in methane and carbon dioxide concentrations.
Because these two components have refractivities that are
nearly the same, a large error in the ccncentratian of one
will be nearly balanced in the vq}ume calculation by an
equal and opposite error in the other.

As a é@ésequénce of the above factors the magni=
tude of the uncertainty for the molar volumes is often muchb
less than for the compositions. For vapor phase volumetric
data except at pressures below 3000 kPa the estimétea
uncertainties fall between * 1% and % 4%. At pressures
below 3000 kPa, which applies only to the hydrégenénﬁpentane
system, the difference of the refractive indices from unity
1s very small, causing the uncertainty from angle measure-
ment to become overwhelmingly large, especially at the
lowest pressures.

» On the other hand, the liquid-phase volumetric

data were all estimated to be accurate to within ¥ 2%, and

most within * 18.



The volumetric data, presented in Appendix C, are

given to the precision at which the last figure should hav

large uncertainty. Values with unusually large uncertainty

appear in parentheses.



V - PROPERTY PREDICTION

A. Choice of Predictive Method

Phase equilibrium predictions based upon a current
?néineering approach were compared with the experimental
data. Consideration was restricted to cubic equations of
state because they are simpler than other methods and usually
display approximately the same accuracy when used for pre@ic-
ting vapor-liquid equiligrium compositions of mixtures. *hef
Peng-Robinson equation of state was chosen as the method of
prediction as it has been shown to be of similar or superior
acguracy when compared with most other cubic sequations of '
state (33, 44,\13).

The gquestion of how to incorporate hydrogen into
the frameworksof.the predictions w;s more difficult to an-
swer. In order to distinguish between the various possibil-
ities outlined in Chapter II, data (28) onntxé vapor pressure
and density of normal hydrogen were examitied.

.A-1l. Corresponding States Test

The treatment of quantum gaseé’as proposed by Gunn,
Chueh and Prausnitz (16) (referred to in~{his chapter as the
method, ‘or approach, of Gunn) was given foremost attention
because of encouraging results fgom preliéinary predictions
carried out for this study, and because of the success re-
ported by Harmens (18). In the method of Gunn, the critical
temperature and critical pressure of a pure fluid arxe each

treated as temperature-dependent functions. Thus these two

quantities no longer correspond to the tr‘..critical values,
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but must be viewed as effective values. Equations (15) and
(16) are the expressions used to calculate the effective criti-

cal temperature TC, and the effective critical pressure P _:

c
'rc°
Te = [ . 21.8 (15)
mT
PCO . |
Pc = 443 (16)
1 +
mT

T is the temperature in kelvins and m is the molecular weight.
TCo and Pco are the classical (not experimental) critical con-
stants, which for hydrogen are 43.6 K and 20.2 atm (2047 kPa)
respectively. These constants pbrtray the corresponding states
behavior of a material in the high-temperature limit. The
acentric factor is assumed to be zero.

A gqualitative similarity was noticed between Gunn's

I

Rosenfeld and Thieberger (38) to predictions of the melting
-
curves of several substances of low molecular weight. This

-%
similarity was investigated further. A computer program was
written for interpolating compressibility factors from &Qr;
responding states tables in the same manner as described by
Gunn et al. The tables that were employed were those of Chao
and Greenkorn (8), who extended the tables of Pitzer to lower
reduced temperatures.

Smoothed experimental densities of.normal hydrogen
(28) were chosen so that the entire region within the limits

of the Chao and Greenkorn tables was covered. The aegﬂts

were more heavily concentrated in the regions of the table



in which the compressibility factor changed rapidly. The

(g,

vicinity of the two phase locus was avoided because of the

difficulties caused by the discontinuous nature of this line.

to-121 K and pressures from 200 to 10 000 kPa.

The average absolute deviation (A.A.D.) between
the smoothed density data and the densities predicted by the
tables was calculated in terms of per cent of the experimen-

tal values. Several approaches to hydrogen parameter calcu-

o
()]

lation were used. These approaches included the method

Gunn, simple models based upon an effective energy approach
to quantum corrections, and several cases of modified acen-
tric factors in conjunction with unaltered critical parame-

ters.

temperature was employed to indicate the temperature at
which a material would exist if all molecular motion, from
both thermal and quagtum mechanical contributions, were
taken as thermal motion alone. The method is based loosely
upon the following intermolecular pair potential suggested
by Rosenfeld and Thieberger:

Uggege(r) = u(r) + c 72u(r) (17)

]
3|

where u(r) = Intermolecular potential function
ueff(r) = Effective intermolecular p@tential‘funéticn
applying to classical equations of state

Molecular mass

3
)

Absolute temperature

]
i



\
C = a constant that combines several fundamental con-
stants and integers. |
Difficulty was encountered when relating the effective inter-
nal energy to effective temperature because of the compli-
cated variation of the heat capacity of hydrogen, especialiy
near the critical point. Within this aé%réach the best

results were obtained when the effective temperature was

given by:
T' =T + 60 | T-T- | 1%
) —% (18)
where T' = Effective absolute temperature

T = Absolute temperature
-

Tc = Experimental critical temperature

6 = 30 K

All of the variables in Equation (18) are in kelvins.

-

A comparison of the different approaches is provid-

ed in Table 3. The parameter calculations that were employed
with each approach are outlined in Table 4. i
As can be seen from Tables 3 and f, no modification
was found that was significantly more accurate than the
approach of Gunn. Indeed, the best result was obtained by
optimizing the value for the acentric factor within‘the Gunn
approach. Varying the constgmats in the denominators of
Equations (15) and (16) produced no further improvement. The
optimized Gunn approach was the only modification that led
to a positive acentric factcr.
The results for the various modifications did notw.

differ widely. The effective temperature approach provided
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Table 3. Average Errors of Predicted Compressibility

to the Calculation of Corresponding States

Parameters -

Modification Std. Dev. (%) A.A.D. (%)
Optimized Gunn 2.0 . 1.3
Effective T 2.3 1.6
Gunn - 2.5 1.5
Optimal w 2.7 : 2.1

! . il
unmodified 3.1 2.1 '

L=

Simple Fluid ) 7.7
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approximately the eame accuracy as the Gunn approach. Sur- -
pPrisingly, the use of no modificativns whatsoever was only
moderatelyuless accurate than Gunn's method. When the acen-
tric factor was change: to the optimized value of -0.28 only
.a slight 1mprovement over the unmodlfled approach Qas real- |
ized. However, the .assumption that hydrogen is a "simple
fluid"” as defined by Pitzer et al. (34) (acentric factor equel
to zero), and that its experimental Tc aﬁd Po do not have to
bgﬂcorrected, led to poor results.

It is worthwhile to point out the disadvantages
associated with the vatrious modifications. The modification
of Gunn required that two of the three parameters used in
the corresponding states correlation be temperature depen-;
dent. This leads to “ncreased complexity and longer compu-
tation times, especially for applications that require
derivatives with respect to temperature. Furthermore, the
critical point predicted by the original modification of
Gunn, which was based on data at supercritical temperarures
between 35 and 150 K, does not coincide with’the experimental
critical point. At the true critical temperature and pres-
sure, the method of Gunn predicts a reouced temperature

\

(T/Te) of 1.009 and a reduced pressure (P/Pc) of 1.067.
Accordingly, errors are inherent in the vicinity of T. and.
Po. All of the other modifications of parameter calculation
predict the critical temperature and pressure grrectly.
The effective remperature aporoach requires only

one parameter to vary with temperature. It exhibits
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essentially the same accuracy as the methdd of Gunn, which
employs two parameters to be temperature dependent. While

the increased simplicity suggests that¥fthe effective temper-

ature approach is preferrable t& Gunn's approach, neither

method produces a large increase in accuracy. 1t appears.
that a tehgerature dégendencgifar any of these parameters is
of small importance. |

For each of the approaches investigated in this
portion of the study, there were¢ regions of temperature in
which the correlations deviated not bly from the smoothed

data. The scatter between data and correlation was always

largest in the critical region. Below 25 K the experimental

sities were consistently too high and reached 5 to 8% error

around 15 K. Only the effective temperature approach han-
dled the subcr; ical temperature region well. This was the

only instance in which a temperature dependent parameter pro-
vided a large improvement. However, the method was slightly

poorer than the other approaches at temperatureg above 65 K,

at which a bias of 1 to 2% towards low déﬁsities was observed.

A relationship was found between the accuracy of
the correlation at different temperatures and the value used
for the acentric factog when the other parameters were un-
modified. WNear 120 X an acentric factor of -0.16 provided
the best correlation, but at lower temperatures, successive-

ly lower acentric factors were required. At the critical
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point an acentric faet@g of -0.35 was needed for exact agree-

‘Uﬂ‘

ment while at the lowest temperatures studied (15 K) a value

of -0.45 was the most suitable. The trend did not apply at

?

reduced temperatures between 1:0 and 1.1 beéause in this .

=

range the influence of acentric factor on corr éiated values

ed a large negative acentric factor, it was decided to exam-
ine in more detail the choice of an appropriate value for
the acentric factor of hydrogen.

A-2. Vgp@: Pressure Tests

According to Pitzer (34), the simpler and smaller

=

simple fluid"®", for which

molecules appreoach the hypothetica

ero. By implication, the ¥

Hh
[

he assigned an acentric factor o
quantum fluids should have acentric factors that are also
nearly zero. The ffct‘e critical parameters method of

Gunn is in accordance with this reasoning although Gunn and

EQTWGkafSSd@ not state why they chose < to be zero.
*

Y

) The acentric factor @ is defined as

W = -logjg(Py) - 1.000 (19)
where Py is the reduced vapor pressure at the reduced tem-
perature (T/T.) of 0.7. A plot was made of log;g(P,) of
‘hydrogen versus 1/T,., the inverse of the reduced temperature.

The vapor pressure data were taken from smoothed tables pub-

=

ished by NASA (28).

By reading the value of logjg(P,) at T, = 0.7 the

[

acentric fa I

tor for normal hydrogen was confirmed to be -0.22.
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However, the plot for hydrogen displayed concave upward cur=

vature. For most non—polér and slightly polar substances a
\

similar plot shows a line that is very nearly straight over
the entire r;nge from the triple point to the critical point.
For these substénces the slope of the log(Py) vefsuERI/Tf
plot could be used to calculate the acentric factor indirect-
ly. This is no£ true for hydrogen., If straight lines are
drawn from the critical pdint to various points Dﬁiﬁhé plot
of the vapor pressure, and the straight line %S treated as
the vapor pressure curve, values between -0.15 and -0.29 are

4

obtained for the acentric factor. This shows the large
extent to which the 0§§or pressure of hydrogen fails to con-
form to.the behavior exhibited by other materials.

- A plot of log(P,) versus 1/T, was also made for
the vapor pressure of helium. The acentric factor was
found to be -0.61. The curvature of this plot was even
greater than for the plot for hydrogen. |

The concave upward curvature of the plots described

above is gqualitatively consistent with the effective inter-
molecular pair potential given by Equation (l17). The term
that contains the Laplacian sperator in this equation repre-
senfﬁ the guantum mechanical correction. It predicts that

the quantum effect varies ipversely with temperature, and

that it is volume dependent. At either high tempe¥atures or

low densities the correction is negligible. However, at -

higher densities and at lower temperatures it" becomes in-

creasingly important. If this is true, then from the view-



point of classical mechanics, the liquid would appear to have

*
- a greater internal energy than would be expected at the ob-

served temperature. T- ~:fore, because the difference in

internal energy betweg ae liquid and vap@réékates is cor-
1
resp&ndin?ly smaller than the value that classical mechaniec

-~

-

would indicate, vaporization of a éuantuﬁ fluid would occur

more readily, and the vapor pressure would appear to be anoma-.

lously high. The effect would increase with decreasing
temperature causing a plot of l@g(?r) versus l/Tr to become
concave upward, provided classical mechanics leads to a
linear plot.

Unfortunately, Egquation (17) gives littlé indication

of the temperature below which quantum effects become signifi-

cant for vapor pressure or density calculations.

A-3. The Peng-Robinson Correlation

A third test was carried out using a relationship
from the Peng-Robinson equation of state (details presented in

Appendix F). The form of this relatiansh;p had been developed

earlier by Soave who found that the temperature dependence of
the constant a in the Redlich-Kwong equation of state (see
Equation (3)) could be represented gs follows:

0.5 _ . 0.5
@y =l4mQ-m, ") , (20

where a, = a,/a_,

’ aéi Sevalue of the constant a for component i at the

T = the reduced temperature of component i

L]
[

g
"

a constant characteristic of component 1{i.
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The vaiues of m; were correlated with the acentric
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n equation of state, which em-

o

the same form of relationship for the constant a, mj

=

- =+ Jeplaced by kj, which was calculated in a different mam-

ner, but was similarly carrélatéd with the acentric factor (

according to Efuation (21).

K{ = 0.37464 + 1.54226w - 0.26992u7 (21)

I1f a plot of aiDiS against TriD‘S results in a

straight line, the slope (xj) of this line can be used in

1]
W

equation (21) to determine th

1 can be determined at any given temperature on the vapor

pressure curve by equating the fugacities of the two phases
(the condition for equilibrium). o was calculated in this
manner for normal hydrogen at temperatures from the triple 7

point to the critical point. The results showed Ho f_@ be*

&

learly 1.0 over the entire temperature range. The maximum

value was 1.0169 at T, 0.70 and the minimum was 0.9975 at

the triple point (T, = 0.42). When QHED*S was plotted

us with a slight curvature was obtained.

n

against TED*EE a lo
A straight line was drawn through the points so that it
passed through a = 1 at T, = 1 (at which Oy, must be unity).
The slope of the line ki was inserted into Equation (21)
which was then solved for w. A value of -0.21 was obtained.
An estimate of the range of possible values of w

of

V1]

could be calculated from the minimum and maximum slope
the straight lines that could be drawn through the slightly

4 _
curved plot of a0-3 against 3405 The highest value of

centric factor. The value of
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the acentric factor obtained in this fashion was -0.16.

This corresponded to a straight line that was tangent to the

curve at Tr = 1. The lowest value was -0.24, and it corre-

1 and

sbonded to a straight line paséing thrgugh both T,
the triple point. ¢

The above findings 1nd1cate that the exper;mental%y
determined acentric facta; for hydrogen is a reasonable value
to use at reduced temperatures between 0.4 and 1. Again
little indication was provided about the suitability of neg-
ative acentric factors at higher reduced temperatures where

most of the systems of interest to engineers exist.

/A-(“ Binary System Composition Tests

H

The final test in this search for a suitable acen-
tric factor involved a comparison of the Gunn and unmodified
approaches in the prediction of binary phase compositions.
Soave (41). has reported that negative values for w are more
suitable in vapor-liquid equilibrium calculations with the
SRK equation of state, provided pressures do not exceed 2000
psia (13 800 kPa).

Data from the literature (39, 47) were selected for
two systemg, hydrogen-methane at 174 K and hydrogen-carbon
dioxide at 273 K. Each of these data sets extended over al-
most the entire vapor-liquid region. Attempts were made to
correlate each datgf%et by using the PéﬁééRDbinSDn equation
of ‘'state. The optiﬁal binary interaction parameters for each
approach were found by trial and error, and the resulting

compositions were compared graphi;ally with the data on
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pressure-composition diagrams.

Neither the usmodified approach nor.the modifica-
tion of G’hn could correlate the entire vapor-liquid region
successfully. Compogitions at pressures be%@w the retrograde
region could be tepresented accurately, but‘gath approaches
especinly for the hydrogen-carbon dioxide data. While the
use of lower acentric factors reduced the pregicted :fitical
pressure to more realistic levels, the two-phase region
simultaneohsly became too narrow. Apparently, neither
approach is capable of predicting the shape ¢f the phase

envelope over the retrograde region, even when the lower

p(ggzﬂf regions are ignored.

A d

t . ..
$ comparison similar to the above was performed

with the<- drogen-n-pentane data obtained in this work.
Although these data do not extend significantly into the
retrograde region, they do permit comparison over a EEESQEEE:
bly wide temperature range (273 to 373 K). Four of the mod-
ifications that are described in Table 4 were tested: ' the
unmodified approach, the 'optimum W' modification, the Gunn
modification, and the simple fluid assumption.

One method, the simple fluid assumption, was clear-
ly inferior to the others. While this method was able to
correlate the compositions of any one isotherm, the inter-
action parameters had unusually low values (below -1), and
were strongly dependent on temperature. A tempér%turé de-

pendence was essential, as predictions made with an interaction



F e PE TR e -

Al

parameter for a different temperature led to very poor re-
sults

For each of the other three cases, a single value
of the inte a;tlan parameter provided reasonably accurate
results over the 100°C temperature range, although a slight

temperature dependence was observed.” The interaction para-

%
F o=

meters were approximately -0.4 for the method of Gunn, 0.3
for the unmodified method, and 0.4 for the 'optimum '
approach, in which w equals -0.28. The similarity of the
results gave little indication as to which approach could be
recommended above the others, except, perhaps, that the un=
modi

fied approach is more in keeping with the general ten-

\P‘

ie
f
den f

‘ﬂ

3 or binary interaction parameters to have small posi-
tive Galuesg
Overall, the various tests revealed a range of

possible approaches to the treatment of hydrogen in predic-
tions based on two-constant cubic equations of state. At
one extreme is the method of Gunn which employs the simple
fluid assumption (w=0) tégethér with temperature-dependent
critical parameters. The effective critical parameters are

intended to account for the increased guantum mechanical

‘m\

influences in light molecules. At the other extreme is: the

se of the unadjusted experimental critical parameters to-
i -

gether with a negative acentric factor that is in the neigh-=

=

borhood of the experimental value. The use of this approach
assumes that hydrogen is not a simple fluid, and that quan-

tum mechanical effects are negligible.



The effective temperature approach that was de-

&

scribed earlier borrows elements from both extremes and can

be viewed as a compromise.

m

1 view of the uncertainty as to which extreme is

=
~

more appropriate for engineering calculations, it was decid-
ed to compare predictions based on each of these extremes
with the data obtained in this study. Accordingly, the
various properties that had been measured were predicted by
the method of Gunn and by the unmodified method, in conjunc-

tion with the Peng-~Robinson equation of state.

B. Determination of Binary Interaction Parameters

ary systems that were studied, the interaction parameters
had to be determined for five binary systems. For the
hydrogen-n-pentane system these parameters were obtained from

the data presented in Chapter IV. For the other binary sys-

\Im\

tems data ofiMwapor-liqu:! equilibrium compositions were

taken from the literature. The single methane-carbon dioxide

F

data point and the few hydrogen-carbon digxide data points
that were taken in this stydy were not used for the determi-
nation of interaction parameters. Instead, the parameters
obtained with the 1i£érature data were used later to predict
these points,. / !
As alféady shown, the predictive methods are in-
capable of accurately representing the entire two-phase
envelope. Thus a choice had to be made of the features to be

emphasized in property prediction. Because the ternary data



to be predicted involved some measurements in the retrograde

.region, it was decided to fit the binary data so that the

lower-pressure portion of the retrograde region was consid-

[41]

ered together with the data at pressure below the retro-
grade‘régiaﬂ. This involved a compromise in accuracy between
thése two regions, but permitted one to test whether either
approach could dccommodate the two fegi@ns better than-the
other. However, data in the vicinity e¢f the critical point

were excluded. !
The binary data were chosen ‘to cover a temperature

possible,

w

range as near to the ternary data is@ﬂherms a
The criterion for best fit was the minimization of per cent
standard deviation between predigted and measured composi-
tions; For each data point only the cciiposition of the com-
ponent in lower concentration was used in the calculatiors.
The best overall values of k;j, the binary inter-
action parameter, that were obtained ére sﬁéwn in Table 5
together with the sources and the temperature range of the
data. The intéiactian parameters were found to have a weak
temperature de?éﬂd&ﬁéé in all but one of the instances in
which hydrogen was a member of the binary pair. This tem-
perature dependence was expressed as a linear equation, which

was found for each pair by least squares fitting of the in-
teraction parameters at different temperatures. The result-
ing temperature-dependent values of kij are given by Equations

(22) to (26) in which T is the absolute temperature in kelvins,

and kjy as the interaction parameter for the indicated binary

90
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Hy=CHy (Unmodified): kij = =0.095 + 0.00130T (22)

(Gunn) : kij = 0.081 - 0.00166T (23)
H3-CO2 (Unmodified): No temperature dependence
(Gunn) : kij = 0.898 -~ 0.00547T (24)

Hy-n-CgH); (Unmodified) : ki = =0.189 +
* 0.0017T (25)

. (Gunn) : kij = 0.222 - 0.00217T (26)

In conducting the kij determination for the
hydrogen-carbon dioxide system, the data of Spano, Heck and
Barrick (42) were excluded after initial consideration,
because they disagreed noticeably with the data of the two
other investigators.
the éaﬁa of Sagara et al. (39) were excluded because the kij's
were somewhat d%ffe:ent from the kij‘s found from the datajgf
other'investigatars. However, the cause of this difference
was not disagreement between the data, but rather that

Sagara's dat; did not extend to the higher pressure regions

‘ included in tlae data from other investigators.
C. Compgrison of Prediction Methods

Predictions were made of five types of variables

that were available from the data collected for this study:
a. Equilibrium ratio K, (yi/xi)
b. Bubble point pressure for the liquid ;» .-
composition,
c. Dew point pressure for the v :;

composition,

d. -Liguid molar volume,

92
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e. Vapor molar volume.

For each of the two approaches to the treatment of
hydrogen, predictions were made for both the case of con-
stant kij (Table 5), and temperature-dependent kij (Equations
(22) to (26)). Thus, a total of four sets of predictions
were made. The summarized results are presented in Tables 6
to 10. When examining Tables 6, 7 and 8 one should note
that the composition-pressure variables for the hydrogen-n-
pentane system are for correlations rather than predictions,
because the experimental compositions were used to obtain
‘the binary interaction parameters for this system. The
results for all other systems and variables are pure pre-
dictions; the experimental data were not used in any way to
obtain the calculated values. _ .

The predicte& properties of the single methane-
carbon dioxide point (6900 kPa, -15&0°C) that was taken are
not included in the tables, but are expressed below as per

cent difference from the experimental measurements:

KCH4: 3.2%
Keo,: -2.8%
“ubble Foint Pressure: 0.3%
+w Point Pressure: -7.4%
.d Molar Volume: -2.9%
Japcr Meolar Velume: -2.2%
T veerhad ot prediotion gppiie o the metharne-artk

PES + s \.—o"..\,“-‘,\r — e o —



Table 6. Average Absolute Per Cent Deviations Between

Experimental and Calculated Equilibrium Ratios

System Method =~ No. Points __ ALAD. (2)
H2 CH; COz n=CsHj2

H,-COy Gunn (a) 6 8.5 - 5.7 -
Gunn (b) 6 . 9.7 - 3.1 -
Unmodified (a) 6 10.4 - 1.7 -
H2-n—CsHj ) Gunn (a) 31 3.9 - - 7.7
Gunn (b) i1 4.7 - - 7.1
Unmodified (a) 31 9.8 - - 4.4
Unmodified (b) 31 5.1 - - 5.8
Hy~-CH4-CO2 Gunn (a) 31 15.8 5.6 6.6 -
Gunn (b) 31 12.8 5.3 5.6 -
Unmodified (a) 31 10.8 5.8 4.1 -
Unmodified (b) 31 11.7 5.3 4.4 -
H2-CO~-n-CsH) 7 Gunn (a) 25 8.2 - 4.4 9.3
Gunn (b) 25 9.7 - 6.3 7.7
Ummodified (a) 25 10,0 - 7.8 7.2
Unmodified (b) 25 10.2 - ~ 8.0 6.1
Combined
Ternaries Gunn (a) 56 12.4 - 5.9 =
Gunn (b) 56 11.4 - 5.9 .-
'mmodified (a) 56 10.46 - 5.8 =

rrodified (b)) 56 11.0 - 6.0 =



H3-C02-n-CsH} 2

Ternaries

Experimental and

_ Method

e amw T mEeE T = R 2T S oS o

Per Cent Deviations Between

Calculated Bubble Point Pressures

Ro.

Points

Gurm (a).
Gunn (b)
Ummodified
Gunn ip)
Gunn (b)
Unmodified
Unmodified
Gunn (a)

Gunn (b)

Unmodified
Gunn (a)
Gunn (b)
Unmodified

Urnmodified

Gunn (a)
Gunn (b)
Unmodified

Umnmoedified

(a)
(b)

(a) ¢

(a)
(b)

(a)
(b)

6
6
6

32

31
26

26

57
57

57

A.A.D. (2)

[W,]




Table 8. Average Absolute Per Cent Deviations Between

Experimental and Calculated Dew Point Pressures

System Method Qénvgrgggthqip;s, A.A.D. (2)

Hy-CO; Gunn (a) 7 11.7
Guon (b) 7 8.3
Ummodified (a) 7 5.3
Ezsﬁ—65ﬂlé Gunn (a) ‘ 30 11.6
Gunn (bi 32 11.1
Unmodified (a) 32 7.5
Unmodified (b) 30 9.5
H-CH,-CO, Gunn (a) 29 16.4
Gunn (b) 30 14.0
Ummodified (a) 26 10.2
Umodified (b) 26 11.3
H3-CD2-n-CsHi2 Gunn (a) 24 23.5
Gunn (b) 24 19.2
Unmodified (a) 22 19.6
Ummodified (b) 20 13.4

Combined o 7 7
Ternaries Gunn (a) 53 19.6
Gunn (b) 54 16.4
Unmodified (a) ‘ 48 *14.5
Unmodified (b) 46 12.2



Table 9. Average Absolute Per Cent Deviatiohs Between

Experimental and Calculated Liquid Molar Volumes

System Method No. Points A.A.D. (%)

Hp-CO2 Guon (a) 6 3.0
Gunn (b) 6 2.6
; Unmodified (a) 6 2.2
Hy-n-CsHjy2 " Gunn (a) 29 2.3
Gunn (b) 29 2.3
Unmodified (a) 29 2.1
. Unmodified (b) . 29, i 2.0
Hz-CH, ~-CO, Gunn (a) ; 27 7.1
Gunn (b) 27 6.9
Unmodified (a) 27 6.6
Unmodified (b) 21 6.5
H2-CO2-n-C5H] 2 Gunn (a) 25 \ 2.0
Gunn (b) 25 . 2.0
Unmodified (a) 25 2.0
Unmodified (b) 25 2.0

Combined " .
Ternaries Gunn (a) 52 4.6
Gunn (b) 52 4.5
Unmodified (a) 52 4.4

Unmodified (b) 52 4.3



Table 10,

_ System

Hy-C02

H2-n=CsHi>

Hp=CH4-CO2
(Cald Cell)

H2-CHy=CO2
(Warm Cell)

[}

HZ'Cﬂzﬁnsegﬂlz

Combined
Yernaries

Average Absolute Per Cent Deviations Between

Experimental and Calculated Vapor Molar Volumes

_Method No. Points A.A.D. (1)
Gunn (a) 7 1.6
Gunn (b) 7 2.1
Unmodified (a) 7 4.9
Gunn (a) 21 2.5
Gunn (b) 21 2.5
Unmodified (a) 21 3.8
Unmodified (b) 21 3.7
Gunn (a) 18 5.2
Gunn (b) 18 6.1
Unmodified (a) 18 9.0
Unmodified (b) 18 B 7.7
Gunn (a) 11 3.2
Gunn (b) 11 2.8
Ummodified (a) 11 4.2
Unmodified (b) 11 3.7
Gunn (a) 24 1.8
Gunn (b) 24 2.0
Unmodified (a) 24 3.8
Unmodified (b) 24 3.8
Gunn (a) 53 3.4
Gunn (b) 53/ 3.6
Unmodified (a) 53 5.6
Unmodified (b) 53 5.1



not affected by the method for treatment of hydrogen.

The results for the hydrogen-carbon dioxide data
points were included in the tables even though there were
only three or four points at each of the temperatures, =15.0

too small to

L
o

and 0.09C. This temperature difference i
identify any influence of temperature upon the predictions.
For the other systems there was a larger differenge be tween
isotherms. The actual temperatures and the distribution of
points between them are given in Chapter IV and in Appendix
C. Within each system, approximately the same number of
data points were taken at each temperature.

In Tables 6 to 10 "Gunn (a)" and "Unmodified (a)"
refer to the use of the constant binary interaction para-
meters from Table 5, and "Gunn (b)" and "Unmodified (b) "
refer to the use of the temperature-dependent interaction
parameters from Equations (22) to (26).

The results presented in Table 8 for the accuracy
§£ the different methods for dew point pressure prediction
are somewhat misleading, because convergence could not be

obtained for all the data points. In the case

L.

failure

o
B

o

the cause was that only a single §hasé was predicted for the
experimental composition and temperature, regardless of the
pressure. When the system temperature was reduced by a few
degrees, or the composition was changed slightly, convergence
often became égssible. However, the predicted dew point

pressures for such points were élways greatly in error, and

the methods that converged more reliably had higher average

VN



errors as a consequence.

It was often uncertain whether an experimental con=
dition represented a normal or retrograde dew point.

nearest to the F

When
both types of dew points were predicted to exist, the one

experimental pressure

was chosen.
With

regard to the

phiafs (Tables 9 and 10) the
t

oo'¥small for both the vapor

molar volumes of the equilibrium
predicted values were usually

and liquid phagesl For the
hydrogen-methane-carbon dioxide system the predicted liquid

-
molar volumes were somewhat better at -15.0°C than at -45.8°C.
The molar volumes for this system were generally not predic-

ted as well as for the hydrogen-carbon dioxide-n-pentane
system.

The predictions could be used also as a test of

the consistency of molar volumes obtained from the two sets
of equipment.

As pointed out previously, the 13 800 kPa

isobar for the hydrogen-methane-carbon dioxide system at

-15.0°C was studied over the entire copcentration range on
both the cold cell and the warm cell.

For consistent re- ’
sults, the average deviations between prediction and experi-

=
=

ment should be nearly the same for two sets of data for this
isobar,

When th¢ test was applied to the vapor volumes, a
5 to 6% disagreerc..t between the data from the two cells was
found. The molar volumes

cold cell
consistently smaller than

we

2re

ar cell. The
differerce 18 Lt o140 have 1. - e

the unusuall,

100



severe optical distortion that was experienced during mea-
surement of vapor refractive indices with the cold cell.
The distortion arose from th& chipping and cracking of the
high pressure window that was used for vapor phase observa-
tion. This accounts also for the unusually large A.A.D.
between predictions and the cold cell data, as ‘can be seen
from Table 10.

For liquid molar volumes the agreement between the
data from the two cells was within 1l%. Similarly, excellent
consistency was observed for the® equilibrium ratios and the
bubble point pressures. The latter implies consistency of
liquid and vapor compositions. The failure of the various
methods to predict dew points for all of the vapor composi-
tions made the comparison of dew point predictions to be of
little value for consistency tests.

The differences between the accuracy of the Gunn
and the unmodified approaches to prediction of hydrogen sys-
tems were small and varied with the property being predicted.
The unmodified approach was slightly better for predicting
equilibrium ratios and liquid volumes. The approach of Gunn:
Chueh and Prausnitz was slightly more accurate for predict-
ing bubble point pressures and vapor volumes, and was also
able to predict the existence of the dew point more reliably.
However, the predictios of dew point pressures was inaccurate
for either methed. Alsc, for br+h methnds the predicted //
egquilibriur ratios ¢ r hyldr oter were - ors: irratly less

. b
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In general, neither approach for the treatment of
hydrogen parameters was clearly more accurate than the other.
Overall, the use of temperature dependence in the
bingry interaction parameters provided almost no advantage
for the systems that were studied. Very little improvement
was obtained in the correlation of the equilibrium ratios
for the hydrogen-n-pentane system. For tHe other systems
the variable interaction parameters provided no consistent
igFeremént for the prediction of either equilibrium ratios

;
or bubble point pressures. For the volumetric prediptions,

a very small reduction of errors was observed H;th;élther

1]

pproach. ;

D. Discussion

Several generalizations can be drawn from the re-
sults of the predictions and preliminary tests. Firstly,
methods of predicting vapor-liquid equilibrium compositions

! ,

with the Peng-Robinson equation of state are substantially

=
-y
H

es accurate fo

o

hydr ogen than for most other light, non-
polar or slightly polar materials. The poorer accuracy

occurs even when special provisions are made for hydrogen.

While this study did not include materials with molecular

weights greater than that of pentane, poorer accuracy for

hydrogen in systems of heavier compounds has been noted fre-
quently in the literature for a variety of prediction methods.

=

the poorer accuracy reported also for ather cubic

1y

n view o

-

equations of state (14, 26, 44), it appears that the diffi-

culty with hydrogen is common to most cubic equations.



Secondly, hydrogen doets not conform to the same
three-parameter corresponding states rule that was originally
advanced by Pitzer for low molecular weight, non-polar gases
and liquids. This was demonstrated by the difficulty
encountered in all of the efforts to match hydrégen densities
with densities from corresponding states tables. (The rela-
tively poor accuracy of pfedictive methods is further
evidence). The disagreement was greater in the critical
region, but was obvious at other conditions as well.

Thirdly, it is probably more realistic to assign
hydrogen a negative acentric factor that is far from zero.
This is based on the observation that the use of the experi-
mentally determined acentric factor of -0.22, together with
the experimental values for T. and P., lead to correlations
and predictions that are nearly as accurate as those with an
acentric factér of zero and effective, temperature-dependent
values for Tc and P.. It is possible that Qn acentric fac-
tor somewhat different from -0.22 might be better if guantum
effects could be accounted for accurately.

Finally, within the accuracy afforded by the cor-
responding states tables of Chao and Greenkorn, significan?
influences of quantum effects upon the density of hydrogen
occur only at temperatures below 25 or 30 K. This implies
that quantum gorrectioné are not necessary for reduced tem=
peratures of hydrogen that are substantially above 1., Fur-
thermore, attempts to explain the difference in behgviar

be tween quantum gases and other gases at supercritical

L
\



conditions are apt to be unsuccessful if they rely solely

upon quantum mechanical corrections.
The question that remains is how to describe the

unique behavior of quantum gases for purposes of accura

r

a
property prediction. Only broad guidelines appear to be
available. It is the author's opinibn that corrections to
the procedures for calculating the constants in cubic equa-

tions of state are not likely to be successful. Changes to

L

the equation model appear to be more promising. The modifi-
cation of Van der Waals-type equations-to incorporate terms

that are fou

1]
H

th order or PthEFS even fifth order in volume

may be necessary for an accurate descrdiption éf'fluidlbehav-
ior. Such a change would unfortunately destroy the computa-
tionally desirable cubic nature of such equations, and might
require new methods to calculate any additional constants

that would appear in the equation.



VI - CONCLUSIONS

A. Vapor-Liquid Equilibrium Data

Experimental measurements were made of the equi-
librium compositions and refractive indices of the following
binary and two ternary systems, for which no extensive infor-
mation has previously appeared in the literature.

Measurements for the hydrogen-n-pentane binary sys-
tem were made at pressures from 350 to 27 600 kPa for the

273.2, 323.2 and 373.2 K isotherms.

e for

[l

Measurements of the same variables were ma
the hydrogen-methane-carbon digxide system at the 227.4 K
isotherm, at which the 6900, 13 800 and 20 600 kPa isobars
were studied; and at the 258.2 ; isotherm, at which the

6900, 13 700 and 27 600 kPa isobars were studied.

Similarly, measurements were made of the hydrogen- -

carbon dioxide-n-pentane system at the 273.2 and 323.2 K
isotherms, at which the 6900, fé 800 and 27 600 kPa isobars
were studied.

For all three of the above systems, the molar
volumes of both of the co-existing phases were calculated

from the experimental refractive indices and compositions.

B. Predictions with Cubic Equations of State

The vapor-liquid equilibrium properties of systems
that contain hydrogen in combination with lower alkanes and
carbon dioxide cannot be predicted as accurately as similar
systems that do not include hydragén when an eqﬁati@n of

state from the Van der Waals family is employed.
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The use of temperature-dependent bgpary interaction
parameters provides no significant improvement over constant
interaction parameters for binary ‘peirs that involve hydrogen
with carbon dioxide or a light alkane.

The acentric factor of hydrogen should be assigned
a value in the neighborhood of =0.22 in order for predicted
properties to be in best accord with correlations based on
the acentric factor, and to minimize the need for special

corrections to the other parameters used for hydrogen.
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APPENDIX A

THERMOCOUPLE AND PRESSURE GAUGE CALIBRATIONS
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A. Thermocogpleg

The thermocouple calibration data are presented in
‘Tables A-1 and A-2. The data were smoothed by least-squares
fitting to cubic equations, and the equations were subse-
quently used to determine the experimental temperatures.
Equation (A-1) was used for the cold cell thermocouple, and
Equation (A-2) was used for the warm cell thermocouple. For
these eq;ations, T is the temperature in degrees Celsius éﬁd
V is the thermocouple output in millivolts.

T = 0.9521v3 - 0.8869v2 + 26.0168V + 0.107 (A-1)

T = 0.01011V3 - 0. 54572 + 19,9196V + 0.173.  (A-2)

The maximum absolute disagreement between Equation
(A-1) and the qalibrati@n was 0.1379C, and the standard de-
viation was 0.052°. For Equation (A-2) the EfoESPDﬁﬂiDg»

values were 0.052°C and 0.028°%cC. ’
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Table A-1. Therma:augléigglibratian for the Lower-

Temperature Equilibrium Cell

Platinum Resistance
Thermocouple Output Thermometer Temperature
(mv) )

0.986 25.00
0.979 24.82
0.307 7.97
0.008 0.32
-0.426 -11.10
-0.652 -17.29
-0.654 - -17.34
-0.990 -26.60
. -1.324 -36.08
-1.678 ; | -46.45
-2.080 -58.77
-2.137 Q -60.42 .
-2.148 -60.95
-2.430 -69.68 '
-2.610 -75.49 :
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Table A-2. Thermocouple Calibration for the Higher-

Temperature Equilibrium Cell

Platinum Resistance

Thermocouple Output Thermometer Temperature
(mV) - (°c)
-0.902 -18.00
-0.901 -17.98
-0.889 -17.73
-0.802 ~15.98
-0.646 ’ -12.79
-0.329 . - 6.39
-0.326 . - 6.34

* 0.413 ' 8.36
0.414 ) . 8.42
0.963 A 19.18
0.978 19.47
1.066 ) 21.14
1.067 - 21.15
1.109 _ ' 21.99
1.967 38.51 '
2.394 46.62
2.491 48.50
2.596 50.45
2.686 52,22
2.749 ' 53.40
3.008 . 58.23
3.198 61.77
3.215 ) ' 62.08
3.353 64.70
3.378 65.15
3.510 67.65
3.634 69.95
4,206 80.60 o
4.774 _ *91.06
5.761 ) 109.12
6.569 123.72
7.341 . 137.77

7.352 137.97



calibrations are pounds



N e R e T e —

TABLE A-3. Calibration of 13 B0O kPa Pressure Gauge

PRESSURE CALIBRATION

CPE NO. 1367
SER. NO. c-28
DATE 78-9
WETTED PARTS 316
CALIBRATED BY DS

CALIBRATOR

0

210

410

610

810

1010 -

1210

1410

1610 ) ~

1810
1910

REMARKS

MANUFACTURER Helse

831-R ITEM
~-22 RANGE
ACCURACY

Gauge
0-2000
0.150 FS

TESTING INST. Ruska

P INCREASE

P DECREASE

0
210
412
612
812
1012
1212
1412
1671
1811
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»
TABLE A-4. Calibration of 20 700 kPa Pressure Gauge
PRESSURE CALIBRATION
CPE NO. 2067 MANUFACTURER Heise
SER. NO. H-39686 ITEM - Gauge
DATE Nov 27/77. RANGE 0-3000 psi
WETTED PARTS 316 SS ACCURACY + .1 FS
. CALIBRATED BY R.H. "~ TESTING INST. Ruska
CAL IBRATOR P INCREASE P DECREASE
Q = % -
200 - -
400 - -
600 - -
800 ‘ - B -
1200 1197 i 1205 -
1500 - 1505
1800 - 1807
2100 - 2106
2400 - " 2406
2700 - 2706
13000 - -

REMARKS All pressures i.l! F.S. indicated



TABLE A-5. Calibration of 34 500 kPa Pressure Gauge

PRESSURE CALIBRATION

CPE NO. 2828 MANUFACTURER Heise

SER. NO. C-63479 ITEM Gauge

DATE Apr. 23/77 RANGE 0-5000 psi
s . e R , .- 0-3000 .1%

WETTED PARTS 216 S§S ACCURACY 30004 . 5%

CALIBRATED BY R.G.H. TESTING INST. Ruska

CALIBRATOR P. INCREASE P. DECREASE

‘:ﬁ 0 ;‘ - 0 0

250 - 250% .05%
750 - 752.5 .05%
1250 - 1255 1%
1750 B - 1755 .18
2500 ' - 2510 .2%
3000 - 3010 .2%
3500 - 3510 .28
4000 - 4005 1%
4500 ' 4447.5 .05% 4505 1%
5000
REMARKS

[
et
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TABLE A-6. Calibration of 2070 kPa Pressure Gauge

81-09-21 Heise Gauge 0-300 PSI

D.W. GAUGE
0 o
46
106 . 105.6
146 -
. 186 -
206 -
246 | -
’ 286 ' -

o

Errors equal to or greater than .3 PSI are

indicated

Don.

W



APPENDIX B

GAS CHROMATOGRAPH CALIBRATIONS
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A. The Hydrogen-Methane-Carbon Dioxide System on the

Lower-Temperature Equipment

The following equations were used to represent the
calibrations of peak area A in terms of the change in pres-
sure transducer dutput V from zero absolute pressure (A is
in arbitrary units, and V is in volts):

Methane in nitrogen carrier:

A = -13,532v% + 177.25v3 - 944.44v2 + 15 811.1V
(B-1)

Methane in helium carrier:

A = -10.909V2 + 2761.15V (B-2)

Hydrogen:

A= 76.147v% - 822.01v3 + 962.28v2 + 61 832.2V

\ ® (B-3)

Carbon dioxide:

A = -2.965V2 + 3843.69V (B-4)

These equations are represented by the solid lines
in Eigures 11 to 14. The individual calibration points
are presented as square symbols.

The pressure transducer calibration was repre«sen-

ted by the cubic equation:

P = 0.000626V3 - 0.0412v% + 71.675V B
wieere ©o1s pressure in mm of mercury at 0°C. 1t 1is
w:. :8 *he lower solid line 1in Figure 15.

cr._Hydrogen-Methane-Carbon Dioxide System on_ the

g A_zher—Ter};erature Equipr:
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calibrations for use in calculation (the symbols are as de-
fined in the previous section):

For hydrogen:

vV ="-9.254 x 1073%a% 4+4.7997 x 10-25x4
-8.852 x 10 T7a3 41.0097 x 10-12x2
+2.734 x 10”62 (B~6)

For methane:
V= 7.130 x 107294 _-6.595 x 10-18x3
+1.504 x 1071222 41,286 x 10-5a (B-7)
For carbon dioxide:
V= 1.246 x 1071643 -1.876 x 10"11a2
+5.2047 x 10-5a (B-8)
The equation for the pressure transducer calibra-
tion was:
P = 0.032665V° ~0.49003v4 +2,3026v3 -1.786v2
+93.53V (B-9)
The equations for the peak area of each of the
three components are shown aa the solid lines in Figurés 16
to 18, and the equation for the pressure transducer calibra-
tion is shown as the upper solid line in Figure 15. The
calibra;iog data are shown as triangular symbols.

C. The Systems Containing n-Pentane

A calibration was obtained using only the analyses
of mixtures of known compositions. It was found that the

relationship between peak areas could bg expressed by the

. ’
eguation:

Ay (x2/%x)) = aA, + bAg (B-"
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where A; and A, are the peak areas of components 1 and 2,

x4 and X, are mole ,racticns,'and a and b are weak functions

The casel of a constant response factor is repre-
sented by setting b equal to zero and keeping a constant.

To obtain the composition of a binary mixture from
the chromatograph peak areas, an iterative computer calcula-

tial guesses were made for a

-

tion was made as follows. 1In
and b. The peak area that component 2 would have if it re-

sponded exactly the same to the dejzctcr as component 1 was

1i8 was done by setting

\m‘

calculated from Equation (B-10).
(x5/x)) equal to 1, giving the equivalent area Ag:
Ae = aA, + bAj? (B-11)

rect,

2}

If the inttial guesses for a and b were co
then the ratio Ai (the observed area for component 1) to Ao
would be in proportion to the ratio of the mole fraction x)

to X3. To check this, the mole fractions of the two compo-

rernts were estimated from the areas. For example:

X2 = Ag/(A*Ag) (B-12)
wWith these estimates of x1 and x3, new values of
11,0 ¢ were calculated from the correlations that

w. A revised value of A, was calculated from Equation

-

1.1 revised values of x)] and X) were then .a

1 R-1. The ¢corp sitins w1 =
w + g ew value of » hffered s

Ll
-
-~

culate

o
'}
3



T, =S mEraa = -

fractions from the above calculation provided only the ratio
of component 1 to component 2. In this case, A and x; in
Equations (B-10) to (B-12) were replaced by A3 and x3, and
the above procedure was followed once more to find the ratio
of x; to x3. The overall composition was then calculated by
using component 1 as a tie component.

For each of the mixtures of known composition that
was used, one value for each of the coefficients a and b was
obtained. These values, which are plotted as circles in
Figures 19 to 22, were obtained by a least squares fit to
Equation (B-10) of the measured peak areas. The correlations
of a and b versus mole fraction employed very simple func-
tions, because more complicated functions were not justifi-
able in view of the random uncertainties tﬁat existed.

These correlations appear as the solid lines in Figures 19
to 22,

For the component pair of n-pentane (component 1)
and hydrogen (component 2) the following relationships were
obtained:

a = 7.362 + 5.443x, x7<0.16832
(B=13)

]
I
8 ]
[
~J
(%
+
o

.613x7 X220.16832

o
1

-12.02 x 1078 + 58.93 x 1076x, X2<0.16623
® 4+ 5.33 x 1076x, X520 .16623
(B-14)

-3.11 x 10

o
]

For n-pentane (component 1) and carbon dioxide
{~omponent 2):

125.68B + 5.59x> (B-15)

a =
b = -5.58 x 1074 +7.20 x 10” %, (B=16)
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The plots of a and b for the carbon diciide (com-
ponent 1) and hydrogen (component 2) pair are not presented,
but were similar. They were used to calculate compositions
for only the hydrogen-carbon dioxide binary data points.
These points were used to establish the ends of several
ternary diagrams.

The equations were:

0.06920 -0.02070x, +0.01262x,2 (B-17)

‘m‘
W

1.093 +4.46 x 1077xy,  xy,<0.7623
o i (B~18)
* 25.236 -3.1226 x 107 'xy, X520 .7623

r o
[
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Table C-2. Experimental Refractive Indices and Molar
Volumes for the Hydrogen-Methane-Carbon
Dioxide System
P n (vapor) V (vapor) n (liquid) V (liquid)
-45.8 9C (227.35 K)

6900 kPa Isobar,
6888 (1.023) (0.23) 1.2620 0.0395
6909 1.0248 0.250 1.2575 0.0401
6902 1.0317 0:253 1.2399 0.0429
6936 1.0506 0.180 1.2227 0.0461
6915 ¢ 1.0560 0.168 1.2124 0.0483

13790 kPa Isobar
13769 1.032 i 0.149 1.2560 0.0397
13789 1.0378 0.144 1.245 0.04612
13803 1.062 0.115 1.2229 0.0445
13817 1.0916 0.090 1.1900 0.0509
13803 1.1006 0.084 - -

20680 «: .sobar
20712 1.041 n.1ce i n.n6n
20657 1.0513 L -
20726 1.07494 [AIOT.! 9 ol 3
206G8 1.07 7+ =
JUe 0 1.0 ’

[ o= ot
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6909
6915
6895
6888
6922
6902
6895

13783
13789
13782
13782
13782

-+
) ¢
n (vapor) V_(vapor) n (liquid)  (liquid)
-15.0 °C (258.15 K)
6900 kPa Isobar
1.0221 0,278 1.2336 -
1.0215 0.286 1.2329 0.0439
1.0280 0.265 1.2263 0.0474
1.0356 0.239 1.2179 0.0470
1.0367 0.234 1.2167 0.0473
1.0460 0.205 1.2062 0.0498
1.0570 0.175 1.1930 0.0533
13790 kPa Isobar: Taken with Lower-Temperature
Equipment
1.0352 0.158 1.2242 0.0444
1.0379 0.164 1.2177 0.0456
1.0653 0.120 - -
1.0850 0.099 1.1728 0.0559
1.0859 0.098 - -

1379® kPa Isoba

r: Taken with

Equipment
1.0334 0.154
1.0404 0.145
1.0517 0.133
1. T8 0.10°
1.094% Q.08+
- A7

Higher-Temperature

S W
- ]
b

pd
—

x
)
a

.0432
L0444
.0466
.05k

0.058~

Lol =i e]

—

—
w
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Table C=4. Experimental Refractive Indices and Molar -
Volumes for the HydrageneCSIEQn Dioxide- \
n=Pentane System

P n_(vapor) V (vapor) n (liquid) V (1iquid)

0.0 9C (273.15 K)

6900 kPa Isobar

6888 1.0116 04344 1.3599 0.1012
6902 1.0147 0.347 1.3417 0.0901
6895 1.0206 0.303 1.3078 0.0741
6902 1.0251 0.280 1.2503 0.0559
6895 1.0290 0.258 1.2143 0.0474
13790 kPa Isobar
13783 1.0240 0.174 1.3466 0.0901
13803 1.0306 0.163 1.3121 0.0730
13803 1.0352 0.156 1.2734 0.0606
13789 1.0388 0.150 l.2358‘3;§ 0.0521
13796 1.0430 0.145 1.2091 0.0467
27580 kPa Isobar
27565 1.0397 - 1.3458 0.0833
- 27565 1.0405 0.0951 1.3460 0.0840
27579 1.0438 0.0935 1.3365 0.0775
27579 1.0536 0.0893 1.2917 0.0610
27607 1.0566 0.0877 01,2727 0.0575
27600 1.0637 0.0840 1.2286 0.0503
27607 1.0723 QiDBDE 1.1954 0.0457
Units: P = kPa, V = m3/kmol

ade -



)
P n_(vapor) V_(vapor) (1iquid) Vs(liquid)
50.0 °C (323.15 K)
6900 kPa Isobar
6902 1.0143 0.392 1.3273 0.1107
6902 1.0224 0.352 1.3055 0.1015
6902 1.0328 = 0.304 1.2750 0.0917
6895 1.0462 0.246 1.2350 0.0833
13790 kPa Isobar
13796 1.0218 0.207 1.3277 0.1066
13789 1.0352 0.186 1.2949 0.0935
13796 1.0529 0.159 1.2500 0.0820
13789 1.0845 0.122 1.1855 0.0787
27580 kPa Isobar
27586 1.0385 0.112 1.3218 0.0962
27586 1.0556 0.103 1.2866 0.0840
27572 1.0802 0.0935 1.2368 0.0735
27586 - - 1.1907 0.0714
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APPENDIX D

CALCULATION OF MOLAR VOLUME

e,
f



The molar volumes of the co-existing phases were
calculated according to Equation (D-1), which is a rearrange-
ment of the formula for the Lorentz-Lorenz refractivity:

(D-1)

In the above equation n is the refractive index, Rypny is the
Lorentz-Lorenz refractivity for the wixture in units of m3/
kmol and V is the molar volume, also in units of m3/kmol

Rym was calculated for each mixture from Equation (D-2):

4 Z

lZiRLLi ; (D=2)

RpLm =
i

L]

where zj is the mole fraction of the ith component, Rppj is
the molar refractivity of pure component i, and N is the num-
ber of components in the mixture, For those components for

ture and density, the values of Rpji used in Equation (D-2)

s &
were taken to be the refractivities of the pure compbnents

density was calculated from assumed refractivities. This

Ty

the pure

density was then used to obtain better estimates o
component refractivities. Because refractivity varies only
with Jdensity, agreement within the converacenc:

=it o 0,001 chanage hetween 1terations was usually

thir i ol oculation.,
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computer, and as a convenience f?e pure component refractiv-

ities were represented in equation form. These equations

and the sources used in forming them are provided below.

For pure hydrogen, the refractivity is given by:

Ryy = 0.0020649 + 0.03471p + 1.732p2 (D-3)
T T

where p is density in xmol/m3, and T is the temperature in

kelvins. The equation coefficients were found by
least squares fitting of the data of Diller (11l) for normal

hydrogen at 98 and 298 K. The form of Equation (D-3) is

taken from the same article, and is based on the more exten-

n
fu
o

s

sive data for parahydrogen. The refractivities reporte
Diller were measured by using light of wavelength 546.2 nm.
To correct his results to make them apply to the wavelength
used in this work (632.8nm) the equation for Ry from
Diller's data was multiplied by the factor 0.99371. This

factor is the ratio of the refractivity of hydrogen at 632.8

ivity at 546.2 nm, when hydrogen is at

ﬂ\

nm to the refr
standard temperature and pressure. The ratio was obtained

by calculating refractivities from refractive index data

from the literature (32) and the calculated density of hydro-
gen, then pl@tt%ﬂg these values of refractivity against
wavelength, and calculating the ratio from the refractivi-
©les intérpolated at 632.8 nm and 546.2 nm. As no data worie

‘und for the dispersion of hydrogen at densities other trar

< nditirns, this correctiorn factor was of
i++- assumed to remaln constant with changes of dens.

M Corrane A T



from

0.006572 + 0.00546p - 0.288p°2 (D-4)

RLL
This equation was obtained by least squares fitting of
Olﬁan‘s data (31) for Ry of methane at 546.2 nm. The cor-
rection fa:t@r for wavelength was based upon data from the

literature (46), and was obtained in the same manner as for
hydrogen. 1In this case, the correction factor was 0.9935.
For carbon dioxide and n-pentane the Lorentz-

Lorenz refractivities at 632.8 nm have been reported by

Besserer and Robinson (6), who used optical equipment that

was the same in principle as the apparatus used for this

work (see Chapter III). For carbon dioxide they reggfted

is wé&{\iepresented by the expression

Ryp = 0.02439 + 0.0000027T (D=-5)

where T is in kelvins.



APPENDIX E

DIMENSIONS OF NEW EQUILIBRIUM CELL

(All dimensions are in inches)
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1.500

Top and Pear Views of Egquilibrium Cell
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The Peng-Robinson equation of state has the form

. RT _ a(T) _ -1
P = V-b V(V+b) +b (V-b) (F-1)

To eyaluate the constants a(T) and b the derivative conditions
at the critical point are applied. These conditions are that
the first and second derivatives of pressure with respect to
temperature are equal to zero at the critical point when

temperature is held constant. When applied to Equation (F-1)

the result is

o RzTcz
a(TC) = 0.45724 ? (FEQ)
c
x - 0.07780 e .
b = 0.07780 — (F=3)
c . ’ﬁ
At other than the critical temperature
a(T) = a(TE)iZ(Tf.m) (F-4)
al(T_,w) = [1 + x(1-T Q)]E (F-5)
. r’” = s tp 7 s
Kk = 0.37464 + 1.54226w - 0.269920° (F-6)
L ]

The mixing rules used to calculate a(T) and b for a mixture ra

are
a_ = II%x x, (a.a)¥(1-x. .) (F-7)
m PR i3 13 i3
i3 - -
bm = xibi (F-8)

1

where kij is the binary interaction parameter determined

empirically from vapor-liquid equilibrium data of the binary

system formed by components i and j.
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The application of equations of state to vabor- .

liquid equilibrium calculations follows from the condition

for equilibrium and the application of a thermodynamic

relationship. The equilibrium condition is that for every’

1]

component i, the fugacity f in each phase must obey

A £ L

£ £y

N
a.
[
]

where superscripts V and L refer to the vapor and liquid
phases respectively. When Equations (F-1) to (F-8) are
substituted into the following rigorous thermodynamic

equation

b
\hnH

<
-
3l

1n =

the result is

~ f; bj
In — = — (Z_ -1) - 1n(Z -B )-
xiP bm m m m

A 2Ix.a, . b, 2 +2.414B_

: o114 . £) 1n(Gr—p—mrt)
2./78 ém . ,% ) stoééléer B
2/78_ % m ,

(F-10)

where

A = amP—

b R272 ~ (F-11)
and

(F-12)
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