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N, ’ . Abstract . ‘
This thesfs repreSents another of a.series of studles,
both . simulation: and  experimental, “conducted in the
Department of Chemical Engineering at the Un1ve551ty o!l
Alberta examlnxng control oﬁ=the termxnal comp051t10ns of a
b1nary d15t1llat10n calumn. The focus of this work has been
on the select1on ‘of the Q‘yelghtxng polynomial wused in a
multivariable,vmultlrate (MVMR) self-tuding controller. Both:
“

~51ngle and multlrate forms of the controller have been
employed In addition, the performance that resulted us1ngk
+ feedforward actlon based on the measured disturbance’ or an
estimate of the dlsturbance was. also 1nvestlgated:
Compar1sons were made with multlloop control of the column

y

’ ~using conventlonal ortional-integral- der1vat1ve (PID)
controllers off the colu;i

Simulations ' were hsed. to demonstrate different

- ~

‘techniques aimed at.using "tuned" PID controller constants
for select10n-of the Q we1ght1ng coeff1c1ents. The varlous
. forms of the algorlthm were then '1mplemented on. a pllot_

plant d1st111at10n column subjected to dlsturbances in the
" form of +25 step changes in the feed flow rate.

“-From the experlmental tests' most of the Q we1ght1ng _
schemes were at least as successful in controlling tHe
column as the conventional PID controller. In genetal,
multirate .control improved the.;overall control of ghe

. . - . .
column, as measured by ~the sum_of absolute error (SAE)

values; although ‘the improvement‘in top composition control



3 . . N - . . .o - ,\
was achieved at the expens:‘kef a deterioration =<in the
control of the hottom composition. The use of an estimatéa

o

or measured gésturbance as the feedfnrward'”signarj did ' not

.

f always result in 'imprdved control. This behavior would

@onjécture ;hét the performance of~. the

ting coefficients. The

H

procedure of "tuning" qhe'*élf—tUning controller paralleisa

the‘procedure‘used in tuning a conventional PLD controller.
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- - _ 1. Introduction

Even a simple binary distillation column .ifvolves
nonlinear, high order coupled dynamiCS“with'time delays. In
iindustry, where a}mos; every process eupldys; some'uform of
distillation, control ofidistillation columns, particu;arly
the.simultaneous control of, product compositioné, continues
to present a challenge ,Eb the process industries. With

o 5 _

distillation being a very ‘energy .intensive Operation,

improved diﬁtillation, column control can translate - to

significant; economic benefits. The ogjectiue of . thiS‘
research . is to 1ncrease the ‘ease with wh1ch ay/self- tunlng
'controller maylbe successfully 1mp1emented on /an ex1st1ng_
.process. The par(1cular mult1var1able, multirate self tunlng
controller used :his study has‘been develrped by Morris
et al., {1982]. Several' techniques are -examined for
establishing coefficients ef the Q weighting polynomial of
the _self-tuning# contfollev baseq on propertibnal—;ntegral;:
derivative u(?IDS' controller ‘constants, assumed = to be’
availabie frou an existiné,y 6petative controller. The
control pegformance.obtainedausing both single and multiraee
forms of the control lau' is * compared to ?onventional_.
multiloop PID control of a pilot plant d1st111aelon column.
In addltlon, the use of a measured or estimated value of the
:dlsturbance as a feedforward signal is also examined. ThlS
the51s is organlzed asefollows. |

Chapter 2 presentﬁz some background and - current .

L

jdevelopments'fin the field ,of' adaptive control through a*



\ .

N
sugvey of some of the recent literature pertaining to the

subifctn In Chapter -3 the theoretical development of the

multi-input, 51ngle outnut (MISO) and mult1var1able,m mdlti-‘
rate (MVMR) ;self,tunlné contro}lers are presented Also
;1ncluded f. -sofme d15cd§s1on ‘relating to the recurssve
1dent1f1cat1on routine. emﬁloyed }n this work. A’ descr1pt1on{
of the experlmental equ1pment used in ‘this study is g1ven in
.Chapter 41‘AChapter. 5 presents the results of a series of
open ‘loop tests 7perfbfmed on. the column'-td estab{ﬂsh
trensfer functlons' to descrlge the dynam1c behav1or of the
‘column. The approach used to onka{n PI and . PID controller
constants 'is explained »1n Chapter 6, as are the dlfferent
‘methods for selecting the. 0 weigbting_lcoeffiéients for
self-tdningncontroi.‘g | |
The results of three linear simulations* are presented
in  Chapter '7 \in_an“ attempt teo. illustrate some;of thej
" theoretical principles discussed in" the earlier chapters.
The ’ experimental" results for  evaluating the‘Adifferent

control algorx}bms are presented in Chapter 8. Chapter 9

contalns the conc1u51ons that may be drawn from this work

,o — i

and the recommendat1ons for future study are presented in

Chapter 10. : _ o o



2. Literature Survey

L]

2.1 Inttoauction ~
/ " .x, o . : .
To undertake a rigorous~literature review encompasing
ell aspects of adaptive: control would clearly be beyond the
scope of this study. Instead, an attempt has been made to
dutline what adaptlve control is, why it is necessary and
what some of the latest developmepts- in adaptive 'contrql
‘are, including some exampleslof applications. To narrow -the
. scope-of the review fufther, an emphasis will be pleeed on
‘Stochasticbadaptive'contrql systeﬁe,.althouéh other forms of
self-tuning controllers will be mentioned bniﬁfly In
keeping with this work, partlcular attentlon will be pald to

4 \

appllcatlons of adaptive’ control on dlstlllatlon columns.

L3

2.2 Why Adaptive Control’ | | _ | R |
For a 1atge_ proportlon of indestrial contrql
appllcat1ons, there ,is. little advantage . to be galned by
using ahy control schemes _ more sophisticated than'

~ . .
conventional proportionalrintegral-derivative (PID) contrql.
Hoeever, on some proceSseS'that.are difficﬁlt to model due *
to.. unknown or _nonlineat dfnami%s, it may be heeessary to
retunebthe controllers 'if the operating. conditions vafy;
Even for processes tHat arepwell understood, the dynam{cs
may_ehengé”’with either chapging production or wear or
fouling of eguipment. Occasienaltg, interactions may exist

between control loops that add to the tuning difficulties,

. : ‘4
. [
' PR
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‘non- deterM1nlst1c 1nput dlsturb

" stochastic processes. Two very important en

. N - \
e . 8
R “'iﬂ“f" . .

%o . : -

-or there may be a large number of loops such that even

occasional retuning may reprggent a considerable ampunt of
. "’" RS
time/and effort.

Controllers that are capable of retuning pthemselves

have been availabie for several Years and have_been known by

'many names: adaptive, self-organizing, self-optimizing and

learning contréllers. The particular controllers of interest

in this study fall into the category of stochastic adapt'ive’

§

controllers,

2.3 Stdchastic Adaptive Control

"A  stocHastic system is ‘a system subjected to random or

ces so that the output of

the system_ cannot be predicted exactly. A ptive control
techniques afe@ fteqnently used to attempt (o contro

‘ gaties of ank'
edaptiye control _scheme are. the conttol law ~an&//’/ne
parameter estlmatlon technigue. It is assumed that theq
unknown process may be represented by a linear model and the
coefficients of the model estlmated The underly1ng theory

is based on the. ce ain‘s equivalence prxnc1ple ‘which

considers ‘that the e -stes coefficients may not be an

~accurate representa: - - 3f - :rue coefficients, but *that

the estimated coeffic.ent mav be used in the control law to’

determine an input siguai. In a  stochastic  adaptive

El

. R
‘controller -the derivation of the control law takes into
‘ J . Y . . ﬁ R ., R Lo

L |

" account the variation of the -parametérs by using a’

A L 4



W

stochastic model to describe the process, Figure ~ 2.1
represents - a  block dﬁ:gram of a stochastic adaptive

controller.

INPUTS  + _° —_ OUTPUTS
> PROCESS - >

v

CONTROLLER i«

SR R

PARAMETER
CALCULATION

PARAMETER :
> ESTIMATION [« .

- N |
Figure 2.1 - A Stochastic Adaptive Control System

In Figure 2.1 an indirect, or explicit, scheme has been

portrayed wvhere the process model parameters are estimated
,

and then the estimates are used to calculate the parameters

found in the control law. The controller then determines the

¢
.

control 'action to be taken based‘on the process inpu£5' and
outputs, uéing the calculated'cdntrollér parameters. Ahother_
poésible échemé.is to estimate the parameters used 1in the
cpntrol. law -directly, bypassing the process model. This is

‘the direct, or implicit, >fotmulqtion' and it has the

.4
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} .
advantage of requiring fefer computations. The majority of

the discussion in the remainder of this chapter focusses on

" Yo

'the direct formuiation.

The interest in  stochastic adaptive controllers

begxnnlng in the eatly 1970 s was fueled by the increase io

availability of relatively 1nexpensxve d191ta1 computxng'

power., The basis for stochastic control theory was presented

ip the book of gstrom [1970]?JSome of the problems that had
to be overcome to derive a controller based on a stochastic
model were outlined by Rstrom and Wittenmark [1971],
Peterka, [1972], proposed an optimal regulator for a
stationary stochastic plant with a single input and a singie

output. The object1ve was to minimize the- variance of the

plant output using a predicted statlonary model the

-

coeff%g}ents of which were identified using an exponentially

weighted, recursive least squares algorithm. However, it was
the paper of Astrom a;d Wittenmark, [1973]), that ‘initiated
interest in the area of self-tuning regulators.'

Rstrom et al., [1975] -presented some .of tue first
iodustrial appllcatlons,/ on a paper machine‘_and an ore
crueherL of the- adapt;ve regulator based on recursive
‘parameter estimation. At the same time Clarke and Gawthrop,
[1975], extended the /self—tuning' reguiptor proposed by
Rstrom and W1ttenmark [1973] by add1n? a set p01nt term and
we1ght1ng_ou the control ‘actian in the.control law, Clarke
-and Gawthrop; [1979], further refined their scheme by addﬁng

general weighting to the process input and output in



'

addition to the control action and thereby developedi the

e : . - C
controller known today as the "generalized minimum variance" *

controlleq.

These formulations were only concerned with single

variable systems, S0 a natural exténsion of . ‘the

single-input, single-outpﬁt controller was ta extend the
" theory to m ltg—input, multi?output sifuations as was done
bthorris et al., [1977], and Koivo, [1980].

Many selthuning controllers, or variations of
self-tﬁning controllers, have been ‘proposed. It is.diffi;ult
to digtinguish between many ?f the proposgis since either
"the initial starting point for the controller defivation, or

the end result, or both, "appear Quite similar to those of

the generalized minimpm variance controller. Several studies,

haQe‘outlined extensions or \perturbations to the theory
pfeSeﬁEed  by Rstrom and Wittenmark, [1973]1, or Clarke‘and
Gawthrop,'[197g,1§79]. +Among these are Bayoumi et al.,
[1981], in which a self-tuﬁing regulato} was applied to
;multiyariable systems and Aliidinaaénd Hughes, [1982], where
integral action was incéfporated into the self-tuning
controller. Latawiéé and Chyra, [1983], studied the ~,'lc‘)ng

term performance of the self-tuning controller subjected to

low frequency disturbances using a time varying control -
-\

[19'e

weighting to avoid any closed loop idéntifiabili?? problems.
Clarke et al., [1983], éxggnded the self-tuning controller
to 1include a k-incremental prediction. Belanger, [1983],

considered the stability of the self-tuning regulator.

¢
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As has been mentioned, there is no clear distinction

between many of Phe control schemes and the geneéalized

_ minimumevariance controller. An attemb;y has been‘ made to
group the following control schemeév where a common link,
exists., For instancg,i one variatioﬁ of ' self-tuning
development not entirely separate frbm the stochastic
adaptive controllers: already discussgd is the linear
*lquadratié Gauésian (LQG) ;ontroller.AThfg design technigue
employs a linear model, a quédratiCAéost funtion and assumes
a Gaussian ‘disturbanée. %%hé' similarities bgtween' the
previous self-tuning conproller_ and”'the LQG design. are
outlined by Grimble, [1984], where the two tecﬁﬁiques are
shown to result in the same minimum variance criterion. The
LQG approach to self-tuning control has also been considered—
by Rstrém, [1983b] and Clarke, [1983a,b]. An optimum,
predictor based LQG contfogier design has been presented gy
‘Peterka, [1984], and Toivonen, [1983], has proposed the use
of on-line adjustment to the weighting in the cost function.
Pole—placeméqt conﬁrollers also appear to be \very
dsimilar in some respects. to the self-tuning controllers.
Some of 'the more recent developments in the field o
pole-placement controllers inglude: a multivafiable adaptive
controller based on pole-placement (Dion and Lozano, [1983])
and a self-tuning controller where the closed-loop poles and
sampling perioa are determined on-line (Mchrmott and
Meii;champ, (1984]). Additional studies on pole4piacement

® controllers include those of of Elliot and Wolovich, [1984],

¢
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. ‘
which reviewed existing algorithﬁs and proposed a  new

indirect le—pla’ement self-tuning controller., Ferreiro et
al., [1985?0

and Ju et al.,  [1985], based: miitivariabre

self-tuning controllers on pole-assignment. 1lidina and

yin, [1985], discussed an explicit pole?assignment

2 L]

self-tuning.algorithm.

Another option for ,the ‘design of‘ a self-tuning
controller which has undergone extensive investigation is
that of model reference (MR) control, Although a parameter
| éstimatioﬂ scheme is required, MR control updates the
control law pafameters based on thé agreement between the

behavior of the controlled system and that predicted by a

-

Y

‘reference model. Some of the work in the area of Felf-tUning

MR controllers is that of: Bar-Kana an8 Kaufman, [1983], who

'

described a multivariable MR adaptive controller; Hahn,

[1985], who -developed a direct adaptive' multivariable

v

contrdoller based on MR control; and Bittanti and Scat;oliﬁi,
[1985], who developéd a self-tuning controller based on a'
model-following approach and @emonstrated the performance by
‘simulation employing ‘a simple distillation column model.

Two examples of the state space approach *to selfﬁiuning

control are provided by Warwick, [1981], and Bezanson and

Harris, [1984]. ‘//\\\
7

There ¥ is a vas;\ amount of self-tuning control
literature that does not seem to clearly fall into any of
the previously mentioned subdivisions of stochastic adaptive

\
control, yet is probably still worthy of mention. These
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include: Costin and ﬁuchner, [1983a), who discussed minimum
variance control oF multivariable systems with different
delays in the individual loops, and, in [1983b], discussed
.distributea‘ conérol uging‘ self-tuning regulators; and
Goodw;n and Dugard, [1983), who developed \a gtochasticj
- adaptive controller for linear multivariable s&stems which
could be implemented Qiph or without knowledge of the system
interactor matrix. Grimble, [1983], offe;ed another form of
the generalized minimum variance controller, “with his
weighted minimum va;iance‘ controller. A\ multivariable
controller which used an on-kine solution of the Riccati
equation was deQeloped by Hallager and Jorgensen, [1983]. 
Silveria and'Dura?swami, [1983], looked‘at a structure -for
an- adaptive . servomechanism gontroller  which ensures
asymptotic tracking with disturbance rejection. Mizuno and
Fﬁjii, [1983]), designed a multivériabie controller from a
decomposed representation of an uﬁknowﬁ plant. Yang and Lée;
[1983], 1looked at the effects of model structure and the
value of Fhé measured disturbance on adaptivg control. Huang
et al., [1984],. proposed a predictive, adaptive controller;
and Martin-Sanchez et -al., . [1984], described 'a‘ stable
adaptive’ predictive control system. Moi;”sﬁﬁa”fé:{mble,
[1984],«discdgsed optimal self-tuning smoothing or filtering
for lineé;\ multivariable procgsses. Kanniah and Malik,
[1984]; deécribed a dual-rate self-tuning regulator that

uses a smaller sampling interval than the control interval

to update the control{;;f'parameters between periods of
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=constant control act1on.‘Habermayer and .Keviczky, . [1985!

fommulated an ; adapt1ve Smith ; predlCtor ~ controller.

hTsitsiklis' and Athans, [1984J,vﬂ.looked ~ at ' robustness

properties of nonl1near, stochastic‘muitivariable optimal
" regulators. - ‘ S T Teto

T A

Desp1te the exten51ve research 1nto ‘the broad areaaof

adaptlve control and the-‘spec1f1c' studles of self—tunlng &

B ontrollers, 'usev-of Vsuch control algorlthms has not been.

“"readrwy accepted for 1ndustr1al appl1Cat10ns. One'fbf ‘the

reasons is  the w1despread aéceptance of .the relat1vely

51mp1e PID controller. In a_j’effort to’ 1ncorporate the

self- tunlng capab111t1es 1nto a controller whlch is- accepted‘

~and proven in 1ndustry, many researchers have formulated a

vlformf of a self tunlng controller that ‘has a PID structure.

*;‘An early appllcatlon was that of Yuwana and Seborg, [1982]p

©

',who tuned the PID parameters on- llne ut1l121ng model

v<parameters calculated from ‘the set "point- response . data

3,

generated from a 51ngle step change in the set polnt. Other

-~ ~

approaches 1nclude: ~ Bristol, [1983], who | used a

and Hetthessy et al., [1983],4w1th an adapt1ve ‘PID regulator
vwhrch is based‘*on the exp11c1t 1dent1f1cat10n—of a second

order ~model w1th' t1me delay. Self- tunlng.; feedback

.~

'»_controllers that .were. structurally equivalent to4ua PID

pd‘controfler have been employed by Cameron ‘and Seborg, [1983],

ﬁ'fand :Song~:et al.,,[1984].fKayavandASche1b, [1984] combinedf

;PIDsand;Smlth predictor algorithms with the ab111ty to

w

-prattern recogn1t10n design'for‘adapting the PID controllern"



|
automatlcally hpdate process parameters- and Kraus, [1984];

used heuristic reasonlng in on-line tunlng of a PID_

controller; Ortega and Kelly, [1984], reviewed some specific

”self-tnn&nngID algorithms.

Among- the articles  that have compared . different

adaptive algor{thms_,are’ the follow1ng- Goodwin and Teoh,

'['1983], who examined sev*l algorlthms -fo'r' the adaptlye

control of time varying syStems with thevemphasis;on the

‘concept of‘persistency of excitation; Kan et al., [1985a,b],

used a- simulation of a distillation column to compare the

generallzed minimum varlance control strategy w1th pole/zero

placement, ‘state.feedback, PID self- tunlng, model reference

and adaptive predictive controllers. Tham et al., [1985},
f

compared a p051tlonal mult1var1ab1e self tunlng controller

‘to an 1ncremental version of the controller under multlrate

control as well as 51ngle rate control and A10151 et al.,

P

[1985] stodled single-input, 51ngle—output _vers1ons- of

minimum. variance,r model €ollowing ‘and. detuned minimum

varlance algorxthms, focusing'on their ability to ‘control-

the top loop of a 51myIated d15t111at1on column.

2. 4 Control of Dlstxllat1on Columns

-8

Recent a%?llcatlons of self tun1ng or multivariable
: '

,self-tuning COntrol“ to distillation columns, aside from
.-those already mentloned "include: Sastryhet al., [1977], who

studled the control of the top comp051t10n of a pllot ~scale

column u51ng a self-tunlng regulator . Morrls et al., [1983],

12
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b

. used the same column employed inh this study to conduct

‘51ngle and multivariable studies of self tun1ng control and

extended, the self- tuning controller to .include multirate
sampling . [1982]. Martin—Sanchez and Shah; [1984], also.

studied the same distillation column, only they_used an

) adaptive, predictive control system. Wiemer et al., [19831],

who applied a multivariable model reference adaptive
controller utilizing a filtered' input signal to -a pilot
distillation column;. and Tham et al.,'[19851, compared two
multivariable self-tuning controllersb for controlling the
terminal compositiOns of -a distillation column. Simulation

studies employing‘nonlinear distillation column nodels have

been performed by: Barcenas?Urioe 'Ana Alvarez-Gallegos,

(19831, -‘using a multivariaoge adaptive controller; ,and

'Goldschmidt et al., '[1985]. who used an explicit multi-

variable adaptive controller. Sanchez et al., [19854, used a -

multivariable ‘adaptive controller which was based on LQ

criterion and which £ollowed a decoupled reference . model;

andfoFoss, '[1985], applied . multivariable' controf using\a
timéFinvariant linear quadratic controller;;'

° Alternatives to self-tuning, multivariablévcontrol of
gistillation columns have continued Yo appear in the
literature. Some ;of.the alternative control strategies can
bewtound in:;WQod, [l977], uhere feedforward techniques and
computer_‘aided ébsigns that uSe multivariable frequency'
domain design, decoupring and characteristic loci techniques

were discussed; Shah and Luyben,,[1979],3proposed'nonlinear

B



14

» “y

composition 'estimators to eliminaté, the difficulties
associated .with direct anline' composgition measurement.
Dahlgvist, [1979],- examined: theoretically designed top‘and

bottom composition controllers.

2.5‘Iden§ificatioq : (
All the, stochaetic adaptive coﬁtfollers discussed
require‘ a ﬁéraméter estimatioh or identification routiné.
.« The identif?cation literature is Qery extensive And wr*}‘ﬁot
be reviewed here. Some typical articles 1§eftaining to’
‘identification fof usq“w}fh‘adaptivé control schemes are:
Sinha h éﬁd §en,: {1975],f2who evaluated several on-line’
identification me}hods; and Dickmann and Unbehauen’, [1979],
where 'ursive vi’dentific‘:atién of multi-input, multi-output’
' syéféms »3§.dfscu§sedt‘Both Fortescue et al;, [1981), and
Cordero et .al., A[198j], studied the use - ofua variable
dforgetting factor. Wong eﬁ al., [1983], compared several
_variaéions ’oﬁ the reéursive  least squares identification
rbutine; andAHégglund, [i983], presented a new proposal for

*_forFetting old data in recursive estimation schemes.

2.6 Implementatiofi of Stochastic Adaptive Controllers
Some general - implementation problems have been

discussed by Clarke,.[1980], Clarke and Gawthrop, [1980],

_ and ittenmark and- Astrom,:. [1984]. Apart from the
. aappiication§ mentioned previously in this chapter, many
self-tuning ;egdlators and controllers have been applied

,-_‘11
.
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successfully to pilot scaie, and' some industrial, equipment.
Rstrom et al., [1977], were able to’implemént ; selfztuning
regulator on an indﬁs£rial péper'machine and an ore crusher,
and Kurz et al., [1980], worked on an air héater. Fbrgescue
et al., [1981], coﬁtfolled a létge écale Co; absotbtion-
désorption pilot plant while 'Kegshenbaum‘ and “Fortéschg,
A [15811, apphkied a »self-;uning contrbller to a fractional
ctystallizéf}oﬁ bed; Latawiec and Chyra, [1983], developed a
cohtroiler for a rotary cement kiln and Hallager andb
Jorgensen, [1983],.performéd their studies on a tubular
fixed bed - chemical “reactor. Ferreira et al., [1984],
eXamdned-level'control of a middle tank pasgéded with .other
tanks and Ondervater et alﬂ, [1985], coﬁt:olléd the

temperature control of a catalytic tubular reactor.

2.7asummary

‘A wide variety of stochastic adaptive control ‘systems
~ have »beep proposed and studied as indicated by the scope of
the-literature that has been reviewed. Dgtails of the
unde:lyihg ..theory‘ and the applications ofv self-tuning
_controllers,can be obtained from review articles such as the
following: witﬁenmark,' [1975]1, which reviewed _early
developments in stochastic adaptive control; and Astrom et
él.L [1977], which- dischsseé self*tuning 'fegulatdrs and
their applications. Bartolini et al., [1981], examined
‘adaptive cohtrollers and problems'with'their impiementatidni

Ast:ém, [1983], and Seborg'et al., [1983], reviewed leading

]
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design techniques, .experimental applications. and their
rélétéd - problems, Thé work of Ray, [1983], repfesentstan
extensive gurvey of compﬁter-aided controlS Systems‘\design,
and that of Unbehauen, [1985]( coveré differeﬁt structureg

of adaptive control systems.



. 3. Theoretical Development of the Self-tuning,controller

3 1 Iffitroduction ‘

The self tun1ng controller ut111zed in this study was
orfé1nally developed by Clarke and Gawthrop [1975,1979].
Morris. and Nazer - [1977] extended the generalized minimum.
variance*controller to include feedforward disturbance comp-
. ensation, - a discrete compensa or to el1m1nate and stab111ze'
the system closed loop response, and the ab111ty to - perform
set point model followlng

The theoretlcal development of the controller will be
presented here in seyeral stages. First, the derivation of
g‘thelgeneral multi-input, /single-outpnt (MIéO) self-tuning
controller will be presented 1n considerable detail followed
by t spec1f1c case of the generallzed MISO c%ntroller,»the
minimum ' variance controller. Next the MISO controller 1s.
ekpended"to the multi-input, multi-output  (MIMO) case,:
which, combined with ‘the“multirate theory: -becomes the
multivariable, multirate (MVMR) controller. This is followed
by a discussion of the parameter estimation method used in’
conjunction - w1th the self tuning control ‘law. The chapter

concludes with an "outline of the ba51c theory of the

relative disturbance-gain (RDG) analysis techniqueh

<17 -
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3.2 Multi-input, Single-output Self-tuning €ontroller
. : 1Y
3.2.1 Generalized Control Law Derivation

[

It is assumed that the process to be, controlled may ' be

a

\

represented by ‘the followlng general d1screte model:

]
p

g(£) + a,y(t-1) +° 2 *[bou(t) + byult=1) + - ]

Sb(.t) + c,8(t-1) +

+

+

2 9ldov(t) + dyvit=1) + «-- 1 (3.1)
A more compact representation of the model is given by:

Alz-)y(t) = 27%B(z" Dult) '+ clz” ) E(t)

+ 27900z )vlt) N E WY
where A, B, C and D are polynomials\jin the- backshift ‘
ooerator, z"', with ao=i, bo#0 and co=1. The. vectors u(t)
and y(t), are the process inputs and outputs at time t,
fespecfively. The S(t)'term.is:an uncoPelated, zegg'%hean,
random noise term and v(t) allows for input of measurable
distofbances. The system delay, expressed ‘as an integer
multiple' of the sampling period, is k, while d is the delay
assoc1ated with the measured disturbance. It is assumed that
‘the roots of C 11e strlctly inside the z-domain un1t circle.
The objective of the controller.de51gn is to mlnxmlze,

the general cost function: . L



Z. 3 = B{[P(z" Ny (t+k)-R(z" Jw(£)]12+[Q" (z u(t)1?}  (3.3)

L5

where E{*} is the‘éxpectétion operatqr. P(z"'), R(z"') and
' Q’(z‘}) are transfer functions-in z~' which allow general
discrete weightings to be placéd on-the system outht, y(t),
set point,' w(t), and control effort, u(t), respectively.

These transfer functions are expressed as polynomial ratios

of the form:

P(z~') = P,(z""'); R(z"'")'=R (z;’); Q'(z"") = ;(z")‘
& sz‘z' 5 Rdef 5 A Q:’ z ‘p

The R(z™') weighting provides set point tracking, and

Q'(z"') weighting is used" to penaiize excessive control
g o .

1
)

effort. *
*  In order to minimizq'the cost function in equation 3.3,

knowledge of ,Tﬁtu%é terms of the . weighted output,

P(z ')y(t+k), .are required. However, since at time t

fnforma;'ion is onlly known up to and including time t, y’k)

is unkndwn. It is therefore necessary to generate an

estimate of tHe weighted Qutput k steps ahead in the future.

-~ The system- output, k steps ahead in time, is given from

equation 3.2 as (omitting the z~' arguments for simplicity):

y*(t+k) = Bu(t) + z*C§(t) + zk“gv(t) : (3.4)
A A A . .

(
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As long as thethime delay a;sociated with the
digturbance is greater .than orfequal to that of the system,
that is, d 2*k, thén the output gﬁven in equation 3.4 will
be realizable. If d < k it then becomes necessary to predif¢t
disturbanee terms. n

It 1is possible té express‘the noise terms of eguation
3. 4 as the sum of unknown futy:e noise terms and known noise

terms up to and including time t:

z“Ct(t) = [ess(t+k) + elf(t+k=1) + - + e;_ §(t+1)])
A ' ‘ o
: o ) R
+ 1 [E85(t) + EVS(t-+ - + £58(t-3)] (3.5)
X_o 1§ ’%\ JS.;‘ ]
g’w
3 =0, 1, 2, ..

¥ ,

Or, 1if we 1let E' = eg + &}z“ + etz ? + .- o+ oep_qz ik
‘and F' = £} + f}z;%_ii__ﬂam,f z-), then: | '

z“Cs(t) = E"§(t+k) + F'§(t) o : .+ (3.6)
A F : ‘

¢

Substituting equation-3.6-into equation 3.4 yields:

y*(t+k) = Bu(t) + E'§(t+k) + F'8(t) + 2 “Dv(t) (3.7)
' A A

;s | ‘ \\

Rearranging equation 3.2 it is possible to obtain an
. \ ,
estimate of the - noise at time t based oh past and current

B
A

measurable values as:
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L

$(t) = Ay(t) - z-*Bu(t) - z *Dv(t) (3.8)
C c’ C

~

*By replacing ${(t) in equation 3.7 with equation 3.8,

the output k steps ahead in the future may be expressed as:

y*(t+k) = F'y(t) + E'§(t+k) + [g - z‘*;’_}gu(t)
C

! + [C'— z‘“gl]z““gv(t) : (3.9)

With minor rearrangements, the identity wsed in

. €quation 3.6 may be expressed as:

Y
v L,
E' = C - 2z *F' ; 0 (3.10)
A A .
. “ ' il
which can then be used to simplify equation 3.9 to:
- 4
y*(t+k) = F'y(t) + E'¢§(t+k) + E'gultV'* 2% “E'Dv(t) (3.11)
-~ C el C

N

\g\ It is dbt possible to say exactly what the future noise
terms will be éxcept that, on avérage, they will be . zero.
Hence the best possible eétimaté of future noise terms is

. zero, The resﬁlting prediction»of the system output -y, K

steps 1nto the futurey based on information up to and
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imcluding time t, is then:

Q

y*(t+k|t) = F'y(t) +E'Bu(t) + z* “E'Dv(t) (3.12)
c C , <

$

Multiplying equation 3.12 through by P, one obtains the
J
weighted’estimate of the system o6utput which is what is

required in the cost function (equation 3.3). Making the

W

following substitutions:

/

then -the “weighted k-step ahead prediction of the system
6utput (based on known parameters and measured inputs,

outputs and disturbances) is given by:

—_—

Py*(t+k|t) = _F y(t) + EBu(t) + z* “EDv(t) (3.13)
CP, C C

N
\

with the actual value being given by:

»

k]

Py(t+k) = Py*(t+k|t) + e(t+k) ~ (3.14)
S N
The weighted outpgt prediction error, eft+k), is

assumed to be uncor;elated with past values of y(t), u(t)
and v(t). Similar to the noise,‘ithe error is assumed to have
a mean value of <zero, ie. E{e(t+k)} = 0. The variance of

~

this error term is given by:
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. : ‘ "y .
0., = E{{e(t+k) - E{e(t+k)}]?}

= E{fe(t+k)]?]} . (3.15)
Now, substituting equation 3.14 into -equation 3.3
yields:
\ J = E{[Py*(t+k|t) + e(t+k) - Rw(t)]® + [Q'ult)]?}

T,

E{[Py*(t+k|t) - Rw(t)]? + [Q'u(t)]*} + o, (3.16)

[}

In order to minimize the above function, the current
control action, wu(t), 1is chosen so that the partial
‘derivative of the cost function with respect to u{t) is zero

(ie. 3J / du(t) = 0). By removing the expectation operator,

]
/

the Mminimization at each sampling instant becomes:

3J = 2[Py*(t+k|t) - Rw(t)] * 3[Py™(t+k|t)]
S 3ult) ' , du(t)

+ 20'u(t) * 2[Q'u(t)] =0 (3.17)
. du(t) ‘

From equation 3.13 it 1is possible to see that

Py*(t+k|t) is a function of u(t). Since only the first terms

‘og§§.the : E,‘

‘and C polynomials are “used in the

©
[ ]

6[py'(£fklt)] = d [EBu(t)] = eobg (3.18)
C

du(t)  ~ du(t) [ C
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Equation 3.17 then becomes: ] ;;-
&
eobo [ {Py*(t+k|t) - Rw(t)] + Q'ul(t)gs = 0 (3;»9)'(}3
Co | L el
N ’ ?».“‘: ‘Q{"r f‘ .
o A
By defining a new control weighting polynomial: | jﬂfﬁh; -
\ - ‘ o R
A
Q = Q'dgoce (3.20)
eobo
then it is possible to solve equation 3.19afor u(t) to get: .
&
(3.21) 4

u(t)

Q

g

1 [Rw(t) - Py*(t+k|t)]
fi. ‘_Q‘~.
It is now desirable to obtain a more useﬂbl form of the.
control law by replacjng Py’ (t+k|t) in equation 3.21. Using
. ~ . )

equatién.}_.13,. let G = EB, L =EDand C =1 - z2"'H to get:

Py* (t+k|t)[1 - z-'l-‘ y (ek|t) - HPy"(t+k-1|t~-1)
| = F_y(t) + Gu(t) + z* ‘Lv(t) (3.22)
Pd N

and now replace Py*(t+k|t) jim eguation 3.21 to get:

1 [Rw(t) - F_y(t) - Gu(t) - z* ‘Lv(t)
Q Py

u(t)

- HPy"(t+k-1]|t-1)] (3.23)

4
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}QLp-Hu and ” L :in the control law..The resultlng mult1

. a

'pelynomials 'are ‘fixed, the coefficients

25

Unfortﬁnately, u(tX‘on the riéht'handlside.of equétion

“e3723' is unknown at the ' time of impiqmenting‘u(t);ﬂlt i's
'therefore necessary to factor out go from. the G [éblynomial

.80 thet»;he control act}Qn at time t ;s:

() = 1 [Rw(e) = Ey(t) - (6 - golulx)

» - z*9Lv(t) - pr'(t+.k—]|t-1).] (3.24)

In"thé control law, equation 3)24- although R, P and Q

are to be selected by the control englneer the numbere‘ﬁoff

I3

‘coefficients in the F, G, H and L polynom1als are fixed for

a‘known‘system. However, although the .structures‘ of;‘the’

the‘wu;

usually unknown. Assuming 'a good estimet

.'_,

51“916 output control law is™ then° L —

S

l:(t) i 1 [Rwi(t) - F
AR T A
\ - Zkefy(t) (3.25)
7 ok .
Tﬁ tho&iused for estlmatlng ehe ugknown coeff1c1ents

PL

.

‘in equatldn 3 25 is dlsayssed 1n Secthn 3“5

. I
o S Lo
1
7



3.2;2 Minimum Variance Cohfr&;lef_*

If the‘con;rplfeffort is not of concern, it is possible
‘to&_modify the fCOSt' function, equatiod 3.3, sucﬁ théﬁ'the
controller would be designed té.minimize the variance of the
‘outpuﬁ ffom‘.its. set point, ,irrespeétﬁve of the‘cﬁntfol
 ;effort, This is accomplished by sétting Q' = 0 and P =R =1

~

-in equation 3.3™to get:

J = E{ly(t+k) - w(t)1*} - (3.26)

. '
Y °
1 . B

Of, using the predicted output, the equivalent of equation
3.16 is: .

y _ ) . | & - ' ;
J = E{[y*(t+k|t) - wit)]*} + ofiu (3.27)

The minimization of J with respect to u(t) then becomes:

\.

33 = 2[y*(t+k|t) - w(t)] = aly*(t+k|t)] = 0  (3.28)
2ult) : g T 3ult) ' :

"Since the _relgtion in eqﬁation 3.13 still holds, equation

3.28 is now:

| S ,- 0
eobol (y*(t+k|t) - w(t)]l =.0 - T (3.29)
Co ; o M e ‘ .
T W o)
v . el e Lty

PO

Substituting forf?&’(tfk{t)'f%bm equgtion'§;22: and solving
for ult) usiﬁg a pfoceduri' similar to that used in the

.
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previous Section, the control law can be found to be:
ult) = 1 [w(t) = Fy(t) - (G = golult)
9o . ‘
- 2% 9Lv(t) - Hy*(t+k-1|t-1)] (3.30)

v

“

.or, using the estimated values of the controller parameters,

Cule) = 1 [w(e) - Py(t) - (6 - §olult)

I
Jo
-z 9Lv(t) ¢ Ay*(t+k=1]e-1)1 - (3.31)

‘which is the equivalent of equation 3.25 for Q = 0

Y

and P, = Pg = 1. s

3.3'Mu1t£variable Self-tuning Controlier
In this section  the multi-input, mulpi-ongbtt kMIMC).'
seff-tunifé cdntrol law ié developed;'Tbe derivation of Fﬁé-
@multivqriable' céntroller paralleis the MISOW seif;tuni é
cphtfol iaw derivation;with~£he extension from - scalars and
Hvecté;sfto vectors and métrices, respeé;ively: |
An illustration of a mulinariablg Asystem has been
presented in Appendix A to clarify the hotafion. - The
extenéionwof the MISO system,may-be fepresénted by |
_.Agﬁ'f;Yif) = 2‘*“38(2")U(t) + C(z"")E(t) _ _
xs Cezglinzvie) o (3.32)
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where:

“AKZ;‘), B(z~'), C(z~') and D(z‘{) are m*m polyromial
matrices in the backshift operator z",. .
Y(t)'iS-én m* 1 vecfor of measurabie system outputg,

u(t) 1s an m*x1 vector of control inputs, |

V(t) is an m*1, vector of measurable dlsturbances, -
.E(t) is a vector of ran@om noise,’

kij is an integer multiple of the sampling time which
correquhds.to the delay between the ith control ‘input
and the jth process 0utpuf and

dij is an 1nteger mult+ple of the sampling time which
‘corresponds to the ZMay between ‘the ith 'mea'surabl.e
disturbance and the jth pEOCQSS'outpﬁt.

a2

A convenient assumption is that all system Qutputs‘are

_1ndependent of .each other. This results in A(z™ ') ‘béing a

diagonal matrix, and is not wﬁ restr1ct1ve assumption,

Similarly, if the noise terms are all indepéndent of each
other, -the C(z"') 'matrlx is also a dlagonal matrix. As in

the MISO. case, it 1is assumed that all the 1nd1v1dual

polynomial elements of the C(z™') matrix have roots within

the unit circle. A :
‘ ' : : . ¥ . &
The objective of the A\ ggneralized multivariable

controller is to minimize the following cost function .with

-fespect to the controlé, U(t), on a ldbp by loop hasis.
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J o= E{tpY(t-+k. ) - RW(t)J'[PY(t+k,,) - RW(t)] _
C-eue QiU ]} o (3.33)
Here, W(t) is an mx1 vector. consistiné. of the

L]

individual loop set points\and_P, Q' and R are all ‘mm

.diagonal trghsfer function matrices in the backshift

operator (but with tHe .z°' ' -arguments omitted - for

~convenience), each element ,0f which may be'representedwby

numerdtor ,and "denominator pdlxpomials as deScribed in

.

Section 3.2.1. ‘ ' .
Again, as in the MISO case, Y(t+k;;) is not known at.

o Vo ‘
time t, hence it is necessary to gen€rate an,estimate for

the outputs ki, steps ahead in the future. Note that k;;

‘relaég%' u;i (t) to yl.}zf equation 3.32 is mdifipliéd through

by z*'' and premultiplied by the‘ihverse»of A, the following

estimate is obtained: A
Y*(t+k, ) = z*''-%TiA-'BU(t) + z*'TA-'CE(t)
gttt pv(e) O o (3.34)

kHS‘k” forallj#i
*

Follqwing the same procedure as in 'Sectioﬁ 3:2.1,
define E'(z"') and F'(z" ') as diagonal polynomial matrices:
which can be used to separate the noise terms into unknown

future terms and known past terms by:
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and

30

z* AT 'CE(t) = E'E(t+k,;) *+ A" 'F'E(t) (3.35)
‘Now, substituting equation 3.35 into 3.34 to get:
\{‘ Y-(i"'kll) = zkli-kle-lBu(t) + E-’E(t"'k{y)
A\ :
+ A 'F'E(t) + zk'i-d1ip-tpv(t) (3.36).
- From equation 3.32 an estimate of the noise at time t
based bn-past and current measurable values is given by:
=(t) = C-'AY(t) - z-%'ic 'BU(t) - z *'iC 'DV(t) (3.37)
'‘Now, replace Z(t) in equation 3.36 using 3.37 and again take
advantage of the matrices béing diagonal to get: °
v . - ,
Y*(t+k; ) = F'C'Y(t) + E'E(t+k;,)
' + [geii-kiipg- - z-k{jA-unC-‘]BU(t)
+ [ghi -0 lups e - z"‘*A-'F'cj']bv(t) (3.38)
Manipulating equation 3.35 yields:
T [gkli-kiipct - g-kiIip-tRp'Cow] = gkli-kiip'Co! (3.39)
: .b ' ~— .
5
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[zuu.da,‘A‘q - z_"“"A"F'C"\] = zk_s'a-'d|1E|C-- (3.40)
By usihg equations' 3.39 and 3.40 to_\répiabe the
appropriate terms in‘eﬁuation 3.38, a simplified expression
for the individual loop output, k;, steps ahead in time may'

. . #*
be written as:

Y
< Y.(it+k;|) = F'C_'Y(t) + E"E‘.(t‘*ki;)

+ 2%V TKIAE'CTBU(E)

- -

- zkil'-‘dlevC-tnv(t) ‘. (3.41)

1f we"mdintain the assumption that the best possible
:estimate of all the noise terms is zero, then the best
possible prediction of the output, ¥(t), k;; steps in the

future based on information up to and including time t is:

Y*(t+k;, ft) = F'C'¥(t) + z* i~ ig'c 'BU(t)

+ zkiiseiigTeDV(t) (3.42)

Since equation 3.33 requires the weighted system
odtpuf, if is‘necessary éo multiply equationv3,g6 through by
the diagdnal matrix P. In the multivariable Case;-‘it is
desi;abie " to decoméose P into P, * P, wheré P:“%ﬁd Pn‘are
‘diagonal mdtrices containing the denominator and numerator
portions of the P matrix, in their respectivé diagonal -

positions. At this point it 1is convenient to make the -
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following substitutions:
E=Px*xE; F =P, *xF'
Equation 3.42/4::n becomes: - -

PY* (t+k;,|t) = P,FC-'¥(t) + z*i'-*'IiEC-'BU(t)

+ ¢! dIECT'DV(L) (3.43)

Again, realize that the predicted weighted outputs at
time t are only estimates, and they are related to the

actual values through the weighted output prediction error,

€(t+ki!,2: LY

J '

PY(t+k,;) = PY*(t+k;;|t) + e(t+k;;) (3.44)
Assume -the noise to be ,uncofrelated with inputs and
' outputs, and that each loop has a mean noise value of zero,
then the variance of the noise is given by:

011y = Elle(t+k, )17} (3.5

Substituting equation 3.48 into equation 3.37 to yield:
ra . :
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-~ n

J = E{IPY*(t+k, t) - RW(t)J'[PY*(t+k ) |t) - RW(t)]

+ [Qu(t)][Qu(t)]} + agf.viy h (3.46)

‘The details of the—minimization of the cost function
have been presgnted' in Abpendix B. The results of the

dif ferentiation of the cost function with respect to U(t)

have been shown to be: o ' <
03 = 2E(0)C(0)"B?O)'[PY'(t+kai|t) - RW(t)]
30 (t) : . C s
4+ 20 (0)'Q'U(t) - | (3.47)
or, séﬁting the derivative equ&l to zero:
0 = E(0)C(0)-'B(0)*[PY*(t+k; |t) - RW(t)]

+ Q'(0)'Q'u(t) ' S (3.48)
By defining a new control‘weighting polynomial matriﬁ as:
Q = [B(0)']-'C(O)E(0)-'Q'(0)"'Q’ (3.49)

then it is possible to rearrange e

tion 3.48 to yield:

QU(t) = [RW(t) - PY*(t+k, [t)] (3.50)
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. By  replacing PY*(t+k,,|t) in equation 3.50 .using
equation 3.43 and letting G = EB, L = ED and C = 1 - z"'H it

follows that:

[z&'i-%ilg + QJU(t) = RW(t) - P4FY(t)
- gkt d ()

- HPY"(t+k, ;=1|t-1) (3.51)

Analogous 'to the MISO case, the actual values of ?, G,

" H and L are; usually unknown, and the best ayailable
f : : 3

( alternative is to replace the parameters with their
estimated values to get} v
2

[zkii-kiig + QJU(E) = RW(t) - P,FY(t)
- MU enity(t)

- APY* (t+k,,~1]t-1) - (3.52)

3.4 Distillation Column Control Law Implementatign
" The generalized mu¥tivariable self-tuning control law
presentéd in equation 3.52 may bevsimplified when épplying
it to a particular process. This work is concerned with
contfol_of'the top and bottom compositions of a distillation
”;r«éolumn sﬁbject to disturbances in the feed flow rate. The

distillation’column is represented by a 2*2 system, with the

top composition control 'loop as loop #t and the bottom
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composition . control oop as loop #2. Equation 3.52 may be

expressgd for loop #1! as:

(Qiy *+ Gy (0)]u,(t) = RHW‘(t) - _]__FHYg'(t) \
. Pais . ’
g : nG, -1 ‘
v - L G|1(i)U|(t_i)

iz »

- Guz‘z(t‘*k”"k'z)

- ‘ - Lyyvy B4k y-ay )
) = ByaPyayi etk -1 ]es1) (3.53)
Thisl is based on the assumption that ki, > ky,. If k2
= ky,, uz(R+k,1-k1{) on fhe left hand side of equation 3.53
rbecomes uz(t) and, since uz(t)‘is unknown at time t, some
rearrangement must take place. In'thisqsase where two 1loops
are being controlled, it is necessary to solve for u,&t) and
uz(t) simultaneously. This is accomplished by using the

féllowing equations, For loop #1:

Qi + GH(O)]U{(t) + Gy2(0)u(t) = Ry,Ww,(t) ‘
- _1__F11Y1(t) - -t
Pa 1, .
nG‘|‘1
- };- ny(i)7U1(t—i)
y; nG1z-1
"% G12(%)Uz(t‘i)

=1

- Lyywylt+ky=dyy)

- Hy Poayi(t+k, -1jt-1) (3.54)

r.ii\Vi
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and for loop #2:

v . ' 7
Q’

[Qz: + Gzz(o)]Uz(t)jt‘Gzi(O)U;(t) = Ry,walt)

= _AH§§ﬁYz(t)
Pyay

nG; -1
- ? Gzz(i)Uz(t’i)

nG21‘1
- ? Gz](i)Ul(tfi)
x 9 -
- Lzzva(t+kyo-da2) N
- szpzzyg(t+kzz'1|t‘1) (3.55)

ations 3.54 and 3.55 may be

represented as:
4

su(t) = €#(t) : , ~ (3.56)
where:
.
Qiy *+ G,,(0) G,.(0).
S = ‘ . | : (3.57)
G2,(0) Q.2 + G22(0)

.and T(t) consistg of the right hand sides of equations 3.54

and 3.55. Providing S is non-singular, the control law

becomes: .
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o o

uGt) = s-'T(t) (3.58)

4 The solution to equation 3.58 is accomplished usfng Cramer's

rule.

—

In the event that k,, > k,,, for j ~# i, it may be

necessary to either change the manipulated and controlled

* variable pairings, control mo}e than one variable with " one
manipulated variable, or consider using a different self-
tuning éontroller. One possible control scheme that would
handle this situation 1is. discussed by Martin-Sanchez and

Shah [1984]

.
I
:,“.r

3.5 Control w1th Mg}ﬁjrate Samp11ng 1#& ;

E

:n

In multlloop c&ﬁtro} Andﬁkﬁgﬁal»doogéﬁfrqugntly have

X0 .

‘“am‘lz g tﬁmes mmgnder

51ngle”<

éomprom1se ’all h"“ﬁ“'”

Frequently,§ a'reafiS&ic,g?tuafioﬁ,fa proceSSuanalyzer is
required toxd

require qgwb§r§1CpIar cycle tlme uO accompllsh the analysis

“which is, fﬁ; %}uﬁately, often much longer than the desired

.

v

[

to 1mprove tﬁe control of loops not
analyzers and hav1ng optlmum sampling times

$mallest cycl& tlme, a natural extension of

-~

L R ) ¢
L N 'Y :u N .
. . s . . : * .
B ) PRI S e L L. N
. : B : . . Lo N S
i i - i P . . ‘ . .
R £ - " .

-rmrne on@ or‘mOre of the outputs. Analyzers
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the multivariable qgntrollzr would be to allow for different
sampling rates for the individual loops. 'Thji is
accomplished in the MVMR self—tuning controller  with }the
only restriction being that all the individual sampling
intervals of the varioqs loops should be integer multiple;
of the smallest sampling interval, t,. '
- L

Loop #2 of the distillation column, the bottoms

composition control 1loop, is constrained.to a large cycle

time due to the gas chromatograph analysis of the bottom

composition. Control of loop #1, the top composition control

~ loop, may be improved by using a smallet sampling interval

than that of loop #2.

(t.)z =m(t‘.)1, m=1, 2, ... (3.59)
m - .
k-

Loop #1 will have m control actions calculated for
every‘single contrcl'gction on loop #2. The control law
derivation parallels the development of the multivariable
controller. However, since it 1is expected that parameter
identification will be required, a problem arises in the
calculations for 1loop #2; In loop’ #1, the interaction
between the two loops is taken ihto conside®ation by usfng
the most recent value of u,(t). However, in lg%p #2' with
multirate sampling there will be gh need to égntend with
inter-samﬁle contr;l actions from the to ' oop.“To attempt

to 1include the inter—sample,interactions, the inter-sample

control actions from the faster loop may be averaged, and

P o .
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‘“the average value of the_manipulated variable used inllplace
_of\u|(t)Ain~equaticn;3.55, The aneragingvmay be aé?omplrshed

1using;' L ‘; : _4 : _ o )
Q(‘a{;) - G/m]E ugle-ien | (3.60)

" However, %ham,’[19851,’concluded that better control
‘may . be acbleved by ignoring the inter- sample 1nteract10ns.e

-For thlS studv the 1nteract10ns w1ll therefore be 1gnored
s , ‘C] _
Hence no- mod1f1dat lons . to the alébrlthm derlved in Sectlon

3. 3 .are requ1red when 1mplement1ng multlrate control

) ‘*
AN o
'-3 6 Parameter Est1mat1on
There-are two crltlcal componemts of ‘adaptive control

; schemes; the ' control 1aw; ;and, since there 1is rarely

'sufficient a‘hpriori kegyledge_“ef Ehe : system- tQps be -

“controlled ;af parameter \estxmatlon scheme. A method of
estlmatlng the F, G, L and H parameters for - the control

- . ? :
schemes must be employed to 1mplement the coné:ZTfschemes.

v ’ ‘Several recurive. on—llnernestlmatlon "algorithms .are

-

available [Reinhe t‘ 1984]' -Zﬁéﬁe include rchrsfve least
dsquares, extended 1 ast squares, recursive learning 'method
and recur51ve square root, to ‘mentlon a few. Alrﬁthe
“parameter esgzﬁation schemes -must - start with the same

e

" information.

Bl
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1 Multi-input, Single;output Parameter_Estimation
@Beginning with a slightly rearranged form of equation
¥  and replacing-thé‘F, G, Hand L paramefgrs witﬁ‘their
/-estimated values gives: = @ =
Py*(t+k|t) = F_y(t) + Gu(t) + z* ‘Lv(t)
. Pd T ‘ ‘ )
+ APy (t+k-1]t-1) - (3.61), -
If an observation, or input—outpdt vector, X(t),_is defined
as;
x(t) = [ y(£)/Py, y(t-1)/Pu, --+ , y(t-0f+1)/Py, 3
u(t), u(t=1), --- , ult-ng+1),
v(t+k-d),’ v(t+k-d=1), -~ , v(t+k-d-nl+1),
CPy*(t+k-1}t-1), Py*(t+k-2|t=2), - .
Py* (t+k-nih|t-nh) 1° C (3.62)
-where ’ .
nf is the order of the F polynomial, g '
" ng is thevorder-df the G pothomial, ’ .
'nl is the order of the L pdlynomialxand ) S
o nh is the order of the A polynomial.
. For a vector contaiﬁihg the parameter estimates defined as:
S A nﬂ@j' ‘ . ; ¥ % o :
! v R ’: ‘
f§ 4 ;fr',
»,-Q N £l .
SR . "
.“ ! ' P



equation 3.61 can

o A
¢ Py™ (t+k|t) =

Since good
recursi§e least
‘factopizaqion (up)
this  work will

following glgbrith

£,, - ., E(nE-1),
&1, ~0 , alng=1),
1,, -+, lnl-1),
fiy, -+ , B(oh=1) 1 (3.63)

be written more compactly as:

x(t)o . ' o ' T (3.64)

H

success has been - achieved using the =

SQUarés (RLS) method with upper diakonal
- of the covariance matrix [Tham, §1985];
employ this estimation technigue. The

[

m outlines the steps used by the RLS:

eétiﬁafion scheme’: ] g
@ o | .
- Outpqt.;r;dictioh:“ | {,
| “py'(g;k|t$ = X(t)'e | ,*‘ (3.65)
Gagklcalcul;tion:-' e 7 | . __? B
R(t+k) = Pc(t)x(t) - | (3.66)
To, + Z(e ) Pc(t)X(t)] o
‘Parameter estimation: | g
| o(t+1) = O(t)i+vK(t+1)£zé§l;-'PY'(t+k|t)]  (3.67)
_ S ' o p . -
Cova;}ance updaﬁe;
‘ pc(tfl) = [1 7'K(t+1)i(t)fd§gigl e (3.68)

¢ N ¢

P2
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where
py is the variance of the noise o - :
p2 1s the forgetting factor

'Pc is the -covariange matrix | .

s and K is the Kalman‘gaih. ‘ I :

i

The conventional UD method was developed by Biermanf

[1976] but th1s scheme was subsequently modlf1ed by Morris.:

et al. [1979], to yield a more numerlcaﬂly stable algorlthm’“

whlle u51ng a constant ‘fprgettlng factor. Due to the :

4

symmetry of n;:he covariance' matrix, in the actual
1mplementat10n of the algor1thm, a vector is used to sfore
the ypper triangular portlon of the Pc matrlx. This prov1des
a 51gn1f1cant reductlon in the storage requ1rements Details
bof, the recursive UD estlmatlon scheme employ d in this werk
"are given by Reinholt, [1984].
S ‘
" 3.6.2 Multxvar1able Pa:qmeter Est1matxon
‘The same parameter est1mat1on technlque is employed °1n

b1

the MIMO case as was used ‘for ‘the MISO situation. Motation

is simplifled Eg“;ettlng; ST o '
| | R ¥E8 oo
V;i‘ L ‘ ‘.‘\ . . : A ' <
B o R (e 0 a o
o | 0 Eam(t) .
N
with each X;, defined+ as described in equation 3.62, but

abplied to a sinale loop. If: o : ‘ ?

42

L%




Q(t) = [-.ell(t)r ez’ ey, em(t) ]( ) \ !(3,70,) .

" then, on a loopAby loop basis it fol}oﬁs\that:_

Py (t+ki|t) = X, (£)'0; (t) L - (3.71)

3.7 Relative Disturbance Gain Theory

.Thé'relative‘disturbance gain (RDG) -is a ‘fgéhnique .

which may. be used to analyze closed loop performance,of

multivariable control systems from open loop,f steady state .
process gains. As described " by Marino Galarraga et al.,A'

[1985], the RDG may be used to evaluate relalee ga1n ‘array

(RGA) results. RDG an&£y51s has an advantage over RGA
. . .
methods in that RDG con31ders the. nature of the " disturbance

“ -
w» : N \

affectlng the system, ®

Settlng up - the RDG starts w1th ‘the steady state 'gain

" matrix. This matrix, illustrated with a 2%2 sYstem including

the gains for,an‘arbit:ary disturbance, is:

Y ' G Gf: Gia U, i -
Y2 G\""_' Gz Gz Uz . ' :
—_— L J
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The RDG, B,, is defined as the changéﬂgn,the controller

% ‘“p .

output for, loop 'i that |is requiredwiﬁpw‘ﬁounte:act. a

g
.

. . ;e -
disturbance, v, 'and'bring y: back to it£§§etﬂﬁbint and is

r.
given for loop #1 by: . : . ’-73;”‘ ‘ 3‘)1‘j
Br = M1 = Gz23Gyz| - (3.73)
‘ . G1aGa22 : . :
o A . T
where X is the relative gain for the 242 system:
. . ;‘Ml’\\:/
A = 1 | S (3.74)
T - (G12G21/G11Gz22z) ' ’ N
By symmetry:
Ba = N1 = G136,y | - ' . (3.75)
\ G23Gy 1 : -
or, by multiplying equations 3.73 and 3.75 together:
Bz = (1 = B4)A \ | ._ (3.76)
™ =g, 7 oo - S v
. Althoudgh the discussion by Marino-Galarraga .et' al.,
A“v .[1985];‘ffocusses on decoupling loops contfolledAusing PID
fﬁﬂ{§ c ot : %theﬁmaih,fesult,of'interest is that when |8,] >
;@%?uf»1 . fQ%tioq between the. loops i is unfavourable and



o
A

decoupling should

be considered.

st

o
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4. quipmeht

4.1 Introduction » _
: .

The e;perimental work Qcondhcted in- this project
represents another study of distillation column control
co?duéted,using'the pilor plant distillation column located
in the Department of Chgmicai Enéineering at the Uﬁiversity
of Alberta. Some of the most recent work has been done ‘rn
conjunction with the Department of Chemicai Engineering at
the UniQersity of Newcastle-Upon-Tyne, particularly the

self-tuning controller evaluations.

4.2 Distillation Coluﬁn Description
The pilot scale distillation column in the Department

of Chemical Englneer1ng used for control studles is a 22.9
cm’ d1ameter glass column that conta1ns eight trays. The
trays are Spaced 30 5 cm apart and each contalns four 4.8 cm
diameter bubble caps arranged on a square pitch. The .column
is equipped with a total cqndenser- and a therq@syphqn
reboiler; Figure 4.1 is»a‘schématic representation of the
column. o N
| The . feed to'the column is a binary mirture of 50 mass
~ percent methanol and water. The feed enters the .columh on.
the fourth tray, numbered from the bottom, after being
preheated to 61°C. ~

-~ Vapour from the top of the column is rondensedZUSing
one of two\available_cooling water sources for the U-tube

A
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condenser. It was found that the domestic cooling water
could provide a lower and more consistent inlet temperature, .
hence it was used instead of the constant head water supply

systemw A valve on the cooling water outlet was found to be

~critical in providing sufficient back pressure to fill the

exchanger and provide adequate cQoling. The cooling water
flow was used to' maintain the column pres§ure at
approximately atmospheric presSu;e. N
b Distillate composition 1is analyzed continuously by an
{n-line capacitance cell, The reflux flow rate 1is u ed to
maiﬁtain' the top composition at 95.0 mass percent mezLanol.
Reflux, returnéd to tray one of the column, is ﬁeaﬁeé to
55°C. The . level in the condenser is controlled by the top.
product flow. | ’
Bottom product flow 1is used to regulate the levei iﬁ
the reboiler _and steam flow rate is ﬁsed to. maintain the

bottom, composition at 5.0 mass percent methanol. An on-line

gas chromatograph (HP5720A) is used to analyze the b

'

composition. An 'AYD converter (HP18652A) facilit‘tes"
transmission of the signal from the detector of the
Chromatpgraph (GC)A to Ehe'HP1000 combuter for analysi
the chromatogéam. A standard HP GC package on the HP100
used to generate the GC analysis suitable for transmissign'
to the LSI‘J1/03. Bottom and‘ﬁop pgoducﬁ streams return to a
feed tank where a recirculation system is employed to -ensure .

uniform temperature and composition in the feed.

&
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Feed, steam, reflux, top and bottom flows are all

recorded and controlled ,qung pneumatic controllers.

. Thermocouples are used to contlnuously mon1tor all stream

temperatures as well the 1nd1v1dual tray temperatures. An
example of the material and energy balance oalculatrons
generated from the temperature and flow dataais presented in
Table 4.1. Calibration data for the indigidual ‘flow

recorders are included in Appendix C.

4.3 Computer Control

The _distillation column may be operated under local

automatic control with set points for the controllers

entered manually on the control pgmel, or umder the. control
of an-LSI 11/03 l6 bit microeomputer. The LSI'isb interfaced
to. the column with all the necessary pneumatic/current,
current/pneumatio transmitters and analog/digital and
d1glta1/analog converters. ﬁ? computer runs under the real
t1me RT 11 operatlng system with all the <control routines
written in FORTRAN. Several 'control opt;ons, including
manual, proportional-intégral—derimative (PID) and self-
tuning cohtrol‘ are currently available., Eight- 1nch floppy

dlskettes are used for program and data storage.

Timing of the GC sampling and the required control

‘actions takes place using a reel-time'clock. Incoming data

from the GC report initiates ~the . control program. The

program allows for on-line chamsés to the controller

parameters, setting of disturbances as well as selective



Table 4.1
Steady State Mass and Energy Baliance Report.

11 January 1986 1230 hrs
" STEADY STATE.CONDITIONS
(119, SAMPLES 1 SECOND INTERVAL)

N

FLOW DATA K

FLOW(g/s) STANDARD DEVIATION
STEAM 10,143 : . 0.045
REFLUX 9.397 ' 0.031
FEED ) : 17.976 0.080
TOP PRODUCT 8.900 0.183
BOTTOM PRODUCT 8.481 ©1.1487

COOLING WATER: 464.237 : 29.294

TEMPERATURE DATA

TEMP(DEG C) ~ STANDARD DEVIATION

FEED INLET " 61.682 - 0.428

REFLUX . ) 48.364 0.069
REFLUX INLET 54,822 0.164
TOP VAPOUR 64.227 0,219
CWATER IN ' 5.651 0.085
CWATER OUT : © 14,760 - 0.208
STEAM IN’ 116.409" : 0.371
STEAM CONDS 100.892 . 0.000
REB VAPOUR A 90.242 0.201
BOTTOM  PRODUCT 37.977 0.292
REBOILER LIQ ' 91.762 0.158
FEED - 32,119 0.057

CONDENSER LIQ o 50.265 0.207

COMPOSITION DATA (MASS% METHANOL)

.

% TOP = 94,920 FEED = 49.800 BOTTOM = 5.101
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Steady State Mass and\Energy Balance Report

a
MATERIAL BALANCE |
FLOW COMPOSITI®N METHANOL  WATER
(g/s) (MASS¥MEOH)  (g/s) (g/s)
FEED . 17.976 49.800 8,952 9.024
BOTTOM PRODUCT 8.481 5.101 0.433 8.049
TOP PRODUCT 8.900 94.920 8.448 0.452
% ERROR 3.31 0.80 5.80 -
. .
ENERGY BALANCE W
ENTHALPY IN ENTHALPY OUT T
- (J3/s) (3/s) N
" FEED . 3961.811 LR R
REFLUX INLET 1513.925 : , S CRPI
STEAM ’ 27437.400 4315.726 . - [
COOLING WATER 11689.585 30502.873 PR
CONDENSER OUT 2655.873 - R
. BOTTOM PRODUCT : - 3240.834 SRS
TOTAL 44602.723 40715.305 IR
HEAT LOSS = 3887.418 (J/s) o vf]"“;ai
= . 8.716 (% OF TOTAL HEAT INPUT) P
——— " : b ," -
\ ‘
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. Py (¢4
monitoring of ,inputs via a keyboard input. In addition, a
‘ ~

né/background configuration-is used which allows for

v

foregrou

the simultaneous _execution of con:tr‘ol‘ aolgorithms in theq,
foreg;ohnd and le;é impértan¢ tasks in the backéround; A
simplified flowchagfmiof the real-time control routine is
giveﬁ in Figure ;.2. More details of the péogramminé. ére

given in Appendix D in the form of pseudocode.
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5. Distillation Column Dinamics

’ .“ /y(, o ‘:l_ ' qs\ ) w.;‘

. B /

Even for the simple binary dlstlllatlon column used in

_5 1 Introduct1on

this study,  Mherent interactions 'and ‘nonllnear dynam1c7
nehé£ior 'exift . In.‘Stéet to properly Bé51gn e{thef a
_convent;onal\E}D qgﬁtfbiier e;f a . self- tunlngltefnttbller
some knowledge ééE‘tg& dynaml& sbenav1or of' the column,
'1nclud1ng any t1me delays,'1s essentxai "¢*" rey
‘Despite ‘the n9n11near behav1or of the column, it 'is
desirabie to‘apnf7x1mate the column wiéh a ltnear~model.: In
fpfeViOus‘Egntsbl sthdies,t[vagi;'19871, it Qas'ﬁound’that‘it
wasflpossible %to approximatef.tne high-order,;k nonlinear
‘ %ynam1cs ofif%ﬁ? Same column‘used in this studx‘wity firs
;,orde%fplus tlme dela’ repfesentatlons N J/ g
Dne ,to several changes in the operatlng Condltlo ;Q:f'
tne. ee;umn;‘ fluctuations in”jthe‘isupply steam pressg:e
between. 90 - and. 60 -pSig;‘ Eeca}ibratlonsA of the flow and
‘ 'compositien recorders ‘that resulted in_K:?TYETEﬁtTisteady

state steam and‘reflux'yaers; and using a Qifferent cooling

jwater supply “for‘ the Jondenser; reinvestigation 'ef the 3

' a ' ; RV T
: column dyn@mlcs w%ﬂ_ju thfled s R '"fg’

There .are-a arlety of technlqﬂ%s that can beﬂfuseﬁ to
‘_tObtaln. the preeeas vgaggg;tﬁme constant and the time delay'v
‘ _,‘,a L2 . ?
_ fSYstem Open. loop step tests,:
e S il | & .
’pulse testg%g or PRBS test1n§'haY‘be used to generate data,'

»

needed to characterlz.w&

y1th the data ajglyzed n1ther graphlcally or by numet1cal

.54‘\ .
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Q

T search ’techn1ques. Due to its 51mp11c1ty, the method chosen'
for th1s-§drk involved performlmg open loop. step tests on
the: colqu,‘ Three .different methods were used to fit th! s
Qpen loqg_dgta_tg;gjrSt otdet~ plus‘jtlme delay .models,, a -

°program, MODEIT.&CR,‘ which wasdaa modifiéd,versidniof the
pfdgram MODEL [Desphande and ASh;‘1981] in which a sum;.of'
errors  squared . is’ minimized ;to' match up with the
e*beriﬁental results; a‘graphical techqique whicu utilizes a

‘ tangeﬂt llne drawn on-thefprocess response cufve through l&%'

: poiut‘of maximu@ slope, which,isuzthe methdd,‘preferred py
L%pea et Aal. —f1963]{ and a‘“secend,o_telatively"quick’

| graphical method whlch utilizes twa po1nts on “the 'reaction

| curve [Smlth anQ Corr1p1o, 1985] ThlS last method has the

(n

advantage.ef not relyzng on the p051t10n or ope of the-
tangent l1ne~ used in the f1rst graph1cal met‘od The three //
.methods 'will‘ be"referred tb- as MOD,

Wy

‘respectively.

~W‘S,2Lineaxf:ipresenfation e o \ :
., The ynamic behavxor of many processe ' although

i

ﬁanherently nonllnear, may be appriﬁ;@afEd by a 'f rst order*

plus time ‘delay model: o
‘G;J(S*) = Kp e : : B VE . (5‘1) #
o st SR
s Tt e .
s / ) ‘ u *?W‘Q.,
vhere L R ab



-‘)pr is the'process‘gafn (hass%/é/s);'
,q T, is the fifét Qrder.timé‘constant (minikand
B 6, is the, time delay‘(ﬂﬁn). | |
-In _the kcasé of tﬁe distiilation'cqlumn, the:eFare two

_process outpﬁis, the'top'and bottom cbmpositions, and three

. . i . t ! .
inputs of ;nterest, the reflux, steam and feed flpws, The ~
following transfer function matfix.caﬁyﬁe used to represent
- o e ’ . : ‘
the 2%3 system: 0 R . .
W | i) | | Gii(8) Gials) Gials) ||
Yz(S) s Gz1($) Gzzv(S) Gz;(S) .
‘ +
where e - _ o , i
o S : ' T : . /

u, is.the reflux, the Steam,“ahg u, the feed, and

"G,; is a transfer\ function relating output i to
> ‘ on . re .
input j. ’ ' : ' : o e
A |
5.3 Open Loop Test Results (S ‘ '

The resdese of the#dis/illatién_qolumn to unit step
chahgesrin the feed, steam or reflux flows provides a method
of generating,data tdfbefan@lyzedk by"onefgpf,_thg . earlier

mentioned techniques,to establish a iranjfg; function.
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. 5.3.1 Feed

)

#

A

The response of the top and bot tom compositions. to a
[square wave pattern of + 12. 4% changes in the steady State

s
EEed flow rate is shown in Figure 5. . Note that, although a
\ -
steady state “has . not been reached in e1ther the first or

i)

_second steps of the dlsturbance (p0551b1y due to floodlng in
t?gl‘ column), f}the. resultlng f1nal 'value of the top

co position dropped below the original steady state value:
| T e N | 4
for both -'an increase and a decrease in the feed flow. This®

l

is an 1llustratxon of the nonllnear behav1oa of the colunin.

The response of the dﬁ% and bot tom comp051tlons may be Spllt

: 1n§f f8ur process reactlon curves, one correspondlng to each
PR 7

t.of .the four steps of the dlsturbance. A- typlcal exampl", 3
one such pn&ﬁess Eﬁattlo;t curveii sh%¥1ng | the - bottom

rcomp051t10n reactlng ‘to an 1n¢rease 1h fe'ed flow, is given ..

[l ‘.,.

L I

in Figure 5.2. The tra@sfer ﬁﬁpctrons obtalned through

analysis of the. process reaCilon»curves arempresented ih

_1;[_ x

N o

5,3.2 Reftux V¥V “ | o NN

‘Table 5.1.

[}

'The open'loop test to determiné the effect ofrrefluﬁr%h‘

the - top and bottom comp051tlons 1nvolved manlpulatlng the
reflux flow in a s1ﬁT$3r square wave: pattern, with h

re lux cRanged by‘ + 6.9% .from the steady state value. The*

~

-resppnse of the top and hottom qomp051tlons is. shown in

a

§1gure 5 3. ;Through ana1y51s oi the process reactlon curv S,

the transfer functlons presented an Table 5 2 are obtalned. ,

»

%
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R , ®
\\‘%ec{ ' Table 5. " .
. ¥
‘TranSTer Functlons Relatlng Feed Flow
to Top and. Bottom Composxtlons
a ‘ i : ST
Operating Above @ Below .-
Region Steady State(SS) Steady State(SS)
Increase Decrease Decrease Increase
_from Ss to SS from SS to SS
* 5 ; . . ’ . f,&ﬁ .,(3*
Gyals) "0.799¢e"% -~ -.128e"°" -.017e-% 204 Q*W
PR *Q276ﬁ§*4 e, 20 p9 S W, 088g+1 “““QS 35+l
o T TP . E - T . 8 . R
MOﬁ S " ' * ‘ e “ ’
: A ] . - :
° Gy3(s) =-.456e-3 5 -.126€;“‘7‘ ‘.057e"'2;' .234e~'0 8-
138.s+*1 7.80s+1 6.38s+1 20.1s+1
LOP ’ ’ ' . LA |
G,s(s) -.,456e-25-%: - 146e-% °* | -,057e-% ®* ,234e-'2;5‘,£;f
~ ' 114.s+1 5.67s+1 4,96s+1 . Os+1 Ak
SMI | . ‘.;
- g
1.98 e 5* 1.90 e-": Ny 1.87 er**"  1.79 e 3
.14.55+1 14 ,3s+1 20. 1s+ 1 29.0s+1
o T
1.86e-% 3¢ 1.74e-*:7* | 1,98e-% ®* 1.83e-7 -5 &
N 13.2g%1 '12.05?1-' ., S 12.3s+1, 20.9s:+1 '
G;3(s) 1.86e-7-5*  1,74e~%7 1.l8e'5'7 1.83e-'0° 8+
14, 1s+1 11.7s+1 J9.1s+1 23.4s+1
SMI . ’ s . .
. ‘

\MOD - Transfer function
[ . : '
LOP - Transfer fungtion
'SMI - Transfer function
T
method

/

s via MODFIT.FOR program

s via Lopez et al

. [1967]) method

s via Smith and Corripio [1985]

/
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Transfer Functions Relating Reflux Flow
"4 to Top and Bottom Compositions

"N
Operating Above Below '
Region Steady State(SS) ‘Steady State(SS)
' Increase. Decrease Decrease _  Increase .
from S8 to SS from SS . to S§
Gy (s) . 1.33 e°°*  1.26 ¢-°° 1.55 e-°: ¥ 1,85 g-o:
7.73s+1 7.53s+1 7.81s+1 8.36s*d
MOD ' S *.
Gi,(s) 1.30 e-':2* 1,23 e-°:7* [ 1,58 e-' %f 1,63 e-0 %%
B.74s+1 3.928+ 1 8.505+71 . 10.25+1
LOP : Lt
e B w;L
Gy (s) 1.304e<%:%% 1,23 e-2-'* | 1,58 ®-2-'* 1,63 e-2 °"
‘ 7.09s+1 8.50s+1 7-.80s+1 8.50s+1
SMI | . |
Ga,(s) 2.21 e-5* /‘*LG? e-5t. 2.%1 e 5t 1.98 gs'
" Y15,8s+1 U18.057+1 ‘ 20.3s+1 25.45+1
MOD ' \ } .
_» ' L
'Gyi(s) 2.40 e"7-%* 2,70 e-®- % | 2.30'e-®-2* 2,03 e * ‘*.
oo 16, 1s+1 11.65+1 8.50s+1 ' 18.9s+1
LOP . N » M i ¢ ‘
Gy, (s) 2.40 e-® '+ 2,70 e-7:°* | 2.30 e-#7** 2,03 e '' |
13, 7s+1 5.9:%g . 15.9s*] 29.8s+1 -
<
( ,
H
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5.3.3 Steam

The response of the compositions to a * 10.8% change - in
the steam flow is presented in Figure 5.4, Although the

bottom composition changes markedly with each step in the

steam flow, only an increase in steam flow from the steady

state value has a signiféfant effect on the top composition.

This is ~.a further illustration of the nonlinear dynamic
- >

characteristics of the distillation column. The transfer

 functions‘obtained are presented in Table 5.3.

From the twenty four transfer functlons presented for

eafh technlque in Tables 5.1, 5 2 and 5. 3 it is
de51rab simulatign studles to employ a matrix of only
ix transfery functlons.' ﬁp thlS study, the parameters for

the transfer: functuons of Lhe t;ansfer fumctlon matrix are

gaken as . the average . values. For each of the analysis

technThues, the taansfer function matrix was_~calcﬁlated to

be: ‘ ' : v : h
. . ) _ L
* MOD 5
r / ' . T
1.42e°' %' -,669e % %+ -,183e-3%-%* _
_ 7.86s8+1 15.0s+1 © 80.6s+1 i
Y(s) = |- . : u(s) ﬁs.a)
| 2.29 e"®-%* -4.54 e"5-2* 1.89e"%-%* -
' 19.9s+1 . 18.5s+1 19.5s+1 .
? ¢ . .
LOP
o 1.44e-'-'* -.700e-3-"%* -,106e-°% °°*
. 9.34s+1. 11.68+1 43,1s+1 ~ ' '
Y(s) = ' . U(s) (5.4)
2.36 e-7 %% -4.,49 e-5-3* 1.,85e-°-3 ‘
13.8s+1 16.0s+1 +  14.6s5+1

, ) ‘ 'J..l"g

e
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¥ 5.3 _
Transfer Funch N Relati&gssteam_Elonh_,
to Top ag¥@ttom Cqmpositions
Operating Abovo;ﬁl Below
Region Steady State(SS) Steady State(SS)
Incxease = Decrease Decrease Increase
from .SS to SS. from SS to SS ’
G,2(s) -1.04e-?" -.874e" 2" -.516e!'*  =.,244e"""*
: 34.0s+1 16.4s+1 7.93s5+1 1.82s+1
MOD - . RN
Gya(s) =1.08e-% %t -,995e-%-%+ | -.538e-2 '+ -,226e- 2"
. 19, 1s+1 12.3s+1 10.95+1 4.25s8+1
e ‘ N I
of¢ +
. Gyz2(s) -1.04ef"°?ﬂ fkgggé-1'5‘ . -.538e" " '* -,226ed “*
36.9s5+1 20.2s+1 8.86s+1 * 3.90s+1
SMI ; o
G,2(s) -3.81e”°* -3.59e" %" - -5,29¢° %" -5.45e-""
: 20.3s+1 24.5s+1 15.55+1 13.6s+1
MOD ee L ] ~

.

G,2(8) -3.66e" 5 ":

-3,5% "% °*

_5“399—11.7: ‘;5‘.43;29—“'3‘

e L . 18. 8?"‘]:\,\

Y
T

r

.23.0s+%1
¥ BTN

-12,0s+1

. .- 13.5s#1 7. 20.3s+1 16.1s+1 14,2s+1
LoP Z . : ’ c .
. ‘ —B :
. . 4 . _— v ) : } N
Gyz(s) ~-3.66e-*% ** -3,59e-°% '° -5.3%°7-%* -5.32e°° %
e 13.8s+1

s v
BOE L SN
oa ;

¥



- -MOD.

—— *

D b 1.44e-% % - 700e-%-7* -, 106e°'2 2
iy 7.97s+1 17.5s8+1 36.75+1

Y(s) = ' U(s)
2.36 e-9-9s 4 49 e-8 8¢ 1.85e-7 % /,../&/

b 16.2s5+1 16.9s+1 17.18+1

»

By comparing the transfer function matrices:detern’ined
by the three methods; for analyzing the. proces§ reaction
curves, it may be seen that all métheds'yieldysimilar
results. All~the gain values show close ’agreement. Of ‘the
time ‘cohstants‘ only the time constant associated with the
effect of the change in feed rate on the top c0mpo§ition
differed significantly between the methods. Use of the
me@ho? resulted in 'four of the six time ‘delays
slightly higher than values established by the MOY¥method.
Use of ‘the SMI method resulted in 51gn1f1cant1y hi her time

delays for five of the six transfer functlons c

Despite the large time constant for thg G,, transfer

-~

function that resuits from using the MODFIT plogram, since

this technlque Boes not require a graph1ca1 ocedure, the

transfer fUﬂCt,lOn matrix ’wen by equatlon 5.3 Rill be used

for the controller design calculatlons and 51mu1at10ﬁs that

a°

{ollow, !

.

pared with
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6.2.§ample Time

e

6. Controller Parameters §

v

Caution must ;be +used + by - the control englneer when

\

“implementing any-éontrol algorithm. For the mu1t1var1able,‘

.. -

muitirate,.self-tUning c0ntroller developed in Chapter Three‘

- 13 "

1t is p0551b1e to. vary thé number of paramegprs for each 'df'

] - N

‘the controller polynom1als, the values of ‘the coeff1c1ents

used in the welghtlng transfer functlons, and the samplrng

time. ’Some gu1de11nesl have beer - establhshed‘ to provide’

~ . PE

inftial Sstimates for,speci;ying the various elements in £he*
. ‘ . oo » '

control QIaw’ based\ on the'dynamics of the system [Morris &

L A

_Nazer:. 1977] 'Since column control .using proportjonal-

1ntegral der1vat1vn (PID) controllers are used in this study

as a base case for comparlson of COntrol performance u51ng

_the Aother algorithms, ‘the selectionoof the P;D controller=

settings_rwill “be included along  with those for the

. ' - o - “
self-tunTngbcﬁntroller. I R : SR

5 ‘-
v Y
. . @

As discussed 'in. Chapter Four, the bottom comp051t10n (

control loop 1s mestrlcted by the GC cycle t1me to a m1n1mun

sample 41nterval of thre#& m1nutes&_To av01d any add1t10na1

ce

delays, a sample time of three mlnutes was then chosen for -~

S\ .
~ the s}ngle rate control Pnterval. #

'Since there is continuous measurement of the

comp051t10n of the top product it is p0551ble to control the

/
C s
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top comp051tlon of the column with é_:shaller sampling,

/

. 6rder time constant then, from pract1cal’.exper1ence,~ the

,wj*ff“fffﬁrt e _~."\c.1 **f"'=§v* » ' o ;/AT\\$*\531

-

:.lnterval ~ than the bottom composition control 1loop.

,’Stephanopoulos, [1984],:suggests that the sample time should

‘be '1ess.than ode time constant. If r, is the domlnant f1rst

-

_sampfing‘tgme should-he- selected from:
. e , k ,

¢ ) A - " . . . ) \

0.17, < .t, < 0.271, ‘ . - va“’ " (6.

From .the transfer fuqction'matrix detetmined from the

column/dynamics,-equationHS.3 the domlnént time constant T's

v o~ —

~7.86 minutes so the sample time suggested by eguation 6.1 is

R

~ interval of one mlnute for the top comp051t1on .control loop,

‘studyb1s: 7 o

between 47.2 seconds and 94.3 seconds{ For convénience,~ thef

multlrate controller was chosen to operate K;th a controlf ’

.80« thét~ the bottom product sampllng tfme is an integer

s

'multiple:of that of the top composition control loop e

S Y
.e"f" ' o ' >

6. 3 Convent1onal PID Controller Constents

The dlscrete fon? of the PID algor1thm used in this

¢

+ [_t_i._ 1.',3@} €n-1 * TD e,.; } “"(6_2)'

¢



wher’e
. ' L '.. -

- Kc 1is the proportional codstant (=100./PB), g
TI is the integral time, .
TD is the derivative time,

t, is the samplq time, )
. .- .
“u, is the gontrol action at time n, and

&
L4

. - *
en 15 the error,at time n.,:

"Théreﬂarelhaﬁf methods availablé to’ seieqt .céhtrgllep :
. éonsfaﬁts'"for PID controliers [Lopez et al., 1@69;‘Yuwana &;
Sebotg,\]982; Stephanopoulos; 1984]. PreQious‘work ?déne at;
the Un{Versity‘ of Albepta\by Végi, [1987], indicated that
bhe\féohen;Coon meﬁhod Qould ‘provide‘.thé \B\Et ‘initial
pa;ameter Yalﬁes,‘henqe.the Coheanoon design?tgéinique will

. be used here. It should be pointed out that any method for
"\ . E . )
selecting initfal - controller constants rarely yields the

optimum parameters. The ‘estimated;~controller‘ constant§

should only be thought of as suitable initial values. ‘

Miller et _ai., [1967], compared several different

-

techniques for estimating controller constants including the

‘Cohen-Coon methogd, with the results presented in ~equations

of the‘form:’v

a

- . ‘.ﬁ' ’ \ . - .
o - ’ “B ,‘ . . o :

K*K¢ = A(Q_d/'rf) o Ny . o ) (6.3)
- - D = BN

o TL/ry = C(8a/T4) (6.4)

. . .
. - F . ) . i .
TD/T1 = E("Gd/'rj) . ' / B o (6.5)
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.where K is the process galﬁhwath the constants A, B,.C, D, i‘ b
! : S @ N o : D

" and F for the Cohen arnd Coon method given in Table 6.1.

A @

- . .
- . . /

| | ‘Tdble. 6.1 B
. ' .~ Cohen-Coon Constants ‘
‘ "~ [Miller et al., 1967} -

A

. Mode A B - 'Cc D B F
pT .928 ' .946 . .928  ',583 | R .
b . . . . - " . »
PID 1.370  .960  .740  .738° " .365  .950

7

Moore et al.,"[1969], suégést the use of én equivalent time
delay in equations 6.3 to 6.5, 6:=(6, + t./2), to ' provide
better ”estiﬁates " for gigital control implementation due to

1

sampling. .

_Previous -'wbrk; 1 [Vaéi, ‘1987],' has ~ indicated thét‘h /
improved control pé;formahc? is ;chieved ‘by- operating the
bottom controi iobp .df the ;oiumﬂ Gnder PID,céhtrol §§I
- opposed\té PI control. A PI céptrolléf is satisfactory for .
the. top control looﬁ‘while uﬁdéf'mulkildop control, but it
fmayvbé-adéantageous to use PID control for the) fop vcbntrol
loop Qheﬁ multirate contrbl is'implemented. The controllér
constants used asiinitial estimates in this study are gi&en

, in Table 6.2.
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S ' Table 6.2 " . ..
Initial PID Controller Constants \ ' i
“ . . . ‘ j’; " 0
TOP LOOP . - GaIN = 142 mass%/q/s
. . + TIME CONSTANT = 471.64s
oy . - TIME DELAY = .60.0 s
t.(s) Ko S; PB T o
o“f . .» - ‘, - L) " .v \- )
60.0 - 3.131 |/ 31,93 - | 166z6 | 0.0
60.0 4.654 21.49° . 102-. 8 « 35.69
180.9 - | 1.931 51.78 - 224.4 0.0
~ . ¢ : . R S . : N
_ Y . . . : K e
BOTTOM LOOP. . GAIN = -4.54 mass%/§/s *°
¢ TIME CONSTANT = 1110.0 s . '
TIME DELAY = 318.0 s
t.(s) Kc . pB ‘71 - D
- & _ - * A
180.0s- 0.781 ’ 128.1 [ 392.4 . \ 156.5 7
\ ® ‘ ‘ S o ‘\
{) , ‘/. o .
N ’ >
6.4 Self-tuning Controllii - ' | , - !
) \5 ) ‘ ' , . M l\ . .
6.4.1 ControlleruPolynomial‘Cdeffipients ‘ — ' U

Morris and Nazer, [1977), provide-a set of guidelines
for specifying the number of contrpller parameters to use

when implementing the self-tuning qontroller.vif N is the

sdn of the model orders'éséumed’for,tqe individdal transfer =

. e

functions that are used in each loop,.tyeh there will be N +-
k coefficients in the "G polynomial, where k is the delay

" aksociated with the manipulated variable for the particular -

loqp. The F, H and L.cdntréller polynomials will»contain_N;

-



- (

)

]

A

v . »

‘N + 1 and N + k coeff1c1ents respectively.

Since the H polynomial coeff1c1ents are directly linked

to the systemlfpise, assumed to bave a mean of zero, the H

parameters are not easily 1dent1f1ed It is found that ' the

S,

“« coefficient* values vary from p051t1ve to negative values, "

o

around. zero, witbout_ convergence. Consequently it bis

realistic ~to ignore the H polynomial, as was "done - for this

. 'y -
* 5 . @

.stddYa ¢’ ' . . ‘ »

. , .
. . .

~In Chapter Five .tbe dynamics .of the column were

determined by a series of open loop tests. For each product

composition the response to the direct manipulated variable,

)

interacting manipulated variable. and to'the disturbance were
all assuméd to be represented by first order plus time delay‘
transfer functions Hence, for both the top and bottom;
lo ps, the, accumulative model order. based on the assumed

transfer functions is 3, so N = 3. From"Equation ,5.3 the

3

: delay relating the "top composition and'the‘reflux is 1.0

s

‘minute. Under sihgle rate control where both the top and -

bottom comp051tions are sampled at three minute intervals,

‘thlS one minute " delay is taken as three minutes, one

sampling interval rather than not allow for any time delay.

Under multirate control where the top comp051tion is sampled
2

L]

every minute, k. w1ll be set tO'L, corresponding»to a time

delay of one minute. ThlS is & " much better approxx&ation-'to

the actual time delay than was p0551ble for s1ngle ratd
, ‘

samplﬁng From the assumed ‘transfer functions, for both

51ngle rate and multirate control -the number of coeff1c1ents

* ..
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-

for the G4¢J F, L and G,, polynom1als in the top comp051t1oN.

\cl”trolfer are 4, 3,4, ahd 4, respectwel‘

As “the- bottom composition was sampled at-a three mxnute
<"’

'1nterval for both single rate and multlrate control the 5.3
minute delayo-betweeh- the steam and the bottom compoaatxon
was approxlmated ad two sample 1nterval§, -= 2, so the

. \ .
I number of G,,, F, L- and Gz coeffdc1ents-f6r the bottom

‘ - A4 4 :
. composition controller are therefore 5, 3, 5 and 5

respectively. | o

L.

‘Although. the number of cogfficients in the G, F and L

polynomials given above are ‘based on the assumed model
'structure’'and column

dynamics, it may .be p0551ble,' in .

pfactice, to use feéewer COefficienEs,_Reduding.the number &{;
: : ;
. cqefficient% shOuld reauce the computing time requ1red for

parameter estimation and enhaqce the rate of convergence of
. the remaining parameters. ‘ o ‘.

"An  indication as to whether or not the interacfing G

coefficients ate required 1is given by the relative
disturbance gain technigue disiyssedfin Sectlon 3.7. For the

system represented by efuation 5.3:

A= 1.312 ; B, = 3.308 ; B, = 1.516

~
¥

Since |Bi| > 1.0 for both_‘i = 1 and i = 2, some

undesirable inEeraction exists and it is useful tolinclude
» - -

decoupllng between the two ends of the column, so no G,, or.

~Gzy. parameters were ellmlnate& for the 1n1t1al tésts,

<



_were both set’equal to identity®

Ve R L e Ta

.

1f the last coefficient in any polynomial is identified

X

to a velue‘close boMzero compateditO»the.othet~ coet,' ients
in  the same 'polynomial the last "coefficient may be
el1m1nated«a1nce its contrxbutlon ‘to the control action is
1n51gn1f1cant. Overspeaﬂfy1ng the nllber of coeff1c1ents in

the controller pélynom1éls and successively redUC1ng the

a -serles of ~runs ' by el1m1nat1ng the
an acceptable method of

obtaining Wber of coefficients {or a

partimular process. However, for this'twork' the " number of

coefficients -in the controller tpolyhomials will not, be
S : ‘ , : {
reduced.

A

6.4. 2 (o] We1ght1ng Parameters s

1

Although the number of coefficients for the G, F, “Land

H polynomials Have begen spec1f1ed with the1q,3alues to be

- N * -
'determined through a parameter estlmatxon scheme , the

e

,welght1ng emplbyed ‘by the’ P, R ,aﬁd Q transfer funotion

matrices must also be chosen by the control engineer The-

¢

+

majority . of the work done ‘using thls type df controller has
involved setting P = R = l..Seborg et al., [1983], 1nclude

simulations 'whefe the P and R diagonal’polyhomial matrioés.

were not taken as 1dent1ty matrlces, but their work only

‘1nvolved MISO systems. Although P and R welghtlng is an area

that should be explored furthergéfor this studyr P and R

atrices.
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, As discuid in Section " 3.2.2, setting Q equal‘tb 0
T will yiéld the nimum variance controller. To date, no

' definitive mettpd exists for detefhiningﬁthc structure of
) ) [ : ‘ e / ’ N
the Q weighting polynomial\ Lieuson, [A980], recognized that

_the control law presented in equatign 3.21 is similar to a

standard {eedbéck_conttol law. This can be seen by rewriting

-

equation 6.2 as: .
) 3
Uy = Upy.y = K1 €n + K2 en.y * K3‘e"-z - (6.6)
. .
where
Ki = Ke |1+ t, +TD | : (6.7)
. L 2TI t, '
.K2 = Kc t, - 1 - 2TD (6.8)
2TI "t S
/ ‘ T
- ’ £
K3 = Kc TD (6.9)
t. .
Now, if the backward shift operator, z-',  is substituted’
. . - . 7
into equation 6.6, rearrangement yields: -
\
Uy - = K1 + K2z~ ' + K3z"? en S (6.10)
1 - 2" '
' o

This équation is similaf to eqbatioq 3.21, diven below,
L A
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s « ,

\
3 : el

1 [Rult) - Py=(t+k|t)] .t (3.21)
N Q T -~ :

. ‘ : ' o,
with the controel action a function of the ‘efror [Rw(t) -
Py"(tek|t)]. Lieuson "also argued that under;self—tuninq
control the output is being predicged-qné; as a result, any
é;iséﬁng qéii}s '5e@ween inputs and ou;Quts are removed.
out any delay, it was felt that thf derivative term of a

PID compenSator may be omMitted (K3 = 0). In the studies of.

Liedsén, and also by 'Vagi, [1987], Q weighting was derived

~

from an inverse PI structure: . .
A o,
Q= _1-2"" = 1 -z ' ~ o (6.11)
«gp *. g1z K1 + K2z"' : .

Aloisi et al., [1985], also used the Q weighting .given by

equation 6.11, .

However, as shown in Section 3.2.1, when'Py*(t+k|t) is

Ll

replaced in équation 3.21 using equation 3.13,'én additional
term, go, must be ‘@actoged qgt to make the equation
‘realizable and written as: .
{47'
u(t) = - 1 Rw(t) - F_y(t) - (G.- golult)
' [0+ go] Py )

- z* ‘Lv(t) - HPy*(t+k-1|t-1)]  (6.12)
In equation 6.12, the term in brackets still represents

a "deviation" from the set point, Rw(t), althoudh the sum of

2
' v : 4
,
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the terms subtracted from the set point do not equal the’
predicted output. Hdwgver, it would be very convenient if
q@gstion 6.12”could still be looked upon as being s{milar to
equa;ion 6.10. This 1is particularly useful in the Easeadf
implementing a self-tuning controller on an existing plant
where reasonable’PID controller parametersvare.likely té be

~known. In order to ain the desired correspondence between

the Q polynomial and the standard feedback comp%nsator,'it
. y . ~ - ’

is necessar§ to equate: }
1 -z = 1 -z + go (6.13)
K1 + K2z-' + K3z"? go ¢ Q1zi‘ + q;Z"

If one is able to force go = 0, there is a direct

relationship between gqo,, q, and Qq, ané K1, Kg‘and K3 és seen
‘in eéuatibn‘\6.13. The Q weigﬁting then results from the
inverse form .of the PID compensator found in eqpatioﬁ 6.10.
As mentioned earlier, this represents.a very convenignf form
for tﬁe Q weighting polyhomial. Setting g, = 0.0, does not,
however, bring the term in brackets in eguation 6.12 any

closer to representing tie set point minus th predicted

output as in equation 3.21.
. , ) TN
The various Q weighting polynomial resentationg used
in  this study can' be 1illustrated by considering. a
. 4 -
single-input, single-output process, 'with no”™ noise or

¢

disturbances, represented as:

.

ERR %4
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Ay(t) = z *Bu(t) ‘ ‘ (6.14) /
1f the process may be reﬁresented'by a first order -plus time
delay transfer function such as: C _
v o " _ . ,

7 y(s) = 2.0 e ** u(s) . - (6.15)
: 10.0s + 1

: , - e
then the discrete representation is:
» ’
y(£) = z°¥B = _0.19033 z°* " (6.16)
u(t) A 1 + .,90484z" "' .
Comparison with equation 6.14 shows that:
- _
. AN
’ ) .
A= 1+ .,90484z° ' = 1 + a,z”' (6.17)
0.19033 = b, (6.18)

. o
1]

_ |

Since the model delay is 2 and the oraer~of'\the x&odel

is 1, it follows &hat 1 Fand 3 G coéffiqignts'are required

so the E pglynom?hl‘ (cf. Section 3.2;1)~ woyid have 3
coefficient; with the G polynomial expressed as:

N

> : . e .

>

. ¥
G = boeo + boez”' + bpeyz? (6.19)

_resulting in the output predictién given by:

Y #
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w’Py'(t*ZIt) = foyl{t) + boeoul(t) '+ boe u(t-1)

+ bye,ul(t-2) (6.20)

_ By choosing © = R = 1, the control law is then:
ult) = ° 1 [w(t) - foy(t) - boe,ult-1)
[Q + boeo] .
=4
- boEzU(t'Z)] . (6.21)
~v .
. or E ¢
u(t) = 1 [w(t) - (y=(t+2]t) - goul(t))] (6.22)
IQ + gol , —

From equétion 6.22 it 1is obvious t%at the term
subtracted from the set point is not exactly equal to the
predicted output sin;é go = boeo # 0.0. Forcing g, = 0.0
would allo& thg'\Q polyn;mial to take the inverse PID,
stru:ture, but would leave pniy ®wo G parameters in the
controller polynomial sq the prediction term would be:

Cy(e#2)t) = foy(t) + boe ult-1) + boesu(t-2) (6.23)

-~

-

The prediction given by equation 6.23 does not correspond to
the prediction given by equatidn 6.20, causing a detrimental
. effect on the ability of the controller to predict the

output. If an extra G coefficjent were added, the prediction
. . roo

. would become:



TN

~time delay wasfunderestimated by one interval and an e#tra

& | 80 -
y"(t+2]|t) = foy(t) + boeju(t—1) + boezul(t-2) f
.+ beesult-3). - - (6.24)

This, results in- the correct numbeyr of terms in Qhe'

prediction, but by comparing equations 6.20 and 6.24, ip’éan

‘.Ee'"seen that ‘the  incorrect \u(t) terms are used, so ‘the

predictioh will;stil1 npot be correct. However, if the _mddel

"coefficient ‘was édded to the B poiynémial, the'hodel of 'the

N * i ‘
process, would be: -~ - . ;

.y

" 2°%B = z"'(bg ¥ byz"') R 7. (6.25)
AT T 1 +ayzT ' : . .

CdmparihésequatiOn 6.16.wi£h equation 6.25, it shéuld - -

be noted that if equation 6.25 is to correctly repreSentfﬁhe

‘process’ (cf. eqguation 6.10) then bo =" 0.0 and by = 0.19033.
‘The E polynomial- would nowshave only 2 coefficients since

.thé tihgidelay'is-assumed to_be 1. The G polynomial is then:

.

/

s
b

‘G = boeo + '(bBEr + b1_e.o).z-‘ + bieqz7?* S (6.26) .

so the output. prediction becomes:
v . S\ e

4
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ro_ /,/
, ‘ o/
(e+11t) = foy(t), + boeou(t) + (beey + breo)ult=1)
ALY . . )
+ b,e/h(t~2) R (6.27)
/o o o
Since b = 0.0, tHe prediction/of the output will not

change by rearranging boeou(t),/to solve for u(t) as is
. I3 -

nécessary in deriving the control law (equation 6.21). This’
: y : : ,

piocedUre aghieves the des%fed»objectives of'Setting Jo =

0.0 and allowlng ‘the. Q welghflng polynom1a1 to dlrectly take

on the 1nverse PID structufe. ,
3
A further optlon con51dered in this ‘work is to not set

C

¢9o = 0.0 and use the assumptlon‘made by Lleuson that the

derivative term is ndt requ1red in colculat1ng o] we1ght1ng
-

coeff1c1ents 51nce the ‘self-tun1ng controller has’ the,

ab111ty to predlct the output. Then equation 6.13 becgmes:

R A I T © (6.28)
K1 + K2z°' Qo *+ gi27 ' o '
. - . - ‘ o ) ‘ "
// . s
Solving for go and qu: .
/

Y de = s K1 ;o qr = K2 (6.29)
. : | 1:_ 'gOKl i ‘ PR . ‘] +_govK2 g ) .

If qo and q, are. left as functions of o, the Q
L welghtlng 'coefflclents w1lﬂ’adapt as go adapts The effect
on control performance of "this’ optrgn as well as the other

options ‘considered in this section, are examined in Chapter

-
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v 7 by simulations using a simpl® linear model.
\ 4
\

'\E,S.Controller Performance Criterion.

To provide ‘aj/quantitatiﬁe measure for,the purpose of
‘comparing one control scheme with another, the sum of

absplute er%or, SAE, will be used. SAE'weights errors on the

»

respdnse’cdrve equally, hence offset and overshoot will be
treated equélly.‘This'is-cohvenient since in controlling'%he

" distillation column the elimination of offset and the

minimizatidn of oovershoot are both con51dered 1mportant \tj

will also allow for comparlsons‘w1th previous results. Other

ks ",/

.crlterxon (Stephanopoulos, [1984]), might well

performancef

"fto provxde a quantltatlve measure of control



7. Simulation Results

&

_7.1‘Inttoduction
" In this wotk a _variety' of ’simulation studies Qere
performéd to evaluate thp control S£rategies. Initially a-
single tf;psfér\»function was used ‘as thezzpiant ts ge
"controlled« The conventional PIﬁ/algorithm.as well as the
\ o ,
minimum variahce and:generalized minumum variance forms of
the 'selﬁ-tuning controller were employgd'with the results
preseﬁteqbin Section 7.2. The reéu&ts‘provide some insight®
intd the aspect of parameter tuning. A
In Section 7.3, si@u;ationlresulté involvingv a hédél‘;
'éonsisting of two trahsﬁer fﬁnctions are used to demoﬁstrate

’

the effect of'using'the/disturbance or an estimate of the

!

disturbance  ‘as a_fégdforward'siénal. Rgsﬂlts obﬁainedﬂusing
the distilla;ion coluﬁn transfe; fuhction model given by
eéuation 5.3 are présentéd in Seétion 7.4, . , B
To perform the simulations a'"pfogram LINSIM.FOR was
uséd..LINSIM.FQR is a slightly modified version of MIST;FOR,
arprogram dévekqped at the University of Ngwcastle—Upou—Tyne
[Nazer, 1981]. Up to four transfer functions of‘difﬁefént
orders’ may bé Qsed~in either of two loops. \Integration is
carried out ~using -a fourth.order.Ruﬁge Kutta rbu£iﬁe. The -
"original pfggrém,wﬁich'fequired thettime- déﬁays' assbciaged
with tﬁhe; ﬁlént mbéel to be integer multiples. of: the
“controller Sampling time was altered to allow: for mi}match

between the ' time &elay in the model and the controller
| ; 1
83 _ o =
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sampling time. . : | - ’ .
A 0 X . ’ ' 5.

7.2 Single Transfer Function Plant Model Simulation

3

" 7.2.1 Introduct1on

To 1llustrate some of the control concepts de;j)oped in-
\ ' (JJ
'Chap&ers 3 aad 6, a first order sihgle transfer functlon ‘has’

‘been used as the plant model to be controlled.

.2

_SET POINT ' "INPUT- 2.0 e-?* | ourPuT
- »( CONTROLLER, : “10.0s +.1 >

ry '

v

r
S

Figure 7.1 - $ingle Transfer Function (STF) Plant Model
In'_the simulation, a sample interval~of one minute was

employed. For a first order transfer function wjth, a time

delay of V;Q sampling® intervals, 3 G coefficients and 1 F

o

coefficient will be;fequired in the self-tuning controller
to 'exactly model the "process". |

. Infeaoh'of the following tests, the set pOiat haa been
var1ed in a square wave pattern: at 60 mlnutes the set point
was 1ncreased from_ 0.0 to. . 6.0; at 110 mlnutes it was
decreased to. 0.0; at 160 minotes it waskdecreased fdtther to
-6 0 and at 210 m1nutes the set point was retdfned to 0.0,

Parameter 1dent1f1catron began at 10 mlnutes and control at

30 minutes. Since neither the 1_gut nor oltput signal

4



contained any noise, - no parameter “adaptation or ."control

action took place prior to the first ‘set point change.

4l‘k'

7.2.2 Pl Control.

To prov1déﬁ base case, conventional PI control Was

.

‘applied to the model in Figure 7.1( A séries of runs were
made withl various controller' constants &Q obtain a tuned’

]

controller. .The tuned constants wéfé'wgﬁpnd to ‘be a
'proportional ~band (PB) of 38.0 and an-integral'time (TH)_ot

12.0. The responses obta{ned by using this controller . are

‘preSentéd ,in Figure 7.2a: *The control achieved was not
particularly good but thls is due to the presence» of ~the

time delay. A der1vat1ve term in the control law was used v
A

but found to.prov1de ncgllg1ble 1mprovement in the control
. . Is ’ - )
performance.? /

-

To demongtrate .that it is the presence of the time

deléy= that causes the poor controltperformance under PI

control,/the time delay was removed -from the model. The‘

results | in Figure 7.2b were obtalned ﬁsfﬁb‘the same PI

A

PP
N,

control er constants. The control has beéﬂ qseafﬁy 1mproved. s

érametet Identification | |

hile employing the tuned PI controller to control the
model/ given in Figure 7.1 the identificatidnngoutine was run-
inde endently to track the 1dent1frcat10n ofvthe self- tunlng
pardmeters.’ As is typ1cal for most of the tests, go, thé

figst coefficient of the G polynom1al, was 1n1t1ally-éet “to
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1 0:5. This is explained further in Section 7,.2.4. Despite the
fact ﬁ%ét PI control is providing ra;hér poor control, the
selfftun;ng parameters converge to their ' true values very
quickly 'ag‘ shown in Figu;e 7.3a. The true values of go =
'0.19033, g, = d.17221, g: = 0.15583 and fo = 0.74082 were.
found by converting the ‘transfer function in Figure 7.1 to
its equivaleht Z—tfapsféfﬁ. : ' <;

In the case where the time delay/ has been removed, only
one G paramétér‘is_réquired. This is\illustrated 1in Figure
7.3b- by the identification- of .only one nonzero G
Eoefficient, despite speéifyiﬁg three.coefficients for the
,ideﬁtificatipn‘routine. The final value of'tﬁe F coefficient
"in Figure 7.3b {s 0.9048.

7.2.4 Minimum'Variance‘Canﬁol

Minimﬁm variépce (MIN VAR) control, where the Q
weighting polynomial is set equal to zero, has the
characteristic of utilizing very large. changes 1in control

action to quickly return- a deviating ‘output to its set

Point.vFor simulations this is not a problem, but in
;raétice this., will _cause excessive wear on final control
eléments. |

If the exact v@lues of the controller polynomiai
coefficients are known; it is possibie to achieve very good
- control. In Figure 7.4 the trﬁe coefficient values'given

above have been used. The output returns to the set .point in

one sample interval after the delay of two sample intervals,
. . ? . '
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and no adjustments tp the values of the. coefficients are
necessary. Note that since no limits have been placeé on the
control (input) action, a .very severe actién is taken tco
return the output to the set point as quickly as possible.
As a result of scaling the figuyres the maximum and minimum
values of the control action have been cut off. . ’

In a practical situation, the actual coefficient values
‘are unknown, which 1is why an identification scheme is
reqq}red. A logical starting point would be to set all the
coefficients to zero, except 'for do. Since the control
action in.‘the minimum variaqce case is an "error" multiplied
B& 1/ 9o, agre'must be taken to ensure that g, # 0.0. This
is initially accomplished by setting go = 0.5. Although . the
Fhoice of 0.5 s :somewhat arbitrary, it has been used in
previous-studies, [Tham, 1985, Vagi, 1987], since it is of
the same order of magnitude as the expected final value.of
go. Figure 7.5 presents the resuits of a éimulation in which
minimum variance control has been used and the values of the
parameters are assumedi to be unknown, Although “once
ideptifiéatibn _takes place the‘parameters converge rapidly
to their'exaqt values, during‘the first set point change the
output 6ver§hoots the set poinf. Once the parameters have
converged, the response 1is identicéﬁ to the case for known

{

 parameters.

If four G coefficients are used instead of the ‘three
that, would ‘'be specified based on the known model form, the

extra coefficient, g; converges..to a value of =zero. This
¢ -

\
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behavior, illastrated in Figure 7.6, confirms the conjecture |
: [ ' . . : C

.. that over-specifying . the number -of coefficients is not

" .respond to a control action}“a‘ larger than necessary

]

necessarily = detrimental to ~ control performance. This
. . . L 9, . . . X .

“

- suggests that if the actual number of coefficients required

to model a'pgrticu}ar:pfocgss was not known, over-specifying

"~ and then Successively»reducihg the number of coefficients

until none of the céefficiehts’aré.identifiedfa% zefé; is an -
'aCceﬁtable me thod .ofﬁ déterminiﬁg the actualv'number of
cbpef;fi'cient:s‘.v."'ﬂ ’ o |
o In all of £rmbndnimum variahce f@;tlts thét‘vhavé been.

4 ; T . '
- presented, there has been no -mi%match in terms of model

'stfuétgre or time felays between the process model and the

assﬁmed -hodél used to establfsh'the'controller'pé:ametérs;k.
beexamine the efféct'of'a ﬁoof estimate‘of the time vdgléyf‘
of “the ptécess ﬁodgi;"simulatibhs.bQere performed . for -

uﬁderestimation and overestimation -of ‘the time delay in .the

assumed model. Lt was found that when the process time deldy

‘was underestimated by one sample interval, the control

performance ‘was so poor that the results have not been

presented. This extremely poor performance results because

Jthév CQntrolier ‘expects-the proéess ouEput to change faster

thaﬁ it actually does. When the-output does ‘not appear - to

tpntroller output i's prodhced.‘lt is . this éction coupledv

with . ﬂthé’ fact that 9o 'ié éppfoachihg 0.0 as it . is
. , E 1 :

identified, that causes the very poor control behavior. 'In

‘contrast, ove&gstimation of the assuméd‘timekdelay in the
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]
model, which effectively ovetestimates the number of

controller ' polynomial coefficients, still results - in

+
-

zfeasonable control,_The results for the caserhere'fhe model
structure for the controller is. based on an assumed delay of
3 sampling';intervals are. shown ,in Figure 7.7! This
demonstrateés that if "there is any'doubt as to £he correct
value bf'the.Qrgceés time de;ay, it ig preferable that'.thg
time delay be overestimated than underestimatedehén the
minimum variancé control strategy is used.

7.2.5 Generalized Minimum Variance Control_

The generalized minimum Qafiance (GMQ)\\ controller
“htilizes the Q wéightihg‘polynomihl to place somekweighﬁing
od the control actién, This has the effect of decreasipng the -
~severity‘_witﬂ‘ which the’ control éction changes and, in
practice; should extend the life"of the final control
‘element. As discussed in Section 6.4.2, it is convenient to
think of the>1'/ [Q + go] term in equétion 6.12 as - being
Simiiar th a PID-type compensator; Uniess otherwisb'stated,
the Q yeighting pblynomial coefficients aré eétab;i$hed from
the PID compensafor bas\ outlined earlier, except that no
derivative term has béen used so subsequent'references will
be to aaPI:compensator. Fro;fPB = 38.0 and TI = fZ.O;'the Q
weighting cééfficients may be calculaﬁed ﬁrdm‘equationi 6.11
to be: go = 2.74 aﬁd gy, = -2.52. Since PB and TI are more
famiifér terms than g and Qs they will be wused when

“

specifying how the Q coefficients were calculated.
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| As. can be eeen from the results showo in Figure 7.8, if
the actual values of the tontroller polynomlal coeff1c1ents
ate known, very good control behav1or results. Comparison of
the process outputs plotted in Flgures 7. 4 and 7.8 show that
the GMV controller did not perform as well as the MIN VAR
controller, but th:ichangee‘ln the manlpulated varlable in
Figure 7.8 ;?: more acceptable. Although the initial control
action - ip each. step ’is quite large, a*step.change in the
setpoiht‘reoresents a very sudden, large error for 'the
coﬁtrollermto oor:ect.

Obviouely; if the actual coefﬁioiéots “had not been 
known; the iﬁitial tuning-in *perfod, iommencing w;th the
first step change, would display poorer control perfor%ance
than that shown ih‘ Figure 7.8. Once the parameters have
converged, the responees.of the known patameter and the -
unknown par..=:er cases should.be identical es is observed
by compering the,outpot plots of Figures 7.8, 7.9 and 7.ﬁ0.
Figure 7.9 shows the.conttol performance,for the case where
all the coetficiente are initially set to 0.0, ~except fof
9o, ‘which is set to 0.5 to start. Since g, is not the only
term in the deqominator (cﬁf equat}on. 6.7T2) it is alsoj
possible to set Jo = 0.0, This was-done to obtain the output
responSeFShowh‘invFigdre 7.10. i} can be seen from Fiéure
7.10 that during the tuning4ig period the céntrol behévéor
is not satisfactory. Henoe, wherew applicable, g, will

injtially be taken as 0.5.

@
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As was illustrated for the minimum variance control
'sﬁfategy, addition of an extra G coefficient will result in

the extra coefficient being identified as 0.0 leaﬂzng to the -
parameter adaption pattern shownkin Figure 7.11, ’X

In Section_6.4.2 it‘was‘sugggsted tha} one method of
obtaining a direct correspondence between the PID-type
éompensatdr and the Q"Qeighting polynomial‘fs lo -set go =
0.0 ‘and not adapt thé value. The results of treating g, in
this manner are presented in.Figure 7.12. sefting g, l="0.0_
iﬁ_ efféct‘ reduces the. number of G coefficienfs to two.
Despite this féct, afterlthe tuning-in period, cbntrol' is
séill quige.écceptable; Howeﬁgg) the large aeviations of the
eutput froﬁ the se£ point é;perienced during the - parameter
tuning phase maj not be.acceptable. '

In an effort to avoid réducing.the order of the -model
used by the éontrdller,l'but to force go to 0.0, it is
possible to addqa fourth G coefficient. Even when go = 0.0,
'3 G coefficients will reméin’toAmodél\the system. From the G
patameteréxplgtted in Figure 7.53 it is seen that one of the
coefficientsﬁ‘is identified! to practically zero, which méy
" have been éx§ectéa. Addiné the fourth G coefficient does not
result in any improvement in the 6utput response to the set
p&int changes. _ |

As discussed in Section 6.4.2, |if thi time delay
- assumed fo} the model structure 'of the controller was
reduced to 1 sampling interval, thereby undérestimating.the

model time delay, instead of go,, g; and g, being identified,

L
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gy, g, and g, should now be identified ﬁo ‘the previous
values of go, g, and gz: From the G parameter plot's given in
Figure 7.14, it is apparent that underestimation of the tiﬁe
delay does, in' fact, reduce the drder of [the model used by
the controller. Since the control performahce presented in
“Riqure 7.14 is an improvement over the minimum variance
sgtategy, this sugg?éﬁs that the difficulties experienced
wﬁen underestimating the deiay in the minimum‘Yariance case

arose strictly due to the fact the ‘g, was approaching a very

small number, and the control action calculation involved
\

dividing by go. = \

A simulation was also performed where the process time
delay was again underestimated in the model structure of the
controller (taken as 3 sa&pling»intervél).iFor a first order
process with a time delay of 1, two G coefficients wqulé/ be-
required so, in order that.go may be set to a Eixed value of
0.0 and two.G coefficients identified, three G parameters
@ere spebifi;d. As can be seen from the %espdnses in Fi&ﬁ?e
7.15, this'approach results in better contrQl performance
than that achieved in the other simulations. It can be seen
that the initial tuﬁing phase was not'too severe, ;nd the
control  performance obtained once the parameters had
converged was quite good. This suggests that underestimatiné
the time delay is not necessarily the detriment to control

I

performance observed when using the%minimum variance control

strategy.
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' The control performance was also simulated for_the‘Case

"in which the.process‘tine delav was underestimated by one

sample interval and three G parameters were used,with gs not

fixed at 0.0. These conditions are- the GMVAequivalent of the
minimum variance test for which the control performance was
so poor that no plot has been 'iAcluded. It can  be observed

from the control performance shown in Figure 7.16 that the

_ large deviations of the output from the set point _that

occurred in . the-"mil’um variance test did not occur. in the.

"GMV case sirfce 'Q is nonzero. In_ this case lett1ng o

'approachf 0.0

, does not have any detr1menta1 effect on the
contro%.,
The f1na1 method of accountlng for the Jgo term that was

suggested in Sectlon 6.4.2, 1nvolved lettlng qo'.and g, be

funct1ons of go. This was evaluated by 51mulat10n leanng to

el
the response presented in F1gure 7.17. Although the 'control

performance ‘is very good once the parameters have tuned 1n

the tuning- 1n stage is notlceably worse . when compared with

Frgure 7.15.

te
e ) \'

7.2.6 Single Transfer Function Simulation Summary

" The sum of absolute%errOr (SAE) valuec for all of the
51ngle transfer functlon 51mulatlons that were performed are

compiled in Table 7.1. The_total SAE value is the value for
all four sié point changes, while the tuned SAE value is

oénly the SAE from the second set point change\(110 minutes)

which covers the portion of the test for‘converged,parameter
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' Table 7.
SAB Values for the Single Transfer Function Simulations

Control/strategy - Total  Tuned Figure
o | SAE . SAE
L
P1 328.81° 241.34 7.2
PI / No Delay in Model 54,44 34.83 7.3
MIN .VAR / Known Coefficients ‘82.30 55.72 7.4
~ MIN: VAR 4/ Unknown Coefficients - - 123,54 55.72 7.5
MIN VAR / 4 G's ‘ 105.98 55.72 7.6
MIN VAR / Underestimated Delay"’ Large  Large -
MIN VAR / Overestimated Delay =~ Y22.91 63.51 7.7
GMV / Known Coefficients - 126.33 88.73 7.8
GMV / go=0.5 Initially T 444,75 87.83 7.9
GMV / go=0.0 Initially : 188.03 90.23 - 7.10
GMV / 4 G's ' 142.83 87.84 7.11
GMV / go—O 0 * ©157.90  -83.31 7.12
GMV / 4 G's, go0=0.0 118.44 70.72 7.13
GMV / 4 G's, Underestimated Delay 118.44 ~20.72 7.14
GMV / go=0, Underestimated Delay - . 114,32 63.51 7.15
GMV ; Underestimated Delay ©139.83 ° 69.51 7.16

GMV / Q's = function of go 135.97 66..38  7.17

values., *©

- In all casee, e;oeptn underestinatlng the time delay
‘'while under‘minimum variance control, self—tuning control
provided a ‘considerable 1mprovement over PI control. Once
ehe parameters have converged, minimum variance control.
proved to be superior to generalized minimum' variance’
control. However, as obégroed_'from the response of rhel
manipulated . varlables, . minimnm variance control is
characterlzed by excessive control actlons, which 1; of no
consequence for a 51mulat10n, but would not be acceptable in

practice.
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Generallzed minimum varlance cohtrol u51ng well tuned

PI controller parameters{dlrectly in the Q weighting poly~
nomial- representsu a conslderable imbrovement over PI
cohtrol. For go nonzero, _control may be lmoroved by
attempting to remove the effect of go and allow 1 / [Q *+ go)
" to take %p, the .inveree PID. structure. A combination or
underestlmatlng the t1me delay and setting go = 0.0 provided.
good 5 control . performance. The best results miniﬁlaed
deviations from the set point during. theé tuning-in ohasel.
and, once the parameters had cénverged, proyidedlgood set
point follow1ng These rtesults wereylobtaioedy when the
correct . number ofv G-coefficients was usedffor the or6cessi
time delay, but the time delay in the controller hodel was
decreased by one. sampllng 1nterval and go was fixed at 0. 0_
' From Table 7.1 it may be séen that forcing ' go to 0.0
.provides a considerably better tuhing—in .period,‘ ahdba
slightly better contro} than the case wﬁere go was not fixed

at 0.0.
7.3 Two Transfer Function Plant Model Simulation

7.3.1 Introduction
&

In Section,7r2 where a:- single transfer function ié_used.
as the.model,.it‘is only possible to_exaéine.Seryo<control,
the respoose to set point'changes..With‘the ‘addition of a‘
‘second" transfer ~ function - it is possible to examine

regulatory control performance, that is, the responsec to a
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disturbance other than a set point change. This is desirable
since 1in the exberimentél work that follows, the column has
been subjected'to disturbances in the form of feed flow
cﬁanges and not set’ poinf, changes. witﬁ an additional

. d s _ ‘
transfer function o simulate a disturbance to the process
. : , . ‘
. 0

output, it is also-possibif-toﬂevaluaté:various'feedforward
strategigs. For these simulatiens the two transfer function:‘

model shown in Figure 7.18 is used.

4
. .
1

L ] o A

\ “l INPUT | 2.0 e-** | , _|™QuTPUT
——————»| CONTROLLER ——( 70.0s *+ 1 &) >
‘ ) - A /)
.. DISTUR. . 1.0 e-2*
- » 75.08 + 1 [—— -

-

Figure 7.18 - Two Transfer Function‘Plant;Model

©

' -]

The dikturbance consists of a square wave pattern of 50
minute steps jbeginning at 60 QiﬁUtes, with a‘ aghitude of
2.0. As for the single transfer._funétioﬁ simulations,
identification began at TO-mih and control ét'30 minutes fgr
each run.'No_n§ise was added to anykof_ the signals aﬁd' a

sample interval of one minute was used.
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7.3.2 PI Congrol f
. . . : . . C e
A series of simulations were made - empleying

. . &
conventional PI control with the controller constéqts varied
to.obtain a "best" respohse. A§ in Section 7.2.2, derivative
action was not foUnd to be beneficial in éontrolling the
procéssi Thértuﬁed controller constants were deﬁermined to
‘be PB = 45.0 and TI = 4.0. The outpbt of the ﬁroceés,@peh
subjected to the'distutbénce‘ and controlled with the- PI
strategy _uti{izing‘tuned constants is shown iﬁ Figure 7.19a

«

along with the input andwaislurbance signals.

7.3.3 ?arameter.identificatioﬂ :
While vthe proceﬁs was undér PI control, the par;mefer
identification" routine',@as pérfo;med= with the G, F and L
parameters‘idengified aé shown in the parameter pléts 'n
Figure 7.19b. From the L parameter piqt it is evident tﬁat'
+no L parametérs are identified. This may ‘have béeh
anticipated since the L;parametérs are associated with the
‘feedﬁorwarq signal ofithe assumed model, and no feedforward-
action ‘was,_us‘ed in the simulation‘.’ | |
7.%ﬁ4 Minimum Vari;nce Control
'Three different strategiés were evaluated ‘using ‘a
%inimum variance .control st:atégy. In each simulation
diffe:ént amoﬁnts of infbrmation about the disturbance were
used in defermininé the signal. to provide ‘feedforward

action. .The results presented in Figure 7.20 were obtained

o
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’ e
usi®g no feedfqrward action, and those 1in Figure 7.21
resulted from usiné an estimate of the disturbance, y(t) -
y*(t-k). When the disturbance.was measu;ed the performance

‘thaf resulted is shown in Figure>7.22.
| As was observed for the simulations with the single

: o~
transfer function system,. the control performance is

¥

chafactefized by relatively severe changes { in the
manipulated variable. It does, however, provide v)ry good
control ~performance,“ particularly once the controller
pérameters have converged. Asiae from.the parametsr values,

there appears to be very little difference in the output
H

response for the case of using no feedforward siﬁnal and

when an estimated feedforward signal is used. The ;Lility to
measure the disturbance =and use the measurgment as a
.feedforward signal provides far superior control, as can be
§eén fromxthe response of the controlied variable shown in

-

Figure 7.22.

1
7.3.5 Generalized Minimum VarWance Control
Evaluation - of the perforﬁance of the generalized
P . o “\ ‘ . &
Mminimum variance controller ,?%5‘. conducted using Q
LA L . o %v .
.coefficients based on proporéiénsl‘band_and integral time
values used for PI control. The cXYculated values of the Q
coeffients are: qo = 2.0 and q, = -1.94. From a knowledée,
of the system transfer anctions as given in Figure 7.18,
/ ; ,

the theoretical values for the polynomial coefficients of

‘the controller were calculated to be: go = 0.19033,' g, =
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0.17221, g = -0.32767, fo = 2.5404, £, = -1.5578, 1o

feedforward case.-

'excep for 'go = 0.5. The perfchnance‘&

¢ P - 122

-

0.064493, 1, = 0.060334, and 1, = -0.10739,

1f these ”.values of  ‘the controller‘a polynomial

coefficients Aare used as 1n1t1a1 coeff1c1ent values, very
good control results. Thls can be seen from the results in

Flgure 17;23, Aobta%ned- u51ng he " known values of the

coefficients”in'conjunction with theufmeasurement\ of the

disturbance  to establish ' the feedforward actlon. As,

expected -the changes 1n the man1pulated variable .are much

'less brupt than  in" the m1n1mum variance case, due to the

weighting applied to the cqntrcl-effort; It should'be‘ noted

that the known coefficient values have been’ calculated

assumlng that the measurement of the d1sturbance is used for

.feedforward actxon, so if est1mated feedforward actlonlor no

feedforward action is used, the-'1n1t;al parameter ;values

will no longer be the ccrrect values,and the

~routine adapts the parameters thdlffEIERt values

1llustrated by the adapt1on of the parameter va

res 7.24 and 7.25 for estlmated &eedforward acﬂlon'

B hb fegdforward act&cnﬁ#\respectlvely. Since some parameterv

adaptation is taklng place, the control suffers sllghtly as

the F!E@ and L parameters:appiQache;hE1rﬂstead i

in the latter gjo ‘cases,~'as

For the case of assuming tithe initial parameter

values- areﬁ;unknoﬁn, all the initial vdlues are set to zero

f

o . - e

LA : .
that resglts fcr no
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feedforward action, an estimate of the disturbance for the
feedforward action, and the measured d1sturbance as the
feedforward actlon is dlvplayed 1n Flgures 7.26, 7.27 and
7.28. It should be noted (chkmann and Unbehauen [1979])

that now that the process consists of more ,than a single

[

transfer function, there 'is no reason to expect the

controlleré”parameters to converge to their theoretical.
! ¢ \ ' . '

values. Of these'three‘tests, as would‘be expECted, the case

'1n whlch the measured value of the df%turbance is, used as

the feedforward adhlon prov1ded superlor results and, upon
close examination, 1t can be seen that for thls ca@es the
maulpulated varlable responds 2 sample 1ntervals sooner to a
disturbance .than either of the other two schemes. The

performance exhibited by the results of the tests using an

estimate of the disturbancefor no feedforward action - are

'practlcally indistinguishable once .the parameters have

dﬁhverged althoughvwith an estimate of the disturbance the’

A

A

-parameters ‘require a longer tuning period. It can be seen

that a considerable amount of tnme is required for the
parameters to converge and the response of the manlpulated
varrable indicates an overdamped system when compared to the
response of the ‘manipulated variable using the PI control

strategy. Only with measurement of the disturbance 'is better

,control achieved: than resulted under . PI control.

E

In an effort to improve the «control behav1or by
remoVingf the effect of go, simulations were perfOrmédfusing

an extra G parameter with go fixed at 0.0'and\the'time delay
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'underéstimated by one saépling.ipterval. The behavior thag
resulted with this form of control law for the separ?te
cases of no feedfoéQérd action, estimated or é;a5ured
feédforﬁard action is shown in‘Figures‘7;29, 7.30 and  7.31
respectively.. It can be seen‘ that control of tpé butpdt
variable has improved over the previous GMV‘resulté'}or the
initial step disturbgnce,valthough the control perforﬁance
for the oﬁherlthree disturbance changes has not appfeciébly

]

improved. - i o .

Since the parameter estimation behavior in Figures 7.29
to 7.31 shows that 6h1y two G parameters were identified as
being significantly nonzero, 'simulations ”we}e. performed
" using ﬂ‘only three G parameters.. The }eéﬁifs of these.
simulations are presented in Fiqures 7.32, 7.33 and 7.34 for
the no féedforwatd aqtion; estimated and measured
feedforward action cases. Comﬁéfison._of“ this control
performance, wusing only three G parameters, with that shown
in Figures 7.29 to 7.31 shows that the performance is
essentially identical for each case. | |

The coﬁtro& perfogmaﬁce of this system was also studied
using a weighting that involved letting go and q,kbe
functions of g,, as shown in equation 6.29, The resﬁlts for
the = no feedforward action, estimated' and measured
feedforward action tests are presented in Figures'7.35, 7.36
and 7;37. Very good'control'perforhance.resulted when using

a measurement of the disturbance for feedforward action, .

especially once the parameters had adapted. The other two
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schemes required. a longer tuning-in period before the

control improved.

7.3.6 Two Transfer Function Simulation'Summafy y -

Siﬁce many of theidontrolled responses that have \be;n
presented in .this section are ver{ similar, it is convenient
to compare the responses using  a pérformaﬁce index. The
total éAE value and the tuned SAE value, computed from the
time of fhe. éeebnd disturbance (110 minutes), for the

different simulations are presented in Table 7.2.

Examination of these values shows that minimum variance

control - provides the best control both during andgafter the

‘initial parameter tuning pe:ioq for each of 'the three

different schemes, It‘ can also be seen that for minimum 

variance control, use of estimated feedforward action

: proéﬁces"pnly_slightly hetter control performance than with

no feedforﬁardﬂAéont:o}i'éctidn, and produces a slightly

poor_'er control during.:"et:.hié« t‘uning -pe:rio\é. The use of measured

.feedforward‘control*’actidn provﬁgfsg much better control
especially once the parameters have fénverged. |

" Control ofrth; system using the géneraliE;d‘ m?nimhm

variance algorithm resulted in improved behavior compared

bﬁith the use of the PI algorithm when measured feedforward

action was employed, or when the Q weightiny was taken as a

function of go. In general, the performance obtained »dsing
.estimated feedforward action Tresulted in Qnly _élightly

better performance during the tuning than was the case for

it »

8
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- Table 7.2
SAE Values for the Two Transfer: F}nctlon Model
Simulations for Various Control erategles

Control/Strategy = = o _Eﬁﬁél . Tuned Flgure
. A A A SAE o SAq :
Z
. . : - ' -’ - "
PI . ~ oo ' 7.Q6‘ ' 5 29 7.19
MIN VAR / NFF ' S 4,04 69 . 7.20
MIN VAR / EFF ] 4.13 ,1.68 o 7.21
- MIN VAR / MFF . 3.54 0.21 7.22
GMV / Known Coefficients, NFF _ 8.85. . 6.53 7.25
GMV / Known Coefficients, EFF \ 8.68 8.85 7.24
GMV / Known Coefficients, MFF 7.04 ~ 5.28 7.23
GMV ./ NFF . 3 11,29 6.76 7.26
GMV ./ EFF ' 11.49 - 6.84 7.27
GMV / MFF o ‘ 8.59 4,78- 7.28
GMV /4 G's, Underest1mated Delay, ' L :
, go=0.0, NFF 7.83 5.76. 7.29
GMV / 4 G's, Underestlmated Delay, ; : :
. go—O 0, EFF . :7.90 5.77 7.30
GMV / 4 G's, Underestlmated Delay,
© ge=0.0, MFF ' 7.19 " 5.04 7.31
GMV / go=0. O Underestlmated Delay, o
-  NFF 7.81 5.77  7.32
GMV / go=0.0, Underestlmated Delay,
_ EFF 7.82 5.77 7.33
GMV / g,=0.0, Underestlmated Delay, ‘ , o
_ MFF 7.23 5.03. 7.34
GMV / Q's adapting from go . 9,13 3.44 ° 7.35
GMV / Q's adapting from go 16 .70 3.47 7.36
GMvV /

th adapting from go o 3.71 1.51 7.37

~

the use of no'feedforward action.AThe SAE values show,thgt'
underestimatingfthe time delay and sg;tiug g; = 0.0 progideq

consisteatly good | control. However, the, best contrel‘
performance achieved - u51ng GMV resulted when the Q welght1ng
was taken as-a fuﬁ%ﬁ%on of go and the measured value of the

A

disturbance was used for the -feedforward act}on.




o control lon; For'g_ B £ O ;ifhéfﬁﬁentifiCEfion bégan

used in this model are given inléjgufé°7.38, .

7 at*30 minutes,
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R

It should be noted tﬁat, under PI control, ,the addition
of a feedforward signal would normally‘requirexretuning of
the controllef parameters to achieve cdntrol that was at
least as gooa' as that obtained prior - fo the use of a

feedforWérd signal,‘ It ’is conceivable, ' then, that the

control behavior obtained when employing an inverée PI

structure for the Q weighting polYnomial may be improved~

with some further tuning 1if an estimated or measured
feedforward signal is used,

-
c:-._v‘,” :
: gy T

1

7.4 Linear Distillation Column Mbdel Simulation

7.4.1 Introduction

A ‘linear model of the distillétion column expressed in

" terms of the 6 transfer functions obtained from the open

loop tests, given by _eqpétion 5.3, ‘has also been used to

" evaluate va:iou£>cohtrol strategies. -The transfer functions

]

13 To compare the ~“various controli strategies, a’

o . . ‘
disturbance of + 4.5 in a square wave pattern was used with

steps of 100 minutes, starting at 50 minutes. For all of the

simulation results presented in this section, a sample time

of 3 minutes has been used for the bottom composition

r

control 1loop. To illustrate mulﬁiraté sampling, a sampling

.- time of 1 minute has been uséd']bn;wthg; top \compqsitidn

..

B T N »
starting .at 40 minutes.

f
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Figure 7.38 - Linear Distillation1Column Model
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7.4.2 P1/PID Control |

To'provide.a base Caif for COmpa;ison of .perfofbance
with the selfftuning cbntroller, conventional multiloop PID:
control was employed. A PIAcontfollér was uséd in Ighet top
‘composition ‘loop, and a PID. controller im thel bottom
‘ébmposiéion lopb. The conﬁrollers were tuned using ;various
combinations of .controller constants, untii the control
perforﬁance sﬁown ih Figure 7.39 was obtéined. This
perﬁorménce was achieved with controller constants éf PB =
25.0 and TI = 4.8 for the top loop and, for the bottom iooé,
PB. = 70.0, TI = 4.5ﬂ>and TD = 3.5. To illustrate the,
iqPorﬁancé of derivative action in ‘the bottom 1oqp,“the
~derivative action was removed. The résults, plé%teg in
Figure 7.40, ~show that -withoﬁt derivative action fo

counteract the large time delays, the response becomes

oscillatory.

7.4.3 Minimum Variance Control

When using the self;tUnin@ controller to control the
linear model of the dé?hﬁh,;the number of coéfficients in
each of the controller polynomials' must be specified. As

outlined 1in Section 6.4;1, the number of G;,, F, L and G; ;

polynomials g§11 be 4, 3, 4 and 4 for the top loop, and 5,

' ?ﬁhe bottom loop.

: s T _ \ :

Once gﬁe self-tuning controller is used on  this
3. .

interact¥ng model, the problems associdted with tuning the

”céntrol%er parameters are immediately evident, as. can be
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seen from the responsés shown in Figure 7.41. This
performance, which utilized the minimum variance control
strategy, shows that it takes aﬁproximately ’125 ‘minutes
after the disturbance occurs (roughly 42 control intervals
on the bottom loop) before the bottom composition 1is near
the Aégt point. Even at this point the control actions are
stillgvery-large,‘resulting in oscillatory behav{or, as may
have been expected under minimum variance control. Although

_the composition in the bottom loop fluctuates, control of

the bottom composition has beén achieved. Once the
. parameters haQe adapted, the top looﬁ composition appears to
be controlled"very well, .When the meésqred value of the
disturbance is used to provide the feedforwardlaction, much
of the "on-off" effect is eliminated, as can be seen by the
more Stable response in Fiqure 7.42. HoweVef, a tuning-in
period of over 100 minutes is still required.

A test using an estimate of the disturbancef as the
feedforward action has been performed and the results of
this run are tabulated in the‘shmmafy section.

%.4.4 Géneralized Mini&um Varianég Contfol»

,Unleés a Specific point is to be illustrated, for the
rest of theb simulations, only the situation where no
feedforwafd acfion was used has been plotted. Simulations
eﬁploying an estimated and a measured feedferard action are -

i , ‘ :

rgéérted in tabular form in Table 7.3.
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‘results ‘shéwh in. F1gure /7..43. F1gure }44 contalns the

.",parameters conresponolng to the
; %

»

,:‘has been degraded "ft

' underestlmatlng of the t1me delay and using no feedforward’"

»

o S .

| When Q w ‘ghting was established‘from the
1sturbances actlng on the modelled process tOy produce the

'data plotted in F1gure 7. 43

- Removing der1vat1ve »actlon when calculatlng ;the Q

cdeff1c1ents in the bottom loop resulted in poorer control

of).that loop, although llttle change in top comp051tlon‘"

-

tructure, the self—tuning rcontroller responded to

’control has occurred ‘These can be seen by 'comparihg ‘the -

comp051t10n responses in Fxgures 7. 43 w1th those in 7.45,

Aadd1t1on the tun1ng~1n perlod for the top comp051t10n loop ;

*

)

‘&: . . ’ “ kl

Employlng the scheme of settlng 9o a';Q.O 'without,’aqy

actlon was not very effectlve. The; corresponding’ responses7'ph

2

dare shown in F1gure 7.46. The add1tlon of the measured valued

bof the dlsturbance “to prov1ﬁe the feedforward § actlon

j't:un1ng in port1on of the test as can be observed fromi'the

responsesl shown- 1n_ F1gure k7.47, Remov1ng the derlvatzve

.

'»Qctlon when calculablng the o} coeff1c1ents for thq bottom

com 051tron contr ller 4resul?s 1n an: im rovement over the
P p

N b}

case 1n whlch no feedfOQWard act1on was used as observed by

,icomparlng the* responses in Fiqures 7. 46 and 7,48,

-Tsettlng go }' 0.0, it ,is' again ad

.,Q

» . cow TN -

D

Zder1vat4veuaCtion~whenICalculating-the.fQ coeff1c1ents for

-

1mproved not onlf"the control performance, but also the

_ If the t1me delay is underestlmat d:ln qonjunctlon wlth,

tageous to drop the-_
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the bottom compbsition controlier. Thxs can be seen by
comparlng the top and bottom compos1t10n responses shown .in
F1gures 7. 49 and 7.50, where derwatWe actlonﬁwas and was
not"USed in the calculatlons, respectively. By 1nc1ud1n? the
measured dlsturbance to provide the feedforward action, the
tuning and control may  be further 1mprove§: Figqure 7.51
represents ‘the ‘results” of ‘e simulation in which the time

delay was undereﬁtimated go = 0.0, .PI constants . were used

4

to determlne the Q welghtlng coeff1c1ents, and the measuredh

“dlsturbance was. used as the feedforward s1gna1 ‘ ﬁ%#*%*ﬁ”

%i‘m

”»g‘kng,aTbe %ﬁnal opﬁidﬁ cons1deredd wﬁs to‘falLow the 0Q

. . ‘¢ . .
weighting parameters'to adapt-along w1thxgo as outlined in

o

equation 6.29. Using this techniqué, the results plotted in

Figure 7.52 were obtalned Very good control performance was

achleved W1th this- test

.4.5 Linear D1st111at10n Colum? S1mulat1on Summary

P

the tests~where -both e§t1mated- and measured feedforward

action have been employed ‘and for some selected 51ngle rage

" tests are g1ven in Table 7 3. The 'SAE vaLpes listed in Table

7.3 represent the

3

‘test. The single-rat

tests used the same PID constantg to
determine the Q weighting coefficients of the GMV controller

~as had been wused 1in\ the ~multi:atev tests. Retuning : the

*controller whiledemplb}ing single rate control was attempted

but fiegligible improvement,:esulted. | “

t

. , 157

The SAE values of all the tests tﬁat were. plotted, fér-

E from 250 m;nﬁtes until the * end of thev
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s gy . 7"‘ s

: {dble 7.3 - | _

SAE Values for thdl 'near D1st1f1at10n Column
Simulations foush

- “ -’Wd e ik
Control/ Strategy B SAE value
' NFF EFF MFF
TOP LOOP e
PID . 4.15
PID / Single rate . 4.5
PI ~._8.59
MIN VAR’ 013 -1 0.75
GMV / PID A 4.33 &« 4.72 4.67
GMV / PID, Single rate 109.9
GMV / PI ' : 4.19. - 4.8 - 3.96
GMV / PID, go= 0.0 ' 27.99 24.62 3.93
GMV / PID, go0=0.0, Single rate 691.4
GMV / PI, g0=0.0 7.09 - 6.37 . 4.60
- GMV"/ PID, g¢=0.0, Underestimated o
Delay - 20.67 14.78  9.04
o GMV / PID, go=0.0, Underest1m§ted ) . :
> Delay, Single rate v 158.8
GMV / PI, go0=0.0, Underestimated : ‘/
RN Delay 4.29 .5.70 3.85
v / Q's adaptfﬁ§ £ g, » 1.36 1,23 .~ 1.59
: . £
BOTTOM LOOP )
PID o ' 32.50
PID / Single rate . 32.77
PI ° ' : o 72.53
MIN VAR R 170.3 235.4 89.84
GMV / PID .. : 72.37 108.6 92.48
GMV / PID, Sing¥Pe .rate ¢ . 184.6
GMv~./ Plz 91.57 -+ 109.6 .49.03
GMV / PID, go= 8.0 o 259.6 = - 40.47 "
GMV / PID, go=0.9, Single: rase - S 991.5
- GMV / PI, ge¢=0.0 y 263.8 164.6 40.81
..GM¥ / PID 90=0.0, Underestlmated ‘ ' e .
Sy Delay' s -~ 3 158.,7 6;5%3;’3”@1,740*'~‘ 3
GMV / PID go=0.0, Underestlmated ' T ‘
) Delay, S1ngle rate : S - 141‘8”\\¢’
GMV 7 PID, go=0.0, Underestimated "
Delay: o 62.70 ©100.4 16.68

GMV / Q's adapting from 99 . T, 54.48° 39.36  76.56. -

hd T Ly
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One simulation not reported in Table 7.3 was - that for

the GMV test in which the-« feedforward actlon consisted of an.

estimate of the’dlsturbance, go = C.0,and PID ¢ stants were
Jsed to establish the Q yeightingrEEE;?Tzii:us. The SAE

value for the initial portion of the test’w§s too higg to
actually be reported, maKTBg it impossible to'obtain*;'Qalue
for the tuned portion of the test. | Y

In general; beihg able to measure the disturbance and
use the measured value as the feedforward actign in the.
controller improves the performance’ of th; controller. The
use of ho_feggfbrward attion was indgéneral, tut'not'al;ays,
the least guccessful of the various schemes. As mentiongg
earlier, when‘using an estimated or measured valﬁe of the
disturbancé' in the feedforward action, retuning the PID
controller will be requiréd to maintain reasdnable ‘contrél.
Hente it may be expetted that retuniﬁg thé parameters use
in .calculating the Q welght1ng coefficients will improve th
control once a feedforwaré 51gnal is added.

Using the self—tunlng controller with Q weightifig

coefficients calculated without derivative action, with a

few exceptions, fmproved the control performance. The test,

. L o4 o : .
where " go = 020, the process time delay was underestimated

and the 'éﬁtivative Frion was not .included 'in the -
caIcuiatiQnsL and the test where the Q coefficiénts were
adapted from Jo both_produced guite low SAE values for all:
feedforward,.oﬁtions. The ‘minimum varizhce control strategy

resulted in the smallest SAE values’in the top loop, but in

; “ ¢ .
PR . : ’ - & 0 ?
" X “n
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B S 'Y e
4*( el .-x . e . ¢ ) ‘ .

—~ -~the bottom. 1loop most- of _the other control sirategi'es‘

) 'oUtp\;’rf,g rmed minimum_. variance, “prdbably owing to the
mis_mat?ch:bét_ween tﬁ'é prfoce;ss'time'del'ays and the time de-lay.s"
used in thé “co’ntmroller:m modé\l..~ In'very few caseg did the

’ selfrtuning controller actually outperform the tuned PID
4c<on"‘t;ro.ller._ ' B '.\ o ' | v N
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o .. 8. Experimental Results

»:

8 1 Introduction S ' o t

f Thls chapter summarlzes the exper1mental work performed
£ . .

vfon the dlstrllatfon column durlng.the course of this study.

Follow1ng the paetern used for the 51mulat10n studies; Sa -

base case wa determlned by applylng conventlonal PI/PID~

control to the column under both 51ngle. and mult1rate

configurations. Discussion . of ' the approach . USed:;to

commission the self—tuner, .that is, the transfer of control

.of 'the- column to self tun1ng control WIll be conducted in

ﬁectlon 8.3. Minimum- variance control was attempted on. the .

column, followed by a series of generallzed minimum variance

control tests deszgned to evaluate the various . schemes for

~

R4

selectlngf the Q- we1ght;ng,= and the various feedforward.

options under both single ‘and multirate controls— L

Allv;thé experimental tests'iinVOlved .5ubjecting the

columr to # 25 mags percent changes in the feed flqy.\' a
square wave pattern, with the duratlon of each step belng

150 m1nutes. Under 51ngle réte control a sa pllng tlme -of

_three ‘ m1nutesv was used for both "the top and bottom

. /
',7 1] /

composition control loops. Multlrate ' control involved

sampling the top loop at .one minute 1ntervals. The SAE
. i e

values for all of the_tests are tabulated ‘to assess . the

performance. achieved.‘usingv the different .forms_ of the

control algorithms.
)

165
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8. 2 PI/PID ‘Control . . o . L

et

To provide. a base case,’ the column was, operated underl
 PI 'coﬁtrol of t‘é‘ top come51t10n and PID control of the
bottom comp051t10n m1th h(? loops treated 1ndependently,
;that fs, under multlloop control In1t1ally, the controller'

constants calculated in Chapter 6 were used ‘In an effort to

-

-~

1mprowe' ,the.’ control a ser1es of -tests _with wvarious

controller constants was performed in wh1ch the proport1onal

' -~

band, the 1ntegral time and the derlvatlve t1me (1n the case.

of the bottom composition controller) were varied with the

»

objective of ”reddcinggﬂthe totaijabsolute»error%\{or both
loops the third disturbance, the step decrease in flow -rate
from steady'.'state, prOVed dto be the most difficult

‘disturbance' _to control It is possible to .tune the .

controllers to minimize .the error resulting ~from this
disturbance, but when the controller is well tuned for this
disturbance,. control behavior during the other three

disturbances results in. a total SAE walue that is no longer

1 4

~a minimum overall. Consequently the well tuned controller
constants were chosen 'to prov1de the most satlsfactory

behavior for composition'ifntrol for all.four feed flow rate‘“
disturbances. Figure 8.1 shows the .performance for the

A ’ % b >
single_»sampling trate case —ﬁSlng a sampllng time of three'

Y mlnutes for both the top andv bottom comp051t;on control
‘\\‘loops. The addltlon of derivative action was not found to
' ) / : ' .

e o0

impfove the control on the top loop. TheA controller

constants _used to achieve the control performance shown in

i -
io

N N . v . poeeraree -
AN ) . LRy
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200 o 400
TIME(mins)

- Single Rate PI/PID Control of the Column

Top: . PB=30.0 TI=170.0 u
Bottom: PB=65.0 TI=425.0 TD=125.0
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 Figure 8.1. were: PB #.30.0 and TI = 170.0 for the top

composition loop and. PB = 65.0, TI = 425.0 and TD =;‘T25.0.
o o w ' y ) LN
for the bottom loop. . ,

/pnder multirate control; ‘with the top compo%ition
) P /l

‘ .
e - ..

sampled at one minute. 1ntervals, the1control performance

that resulted. is” shown by the response in FlgUre 8.2. As for

the s1ngle rate sampllng test there w s rio 1mprovement byﬁ

use of der1vat1ve actipn: for the top comp051txon ,controlLer N

with well tuned controller constants. established as PB =

="

,20.0 and TI = 170.0 for the top loop and PB = 65.0, TI
425,Q and TD = 125.0 for the bottom'loop. .
There is. no notlceab&e dlfference between the, dontrol

‘&
0&8 1 and 8.2, but 1t is 1nterest1ng to-

behaV1or in Figures

<

¥ ,
compare. the SAE values for these two&;ests, and the- tests

performed using the an1t;al controlter constants, shown in

-

Table 8.1. In this Summary,=the four, consecutive steps in

i feed;fiow.rate have been referred to ;;Q;ASS, th; step‘ebove ;

.

steady state; DSS, the step down to.steady state; BSS, ‘theS=
. N L4

F -

J,“step'nbelow steady - state; and USS, the'step'up to steady
> . % . .

state.” From Table 8.1 it‘canvbe observed that a considerable

reduction’ in the total SAE value for the top lopp has been
achleVed by bothvu51ng multlrate sampl1hg and by using the
tuned . controller. constants. Even though tuning- PI/PID
péontroilers is a_time consuming proqess,'the_SAE ve}ues show,

' ;tgat the oohtrbl ;performahce cen*oe improved‘coneiderably'
over the results obtained using® the. in}tial estimated

~controller constants. s v

'\,\
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‘Figure 8:2 - Multirate PI/PID Control of the Column
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. Table 8. <
v SAE Values for PI/PID Control . _ .
" / — . "
) PI/PID . : I " SAE for the step: . [
* Total . . »
Constants . Loop "ASS - DSS . BSS uUss SAE
Single Rate Control -
Initial Top 20.0 '34.8 62.4 42.2 159.4
. Values " Bottom 122.2 149.2 182_.0 158.0 ~611.4
’ : ' .Both: 142.2 184.0 244.4 200.2 77078
’ : :
Well Tuned Top 15.5  20.5° 49.5 - 32.2  117.7
Values Bottom 78.0 - 89.1 142.8 111.8 - 421.7
Figure 8.1 . Both - ~ 93.5 109.6 192.3 144.0 _ 539.%
o . ;
Multirate Control ' ’ ’ )
Initial Top 14.9 ~ 23.9 .30.6  26.1 9545
Values “Bottom 123.5 | 135.8 '226.9 171.8 . 658.0
o Both =~ 148.4 .159.7 257.5 197.9 753.5 -
. > \'4' o ‘ ‘ .
Well Tuned . Top 14.0.° * 15,1 '32.4  21.6 ¢+ 83.1
Values Bottom 81.3 87.0 142.,0° 99.0 409,3
Figure 8:2- Both 95.3  102.1 - 174.4 120.6 ‘492.4
. N & .' e _. » -
8.3'C9mmlss1onfng thé\Sel£\£?31ng Controllgr _ . |
~The .difficulties associated with .starting 'up the
selthunihg\ controller arise because the identification
‘routine requires _some. timé,Xto properly identify the
‘parameters uéed -in the self- tunlng cohtroll law. It is
nécessary,‘ ’geforé ahy 1dent1f1dat1on . is performed, to
initialize the data vectors that are used the

..
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identification routine to contain the actual’ column . Steady

state flow rates and set points for at least a number of

1
sample 1ntervals equal to or.greater than the. sysiﬁm. order

plus the largest time delay After thft, experience dictates

'that 1dent1f1;atlon should take place for -a perxod of time

Iden 1{“cat1on of

. 4 § P, %

is required' to

estab11sh the relg}zonshlps between theé process inputs an 2

outputs Jn the control law. Under some c1rcumstances the
system may be sufficiently excited, through n01se cor

drifting outputs, to all the control law coefflclents ‘to

be properly identified. However, for the actual dlstmllat1on '
, o .

column operating -at steady ' state there  is insufficient

,excitation for the parameter iqgntificationsto properly take

composition rapidl§ increasing. After 'the bottom cgmposition
N {

place, as illustrated bf the<résp0nses in Flgure 8.3. ' For

&
'

this test thé column Qperated under PI/PID confrol unt11
4 a .

steady'staté‘tonditions were deemed to exlst. Ldentrf1catlon

beggan” at 30 minutes on the plot and cohtlnued for 3 hours.

As is typupai of all th@ start Ups, no feedforward ~action-

was used. Slx mrnutes,after the self-tuning controller was

" turned on, .at approximately 215 minutes in the figure, the

steam . flow. unexpectedly dtopped, resulting in the bottom

rose above 15%, the column was ‘switched on tc>§%nual control
2y . K
as .a safety precaution and the identification was turned

off. 7By examining the adaptation pattern of the parameters

© -shown in Figure .8.4, -it can be seen that there is a
; e

¥

1 ) A L 7
\ r . .
. - 4 . .

\
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LY

» . . . N \ ) .
significant change in the parameter values after the
self-tuning controller was turned on. The .identification
' R ) ' * ‘ ‘-\' -‘v .
routine was unable 'to identify acceptable controller

¢ parameter vafﬁes in time  to prevent the switch to6 manual

s control., e o EER EX
’ o o i ) ’ \ S )

RS & LI ) . , R "
After at t1ng »several different techniques for

©
\/

1mprovxng the 1n1t1a11;at10n of, the self- tpn1ng controller,

a start up pattern wh1ch proved to be satlsfactory for most

of the tesey performed during thlS study was adopted and %s
-shownv in - Flgure 8.5. Identification was started'30 minutes

| following the start of data collection (date collection is
considered to coincide .with the’;origin of the figdres).

After a minimum of 2 hours eé—identification a ¢ 5% feed
disturbance was idtroébced w1th the column still under PID

< control, to force some change in both the reflux and steam
| flow\Fr\tes. Each step of the dlsturbance was 45 minutes in.

.

‘duration.;After the end of the fogfth step, the column was
left to attain eteady‘state, sti;lvunder PID co, %;ol, fqr at
least an additional hour, at which time‘ the column was
switched to self-tuning control. Upon makfng ther;hange trom
bID'to self-tuning control, some deviation’in tﬁe reflux and
steam fiowg\ resulted sfnce, as can be seeh ihQFigure 8.6,

. the parameters still had 'not_ converged to::their fina1v 
values. - Note that the fiﬁal adapting period was short and
that once the parameters cqhverged, they remained steady.

After seXf-tuning comtrol began, the column was left for at

least 2.5 hours to‘reggh a steady state before any tests
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Figure 8.5 - Successful Column Start~up
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‘this aspect-of.adaptive control,_unwarranted' disappointment f

of one hour.

a

8.4 Minimum i‘lariance, Control

. e, . o . Lw'

were performed. The size of the deviation of the top. and

bottom»compositions f rom theirvset=points that was caused by '

sw1tch1ng the self- tunlng controller on was a - function of
the duratlon of the t 5% dlsturbance steps and ﬁhe t1me left
after the last step before the: self tuning controller was
started. .‘f.;‘ | x: 2 g \ql,

Commdssioning the seli-tunlngp controller‘ was not“a

straightforward process and for someone inexperienced with

that jUSt descrlbed and the tests were initiated after the

'

self tun1ng con*roller had run at steady state for a m1n1mum.?

Ked

The, simulations in' Chapter 7 1nd1cated that although

m1n1mum variance control employs large steps in the"sontrol

actlon, very good control performance results,/ Hence a

AR
Q

. minumum varlanCE‘control test va's performed W1th 51ngle rate

sampl1ng and no feedforward control actlon, leading to the

responses‘shown in ELgure 8.7. As can be ‘seen from Flgure

'tactor that".may cause this' behavior is "the difference

‘between, the actual one minute process t1me delay in. the top

loop and the asé&med delay -of: three mlnutes (one sample

1nterval) used to estab11sh the structure of the controller.v~

with the ontroller may result. * For the majority of the |

resuits that follow the start-up'procedure-was similan tol

t
!

,8;7, control’ of the\ top ‘composition was very poor. One .

i
[
|
[

W

-~
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‘Another factg: . is :ne dopbt the lack of weighting on the

control action yhich resulted in a hang-bang.type.of control
action, In -the botto ’“loop the initial deviations'of the
bottom cgmpcsition'ﬁrom its set point for each of the first
twowchanqe;“;ntfeed flow Were snbstantially reduced compared
with the'deyiatiéns that resulted using a PID controller
'However, once the bottom composition was brought to its set

point the controller continued to nake abrupt changes in the

_steam flow bwhich ﬁprevented ‘the. bottom composition from

a

‘remaining at the set point. qpe third. step change in the-

feed flow_res*
itChed': lf tuning to manual control .at approximately
§ i

N

410 m1nutes;

The‘response of the controller parameters correspondlng

 ed in. such poor control that the column was'

to_ “the control behav1or shownﬁln Figure 8.7 1s presented in

Fxgure 8. 8 The amount of adaptatlon taking place after the

third ° step ‘1nd1cates that‘ either the new -operating

conditions represented a qon51derab1e .change from the

prev1ous operatlng nd1t1ons, or that the 1dent1f1cat10n

[}

routlne experlenced d1ff1culty relatlng the control ‘actlonS'

taklng place with the resulting changes in the outputs. The

»pobrvcontrol achieved was probably a ‘combination of these'

two p0551b111t1es.

A  test was attempted using the multirateA m1n1mum

-

variance controller, but the control performance wds so poor

that it was not possible to maintain control of the column

9

_even’ at steady state. Setting Q = 0.0 to obtain- minimum f

c . A S

4
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variance control, either Ysingle or multirate, was .not
successful in controlling the column and w%ll therefore .nbt'

¢

.. be considered further.

0 8.5 Generalized Minimum Variance Control R ; “
' - . . 10 N . () ) "

8.5.1 Introduction

°

, “This section presents results ‘from experimental tests °
C = X S

' perfornied on " the column using the various .technhiques which
, o no : ‘ .

allow the O weighting polynohial to. resemble ﬁhe PID

structure as: discussed: in, Section 6.4.2. For each of the
techniques, the exﬁg;iﬁental~tests were repeated with the
use of no‘feedfogward control action (NFF), an estimate of
'the‘effect of the feed flow rate chénée on the output for

. use with feedforward control action (EFF), and direc

*

measurement of the feed flow rate change for use “with

_~feedforward control action (MFF). The difference between the

w 2

~'out_put and the predicted output, y(t) -‘f'(t-k), was uéeq to
. implement the‘feedforward control action when it was éésumed“
- tﬁat measured:'véiues; éf the -feed flow rate were not
aQailaple: ‘Most of the tests were performed usiné both
siﬁg%eqrafe (SR) and muiﬁifafe (MRf .fcrms. of the control
aléorighm: ‘Each set of results includes €wo plétsA:‘one
showing. the °maﬁipﬁlated_‘$ndi Eontrolled; variables, and

L
anothef'showing-the parameters forfthe twe loops.
P , r _ o

o

.
a1 ° /
N k]
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8.5. 2 Q Wezght1ng Establxshed from PI/PID Constants
h ) * .
The 51mp1est method of assigning values .to. the Q

'welghtlng polynomlal parameters is to lgnore the 9o term and

assume that the Q welghtlng has the form of an” 1nverse hIDﬂ.

.

compensator. For thls choice the tuned PIDg.controller
constants may be used to calculate theqh coef£1c1ents.;51nqe

there was Qirtually no time- delay assoc1ated thh the top'

. composition control loop, no derlvative action " was

: ‘ . e Ll
warranted, So an inverse PI compensator is. used in the

calculations. The controller constants empioyed to caldulate

* the Q. coeff1c1ents for the results shown 1n F1gures 8 9-8.

‘were-PB_= 30,0 and TI = 170.0 for' the top 106p These
correspond .to go = 3 36 and q; = -3, 30 For the . bottom loop.
PB ¥ 65.0, TI = 25 o ‘and TD = 125.0, S0 o = 65.6, .qy. =

+ —-130 "and qg;. = 64.1. Figures 8.9 and 8. 10 use fio feedforward

action while the value used for the feedforward actlon has

been estimated in Figures 8.11 and 8,12,‘and measured in

. . Da e ]
R A T
Y A N .

e 3?' :
o 8.11 and'8.13,.1t can be seen that

Figures 8.13 and 8.14

- :~“ _. .

-;‘ .

From _Figures 8.
use® of the measured disturbance -as the feedforward signal
reduces the - oscilla ions'vin the‘reflu&gfloy that occurred
during-the third step of the tests where 'the measured

disturbance 1is not available. Of the three teStsk>measurfng‘

‘the disturbance for'the'feedforward action resulted in the

“top composition, particularly during the
third and fourth steps.

a
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XDGnassZ)
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Figure B8.11 - Generaliged Minimum Variance Control
with Q Weighting based on PI/PID
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g N TIME(mins)
Figure 8.13 - Generalized Minimum Variance Control
with Q Weighting based on PI/PID
constants (SR, MFF)
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For the tests performed using the multirate sampling
form of the algorithm,' the_«<ontroller constants used to
calculate the Q polynomial coeffici;ngs were PB = 20,0 and
TI = 170.0 for the top loop and PB = 65.0, TI =-425.0‘and TD
= 125,0 -for the béttom loop.\This yieldsiQ.coefficients ‘fof
the top loop of: qo = 5.05 and a; = -4.99, Q coefficients
for the bottom loop ;re unchanged from the vaiues given‘
previously. Cqmpariéon of the responses of the controlled
vériables from the singlepﬁampling gate tests wiéh those of
the three "multirate tésts, presented in gigures 8.15, 817
ana 8.20, show that the contr%l of the top cgpposit{on has
improved at the expense of ‘the bgtﬁbm composition control,
Tte parameter adaeiion patterns displéyed in Figures 8.16,
8.18 and 8.20 shows 'no marked difference from those shown in-
Figurés-e.IO, 8.12.and 8.14 for single rate sampling. The

SA%; values for the single and multirate ‘cases are given in

Table 8% '



A

S’I‘(g/s)

96.0

95.0

XD(massX)

190

RE(g/5)

XB(massZ)
l [ ]
°

FE(g/s)

13.0+4
: 0

E

Figure 8.15

300 » 400

-~ “fIME(mins)
- Generalized Minimum Variance dg;;rol

with Q Weidghting based on PI/PID
" constants (MR, NFF)



191 -

. A.m.mz mzv mucﬂumcou QHm\Hm
co ﬁwmmn butiybrom O :uaz HOuucou AWD 103 muwqumumm TR

“ ) . - [

3

Amﬂmavmzp . , - , o L S Amﬂgvm.zﬂ.

8 wummﬁa ’

Lo

-0°0

Leo

o key
S0

“lgo

009 00y 002 - 0 ’ ‘ - 009 00¥ - 002 . 0
[ . s A i . L s i " 4
R .
0
N
=
. o <
o i , N\
‘ -$'0 .
L t . N ' . o ﬂ.OI- N . ».v,‘ ‘_.xﬂ \w 1
- ! 8
| Y oo &
00
. )
» > ) -
_ so )
— A 1 N t . .\O.n.l L > 1 o 1 ——
—_— - — g nM; .
_ &L —
i Vo —————— . ﬁ
: -0S ) ST _ |
L L 1 i [ < 0— i 1 " 1
. : . ) B
] Qa0 ]
oo B
e @%n_ WoLiog «# . o SYILINVYYd dOL
LR . . - . B R . . v ;.., . ) x.mp.w._, . .

| (iv)ZIb,

w4

-1

-0°0 -

$0-. |

o

'(v)u’sj .

*



\wj . IR 192

s §‘ : . R .
] d ‘ . L o
g 50 B Wy A ﬂb\/~?=? >
M 4 \? ' .
o*o L] T L g r v "
{ ' v
18.09 '

0. " 200 o 460 ' . 600
) - ‘ TIME(mins) - .
~ —-Figure 8.17 - Generalized Minimum Variance Control
: U : with Q Weighting based on PI/PID
constants (MR,EFF)



\\

s
%

\

(®)21o

iy (daz’ mzv S3juelsuod aHm\Hm
- N . uo gmmn mcﬂucmawz O-u3tma T013U0D >Eo uo.« mumquMumm - m_ g8 ?anbrg
L 4 . :
(Surm)InLL S (SurU)INLL -
009 oo , 002 o 009 oot 002 o :
a L 1 " 1 cO— . L — A I t [
A — °.°
-Leo

_00

-0'¢

s0—

00 .

SHILINVYVL NOLIOG

Lg'o

€

©)z2o

00

_ : , . o Lgg
[ " 1 1 ) nOI

|

——— 00
- ﬁ B
. ‘ A ] ; Leo .
. SYLINVEV dOL |

. ‘ -

o

(€)M

#)1o



. . v v ‘ N

0 ’ 200 400’ | 600
R _ TIME(mins) ‘ ' B
Figure 8.19 - Generallzed Minimum Variance Control

with Q Weighting based on PI/PID
constants (MR,MFF) -



195

uo paseq butiybram

~ (SuTw)IARLL
cmv ) omN

D uItA

So0-

00

-0,

ol

S0-

00

~S0

0's—

00

- o

S0~

00

» SHILINVYVL WOLIOS

va

-$'0.

(43W‘¥W) S3Iuelsuod gid/1d

024§ 2anbryg

T0I3UO0D AWD 103 Ssiajawereqg -
-— N q ‘,4'
(Euru)INLL
009 00? . a0z o .
L 1 . A b c0—-
8 Q
= 00 N
KS) - ! =
Lgo
L - | 4 e A 0°al
5 , . o KB
e S ——— ey ()0
G)) \ e ) i &
- g y.‘v
L¢'0 o
< L 1 N n..nlfrw,
oo "y
- e 00 -3
. - L
. e | _
’ g1
L 1 A ﬂOI.
Q ] .
8 : 4 o B
1\ . —— v oo £
G —_— N
< T L
. . : ‘ Lgo
. SHILINVHVd dOL
A
? ©




I @ | B , - A " v .1¥6I’

»

Table 8.2
SAE Values for Q Welghtlng based on Pi‘PID constants

. SAEjValues: ~ :
Loop - - NFF EFF - MFF

Single Rate Control

Figure | 8.9 8.11 8.13

- Top C S 142.0 129.0 = - 110.0
Bottom | 403.0 . 1 412.0 » 392.0
Both | » 545.0 ~  541.0 .  502.0
‘Multirate Control s ' | |
" Figure © 8,15 - 8.17 8.19 '
Top 86.7 . 102.3" ©91.3
Bottom 434.8 488.3 = 460.3
Both S \g 521.5 590.6 551.6

e

8 5.3 Q Wexght1ng Estab11shed from. PI/PI Constants
ﬁo: the ‘test resul;s p;esented in this section the "’
aegiQafivé action of Ehe PID contfolier on the bottom
composition. control loop- has been ‘dropped in Ehé
calculations of the é coefficients so thatx for. bofh lbops 
the @ wg}gﬁting‘ was assumed to take . the invéﬁse ;PI
structure, ignoring the 'go term. The constants for thg
oSingle rate case wefe.PB = iOQO‘and TI = 370 0 for the top‘
loop\and PB = 65.0 and TI = 425.0 ;or the bottom loop. The
,only change-in thefb;coefficientsboccurs in-fhe boftdm ioop,
: ; ; ere the galues are now: go = 1.54 and g, =«—1.53'(q; is no’

 ivnger " used). The responses of the’ manipuiated'_and

controiled variables and of the parameters ‘for no



S o . 97
feedfdrwagd action, estima;ed and measured feedforward
action»lare‘plotted in Figures 8.21, 8.23 and’8;25, with the,
co:reéponding parameter plots given in Figures 8.22,: 8.24‘
an§w8.26.‘ | oo |
! AEAS was the c;se in Section 8.5.2, the'apiiig}-tq use ‘a;>

heaSured value of the disturbance;when employing feedforward.
" action.improved the top composition contrdl at the expense

of  the conttol of the bottom composition. For the case of
estiméted feedforward actidn it can be seen from ?igure 8.23
that changes in ghe steam flow aré somewhat‘erratiC‘for a
short‘time éf;éf thé first and " third steps in feed flow
rate. From "the plot of the “parameters for~,§his“tést,
'displayed in Fiqure 8.24, it.can be seen that a considerable
amount of parametér ‘adaptation takes place with thé‘first
feed.stép'changej In barticularf.thé L parameters for the
bdt;om loop _ch;nge -éignificantly, so until the parameters

o

 have adapted, the control performance sﬁffefs. In the -tests
which Ase multirate Sampling,l‘ftf cgn be seen from the
responses in Figures. 8.27; 8.2§ and 8.31 that controi'of the
top compos{tion'has improvéd;coA;Taéfab%y This is confirmed
by the éAE values for 'the; single and: multirate ‘teSts

presented in Table 8.3,
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SAE Values for Q Weig

Table 8.3 _
hting based on PI/PI- constants

/

<

210 -

SAE Values:

- 499.8

Loop NEFF - EFF MFF
Single Rate Control
. .

Figure 8.21 -8.23 8.25

Top 132.9 12%.6 115.3

Bottom 422.6 397.8 418.7

Both 555.5° 522.4 534.0
_:Multifa;e Control ' <'

Figure4 ‘ 8.27 _"’A%.ZQ 8.31

Top '97.7 96.9 92.0

Bottom 415,5 *.412.9 453.8

Both 513.2

545.8
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8 5.4 Modified P1/P1 Controller constants for Q We1ght1ng

Vagl [1987] recommended changing the PI controller
constants for Lse in determining the Q .weighting
.coef£1c1ents by a55um1ng there isno time delay on. the basis
that the self-tuning control algor1thm 3rov1des prediction
\\?nd hence accounts for any time delays.’ L~

- For estlmatlng coptroller constaﬁts for single rate
sampl1ng,‘the Ceﬁen ~Coon method, as outlined in Section 6.3,
was employed. For the case of no time'delay, the modifiea PI
constants were found to be PB = 31,93 and TI' = 166.6 for the
top loop and PB = 45.43‘shd TI = 238. 1 for the bottom loop
The_modified'constants‘eﬁd(the tuned constants of the top
loop are in close agreement. These'modified PI controller
constants correspond to Q welghtlng coeff1c1ent values of:
do = 3 16 and o = -3,10 for the ‘top loop and g, = 2.22 and .
q, = -2. 18 for the bottoﬁ loop. TeSting. of column conurol
performance using the mod1f1ed PI constants to calculate the
Q welghtlng lead to the responses given in Figures 8.33,
8.35 and 8.37, with the parameter plots shown in ?igures“
8;34,’8.36 and 8.38. It caﬁ be seen from Figures 8.33, "8 35 -
and 8.37 that the bottom composition response is much more
osc1llatory than that observed in the previous tests. This
.could be due-to the gain being too high or too much integral
action; that is, the integral time, TI, being too small. In
fact, the‘oscillatory,responselmay have been expected since
the proportional pand- and integral 'time are .both smeller

than the tuned values. Because the values of the tuned and

“»
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modified constants are quite close for the top loop

controller, the oscillations that occur in the reflux flow g
’k

r!
are probably in response to the interactions from the bottom B

z-—k»v

. t K

loop. 1In Figure 8.35 the steam flow responds quxte“qw?
“erraticalfy to the flrst step change. Thxs is probably due
to the large amount of adaptat1op that takes place in the L
parameters as shown in Figure 8.36.
In the multirate casé\ based on the recommendations of
Vagi, the PI constants were recalculated using the integral
of the absolute error technique. This method is similar to .

$

the Cohen-Coon technique, except that the constants given in

Table 8.4 are used in equations 6.3 and 6.4 to,_,i.alculate the Wy

[
v

controller constants.

~ Table 8.4
‘Integral of Absolute Error Constants
“ [Miller et al, 1967]

Mode - A B D  E - F
ode T\ D , B

PI .984 .986  1.644  .707

» A ,
The controller‘constants were calculated to be PB = 9.54 and
TI = 110.0 for the top loop and PB = 38.75 and TI = 308.9
for the bottom 1loop. Sinée the proportional bands and
integral times are lower than the }correspondipg tuned
‘controller constant%l oscillatory Behavior may again be

expected, following the results of the single rate sampling



<

.

meas%g;d feedforward act1on, and to‘ tdemo

o e o219

test"“ﬁ The Q coefficients calculate from the PI constants“

that have been recalculated for the multlrate case are found

a

10.5 and q = -10.4 for the top loop, and Jo =

td -‘be: . Qo

2;58‘and d, -2.58 for the hpttom loop. As fs evident in
the tesponses from dthe multlrater tests shown 1n Flgures
8.39, 8.4i;‘andf 8.43,‘eth: osc1llatory behav1or\ is .-most
noticeable v durlng the thlrd step of the' dlsturbange.
Compar1son of the responses in Figure 8. 39 mfthL those in’

Flgures 8. 41 and §. 43 shows that the best bot tom comp051tlon‘

control performance and least osc1llatory response inm the*'

'top loop resulted without, feedforward action. The response

from gll three of the multirate sampling tests shows thatf

_ : o : _ o
improved top composition control was obtained}compared'with%

that'from,the single rate tests.

rj\ In an effort to 1mprove the control performanc# p51ng;

‘ relatlonshap between the PI constants and ‘the o) wefg'tln

parameters and thelr effect on the confroR'actlon,:afi'

 of tests ‘were performed w1th‘ ;~ dlfferent ‘choace“ﬁof-Q.

- osc1llatlon in the top gomp051tlon

5

-+ weighting parameters.-since th prev1ous multirate,' tunedf

constants- in  the top'nloop *resulted

little
2 # o

' .

- to calculate the Q Welghtlng coeff1c1ents‘for the top loop :

were PB = 20.0 and TI =-170.0, whlc esulted inqo = 5.05
- ,
and gy = -4. 99 For ‘the bottom comp051 1on loop the PB of

38.75 wa ﬁﬁ%ntalned but to- attempt toﬂ reduce the
5. o

/
° o - . u,

’oscillatlons a TI of 425 0 was used The responses of these'

B
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Figure 8 41 - Generallzed Minimum Varlanqe Control
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. Figure 8.43 - Generalized Minimum Variance Control

based on Modified PI/PI constants
(MR, MFF) , -

L



225

. ~ {(JddW'¥W) SIuelsuod 1d/1d POTITPOW ' .
uo paseq burjybtaM O bursn [013uU0) AWD 103 Siajowered - yH 8 *Ibrd

. v
) : L - _ . )
_ Eura)INIL Euta)IpEIL - _
009 - 00¥ 002 - 0 009 - © 00Y 002 0
t s 1 a 1 N <o 1 N 1 N . 1 A S0~
) . | o ot o
fod m 00
: g0 oo Lgo
[ A 1 " 3 . co- ] L . 1 N 1 N S 0—-
) ) 3
‘0 \ﬂ“ —_——e—————————e— 00
-0°0 @\ _“
8 i _ .
Lo - - Lg'o
— . 1 . 1 . 0c— ' L " 1 . : 1 ~ c1-
— 00 mm . - : 00
c - - \
Log . o ’ : Lgy
[ 1 " 1 a S 0— - P A Y . 1 “ < Or.
Q
—> = oo R - 00
@.
N _ : -50 S L g0
SHALINVYVE ROLLIOS . . SYIAL3INVYHVL dOY

-

#r1 ®)21

€)d

(/190



226

tests are plotted in Figures 8.45, 8.47 and 8.49 and from
these plots the oscillatory behavior is seen to be damped
'but. ﬁowever, as observed by closely comparing Figures 8.39,
8.41 and 8.43 to. Figures 8.45, 8.47 and 8.49, the changes in
the steam flo% in responsé tovthe féqdfahow chqﬂéis are
smaller in magnitude than those ‘shown in Figures 8.45, 18.47
and 8.49, where "tuned" Pl‘consfants were used;to calculate
‘theeQ weighfing coefficientgt“The eontrol performanée that
resulﬁea was poorer in the tests where no feedforward action
and an estimate‘for the‘feedforwéfd action was used. Damping
out the oscillations improved the overall control when the
distgrbanqé can be measured and used for the: feedforward ‘E>
éction, bhf not by huch, as can be seen from the"SAE values
in Tablé 8.5 for the tests using the tuned constants. It is
possible t assume that by_féllowing a procedure of tuning-
‘the PI const nts'fhrther, an even ’bettgf response may be
obtqined. The thning should, however, be carried out fof the
no feedforward, estimated feedforward or measured

feedforward 'schemes individually.
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: Fzgure 8 45 - Generalized Minimum Variance Control
based on Tuned PI/PI constants
(MR, NFF) . :
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Figure 8.47 - Generalized Minimum Variance Control

based on Tuned PI/PI constants
(MR ,EFF) ‘
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' . S R - o - ,

. 1v o C \\ ! . ~

Lo " . Table 8 5 ‘

SAE Values for uMV Control based on Mod1f1ed PI/PI conbtants

t

- — S
- : o ~_ SAE Values: !
Loop - NFF . EFF . MFF
S1ngle Rate Control - Q parameters calculated from

. Cohen Coon PI constants

I

o

Figure > :‘ ”‘8.33 . -8.35 '8.37-

“Top , 162,50 - .174.9 129.0
.8 . Bottom e m 390.8 467.4 . 392.8
Both - .. . 553.3 - 642.3 521.8

It

"Multlrate Contrgl - Q parameters calculated from ,
Integral of Absolute Error PI constants

S

I T
Figure * = % 8.39 . . .8.41 - 8.43
Top o 93,1 7 . 106.2 92,3
~Bottom ' - 324.0 440.7, 390.7
Both N 417.1 546.9  483.0

‘Multirate Control - Q parameters calculated from
. : - "Tuned" P constants

Figure . 8.45- . . 8,47 8.49 -

Top : 97.3_ .~ .100.0 , 92,7 = = ¥
‘Bottom o 584,7 . 389.0 - 380.0 o
Both . RS - 682,0 ~  "489.0 = 472.7

. -*’"T/ff" ‘ :
\
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tkb 5. 5 0 Wexght1ng based on PI/PID constants with g°-0

In order to completely remove the effect of 9o and to

————

. ) a -
alloil\ﬂh”“welghtlng coeff1c1ents to dlrectly correspond to,‘
7.6mpensatqr, one.optlon avallable, as <d15cussed in
Section 6 4.2, is to set go = 0 0. For the sxngle rate
L}

samplrhg tests the .Q welght1ng coefflcxents were calculated

earller from top 1oop PI\constants of PB = 30 0 and TI

170.0. and PID constants of PB = 65.0 , TI = 425. 0 and D

125.0 for the bottom loop. Very.simiiér responses were found
for all three On;the tests, as can be seen from the results
”presénteq in Figures 8.51, 8.53 and 8.55.
Although use oftthe;nultirate control algorithm does
improve 'the"contrdl ot the top composition, as‘cdn be seen
from the results shown in Figures 8. 57, 8.59 aﬁ@ 8.61, it is
agaln ‘difficult to dlstlngu1sh between tne three technlques
' ofﬁemploylng no feedforwardlng, en est1mated value_ and .a.
measured »yalue- of !the dlsturbénce 'fbr_.the_‘feedferward
action. For the mu;tirstf' tests the" constants used in °
calculating the Q,weigﬁtiné coefficients were PB = 20.0 énd
'TI';_170.C fdr the top loop and PB = 65.0, Tl = 425.0‘and,TD 
| = 125.0 for the bottomyloop. Table 8.6 contains a_summa%f ef 
tﬁe:SAE‘vaiues for»-this series of single and multir%%g’

aamnlina t+adte
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96.0

 —

[} | 200 Lo 400 . 00
' TIME(mins)
Figure 8.53 - Generalized Minimum Variance Control
. with go=0.0 (SR,EFF) .
. . ‘ -
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. - T M T 7 T -1
0 ® - 200 . 400 1800
ge | TIME(mins) ~

Figure 8. 57 - Generallzed Minimum V@;lance Control

—-with go=0.0 (MR, NFE“‘T‘
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Figure 8.59 - Generalized Minimum Variance Control
. with go=0.0 (MR,EFF)
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Figure 8.61 - Generallzed Minimum Va;1ance Control
with go=0.0 (MR, MFF) ' '



-

ey ———mpet - O O

-<0
$0—

00

oS-

00

00

SHIMINVYVd WOL108

-¢'0°

Lo .

Log -

@n ©12o
w -

(€}

(©)2zo

uy,

009
L

si333weieg - 29°g I3inbrg
%,

~

(SuTwW)INLL
® oor « o0z

00

N rn.ﬁ

$0-

00

<0

(¥ - @2,

€)d

110,



;f._ o . agable 8.6° .,

SAE Values fo MV Control u911g go=0

- 8.5, 6 Underest1mat1ng the T1me Delay

” A - . S fgg ,SAE'Values: ’
Loop . ‘ ©  NFF EFF MFF
'Single,Rate Control
Figure: -~ 8.g1 8.53 8.55 .
Top ' o 119.9 125.5 122.3 .
- Bottom 4 416.4 . 436.5 411.6
"Both . . .’ .536.3 562.0 533,9 -
_Multirate Cahtrcl,
. ,>' . : ) - ) . .,;‘ .. ) v - . v. - ' - R -g ‘ .
Figure . 8.57 ° 8.59 - 8,61
Top = ° . 88.8 80.6 - 91.0°
Bottom , | 423.6 209.6 - 399.6
Both - 512.4 - 490.2- _  490.6
b ot

Another opt1on tQ. 1mprove the correspondence betwagn
\\-" B

. ‘the Q welghtlng polynomlalﬂand the inverse structure ‘ofra PI

e~ B

compensator,_ as .dlscusseq n SectlQn 6, 4 2, 1s_to_set.go~='
0.0 and’ underestlmate ‘the'( t1me - delay ,relatlng cuthé

man1pulated va{1able and tRe autput for the loop For thlS

™ -

 set of tests bbe Q welght1ng coefslcﬁents Zfe;e:fcalculated
-frcm _the> uned"PID constants used in Sect1 n 8.2, except

t.thtt the derlvative act1on was not used in calculatrng ‘the

, q s fbr the bottom loop.u

-

p "

41?@«1 | f»' ST E o T



"

the single rate ad g

' cont;rmed by the SAE values in Table 8.7 where it can

: : - ~ : ) 248
B NK“ ' «. ST

The «responses obtalned usmng the 51ngle rate sampl1ng

form of the algorlthm are. plotted in Flgures 8 63, 8.65 and

8.67. Examlnatlon of =the responses shows' that it 1is

d1ff1cult to detect any notlceable dlfference in perﬁormaggk;

s

hetween any - of the results presented However! relatlvely

good 'control pggformance was, obtalned compared £ the

results reportedl so far in thlS chapter. Ih’fact for this

-

»~ ‘ :
* particular technlqd!’behtez control behav1or resulted‘ with

L

dtﬂh than whan u51ng ‘the. mu&tlrate form

of the. algor1thm, as can -be» seen‘ from thé responses woln
F1gures 8. 69 8. 71* and 8. l3 Use of the multlrate form of-
“the algorlthm consrderably reduced .the large ldeviat1ons _in
“theﬂj top g‘mp051tlon _compared wrth tﬁ'”dsingle rate
performance, but an osc1llatory response ex1sts. The bottom

composltlon does not appear to be as well controlled as it

was dugang the 51nglg$ ratd’ éampllng tests, and th1§
L 4 - c

N

~
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96.0

1!"0 ! - P Y : A K e T =
S0 N 200 - 400 L 1800
| LB o TIME(xmns) o .
“F1gure 8.63 - Generahzed Minimum Varlance Control .
'w1th‘*go 0.0 an@ the Time Delay ~ TN
Underestlmated (SR{,N&‘) : '» ' '
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" ™ - T e
0 ) 200 400 0 - . . 600
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E‘1gure 8. 6? Generallzed ‘Minimum Variance Control
" with g4=0.0 and the Time Delay ’
Undgrestxmated (MR, NFF)
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e T L Teble 8.7 T
. .SAE Values for GMV Control u51ng go=0, -
. G wlth:the Time Delay" Underestlmated T
b i
S e -
. fagb;* KRR © SAE Values: Ve
Loop . ! " . x  NFF ' EFF . MFF
. SinglepRatengnérOI 3 '
. YR < . . :
. Figure _ & .. 8:63 . 8.65 ° ° 8,67
_Top .~ Lk . 123,0 - 11501, 120.2
g’ottom 7365, 1 361.7 .7380.4
- Both -~ - 488, 1 ~476.8 . 500.6.
Multiraté'tontrol'. - ; o o T l N
. Figure - . 8.69 . 8.7t 8.73
. L Top ' - T .92.9 96.6 - 80.8
Bottom- ' - 414.1 : 1 403.2 ’ 410.5 . o
_QvBoth . .. 507.0 - 499.8 © 501.3 ST
) +
v - o, ' : B § '

‘e ! observed that ﬁhe improvement in“top‘composition control
ﬁperform nce ., under multlrate sampllng is outwelghed by the

decrease in performance for Bottom compos1t10n control
. ,f n"

Iy

’;;8 5 ) Q We1ght1ng Adaptlng with go '{g'f
| The flnaL method con51dered 1n determlnlng Q weighting

, coeﬁficien{glﬁps to allowfthe coeff1c1ents to 'adapt along

Y4
N

. w1th gol in equation 6. 29'v This.was attempted:on the

’_column, but problems startlng up the . controller 'prevented

ll; any- tests from actually belng performed leflCUltleS arose- ’

| 751nce*any problems w1th parameter tun1ng are compounded by

& oo t o b
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'1using gorto;determinevthe 0 coefficients. hs a4 result, therQ:

‘Weightfng coefficients varied . Considerably as’rgq~ was

=1dentjf1ed ‘and the control'action that resulted was“‘veryr
errat1c dur1ng ‘the tunlng 1n phase of the controller.

q(é Summary of ExperlA:ntal wOrk . g‘ , ‘. \e : i\h; .

. ;{ To fac1l1tate a compartison of the control perforl’nance~h

. /

obta1ned u51ng the dlfferent control algorlthms for control
/ ‘ . ;
/ ofA the column the SAE values have been tabulated in Table

8 7. Gﬁ//he basis of the lnformatlon in this table it 1is
,d1ff1cult “to state spec1f1c conclus1ons, especially

~
‘con51der1ng that- the experlmental work. is only reproduc1ble

~to” within %+ 8%. In »general, however,.multirate control
imprOVedfcontrol of thebtop compgsition, although‘frequently

the bottom comp051tlon control suffered as the result:

-

“Any of thvymethods employed to allow the Q welghtlng'
polynomlal to take. on the~ inverse structure of the ‘'PID

compensator, in conjunction w1th no feedforward action,

\

\ resdﬁted in a controller performance as goodior b tter than

\ the performance obtalned u51ng the tuned multllo p PI/PID

\
R controllers..Tunlng of the constants used to calculate the Q

\we1ght1hg coeff1c1ents canxlmprove the performance of  the

\elf tunlng _controller. However, this tuning was not

p rformed 1n this study except to show that the tuning’ may

follow a procedure '51m11ar to that uSed 1n tun1ng a PID

con roller. wlthout tunlng the constants used to calculate

L g .
the \?. welghtlng coefficient in the:_51tuations‘where an
R ‘ ‘\\ )
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Summary of Experlmental Results

A

:1

.
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Control’/.Strategy

SAE Values:

NFF EFF MFF
. Single Rate Control
. , . — B
PID / Constants from Cohen-Coon - 770.8
PID / Well Tuned Constants 539.4 ‘
MV /Q's from PI/PID 545.0 541,0  502.0
v~GMV / Q's from PI . 555.5 522.4 - 534.0
GMV / Q's from Modified PI 553.5 642.3 - 521.8
: / Q's from PI/PID -with go=0 536.3 562.0. 533.9 -
/ Q's from PI with go=0 and N .
‘the "d€lay underestimated 488.1 . 476.8 500\ 6
Multirate Control '
PID / Constants from Cohen-Coon 1753;> ‘
PID / Well Tuned Constants ' 492.4 . o
GMV /.Q's from PI/PID 521.5 590, 6 551. 6
GMV / Q's from PI 513. 499.8. 545.8
GMV / Q's from Modified PI - 417.7 546.9 483.0
 GMV / "Tuned" Q's - : 682.0 489.0  472.7
GMV. /. Q's from PI/PID with go=0 512.4  490.2 490.6 -
GMV / Q's from PI with go=0 and S wm ~ -
the delay underestimated 507.0 = %299.8. 501.3

-

estiﬁated or 'measured"value of the disturbance is used to

%

9
provide the feedforward actlod‘.ht is unfair to compare the

performance of the self-tuning controller to the performance

of a

signal. In Figures 8.23 and 8.35
noticed in the steam flow. This
parameters that had not properly

;posSibly have been avoided

N

self-tuning controller that

. . J- . \“&' .-

utrTTzedr

may - have

erratic

y

no feedforward

- identified.

by'tnelzntroduction of

A'teéulted

It

a

behavior was

from:

could

_small L
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‘1

disturbance after'%witthngnfrdg,,utilfzing‘-ho :feedforward

action - to using an estimate oft* the- disturbance to provide

"

feedforward action, then 1e£ting the controller reach steady

state before the feed. fléa' steps. This would .give the

parameters a chance to identify since the switch. to

feédfogward control may not have caused enough - of a

‘deviation in the outputs to allow for'proper iden;ification.;

.



9, Conclu51bns O ;5
ThlS work has concentrated on the use of PID controller

constants 'to determine -coefficients to- be used in the Q

weighting polynomial "of a self tunlng -COntroller.b_ The
under ying incentive, has been the desire to 1nylement a
self tuping controller on an exlst1ng plant operatlng under
PID - conkrol with a minimum amount of effort maklng use of.
the PID controller constants. . o . .'"'f
In order . to evaluate tnef optimum methods  used in-
calculating the Q weighting, the column uas~£irst.run under"
PID control and the controllet constantevtuned on the basis:
of the total SAE value. Under 51m11ar cond1t10ns of ”not
using;'any feedforward ~action, a varlety of technlques fordl
w?alculating " the (Q fweight1ng_ coeftzc;ents from the PID

constants were" employed. Through experiments performed on

the pilot plant distillation column, the control performance

© was evaluated conpared “with -that ,uslng conventional
multiloop'PID control.m | 2

With no feedforward action, all tests demonstrated ighat’
the selfftun;ng_controller could'oertorm-at least as well as
vthejPID controller, within experihental accuracy. Whetheerr
not the derivative term of the PID controller was included.
in the Q weighting coefflclent 'calculgtionS' had littlef
neffect‘on the control benavior..Underfsingle rate sampling
the only test'fto provide eienificantly better control

'performance than any other was that whith used Q

coefficients calculated from the PID constants but 1gnor1ng

265 " :
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the.dgE}vative tetm, setting‘gd - 0.0 and underestimating
the time "delay. This technique should provide the best
eontnol- performance since it allows the; Q ‘weighting
. : . :
polynomial to take the form of the inverse-PID compensator
as well as allowing the pred1ct10n term in the control law
ito be unaffected by ﬁactorlng out gou(t)
The above-mentioned technique was outperforMed under'
b-mult1rate sampling for one test, that be1ng when Q weighting -
parameters were determ1ned from the modified PI 'controller‘
constants. This result, 1mp11es, that tun1ng of the Q
: weighting parameters calculated from tuned %IDv controller
constante wou}d_improve the éontrolaperEOrmanée.vAlthouoh it
appears that ' this tun1ﬁg procedure could significantly
improve the 1performance, the dlfflCUltles assoc1ated with
manual tuning would then be introduced to the self-tuning
controller. |

- In generai, use of the multirate form of the control
algoritnms "provided 'sldghtly better overall control of the .
colﬁmn."The _control of Athe top. comp051tlon improved
_cOnsiderabl& by using. multlrate sampllng, but there was a
deterloratlon in the bottom comp051t10n control performance.
It was not p0551ble under elther s1ng1e or multlrate control
to get the self-tunlngvcontrol;er'operatlng at steady statez'
while allowing the Q weighting‘coefficients to be calculated
from a:function ot_fgo. The -variation of 'go 'during the
parameter tuning-in phaae Was«echoed in the ualues of the Q

‘coefficients to produce unstable control. Minimum variance
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control was.also found to be unsuccessful in controiieng the

N,

coldmn.' NS
As a result of. the tests using an estimated and

.measured values of the disturbance to provide the

feedforward action, it was seen that the use of ‘feedforward

i

actlon may . be desired when using tHe single rate sampllng
form of. the controller " and not desired when -using 'the
multirate sampling form, However, any comparison with-the

PID tests that were performed when no feedforward action was

~ used would be unfalr. If_feedforward actibn ls»comoined with

an existing feedbeck control‘~loop containlng PID control

“‘action,‘ then the  PID. controller constants would need to be
retuned, thCh was not done in this study Hence . there is no

- ‘o

reason tp expect that the PID controller constants used in,

'calsulating the Q coefficients were the best constants to
" use when feedforward action was employed 1t should be noted

how easy 1t was to 1ncorporate the "use of feedforward actlon

.
[
)

in the self—tunlng controller. i o,

-

The results of this study have 'shown that it |is

difficult tO'improve on tuned, ’conventional PID controllers.”

The dr1v1ng force behind the development of the self-toning

controller is ¢t ‘\de51re to 1mprove the ‘control of

t1me vary1ng processes, non—11near procesgesr or processes

that are both non-linear and time- vary1ng.JThe dlstlllatlon,

column does exhibit ‘non-linear dynamics and K therefore

represents a challenge when tuning ;é' PID controller,

I

However, over the course of this studi it can be assumed

"

ot
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that the distillation columh was -a"time-invariant process

and hence the benefits of a self-tuning controller have not

féen_fully demonstrated.



10. Recommendations
‘.. Several areas of future studies 06~zhe column-using the
self—tuﬁing controller may be considered. P
Initialize the data vectors with’typicai v Lesmior the
. flows, setpoints and compositidns. In' startfing up the
self-tuning controller, the data vectors are initializedr to~
zeros, making it necessary to collect data for some time
'before using the identification routine.

Initialize all\'the coefficients to noﬁzero values of
the séme order hi.magnitude as the expected vglue"of the
coefficients, It was demonstrated that in the simulation
fesults presented in Figure ’7.10, the use of a 'nonzero
inigial value for qgo resulted in a. slighfly smodther
tuning—in phase for the controller. -

Refine ﬁhe technique of allowing the Q weighting

coefficients to be functions of .go. This looked very

promising in the simulations but it was not possible to

nduct an experimental test due to the difficulties in

starting the controller.. It may be possible to use this

4

Atechnique'if_thé Q coefficients were taken as constant
valﬁés for the initial tuning-in period. Then, once the
self-tunihé controller was operating at steady state, the Q
» coefficients could be changed on-line to be functiohs of go .
| ‘This is-not poésible with the current software.

| 'Inéofpp;éte one of the many on-line self-tuning PID
structured controllers, cf Chapter 2, to tune the Q

weighting coefficients after the self-tuning controller is

269
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operating at steady state. This would  combine two
self-tuning oceontrollers 1into one, "and ‘would avoid the

necessity of manually tuning the Q weighting coefficients.

It was obvious from this study that Q weighting coefficients

‘calculated from tuned PID constants can be tuned further to

obtain a better response to gisturbanceg.
3

All g}‘thé‘tests performed during this work have used a°

constant f%rgetting factor. In view of the fact that
frequently very. little parameter .adaptation took place
during the cou?se of a test, the possibility of turning the
identification routine off or using a variable forgetting
factor - to cut down on fhe computer usage should be
investigated.

lStudy the effect on control performanée on reéucing (or
increasing) the number of coefficients of . each polynomiql
used in the control law. This would help to indicate how

N

adequate the linear representation of the column is as far

as determining the required number of parameters, and could

“affect the computational requirements of the algorithm

consiéerably. “;

It would be very useful to study the performance of the
self-tuning contfoiler' under conditions where the process
characteristics are time varyfng. This would bg'difficult to
accomplish with the pilot scale column so another pilot

plant unit should be considered for further studies

involving the self-tuning controllert.
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On thé distillation .column, the use: of inferential
contro%, to infer a value for the bottgm cbmposition"from
tray temperatﬁre measurements between available G.C.—
analyses, should be examined. By reducing the effective
sampling time 1in the bottom qshposition control ]oop, the

overall control may be improved.:
_An investigation int;\the possibility of an automatic
start-up procedure should -be conduqted. Some industrial
app11cat1ons require frequent shut- dow¥s and start-ups and K
complicated start-up procedure wou{d be detrimental .té
‘acceptance of the algorithm. ;

A comparison of some of the - J;rious available
self-tuning. controllers would be of‘value. As more §nd.ﬁore
algorithms become available it  becomes increasingly
difficult to determine which of the-aléorithms:ﬁfz best
suited for individual épplication§, or even how to compare
the various methods. |

From the experience of operating t'he'column during the
bgprse of this study, several areas of possible improvements
have been noticed.” ' ’/”WM\

Adding 5- check in the maiﬁ program of the colymn
' software to set the system state to "WAIT”'if7~{Qf insrance,
the feed flow dfops below 10g/§. ~The currehfwgmergency
shutdown proéram in ;ge HP1000 turns off the reflux, feed
and bottoms pumps and shuts off ’Ehe,‘steah flow fb the

column. However, in the event of an emergency -shutdown, the

LSI 11/03 continues to operate the GC. Once the column has
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drained no liqufdléample can be sent to the GC and, if the
GC'continues to operate without any samples, recalibrating
the GC will “be inevitable. Similarly, shutting off the GC
sample pdmp should be included in the emergency shutdown ’
proéedure. o e - . ..

It may be possible to improve the analysis of both the
top and bottom compoé{tions. Comparing any of the plots
‘showing the top compogition with those obtained in a
previoﬁs study, (vagi, 1987), the current.{op composition
signal appéérs to éxhibit a muéh nois;er response. If it s
not possible to decrease the sensitivity of ﬁbe analyzer,
vai}te;ing of the top composition should be considered. S{pce
it is .possible. to sample the top composition very
frequently, sampling every six seconds and avéréging the‘

e

last three values to obtain' a current value for the
'

identification and control would eliminate much of the
undesirable variance. )

In thg.bottom loop a significant difference between
this aﬁd the previous study is that a portioh of the tube
leading to the Gé"éampling valve had plugged and has been
replaced with ‘a tube of a smaller inside diaméter.-As the
resylt, plugging 1in the;b line occurs more frequently -
resulting in more down-time. Replacing the valve would be
necessary to overcome the problem althouéh scheduling weekly

maintanence for the valve would help to prevent both

plugging and interrupted tests.
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\ During the current study the domestic cooling ‘water
system was used as the waéer'supplied to the cdndenser. An

zttempt should be made to again use the congsant head water
supply to reduce utility costs. -

To improve the portability of the University of Alberta
§elf-tuning package to make it more accessibie for possible
industrial implementaé&ons? a HP3390A Reporting -Integrator
should be used to replace the HP1000 in providing th! LSI

with a suitable GC report.
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Appendix A

Example of Matrix Notation

An example is used to illustrate the multivariable

system representation in equation 3.32. A sipple 2*2 system

may be represented by the following equations:

and

a0y (t)

azioy (t)

+

+

~

a;1,y,(t-1) +

a‘ZOYZ(p) + a,5,y2(t-1) + i-i =

z° " 'byyou,(t) +
2" ' ?by 0u,(t) +
Z-d"d|1oU|(t) +

z-d'zd12°Uz(t) +

z

Z

2

Z

—k"b|\1U‘(t‘1)
-k‘zb|2|U2(t‘1)
_d|IdL11U|(t'1)

“9r1g, 0, (E01)

Crios (t) + cyy g, (t-1) + .

Cra2o082(t) + cyz2,82(t-1) + o

az 1y (t-1) +

—

aza0¥2(t) + azz .y (t-1) + - =

2 %% 'by,eus(t) + 2% by u,(t-1)

2" %22, ,5u,(t) + 274 2b;2u,(t-1)

Z_dz'dz|oU|(t) + Z-dl'dz1|u1(t_1)

2" 923dz,0up(t) + 27%2%dz 2 u,(t-1)

C21051(t)”+ Cz11§¢(t“1) +

Cr2082(t) + Crzy8alt-1) #
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+

+

(A.1a)

(A.1b)



With the

following= substitutions to

polynomials in the backshift operator:

Ayy = a0
Ayz2 = a@i20
Ay = Az2910

A2 = Az20

By = biyyo
B2 = byzo
Bz, = baio

B2z = bz2o

Dy = dyio
Dyz = dizo
lDzr = dzio0
D;2 = dazo0

Ciy1 = Ciio
Ciz = Chyzo0
Cz2y = Czh0

Czz2 = Ca20

equations A.la and A.1b may then be represented as:

az2

a2

dz,

Aaya(t) + Ay (t) =

~

and

&
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the

Z_k“B|‘U1(‘t) + z-k‘zB|2Uz(t) +

z %' 'D,,v,(t) + z-¢"'D,,v,(¢t) +

C!lgq(t) +‘C|zsz(t)

(A.2a)



A21Y|(t) + Azz}'z(t) = z“‘"Bz.u,(t)

Z",‘Dzyv‘(tj
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£+ Z‘h'lai1Ug(t) +

+ Z‘q“DngI(t) +

)

c,,s_.(t) + C,a8,(t) (A.2b)

In matrix notation equations-A.,2a and A.2b can be expressed

as:

A,y A2 Y , By, B,
= gk
Az, A, Y: B2y Ba,
‘ Div D,
z-dlj
D,y D2,
L
Civ Ch:
Czy Cay

Y U, §

{1
|

-e

Y: u; $2

M

§
{2

(A.3)
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Avy Az L ‘\Bi..1'.B12

Az Azaz | E Bzyr Baz |

Ct; . D11_va12

. ' r _= )
Cz2 | D> .Dzin Dz

allows equation A.3 to bé;&;ittgn‘as:' -

., ¥

AY(t) = z**'IBU(t) + CE(t) + 2z~ IDV(t) . T ()

2

7EEG

which _is' equivalent Ctof”%fuation 3.32 except'Jthe zf‘J

arguments are nHot shoWh‘explicitl¥. '



Appendi#’B

¢ Differentiation of Cost Function

;*Q' Vgﬁﬁb details of the differentiation of the cost function

_1n equation 3.46 are presented here. The cost function to be

-~

mgnimized in the derlvation of the control_law»1s. RS
_ _
= IPY*(t+k, 5 [t) = RW(t) ] [PY=(t+k, |t) - RW(t)] +
[Qu(t)]t[QU(t]] + o3 uii ’ : (B.1)
o . \
Thej?xnm ‘ng’ Zunction is minimizediby selecting U(t)
such tha't _the partial deriVative“of the cost fﬁhctioh with
respect to U(t) is zero. Since o%..,; is assumed to not be a
" function.of U(t), then: | o ’
.33 = 3 {[PY*(t+k,,|t)- Rw(t)] :3'% (t+ki,| t)-RW(t)]}
- ou(t) aUFt) _ :
. g % .
4+ 0o {loru(e)1lQ'u(t)]} (B.2)
3u(t) g "
The differentiation is accomplished in several stages.
Making use of a relatithhip developed by Sage, [1968], and
‘. corrected to: - | ‘
.\‘\ ’
S = M'NO ' - : . ‘ (‘B..3)

" where M and O are m*1 vectors, N is a m*m matrix, thens

-
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drr-
[ad 1}

= | dM' |NO + | dO' |N'M + M'f dN lo . 1B.4)
dt ‘v‘-; _ dt ‘ - L dt : .

v
g

’

For the first term of equation B.2 M, N and O become:

M = [PY*"(t+k;|t) - RW(t)]
“N=1 ]
Q0 =

[(PY™(t+k;,|t) - RW(t)]

Then, wuwtilizing the relation of equation 3.4,’the differ-
: R . : \
entiation of the first portion of equation B.2. beccmes:

-

3 . {[PY'(t+ki1|é)'— RW(t)]'}I[éY‘(t+k.,|t) - RW(t)] + .
3u(t) - ' N : - ,
9 {[PY*(t+k,,|t) = RW(t)I*}1*[PY*(t+k,,;|t) - RWYt)] +
3u(t) ’ : ST ‘ '

[PY™(t+k;;|t) - :RW(t)]*'|_ 0ol [(PY* (t+k;.|t) - RW(t)] (3;55

Since i is not a function of‘éit), a1 / aﬁ(t)a= 0 and’
the third term of B;S may be'dropped; It is still necessarj 
to determine an'expreésion for:

, | ) |
3 [PY"(t+k,;|t) - RW(t)]* | (B.6)
SO0EY x | g
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& . ' : :
In Chapter 3, it was shown that: ' s

PY‘\(t+'kHI‘t) -_-.pdpc-ny(t) + zkli-kleC"P[J.'_(t)
+ g1 SdHIECT DV(E)  0(3.47)

B
N *

)

And, because U(t) is’the only element on thé_right‘hand side

which is a function of U(t), then:

d Ipy'(t+k;i|t)]‘ 2 [ECT'BU(t) ]S

- 30(t) ‘ | F30(8) .
= E(0)C(0)-'B(OY* ~ (B.i)

Aéain, it 1is only - the firstﬁférms;qf the E, B and C
polynomials that are of interest. RW(t) is rot  a function of
»U(t), hence its derivative with respect to U(t) is zero.

This results in the first term of eguation B.5 of the: form:

o

]

E(0)C(0)-'B(0)[PY (t+k, |t) - RW(&)]  (B.8)

¢

Following the same procedure for the second term of equation

Y )
ggg.s, 1ett1ng._

'\g : ) i ‘ ‘ a .
o M= [QU(t) ]k . -y 6
| L . .
o0 = [Q'U(t)]

~

‘It follows that the derivative of the second term- of

equation B.5, using equation B.4, becomes:



292

3 {lo'u(t) 1t} U(e)] ¢ 8 {[Qu(t)]'}1tlQrult)]

5OTT 30(E)
+fQruee) 1t af1ilo ()] (B.9)
™

The second term of B.9 is zero, and:

‘3

d [Q'U(‘:)]‘=Q"(0)' _ o A | (B.10)
du(t) .

o
. R 9 .

Combjning equations B.5, B.8, B.9 and B.10 to replace

the respectivel v lues in equation .B.2 results in the
differentiation being expressed as:

LN

0dJ
3u(t)

2E(0)C(0)  +/0)*[PY*(t+k,,|t) - RA(t)]

SO

+20'(0)'Q'U(t) | - (B.11)

~ Given as equation 3.47. ’ y



Appendix C

Calibration Data for the Distillation Column T
-

Table C.1
Top Product Analyzer Calibration

Chart . mvolts Coﬁposition :
L (%) " - (mass %)
48.5 2912.4 - 95.362
" 30.0 2710.9° 95.942 -
10.5 - 1404.6 97.084
86.0  °  4326.5  93.626
700 3740.5 94.039

L 2

Top Composition- (-0.00119) * (mvolts)_+ (98.6867)

' Chart % = (0.02575) * (mvolts) - (25.9586)
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[

Table C:2

Top Product Flow Calibfatio& y
O Fls . \
Chart mvolts Mass .Time '~ 'g/s - SQRT{mV)
(%) .~ - (Ibs) "(min:sec) .
7.0 1184.2 75.0 . 102:17 5.543  34.412
K‘ . . - N .
15.5 1618.2  30.0 30:25 7.456  40.227
94.5 5405.0 = 35.0 15141  16.871  73.519
57.0 137371 26.0 14:27  13.608 61.132
0 24:06 9.411 . 47.793

28.5  2284.2 30.

Top Product Flow (g/s) = (0.29024) * SQRT(mV) - (4.3465)




Reflux'Flow Calibration

Table C.3
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Chart mvolts

61

4

Mass Time q/s SORT (mV)
(%) (1bs) (min:sec) ‘gqq '
10.0 1467.0 ' 20.0 32:20  4.676  38.301
20.0 1840.0 . 29.0 33:57 6.458  42.895
30.0 2216.2 .25.0. C24:17  8.094 47,077
20.0 . 2645.6 . 35.0 29:01  9.119  51.435
50.0- - 3040.1  32.0 23:72 10.427  55.137
60.0 . 3425.1 32.0 21155 1.038  58.524
70.0  3806.8 33.0  20:50 1.975 699

Reflux Flow (g/s) =

’

Sy

(0.30649) = SQRT(mV) - 6.7198
(- Shlft of 2.8.g/s in'the recorder "zero)
(0. 30649) * SQRT(mV) - 3.9198
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Table C.4
Feed Flow Calibration

- Chart mvolts Mass Time . g/s  SQRT(mv)
(%) (1bs) (min:sec) '
725.0 1991.0 42.0 24:30 12.960 . 44.622
35.0 2367.5° 45.0 22:58 14.812 48.657
45.0 2734.4 ~ 48.0 21:40 16.748  52.292
55.0 3137.7 © 40.0 16:11 18.686 56.015
65.0  3503.5 41.0 . 15:24  20.127  59.190

75.0 3913.3 47.0 16:16 21.843 62.556

Feed Flow (g/s)

(0.50797) #* SQRT(mV) - 9.6778

P



Table C.5

Steam Flow Calibration
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-

11.670

Chart mvolts " Mass Time g/s SQRT(mV)
(%) (1bs) (min:sec) ‘

30.0 2173.3 10.5 10:39 7.453 46.619

38.0 2487.3 12.9 11:52  8.218 %9.873

46.0 2799.6 12.7 9:19 10.305 52.911

54.0 3118,8 10.6 6:52 55.846

Steam Flow (g/s) =

(0.47818) * SQRT(mV) - 15.1248
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L . .
>
Table C.6
Bottom Product Flow Calibration
Chart mvolts Mass Time g/s SQRT(mV)
(%) (1bs) (min:séc)

.. 81.0 4979. 1 64.0 30:13 16.012 70.563
66.0 4180.1 . 48.0 24:45 14.662 64.654
55.0 3590.9  45.0 25:51 13.160 59.924
41.0 2884.3 45.0 30:37 11.111 53.706
22.0 1940.3 30.0 28:23  7.990  44.049

6.0 1265.3 17.0 31:32 35.570

4,076

Bottom Product

Flow (g/s) =

(0.33971) * SORT(mv) - 7

.4287




Appendix D

Pseudocode for LCistillation Column Routines

Run the main program (MAIN1)

1 = Initialize (Call START! - which reads the main data
file, RTMIST.DAT, to obtain the:
sampling times and
calibration data ftom the model section,
number ofr each type of parameter, °
parameter initial values, - )
assumed time delays,
‘type of idgentification, -
forgetting factors, - -
initial value of the covariance matrix
(and initialize the matrix),
initial set points and : -
the initial control settings
from the system section, and the
upper control limit,
lower control Iimit,
max imum percentage change in control
control action (direct or indirect),
PB, TI and TD to be used in calculating
- . the Q weighting polynomial coefficients,
number of Q polynomial coefficients,
number of P polynomial coé&fficients,
numerator and denominator polynomial
coefficients for Q,
numerator and denominator polynomial
coefficients for P,
PB, TI, TD parameters for PID control- and
feed initial conditions and disturbance
pattern (if-any) from the control section.
START! also calls:
COFSET - to calculate the trapezoidal
approximation to get coefficients
for a PID controller polynomial,

ANIN - to get initidl feed, reflux and
: steam flows, -
DOUT - to start the GC routine and
CLOCK - to initialize the timer.
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Look for an.incoming GC report (Call CHARIN).
Check thetkeyboard for any input (Call KEYSC)
If there is input, deal with it (Call POCSR - POCSR

allows the operator to introduce disturbances,
stop control, change parameters, etc.)

300

1f there hasn't been a GC report yet - return to (2)-

I1f there has been a-GC report:
Retrieve the report (Call GETGC)
Restart the GC routine (Call DOUT)

Obtain the latest top composition* feed, reflux and
steam flows (Call ANIN)

\
Per form control (Call CONTR1 - CONTR1 will determine
. if it is time to introduce a
disturbance, it will perform the
calculations for the STC or PID
control algorithms, limit the
control action and send the desired
- set points out to the local flow

controllers {Call ANOUT)) :

Generate output and write it out, either to the
screen or -to a disk for steorage

Reset the GC routine . -

Return to (2)
Vad



