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ABSTRACT

The meanings of words are considered in the following
dissertation. The first half reviewnvbelevant l1ngu1stic
tfﬁqghcal semantfcs. It

g A
is shown that moiw*invest1gdtcn. :

structured set of meaning components for describing various

and psycho]1ngu1st1c l1teratu

7eo to d1scover a

~ word meanings. - The author proposes that‘the sub3ect1ve lex-

icon is not simply a structured store.of -inherent meaning

components attaohed tp word forms; understanding word mean-
ings is also an interpretive process. A language user con-
s1ders contextual cues as well as. h1s Knowledge about the
speaker in order to dec1pher the appropr1ate 1nterpretat1on
for a part1cu1ar 1nstance of a word. When the context is
somewhat 1mpover1shed as in an exper1mental setting, sub-
Jects resort to the most conventional 1nterpretat1on of a
word’'s meaning as a ba51s for respond1ng ‘Certain pr1nc1-

K."

~ples for ut111z1ng frames of reéerence determ1ne the nature~

of the conventional response -Three 1nterpret1ve framesrof

reference are con51dered concrete evaluat1ve and social.

The experimental portion-investigates‘these three

“

frames of reference: tools and furniture words are used as

examples. of the concrete:frame, emotion terms and interper-

sonal verbs illustrate the evaluative frame, and pronouns

and»Kinship‘terhsiare'social lexical sets. The subjectiVes

°



) organization"ofxthese\six lexical fields was sludied'byi
oding subjects’ judgements about the Simiiarity of'meaning
among . the terms in the set. Two techniques were used' sdb-

,) Jects either rated similarity of mean1ng d3rectly on a n1ne

i point scale, or they sorted the words 1nto p11es so that |

‘each pile had some meaning component(s) in common. The re-

sults showed that éevaluative terms have a strong positive-

negative component. concrete words were categort ]
RIS 4

.1ng to location used or funct1on while social wende

organized using ego as a‘reference point. ; o

Another sxudy compared subJects responses to noise
words with their responses to the actual noises which were
the referents of those words. In both cases the results
were similar, suggestino that the meanings of linguistic and
.nhon-linguistic stimuli may be proceesed in a similar way.
This study also showed that subjects will respond 1d1osyn-
crat1ca]ly when they have insufficient contextual 1nforma-

tion for determining an appropriate conventional response.

The final chapter d1scussés cogn1t1ve process1ng and
speculates that the frames of reference represent cognitive
streteg1es for interpreting mean1ngfu1ust1mul1. The chapter
‘also presents some suggesiions.for fUrther research in lexi-

cal semantics.

" vi
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. OVERVIEW “

o
v

The study of meaning is—as complex and intrigutng as
the human mind which finds meaning in a]most all aspects of
experience. Even when the area ‘of concern is restr1cted to
word meanings, as 1t is here, one cannot hope to account for
‘all facets of meanlng ~The fo]]ow1ng chaptens present those
aspects most 1mportant for developing - a theory of lexical

semant1cs There are two ma1n~sect1ons, ‘a. 11terature review

and theoretical d1scuss1on of approaches to word mean1ng,

\

and some experimental 1nvest1gat1ons of the ‘ways people\or—a

,\\

gan1ze words accord1ng to their mean1ngs

In the past the view has preva11ed that mean1ng is a

- ~property of words which céan be 1nvest1gated 1ndependently of

"real world cons1derat1ons The present author does not ac—
cept th1s view-as a v1ab1e approach to understand1ng mean-
1ng Th1ngs (1nclud1ng word forms) do not have meaning;

they are endowed with mean1ng by th1nk1ng and feel1ng human

N
_ be1ngs who have certain expectat1ons about the events. and



experiences affecting:thetr‘]i;es. ~When confronted with a.
meaningful stimulus a‘person tries}to interpret it by ustng‘
~information about the present conte%tﬂand hiS'past experi-
“ences. Understanding mean1ng is a dynam1c process whereoy
all elevant 1nformat1on is sampled and mon1tored until the

_message has been satisfactorily dec1phered. The ]nterature

review and the exper1menta1 results reported below were both

1nterpreted w1th the precedlng assumpt1on in mind.
' - I ) ‘ v
The first dhapter discusses the various Kinds“oﬁ'relaf

t1onsh1ps wh1ch m1ght hold among word mean1ngs such as
‘ synonymy or antonymy - Words wh1ch share mean1ng components

| can be prganized. into lexical f1e1ds it is often assumed

that these f1e1ds might character1ze the structure/of a lan-"

guage user s 1nterna] lex1oon It 1s the” op1n1on of th1s
author that lex1ca1 f1e1ds do not represent menta] con-'
strgctst///ther/ they are s1mply a conven1ent descr1pt1ve

e

device for showing relat1onsh1ps among word meanings.

\

In Chapter 1 it is also noted that the connection be-

tween a word form and its meaninghis essentia]]y arbitrery

1

However, the mean1ng a part1cular speaker ass1gns to a word o

does not necessar11y appear arb1trary to h1m since the con-

vent1ons for commun1cat1on in his society constra1n the ;

s

- meanings which might be assigned to words. Later chaptersv



~ develop the notion of

bptional meaning, and it is .
: ; :

ware of what is conventionale
\

acceptable in their‘linguistic community ,\They use this

..propOSed that people ar

convent1onal knowledge ‘in dec1d1ng how to respond in an ex-

per1mental task. . L i

The second and th1rd chapters review l1ngu1sts and |
psycho1og1sts attempts to find the semantic propert1es at-
tached to words Some researchers in both d1sc1p11nes have
Ihassumed that there 1s~a 11ngu1st1c semantic aspect of ‘word
.'mean1ngs 1ncorporated 1nto a grammar which is separate from
the other types of mean1ngs assoc1ated with words such as
:fthe1r affect1ve or referent1a1 mean:ng ‘Much of the d1scus-v

i .
_s1on in these two chapters 1s devoted to show1ng that

B attempts at quant1fy1ng 11ngu1st1c or some other type of

‘mean1ng have fa1led because it is 1mposs1b1e to separate

mean1ng from the people who use it.

vThe/Fourth;chapterbpresents some of the issues relevant
to a. theorv of lexica]’meantng The author proposes that
people are much more act1vely 1nvo]ved in the 1nterpretat1on
of mean1ng than has genera]ly been supposed Context is im-
portant in gu1d1ng a 1anguage user as to how a lexical 1tem
ought to be 1nterpreted The more spec1f1c the context, the

more clues a hearer has for the 1nterpretat1on of mean1ng



|  when context ié étia minimum, language usé}s résorf to the.
hoét oénventioha]-intefpretation}accepbable‘in'their jin?"

guistic cbmmu;}ty. It is the opinionﬁQf the author that

‘peqple do not merely search some §6bt_qf a sfructUred lng;
con for.WOrd‘meaningé. The interpretatfon of‘méaning canf
a]sd,be‘a process whereby people make use of all Kinds Qf‘

'infofmation avai]ﬁble‘tb Ihem!ﬁ.Léﬁguage usérs also employ
Ipefféin'pﬁinéiples-for org#nizing information as an aid to

' inteEpretingimeaniﬁg. Thesé’ofgﬁnizing principjes are
calJed framés:of ﬁefereﬁce;.fhfee such %rémes are discussed:
cOncréfé, evélﬁative,kand éocial, It.is'suggeSted that%:.
thesé'frames may corfespoﬁd tQ'three basic human‘activities:
making affective jdﬂgements,fcatégor{zingVenvibonméntal-

stimuli, and social interactions,

The remaining chapters describé experimental fnvestiga-
tions whjch provide empirica? eVidehce fdr'some of the
propdéals in Chapter 4. Chépter 5 preséntS'the-technical
details of the data gathering and data analytic methods.
_Theq,<the Fo]}owinguchapter reports evidence fortthenthree
frames of reference."Two different lexical fields aré)used
‘to illustrate each frame. In eaéh study, it 15 assumed that
' subﬁeCts responded with what they thouéht'wefe‘conQention-

ally;acceptable résponsés,‘since the experimental setting



providéd enough contextual information for subjects to

" . access conventiqna] information.

One of the two studieslreported in Chapter 7 shows that
‘subjects will respond idiosyncratically when they do not
have enough cbntéXtual informat%on for‘deciaiﬁg on .a cohven-
tional neéponse. 'The other study supports the author’s con-
tention that linguistic material is not necessaﬁify |
| procgégga differently ‘than non]fnguistic stimuli. Subjects
responded to words and the physica]]y.pefceptiblé referents
of those words in a similar fasHion. If words evoke a
-,uniquely_]inguistic'response; as many theorists.claim, the
”lexjcal stimuli should have produced different results tHan
the perCethal-stimdli" Since the responses were similar |
for the two types of stimuli, it is likely that the meanings
of-words and :the cognitive repfesentation of pefcepts are

also similar.

‘The.final chapter presents the author’s (highly specu-
]qﬁive) conclusions about lexical meaning. It ié suggesfed
that eﬁployihg frames of reference for interpreting word
'meaningé may be bart of a general éognitive strategy‘fo; in-
terpreting meaningful stimuli. The final chapter also
cbntains'%everal suggeéJions'for further rese;Fch in the

area of lexical semantics.



CHAPTER 1

WORDS AND MEANINGS

+

- Introduction |
In many primitive soc{eties words are endowed with pow-
erful magical properties and to speak certain words ié to

evoke their magic. Even in our society words are sometimes

treated as if fﬁg§‘ﬁgré the things they represent rather
than méreylabels; many hotels, for example, will not label a
thirteenth fldor because the word thfﬂteen is considered to
be unlucky. Words are the mos t fUndamentaI meaning con-
veying elehenfs of-a language. Children are aware of their
usefulness for relaying messages at ah early agé, and words
are somé of the’first 1inguisti¢ units acquired; Naive
speaKers haveé no difficulty identifying tbe words of theﬁr
llanguage, but scholars have found it difficult to define
word as a technical term. To‘determine the meaning of a
word is a prbblem still unsolved by Iihguists, philosophers,

¥

and psychologists.



Meaning is not a state or property of words. Rather,

it is a process engaged in by a communicating speaker énd a
hearer. During the construction of an utterance intended to
convey a particﬁiar message, a speaker chooses those words
‘which he thinks éré best able to evoke his message in the
hearer; he must make use of his knowledge-about the worid,
linguistic devices, and glso what the speaKer assumes the
hearer Rnows (Rommetv%it, 1974)._ If the speaker miscalcu-
lates and the hearer interprets the intended message in an
unintended way, comnunication is to tHé extent ofﬁfhe |
hiscalcu]ation, unsuccessful. One of the major themes
throughout thié work is that meanihg mugt be studied as a
cognitive pheqpmenon/takihg into-coTsideration encyclopedic

as well as linguistic knowledge.

.,'Word-meanings forge a 1ink between the linguistic sys-
tem and the human conception of the world. This chapter
discusses two different kinds of links: arbitrary relation-
'ships between a word’s meaning and'its phonological form,
and,PefePentiaI}]inKs between the meaning invested in a’Word
and its use in denoting some aépect of the experiential
world. Word meanings may also be related to each other in
various ways. Linguists are mos t iﬁferested in the sense .

relations which hold among word meanings. It is useful to



review these semantic relationships because most investiga-
9tlons into lexical meaning assume that some or all of these

1links are essential aspects of meaning. SN

Before‘this discussion goes any further, [ wish to make
clear the interpretation I intend for.certain terms. |
Meaning will be used in a pre-theoretical fashion much as
Lyons (1977) has done. It will be assumed that the meaning
of a word; in part, represents its conventionalized usage in
a linguistic cohmunity The interpretétion ot a word's
meanlng depends on how it relates te the context 1n which it -
is used. Context implies both l1ngu1st1c and s1tuat1onal
context s1multaneously. It mlght be thought of as the total
environment in which an utterance occurs. Context may also

include the mutally shared'intersubjectiv1ty of speakéer and

hearer.

Concepts are related to mean1ngs and reflect an
1nd1v1dual S organ1zat1on of real1ty Concepts are psycho-i‘
/loglcal constructs which 1ncorporate everyth1ng an 1nd1v1d-
ual Knows about a particular abstract or concrete entity.
Concepts may be represented in lenguage in a variety of dif-
ferent ways, and word meanings encode those aspects of a
concept which are relevant to a particular context. Some

aspects-of a concept may be idiosyncratic since each person
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can have different kinds of experiences, and therefore, dif-
ferent knowledge about a particular entity. Those aspects
of concepts mos t important to a society are the ones most
likely to be. convent1onally represented by word meanings.
Some concepts will have a highly conventionalized represen-
tation, for example, a stop sign. In such ?ases the word.
meaning ‘is almost the same as the concept. \Other concepts
such as "my nother" have many 1diosyncratic‘components and a
partiéu]ar token of mother can only convey some small aspect
of this concept. Either an idiosyncratie or conventionaliz-

ed component could be intended depending on the context.

The concept meaning 11nk is one of the factors which
make wqrds powerfu]:1nformatlon convey1ng dev1ces. If
someone uses a cerfain word, the hearer ‘assumes fhat he is
to consider a‘particular,unaerlying concept; whether speaker
and hearer Both‘have the same or similar. concepts aesoCiated
wfth.a wdrd is a prdblem taken up in subsequent chapters.

r

A word is a‘phonological form oonventionally attached

to a cbntextua]ly defermined meaning. The distinEtion‘be?
! ,
tween the form and funct1on of a word should be carefully

ma1nta1ned To. th1s end, Iexeme, IeXICaI ltem and word .
will be emp]oyed as techn1ca1 terms in the . fo]low1ng ways:

word will be used when referr1ng to a particular form with
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all its phonological and morphological information intact.
LeXIcaI Item and lexeme will be used as synonyms for refer-
ring to\Yheudesignator of a concept without indicating
specific morphological information (Lyons, 1977). For exam-
ple, ink, inker, inky, and Inks all represent the same lex-
eme (Moulton & Robinson, 1981). Following Lehrer (1978)
lexical set is used for the actual words from a semantic
.domain used in a particular experiment. The terms Iexlqal
and semant ic field will be used interchangeably throughout
this work. Field and qomain will also be mutually

substitutable.
Arbitrary Relations

The 1inK between a phono1ogica1 form and a particular
meaning is essentially arbitrary. There is nothing inherent
to spooﬁs or tables, for example, which suggests that they
should be called by the phonological sequences /spun/ and

/tebl/ rather than something else.

;In the history of modern Vinguistics the arbitrary re-
lationship between sound and meaningbwas probably first
noticed by Compérativists.Who wohked with words from various
lTanguages diffeﬁent in form but having basically the same

referent. It becamé apparent from such studies that the
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characteristics’of objects and events did not deterhiné how
they should be called since different languages had differ-

ent names for the same objects. The principle of arbitrari-

ness became of paramount importance and was used in support

of an autonomous linguistics. If there were no intrinsic
connection between form and meaning, form could be studied

separately from meaning (Bloomfield, 1933). The only basis

“?BT*maKing such an assumption, however, is also to consider

™

- language as an independent errtity, somehow having an exis-

tence apart from the speaKers who use it.
Eo

Meaning iS'eXtrinsicallylinposed on a word by a lan-

‘guage user who takes the entire communicative situation into

consideration when formulating his interpretation of a

—word’s meaning. When 1anguage\i§ viewed in its proper per-

spective, as a tool emp]oyed by béop]e for the purpose of.
conveying informgtion,»it beéomes obvious that the word asr.
part 6f a shared language system is not afbitrary for the
individuals who use it. It is important to recognize the
distinction between the intrinsic and extﬁinsic‘néture of
lexical meaning. Many theoretical discussions approach lex-
ical semantics from thé intrinsic point of view. The
present author will attempf to develop a framework for

discussing lexical semantics using an extrinsic perspective.
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. Saussure (1966 Culler, t976) is generally credited
with formulating the?principle of the arbitrariness of the
sign and much controversy has centered around this not1on
A great deal, of course, depends upon how the concept of -ar-
bitrariness and the concept of sign are defined. Friedrich
:(1975) takes arb1trary to mean completely random in wh1ch
case he is qu1te correct in saying that tne sign is not ar-
bitrary, since the form of a‘word is. at,the very least, re-
stricted by the phono]ogica] and morphoiogicai system of a
language. ‘Others (Wescot t, '1971' Sebeok 1975) assume thét
the cohcept of arb1trar1ness implies convent1onal sound-
meaning re]at1onsh1ps an oppos1t1on to natural ones, and
they are correct. in saying that thecsign is.arbitrary,
because the assignment of a particular meening to a particu-
lar form is maintained by an implicit agreement among the

menbers of a society. | A speaker cannot call an object by
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any 1abe1 he chooses and st111 expect to be understood. For

the purposes of th1s discussion Saussure’s not1on of arbi-
trariness will be“adopted and it will be assumed that there
i's no natural or intrinsic bond between a concept and a

sound image except for special cases such as onomatopoeia.

The form-function relationship may be arbitrary, but it

is alsd conventional. Speakers and hearers share the same
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communication system (more or less) and it is the conven-
tionalized usage- oihword mean1ngs which allows for 11ngu1s-
tic 1nteract1on |

It ig precisely. because the relat1on-
ships among these systems are learned,
conventionalized, and essentially he]d
in common by speakers and hearers that
the reification of meaning -- the
attempt to place meaning in words or in
utterances -- is fundamentally mis-
guided. It represents a complete’ _
confounding of the medium for communica-
tion with the message to be commun1-
cated. (Baker, 1979, p. 8)

Languégg users natura]fy assume that their system of
Word-meaning links is shared by other speakers of fheir lan-
guage. This has contributed to the pobular notion Ehét |
words -have meaniﬁg, and to naivé speakefs a word ca? appear
4to be motivated either phonet1cally, morpholog1ca1y,\9r se-

mant1ca11y. The fo]]ow1ng d1scuss1on of different K1Tds of

motivation is based on U]]man s work (1966, 1967). THS

13

types of motivation stem from’language users’ percepti ps'of'

the 1ink between meaning and form.

Morphological motivation fsvbased on knowledge of deri-
vationalpprocesses. For examplel a child I know creatéd
fruitetarian by means of analogy with vegetarian as a name
for someone who eats a lot of thif. A speaker's perception

of a merphological motivation which is in reality
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nopexistent can lead to misconceptions~abodt the world, as
in the case of the child who refuses to eat hot dogs because

he thinks'they are made from dogs.

Semantic mot1vat1on is the process behind the proper
1nterpretat1on of metaphors such as. foot of a mounta1n or a
coat of pa1nt One might argue that such semantic connec-
tions are the basis for all types of metaphor,‘whether con-
ventionaf ones.1ike those given above or the nonce forms
found/fn literature. \%he'interpretation_of.avmetaphor
. arises from the'interplay between the linguisfie‘system and

what people know about the world.

The principal featu;e of phonetie'ﬁotivatien is that
meaning ahd form may influence each other."This motﬁvation
is the pr1mary process in Tay]or and Tay]or s (1964) theory
of - how sound symbolism works 1ts way into a language, end
also in Bolinger's (1940/1965; 1949/1965) d1scu551oq of word
affihjties. By phoneticsmotivetion'U]lman means onomato-
poeia, but sound and meaning may interact in other'weys as
well. ‘The perception of a meaning may lead to a chaﬁge in
"~ phonemic shabe. For example, on a ' nightly news show a
sportscaster referred to "soccer affectionados", quite
1bgiea11y since a devoted fan has affection for his sport.

The interaction of sound and meaning may stimulate semantic
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changes,‘especiél]y whenvtwo simila;ﬁy prOﬁddﬁgéA;words
appear to compete in the same semaﬁtic f{eld. In Spanish,
veneficio, "malevolent",. clashed with its phOnd]ogicg]Iy
similar antonym beneficio, and the former disappeared from

the Iénguage (Bolinger, 1949/1965). -

[

L

The formjfuhétioﬁuinteraction is also the explanation

for folk etymologies, the phenomenon whereby speakers'
‘attempt to make semant}c sense out of words by re{nter-
preting their sound. Coléslaw comes from the Dutch word for -
"cabbage salad, Koolsla (Kool = cabbage) , but it is often.
pronounced in English as if it were coldslaw siqcé‘this_type
of saJad‘is>usua11y chilled before serving. The originally
we11~mot;vated construction has lost its obvfousness for .
Engiish speakers, some of whom have reinterpreted fhe lexi~

cal item so that it appears to be well motivated within

their cognitive system. .

The underlying principle in all of the examples given
above is that humans expect to find order in their world and
fhéy'expect things to make %ense: A]though a- speaker/hearer
may logically understand that objecfs are denoted by arbi-
tra;y nahes§ he_ddes not neCesgari1y accept this principle
- when he usesghis language. For a language user an object or

~event cannot have just any name, its label must be



consistent-With'what.he knows about the manner in which his
language is used for communication and his krowledge about

the worid.

' Referent ial Relai ions

Lexical items are the 1links between our language system

and our experiences. Speakers use words to organize

categorize their experiences. Sometimes organizati

N A

real world contributes to apparent semantic organization and

v

sometimes a previously coriceived semantic structure helps an
individual assimilate new experiences into what he already

Knows .

Learning the meanings of words requires twolbasic
skills: one mus? be able .to segmént the experientiél wor 1d
in a ﬁanner appropr;ate for lexical labeligg; and one must
recognize recurring insfances‘of the same experience, even
under widely different circumstances (Bfown, 1858b; Boling-
er, 1975). | | o "

The two central sKills, ability to name
instances and ability to react to the
name as a sign of an instance, are both
created by experience of the name in as-
sociation with instances of the referent
category. This is an experience that
comes early to all children and these
are skills that adults everywhere look
for as evidence of the comprehension of
.linguistic forms. The reference-making



procedure and the two abiiities it
‘creates are central to the language
~game. (Brown, 1958b, p. 107)

Reference'is‘the term traditioha]iy used for¢the rela-
tionship between'objeets and words, and has been interpreted
in two different ways, as theylink,between‘a particular ut-
terance and a spe01fic entity {Lyons, 1977), and as the link
between a word and the class of entities to. which the word
may be correctly appiied (Palmer,‘1976). The latter usage“
makes reference syHOnymous with denotetien. Usuaily, the
term reference is used in a general way to apply to either
'~type of 1ink. In the foi]OWing discussion the Fefenent will
be assumed to be the topic of a particular utterance or dis- 4

course whether it is one specific entity or an entire class.

Most discussions Qf feference haye been restrieted to
concrete nouns and adjectives Since the& are_iabeis for
easily identified objects and attributes, and.the study of
word meanings hés.often been approached as if these were the
only two types ef words speakers and hearers‘use; Actions,

" as designated by verbs, and abstsact entities such as truth,
beauty, or thinking a}e’aiso meaningful lexical items, but
it is difficult to define them 6stensiveiy, a procedure more
easily applied to words with concrete referents (Brown,

1958b; Lyons,'1977j Palmer, 1976). Reference deals with the
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relatlonsh1p between linguistic units such as words and sen-
tences and the entities a speaker w1shes to d1scuss and is

therefore 1mportant for the ways exper1ences are encoded by
" language. One important function of referencel1s to indi-
cate the partlcular item which is the tobic of- a particular
| utterance.. This is often accompl1shed by the use of ’
attributive express1ons FOr example the utterance "the.
man with glasses“ 1nd1cates one man out of all the men
ava1lable as topics of conversat1on Attr1but1ve expres-
s1ons may also be used to 1nd1cate non- spec1f1c referents
(Lyons, 1977)., If someone says “Maria wants to ‘marry a man
'with glasses", it may be the case that the speaker has a

part1cular ‘man in mind or simply any man w1th glasses

The d1fference between correct and appropriate refer-
ence is one aspect of the relat1onsh1p between words and the
exper1ent1al wor ld which is often overlooked ‘ For example,
someone may successfully but 1ncorrectly refer to a hill as
_a mountain. Successful reference depends on the speakerland
hearer having some not ion of each other's world view. Some-
one who hears mountaln when hill would be more appropr1ate
‘w1ll rely on contextual cues to help h1m interpret the
-speaker’'s message. Hearers do not s1mply listen to what

speakers say but also pay attentlon to how, when, and why,

4
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an utterance was produced.’

Reference, does not only cover the subjects of particu-
lar utterances; it also designates in a'more general way the
1ink between words and the sets ef objects denoted by those
words. Extension is the term qua]]y used to indicate the
"1ink between words and their referents. ‘A eclass of objECts
is defined extensively when all of its members have‘been
tisted. With this‘approach it would net.be,necessary to
have any_criteria for deciding category membership since all

class members are Kknown.

Simply knewing the extensibh-of a term-is not the same
as Khowing its meaning. ~If eXtenston were the ohty possible
~way to define words, we could not know the" mean1ng of a word
1ike dog unt11 we had seen every dog in the wor]d The
meen1ng of lexical items wh1ch have no real wor 1d referents
can also‘be understood; for example mytho]og1cal creatures

such as unicorn, or nonexistent titles such as mayor of the .

moon .

Intension is an alternahﬁve to extensive definitions of
words. Defining through 1ntens1on 1nvo1ves 11st1ng the es-
sent1a1 propert1es for determ1n1ng class membership and then

dec1d1ng whether some ent1ty has those properties.



Intension covers that part of meaning which is distinct from
reference. Two exbressions can have the same extension but
differ in their intension. Fbr example, my darling baby
brother and that dirty bum, have the same extension but they

certainly do not convey the same information about him.

The disiinction betWeen intension and extension is im-
"portant to ]ingdistic semantics although there is not always
consistent use of these terms. Extension has been associ-
ated with reference andiiniension with the philosophical
notion of sense, briefly discussed in the next section. In-
tension and extension have also been associated with'the
distinction between conhotation ﬁnd denétation (Dgden &
Riéhards, 1930}, althoughﬁjﬁtension shbu]d include more than
the affective reactions to words. The distinction between

intension and exfension is ajso‘relevant to the debate
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within linguistics as to how much real world knowledge ought

i

to be incorporated into a semantic theory. This issue is

‘discussed in the next chapter.

Both intensive and extensive definitions may be used
for describing the meéningé>of words.’\An_important part of
Knowing the meaning of a word is being able {o list particu-
lar insfancesv(Brown,‘19585), and it is also 5mportant to

know essential, attributes so that new instances can be
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,»idqnii?iedg"Chiidren probably learn meaning both by being
told what class an entity is a member of, and by having

characteristic properties brought to their attention.
Sense Relat ions

In the philosophical literature on semantics,'senSe is
contrasted with refehenﬁe; Thé'définitjon of "sense" is
never very élear]y stated, but it generally desigﬁates that
part of meanihg distiﬁct'frdm refébencé (Frege; 1952) . In
the philosdphical literaturevsenée is considered tb be that
part of an uttérahde which allows the anélyst fo‘gssfgn it a
truth value. Ut terances wiﬁh,ﬁo real»worJdAreferenf caﬁA
still have a sense and therefore be interphefed.l Sense is
also?ponsidered to bé closeiy linked 'to intension discussed
in the previous section. Some l{nguists (Lyons, 1977;
Palmer, 1976) define sense differently than the}phi]oso-
phical nption stated above. For them, sehsé éoveés those
relations which form the lans among word heanihgs within é
linguistic system and are in contrast with.referential rela-
tionéfwhich are those links between word meaninészand qb-

jects or events.

According to these linguists the inter-word sense rela-

tions are best described via lexical fields which are
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important constructs for studies of word:meanings.' Lexical
fields are used in theories of lexical semantics to describe
the types of mean1ng relationships which can hold among se-
'mant1cally related lexical items. The lexicon is often con-
sidered to be a collection of variously struoturedlfietds.
This view assumes‘that‘the lexicon is a static "structure"
or collection of etructures preseot inhlanguage users’
minds Later chapters will present the notion thatrlextoal
meaning can be dynamically: 1nterpreted by language users.
The: interpretation of mean1ng is affected by context and a
person’s past experiences. The various contexts prov1de
frames of ;eference enabling the speaker/hearer to find the

appropriate interpretation of a word.

In spitenof‘the widespreed acceptance of the hottonﬁ
most authors oo not take the trouble to provide a caretﬁ1ty
thought out theoretical definition of a lexical field.
Instead, they usua]ty adopt a 'working definition’ sqch as
" a semantic f1e1d is a 'group of words closely refated
in .meaning, often subsumed under a general ;erm’“'(Lehrer,
w1974, p. 1), and leave it to examples to deTonstrate what a -
lexical field might be' A workKing def1n1t1on such as the

one quoted above is a gross simplification of the extremely ’

complex relationship between words and. the conoepts which



are their referents, and merely makes explicit the layman’'s "
intuition that semantically similar words seem to belong to-

gether. Surely specialists in this area can do better.

The purpose of this section is to aiscuss current lin-
guistic views of lexfcal fields and to show how certain as-
sumptions about fields are based on misapprehensionsrof the
relgtionship between phonological forms and meanings. The
exberimenta] results presented in Chapterbs suggest differ-
ent organizational prinéip]ée for lexical fields than those
propoSed*by some field theorists. ~The interested reader
will find excellent historiea] reviews ef the development of
the field eoncept'within lexical eemeptics in Lyons (1977)
-and Ohman t1953)}. Verschueren (1981) has reviewed some of
the current problems with lfnguistic theories of'leiical se-
mahtics.‘

|

‘ Most stud1es u51ng lexical fields have been concerned
with f1e18§\form§d from parad1gmat1cal]y related words, but
it is also poss1b?é\to have fields based on a syntagmatic
pr1nc1p1e (Lyons; ?977)'wh1ch groups sets of lexical items
appear1ng frequently together in utterances and thereby
develop a semantic link, for example, halr—blonde, lick-

tongue, or landlord-rent. Collocational fields have not

been given much attention in North American lihguistics



although there is interest in England which stems from the

theories of J. R. Firth (1935/1957: 1951/1957).

More attention has been paid to the paradigmatic rela-
tions which may hold among lexical items than to the syntag-
matic ones. According to theories about lexical fields,
lexical items may be related by synonymy, homonymy ,
pantoq9my, aqtonymy, and hyponymy (hierarchically) (Lyons,
19683 1977; Lehrer, 1974; Ullman, 1967). The various
nuances of a singieylexicallitem are discussédvunder the
notion of polysemy. The paradigmatic relationships are as-
éumed ta hold in all contexts for any given set of lexical
items. This is not always the case, however, particularly
for synonymy, and hyponymy. The extent to which the para-
digmatic semantic relationships appear to hold among a set
of words is a result of the shared conventional Knowledge of
-8 1tngUistic conmunity. For example, people know that JTove
and hate are antonyms because this is a conventional inter—
pretafion in our culture. This conventional interprgtation
results when people reélize that therexperiences they ca]T
Jove appear to be opposed in some way to the experiences
they cal] hate. >Sense relations, then, are determiggg>both.
by conventional linguistic Knowledge and personal experi-

“oences.

24
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| Synonymy holds between words which are similar in mean-
iﬁg to the extent that they are mutually substitutable in
some contexts. Sometimes synonymy is interpreted to imply
that two words must be identicai in meanihg and, since this
is impossible, there can be no synohymy. This interpre-
tation of synonymy arises when words are considered as iso-
latéd enfﬁties apart from any Co@text. Of course, no two
words will have identical meaning in all situatiohs; éynony-
mous wordé are substitutes for one another in_some; but cer-
tainly not all, contexts. For examble. bachelor and unmar-
ried man are'synonymoug in most gtterénces, but after
swinging\or before apartment , bachelor seems the more apprb-
priate lexeme. . In»actualbutterahces of cerse, only éne of
thé synonyms appears and the hearer does not concern himse]f'
with the iexicai items the speaker did not choose, but only
in undebstanding theAintendéd hessage. Language_users are
aware of the similarities and differences in meaning among
words and this principle is 5mportant_for several of the ex-

perimental methods discussed in Chapter 3.

Homonymy and pOTysemy are the extreme end points of a
scale measuring the shades of meaning a word can represent.
A Tinguist or Iexicographeb may encounter the same phono-

logical form in two very different contexts, and he mus t



decide whether the 1ex1ca1 item represents two distinct
mean1ngs or var1at1ons of one basic meaning. Stock, for ex-
ample can be used for merchandise in a warehouse, shares of
an enterprise, or Farm-anlmals such as cattle (Nida, 1975,
p-134). Each of these meanings may be related and could be
eonsidered to be polysemous. - There ie'also fhe appahently

unrelated meaning of Stock in the sense of a soup base.
. N ’

A'dictionary ihéicates differences in,relatedness of
meaning by_having.two separate entries for‘homonymous words:
and several .subentries fen.po]ysemoue itéms Etymd]ogica]
_criteria afe often used for dec1d1ng whether there are two
'homonyms or one 1tem W1th var ious huances of meaning.

‘Historically gnre]ated words are considered to be homonyms

while items,w th'a'common'efymology are assumed still to be
related in the . uage Lyons (1977) boihts out
that if%is;not always clear hat const1tutes an etymolog1ca]
relat1onsh1p between two words. A common ancestor mlght-be
found 1f two words are traced ' -'.' Ho\ever if
the common 1ink is no ]onger obvious the two words should be
cons1dered as separate ]ex1ca1 1tems The etymolog1ca] ap-
proach is- also unacceptab1e to many 11ngu1sts who have
insisted that dwachron1c 1nformat1on is not a]]owab]e 1n

formu]at1ng synchron1c descr1pt1ons

26



C]ear cases of Homonymy offer 1itt1é problem to the
lexicographer. It is much more diffioult, however,  to
decide how the different poiysemous meanings of a word. ought
to be represenied since various fypes of interrelationships
may hold between the different meanings. 'There may be a
core meaning from which all other oenses are derived. It is
also poss1b1e that the polysemous entr1es share common mean-
ing components without actua]ly being derived from a s1ngle

cor‘e.

However it might be described or analyzed, polysemylis'

an important aspect of language Many 1ingbists (Lyons,
1977; Nﬁda, 1975; UTlman, 1967i and some psycho]og1sts
(Caramazza & Grober, 1976) have noted that polysemy v

contributesmto the communicative efficiency of language.

The language user does not'have to 1earnva différent form

? \
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for every possible sense. Instead, he 1earns relatively few-f

forms, and depending on context, he can der1ve the appropri-

ate interpretation from a general or core meaning.

\

Antonymy is the term used for the ways in wh1ch words
may Have contrary or oppos1te meaﬁ1ngs An assumption ]m-
plicit to all d1scuss1ons of antonymy is that in order for
two words to be antonyms they must first share some meaning

components. ‘Lyons (1968) makes three dmst1nct1ons in
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oppositeness of,meaning; complementarity (non-gradable ant-

onyms); antonymy (gradable antonyms), and converseness.

Pairs efAcomplemehtary-]exical items'are re]ated in
such a way that the meaning'of‘one‘automatieally eXc]udes
the other, for exahp1e, male—Female,‘married-single, or
animate- inanimate. The distinctive features of combonehtia]
ana]yeis described in the next-chepter‘comevfrom sets of

comp]emenfary antonyms.

Gradable antonyms are the end points of a relative
rather than an absolute scale. Temperature terms are an ex-

vample of fhis fype of meaning re]ationship. The negation of

an 1tem at-one pole does not necessarily 1mp1y the affirma-

t1on of the item at the other extreme. Hot .ihfcbld are
usUa]ly considered the opposite poles-of the temperature

| doma1n but not- hot does not automat1ca]1y suggest cold in
the same. way that ‘not married implies single; not hot is

' probably somewhere between hot and cold, most likely toward
the warm end of the scale. A further chahacteristic of
’gradable antonymic sca]es is that 1ex1ca1 items can usua]ly’
be found to 1abeT 1ntermed1ate values in the case of tem-
perature terms we have warm, tepld and Coo]. The end

- points of the sgale can also be extended by adding fneézing

t

“and boiling to the set, suggesting that the poles are not
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fixed but are flexible. The lexical items which fall along

a gradablie antonym scale form a lexical field with a unidi-

mensional structure.

The converseness relatiohship holds between pairs of

words expressing basically the same meaning but from differ-
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ent points of view, for example, parent-child, buy-sell, and

ask-tel]l. Converse lexical items relate people or events in

the real world through their meanings and the relationship

must hold in both dinéctions, if Asells Y to Z then it must’

also be the case that Z buys Y from A. Pairs of converse
items share semantic features which'make_th;m appear to be
semantfcal]y related withjn a lexical field. At the same
time, they have features whichﬂare in opposition and may
cause the members of‘a pair to appear on opposite sides of a

lexical field.

Lexical fields are usually déScribedlas having some
Kind of internal structure, the mogt common one being hier-
archical, where a fi¢1d is‘dominated by a single superordi-
nate term with Variou§-sub-i¢velé. This type of structure
is the easiest to deSCrfEe,sespecially since it ref]ects
many native taxonomies discq?ereqnby anthropologists. The
subordinates are said to beﬂhypqnyms of their superordinate

and al]l words at the same’levél in the hierarchy are co-

-
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. hyponymé. TheArélafionship bgt@een a‘shperordjﬁate and its
_ hypon§ms is one of class inc]usion.v It is aséuﬁed that |
lower level items‘contain all the semantic features of their
.immédiate superiors p]us atﬁleagt.one additional'FeétuFe, SO
anytbing which can be said about a superondinate may also be
stated about its hyponyms but Hot the other way around )
“(Lyons, 1977). An’i]lustrgtibn of tﬁe hierafchida] struc:_
turekof the color lexical field is given in Figure 1.1 on

- the next page.

"Hierarchic structure of fields” nepéegenls a tHeory
about the organization of the lexicon of'a language . The
strongest version of fhis theory hoids that:v1) no lexeme is
a membeh of more. than one field, 2)'eVer 1exeme‘beloqgs to
‘some fié]d and there are no fie]d;bwith only one member, Sf
all fields have a hierarchic internal struchre[ and 4) lex-
i¢%1 items at one level of the hierarchy ﬁay not be used in
zcontrast with words at agbthér level in thedsame tée]d |
.(Lyons, 1977). Thé‘idea of contrast within-a fié]d Qomé§b'
from Saussure;s descfiption of']anguége as a system where
each element contrasts with all the others, and it makes the
strong Qersjon of field theory particularly restrictive
since, for examplé, in the.field of ‘color nouhs illustrated

1

,in Figure 1.1, crimson could not be used .in contrast to

\

i



COLOR
RED ' BLUE ' GREEN

crimson, scarlet midnight, royal mint, Time

Figure 1.1. An example of a h1erarch1ca11y structured lexi-
ca) field.

green (Only red or blue can contrast with green), but only
with scarlet which is at the same 1eve1 of the h1erarchy
This would not senVe as a mode].for language use sipce lan-
guage‘hsers do not consider edl.the wordeAnét useq in a par-
ticular utterance (Verschuepen,y1981)u7’Instead, they
éoncentrate oﬁ-the actuél]y occurfing iexicai items. The
strong vers1on of field theory does not represent psycho]og—

1cal organ1zat1on of Iex1ca1 fields.

It has'beoome_obvious that most fields are not neatly
strucfured so that_ the strong version of hierarchic field
theory is not seridusTy considered tbday. Not all fields

can be described as having a hierarchic structure either.

31



32

Kinship'terms, for example, have at least three dineﬁsfbns
based on sex, age, and lineality (Goodenough}'1965; Romney & .
D’ Andrade, 1964; Wallace &JAtkins, 1960). The part-whole
relationship (partonomy) represents a different kiné“of
hierafchic organization froﬁ the one juét described and

would therefore also invalidate the 1imits set by a strict

structure of top-down levels.

.

It is perhaps a historical accident that hierarchical
structure has been attributed such importance in lexical se-
hantics, a result of péycholinguistic and anthropological
investigations which have‘found that the most accessible
lexical fields for study were those which appéar to be
hierarchically oﬁganized, such as color terms or plant and
animal taxonomies. There is some evidence that these
supposedly neatly organized fields are exceptional rather
than typica] of field structurés (Nida et al., -1977; Riéew
1980). The question of what a typical fexical field looks
1iké has not-been seriously considered. Hieranchical strué-
tﬁre hés been assumed to be the most common fype of* ofgani—
zatioﬁ by default. As more becomes known about other t}pes
of 6rganjzationa1 prinéip]es for lexical fields, hierafchy
shduldQﬁose'its dominance as a-;tructura1 type. Fi]lmore

.(1978) has suggesféd several different.types‘of fields which
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do nat, involve a hierarchic)structure.

f:Jhe'various kinds of semantic.relationships described
in this section are thought to hold amogg.thé linguistic
mean{ngs of woads, but they are”vfewed as somehow distinct
from their cenceptual or psychological meanings_iLyohs,
1977' Miller & Johnson-lLaird, %976) | The . 1exica1 fields are
| considered a part of the 11ngu1st1c system of a language and
are laid over correSpond1ng un1versa1 conceptua] f1elds ) In
Saussurean terms, lexical fields are forms wh1ch‘1mpose
structure on conceptual substance. This two lével eoncep-
.tion of meaning probably developed when it Was realiied that. -
not all ]anguages had words for the same Kinds of referents,
- but it was assumed that the real wor id appears the. same to
all humans (Berlin & Kay, 1969; Bierwisch, 1970; Katz &
Fodor, 1964 . | | | |
, /
Another factor which maKes the dist{nction befween lex-
icai and conceptual systems seem plaus1b1e to semantic
theor1sts is the phenomenon of 1ex1ca] gaps. Lex1ca1 gaps
are only possible when words are arranged in a.iexica1 field
in such a way that a 'hole’ in the‘system becomes apparent.
For example, the male and female young of‘ﬁany species of
animals can be called by sebarate‘lexical items in English

such as, human: .boy, girl; honse: colt, filly:‘»There are no
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correseendiné common terms, howevef, for the male and female
young of dogs and cats.! Sinee the 1atter,afe'the subject of
conversation at least as often as horses; one. cannot assume
‘that frequency of usage is a determiner of whefher er not

lexical gaps will occur.

Lexical gaps may be more apparent than real sjnce they
are made obvious through a componential analysis.of items in
a lexical field (see the next chapter for a discussion of
this analyticetechnique), with the analyet determining which
(lfeatuhes will be used to impose a_structure“on the set of
words. The analyst>creates thefstnUcture which makes the
gap obvious and then assumes that native seeakers should be
‘awere of a defieiency in thei™.language correspending to the
proposed gap fHQrmann, 1981). Speakers are only aware of
functional gaps, the uriavailability of a single 1exica1 item
for the concept they ‘wish to convey at a particular time
(Lehrer, 1974). Even then, the def1c1ency does not present
any great d1ff1cu1ty s1nce a functional gap can be filled by
a syntagmatic combination of lexical items wh1ch will convey. .

the approprfate message.

! Breeders and other experts may have terms for these
missing lexical items since the distinctions are important
for their interests. An example of a specific term used by
cat breeders is queen, wh1ch des1gnates a female cat being
bred
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From the language userfs\point of'view, functional gaps
are more important than What Lehrer (1974) calls matrix |
g;ps.' These are the "holes" which appear-in a constructed
lexical paradigm such as the terms for thg male, female, and
young of various animals. It -is doubtful that speakers are
aware~of.these mafrix gaps which may only be a product of a

ko

linguist’s imaginafion.. The next chapter describes lin- "
guisis’ attempts tO'régulate meaniné within -the 1iﬁguistic
system. There it is argued-that the ]inguistic_system_is
more restricted than is generally supposed because fhe
encoding'of meahing>by lexical itemé is, in many ways,

unsystematic and variable.

Lexical matrices may not reflect concéptual'or éven
real world organiztion. It is hoWever; an interesting
question as to Why some cuTtures”eﬁcbde certain concepts
‘with single lexical items while other cultures must make use
"of the entire linguistic system (lexicon, syntax; etc.) in
‘order to eXpress the same concepts. I do not wish to join
the debate on-linguistic relativism, because I fhink 1tvis
impossible tojdetérmine how ﬁuch a péﬁ%kqu]qy‘language'in-
}fTQences one’s world view or, éonvefsely, Qﬁat'effect one’s

wor ld view has on one's language.
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It is important to note that lexical items seem to have
a special status ;s linguistic devices for talking about the
_world. Many words represent conventionalized situations
within a‘culture. Verbs of judging (F{i1more, 1969;
Magnera, 1877; Marckworth, 1978), for example, carry with
them imp]icétioné of goodjor‘bad actions. In addition, some
verbs such as defend may suggest certain kinds of circum-
“stances, such és é éourtroom{ lawyefs; judge; and jury. Of
;~course;’défénd;does not exc]usiveTy have a 1ega1%meaning and
context will ihdiéate which interprétatfons are most'éppro-
priate. 'The experimental results reported in Chapter 6 seem
'to‘réveal some of the important aspects associated with the

conventional scenes represented by certain words.

Conclusion

El

Words are conventionalized labels for frequently re-
peatéd‘concepts; there is usually ho one-to-one corEéSpon-
‘dénce between forms and particular’ concepts, exéept for
those highly conventionalized concepts impor tant tp:the
functioning oflé societyl Any concept may be‘epréssea‘iﬁ a
variéty of»ways‘depending on the situation in which a
\speaKer_finds himself and how much informatioh he feels it
necessary to convey to his hearers{ For éxamp]é, dog, furry

béast, and Stupid clumsy énimal may all represent different.
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aspects of the same referent. The. important point here is
that word meanings cannot be separated from a person’'s con-
ceptual view of the wor]d; The various types of motivation
FQ; word meanings and the paradigmatic semantic relétion-
ships discussed in this chapter result from language users’

perceptions of word meanings.

The linguistic theories discussed in the next chapter
.and the psycholinguistic investigations reviewed in Chapter
3vhave often assumed a static notion of lexicél\meaning. It
wﬁs”assumed‘by both dﬁscip]ines'that a‘speéKér’s lexicon was
6rganized aéco?ding to fixed‘categories Such as lexical
fields. The discussion of sehsé‘reJatidns has shown how_
1fngui$tsbhave‘ana1yzed the structure of lexical fieids.
The goal of most psycholinguistic exper imental ianstiga-
tions into lex{cal meaning also was to discover the struc-
tural propertﬁes,qf 1ex‘£a1'fields, although this q?al was
" not a]ways explicitly stated. Usually, the experiménteﬁs
.said they Wefe'attempting to discover whether the intérnf),;
- organization Qf a lexical field Was-in terms of discrete

features or underlying cantinuous dimensions.

,Thg pre§ent author does not consider a semantic field
' to be a fixed structure inherent in the mental lexicon. In

the following chapters a field is considered to be any set



of words (forms and meanings) which may be grouped together
on-criteria of similqrity of meaning whether for exbérimen—
tal or descriptive purposes. The structure of a field may
éhange as the criteria for judging similarity of meaning are
v'Qaried. The observed organization of a field will be a
function of what a native speaker knows about the concepts
represenfed by words and how these coﬁcepfg caqﬁbe‘related
to each other as a function of the particular situation. i
‘Assumfngvthét forméfcqn only be related semantically through
their meanings and thaf these:. Q@anings reflect underlying
concepts I can sde no log1aql;é1st1nct1on between a stryc-

tural organization based on':

fical or on a conceptual

field. ¢

The discussion of different types of lexical fields
presented in the pké@idhs section implied that the lexicon
has been viéwed as anvinvariant structured entity; when
someone hears a word, 1t was assumed that they look it up.in -
the apprOpr1ate field to determine its meaning. I view lex-
ical meaning from a dynamic point of view. Instead of
structural types of fields it will be assumed that language
users make use of various frames of reference. The frame of
reference used at a particulér time will dépend on how an

individual interprets the context in which a word.appears.
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1If two people share many cpmmoppexperiehces fhey use their
knowledge of each other to construct an enriched context
which can prOVide a very specific frame of referehce for in-
terpreting lexical meaning. An example of an enriched con-
text might occur when two ]pvers are commun{cating. They
~can convey entire messages with a word or even a single

glance (Rommetveit, 1974).

Impoverished contexts require that the language user
rely on cohventional interpretations for meaning. Suc~ con-
texts often occur in psycholinguistic exper1ments where lex-
ical items and even entire sentences are presented in isoi.
tion. Data”From such experiments is often consistent across
sub jects because the subjects are using conventional frames
of reference to perform the tasks. Expe~imental conditions
can be varied. however, so that subjects use idiosyncratic
rather than conQentional perspectives. Such a study 15 re-

ported in Chapter 7.

The experimental portion of this work (phapters 5 - 7)
is directed towerd the goal of discovering the‘prganizing
principles used by subjects when presented with a semantic:

ally related set of words. These organizing'principles4will

A

be called frames of reference, and in many cases they will

)

resemple lexical fields. The term frame of Pef@Pence is
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used instead of lexical field to iﬁdicate-that lexical mean-
ing is aﬁ interpretétion‘piacedwon,words rather.than'ah
.ihfrinsiq property to bé'found inﬁWdes. Framgs of refer-
.ence are not exactfy the same as schemas .or scripts, but

they ~do 5hc1ude some of the schema notions in that~pabticu-,f
lar types of Qords or éveﬁtg may have convenfiona]]y \
adcepted‘"storiesf‘of procedures;aséoc1ated with tﬁgm.

: Frames of reference are discussed in mbne'déféi],ih Chapter
>4 and experimental evidence in supﬁortiéf three differént

frames is presented in Chapter 6.

o



CHAPTER 2
LINGUISTIC THEORIES OF LEXICAL MEANING
Introduct ion

Linguists have systématically descr ibed the sound ;ys-
tem‘énd the‘syﬁtac{ﬁc structﬁhes 6f various ]énguages but
fhey'haQe béenjiess successful in abri?ingfat.a d¢script1on
of the‘ways in which meénings can be expressed:through lan-
gQage. Mbst linguistic semantic theories have attempted tb_
assignﬂmeaningtfo‘the highesf level in a grammatical hierarf
chy whiéh'starts with phonemes._and works up through morbhol—

ogy,»syntax, and Fina]]y semaﬁtits (B1oomfield: j933;’Nida,
 1951i‘Kati & Fodor, 1964; dacRendoff, 1972) . Aééording to
thhfs_vfew,~the'11nguistsﬂ job is to determine which compo-

nents of 1inguistjg meahjng are part of a grammar. Whén
 1fhgpists talk about meéning‘they-are‘referring either to
the meaningsvof_fentences as.wholes or to the meanings of

“individual woﬁgbﬁvand éometimes both at once.

Thicjchapter reviews some of the current trends in

Tinguists’ thinking about meaning. Linguists have not been

4’{ hos!
’

}

41
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very successful at formulating a linguistic theory of mean-
1ng generat1ve grammarlans tn particular, have viewed
mean1ng as subord1nate to syntax. In this school of lin-
guistics, semant1es is considered as sort of an appendagé‘td
the grammar, what‘Hormann (1981) has called the "poor rela-

tive" of syntax.'!

Many‘semant1c theor1es within the generat1ve grammar
framework have attempted to restrict the role of the seman-
tic component. Dn the one hand it has been assumed that
syntactic structures can be stud1ed independently of the
»,Qk1nds of 1nformat1on they convey. \On the other hand, it has
"ialso been assumed by some theorists that there can be a lin-
guistic semantics which does not take real world Knowledge
into consideration.' This chapter will try to show that such
approaches which initially attempt to bypass meaning, are
“bound to fail because many utterances can only be understood
‘vthrough reference to Know]edge3of-the wor 1d and'not.just‘a
derivation of'linguistic structures. o

' The term grammar is-used in several ways in the linguistic
literature; for some authors it covers the entire linguistic
system df a language, including phonology, morphology,
syntax, and semant1cs For others it refers to morphology
and syntax, whilesome. 11ngu1sts use it synonymously with
syntax. The term grammar is. used here to cover all aspects
of the language system which can be described as fa111ng
into systematic patterns




Autonomy - of Syntax

American linguists have genépally considered meaning as

a less significant aspecf of language than grammatical

forms.: This attitude can be traced to Bloomfield's (1933)

statement that meaning should be eXcluded from linguistic

déscriptidns. Bloomfield defjned ... the meaning of a lin-

‘guistic form as the sftuation in which the speaker utters it
and the response which it calls forth in the hearer’ (1933,
p. 139). According to Bloomfield, thefmeaning of an utter-
ance wogjd be fully described when the‘situatjon, including
the internai:physica] states of speaker and hearer, have
been scieniifiéally measured.and cata]oguedf but, Sinée
techno]ééy has not advanced fo the point where this task éan

_ : \
be easily accomplished, linguists are justified in ignoring

semantics.

\

\
The structural linguists, who were foklowers of Bloom-

field, have not completely ignored meaning. No field lin-
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guist, for“example, has provided a description of a language -

devoid of glo§§es for the meéninQS'df words. In addition,
- the notion of differential meaning has played an impor tant
role in the formulation of phonological descriptiéns; the
analyst discovers phonemes by presenting his informant with

two forms differing slightly in the pronunciation of one
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segment and asks whether the two words mean He_same thing

or not; if they do mean the same thing the 1iiguist con-
cludes that. the differing phones beTBhg\ig_gﬁz phoneme .
Differential meaning is used as a tool for fieldzreéearch.

It does not constitute a deécription of what the_wocds actu-
a]ly‘do mean, but descriptive linguists bannot'honestjy |
argue that they are not jnteresteé in ﬁeaning. A ljngUistic
descriptibn which only stated that two formsfof a language

differed in meaning would be completely useless for someone

attempting to study that language.

Generative ‘grammarians have cont inued’ to acéept the
structuralists’ ﬁotion that linguistic sthctuEes can be B
studied independently of thé meanings'whﬁbh they;convey.

The main thrust of their view of autonomy of syntax is that’
grammatical categories can be determined independently of |
semantic considérations. The implication ﬁs thatisyﬁtactic
structures are devoid of any information content. ‘ﬁor fhe
most part this is not the case é&hce granmatical informatibn
is very important “for indicating things like the sub ject of
the discussion, number} ténse, etc.. The interpretation of
grammatical devices may not véry with.context as word mean-
ings do, but they still cohvey information important to the

communication of messages (Baker, 1976; DérWing, 1980) .

<



V'It was thoUght that auponomy 6f syntax explains why
languagé users aqquire simifar phondlogica] andﬁsyntacfid‘
systems even thodghutﬁéfmeanings théy assign toAWOrds'méy
diffef (Chomsky, 1979). This notion is based on false as-
sumptiohs. The end results in speaking may'appeah to be the
same across individuals,'bgt this does not prove that thev
individual grammabs were prriyed at in the same way.‘>Therew
is, fn fact, no way to know if al] TahQUagé»users do have

~identical grammatical systems.

Even if speakers of a language do have highly simtlar
grammars, it does not follow that“theée,Systéms‘gre devoid.
~of meaning. The strUcturéi coﬁpdnents of a 1angdége have
" set information contents which vaEy less thah the messages
conveyed‘by utterances. The:ﬁnformatish content of l{nguis-
"tic devices-is necessary for jndfcating su¢h_importaht

signals as, "subject of" or "this is a question." 'Because
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the signals for these types of information are fixed by thehA

- grammar, the contents:o%_messages can freely vary. For ex-

amp]e,'dhce there is a device fon-ipdiCating grammatical
subject, a language user: is free to talkuabou; any sub ject

he chooses even colorless green ideas.

B
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Pragmat ic Knowledge

Some linguists, most -notably Katz (1972; 1980) have
maintained that theré cah be a linguistic semantics autono-
'mous of langUage users"encyclopedic Knowlédge.’fKati hgs
taken the mdst;extremé view on autonomy of semantics. He
contends that sentences can have a litéré1 méaning which c;ﬁ

be determined independently of‘any real world influences.

N

Other linguists (Chomsky, 1975; 1979; Fillmore, 1971; Fodor,
Fodor, & Garreft, 1975; Jackendoff, 13881) acknowledge that
real world knowledge must be incorporated intb the semangﬁc’

g4

portion of a grammar.

’Most of the linguists who reject autondhy of semanfics;fn;w
have borrowed their notioq$ about pragmatic and semantic injw F
.formatioﬁ,from philosophical discdséions ééout pfgsupﬁostion
and entai1mehf5?waheym§Uggested‘that an uttérahce may rep-
resent semantjc and pragmatic_infgrﬁation.infaddition to its
lsyqtactic structure. Semantic 1ﬁformation is derived frém
‘the meahing of the component parts of ah-utterance, and may
a1Ways bé'jnged fo'aé’true or false regard]e§s of the con- .
“text. For .example, the sentence "They playedf; duet for
piaﬁo, violin, and cello" (Leech, 1870) would be considered

to be false because of the semantic incompatibility of duet

s
}

with three instruments. - , o
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Pragmatic information is context dependent. It is im-
portant for determining the appropriateness of a partiéqlar
uttef;hce in a particular sitqation. For example; the ut-
terance "Close the window" can only be appropriafe if the

window is open, and therefore presupposes that this is the

~
B e

case.

A]thouéh many linguists now agree in principle that an
accounf of linguistic meaning must take bsycho]ogical vari-
ables into consideration, in practice they look for prag-
matic information by examining utterances rather than native.
speakers’ intuitions about their language and their ”
abilities to evaluate cohmunicatiVe contexts. Experimental
evfdence haé\shown that speake[$"judgeménts do not always
agree with 1inguigis’ intuitions (Leech, 1976;'Spencer,
1973Y! Leech (19703;ﬁas”5hown thatbspeakers can_makelhse of
their encyc]opedicvknoWIedge to invent plausible contexts
for apparently anomalous or logically contradictory utter*
ances. An ané]ysis of thé:uttenance "Mr. Smith was sitting
On,hjg own head" would suggest that this situation is, i
logically impossible and therefore, the utterancé should'
a]Ways be judged as false. Seventy-three percent_of_the 4
respondents in Leech’ s study said it could be true or Féléé,”

since they could imagine appropriate contexts either way.
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teech’s results do not neeeesarily represent dtfftcu]-
ties for ali theor1es of presuppost1on For the Mr. Smith
example 1t is possible to say that if the utterance is ap-
proprjate in a part1cu1ar contextw1t mus t be‘presupposed
that it is somehow pessible for Mr. Smith to sit on his own
head.’ However ,. tnis type of ptesuppostien seems to stretch
the notion of eresuppostion as it is drdinartly'used

Leech’s study 1llustrates that presuppositions are not nec-

- essar11y to be found by ana]yz1ng utterances but also by

41nvest)gat1ng the‘ways native speakers Jnterpnet those ut-

terances._, S e
Lexical Decompogitibn

Generat ive grammarwans might have been ab]e to formu-
']ate a purely structural description of 1anguage were it not
for the lexic¢al items. Itmis impossible to have wetljformed
ut terances (under anynody’s.defihition of we]l-formedj with-
out including words. ‘One is faced with the problem of mean-
ing as soon as lexical items enter the picture. dackendoff
has noted that: "Much of the difficu]ty'tn defining semantic
readings arises ip trying to represent the meanings of lexi-
cal items" (1972, p. 14). ’Generative granmarfens have
tended to avoid this problem by separating the semantic

properties of words from their syntactic functions. Within



generative grammar there is usually a theory of phrases and
a theory of words;.these fwo theories do not interact except
wheri lexical items are inserted into syntaétic structurés'
(Williams, 1981). The point of contact between the two
theories is grammatical categories such as, NOUN and VERé.
Each lexical item in the lexicon is marked for the-catego-
ries ﬁt can be inserted under since, ﬁh'fOPmulating lexical
representations, the concern hés been with ‘their syntactic
‘rather‘than their semantic prdperties. »fhe meanings of
words were considered of minor s}gnificance as long as the
riéht lexical items were inserted under the right x

~grammatical categories.

Méét attempts to characterize lexfcal‘meaning which
have been proposed, involve some Kind‘of feature analysis
where the ﬁeaning of a word is described as a constellation
of features or compohents; the linguistic technique designed
forbthis task is called componential anaiysis. Structural
linguists first formuléted the techniques of componential
analysis, but the notion of deéomposing lexical meaning has
also been adopted by some generative linguists (Katz &

Fodor, 1964; Chomsky, 1965).

Componential analysis, as it is presented here, was

first practiced by North American anthropologists in

49



describing the Kinship systems of various cultures. It is
interesting to note that the anthropologists adopted a
procedure developed by Z. Harris (1948/1966). He used a -
componential approach for the analysis of portmanteau
morphemes which constituted a problem~for early structural

linguists whose theoretical assumptions’demanded thét each

‘morpheme be associated with a unique meaning; this is not

the case with the portmanteau. Latin case endings are an
example of portmanteau morphemes since they combine informa-
fioh,éboUt case and gender in a sjngie form. Harris sug-
gested that portmanteau morphemes shouldvbé.ana’ -1 as

having. two or more submorphemic components. Ar 2ologists

- (Lounsbury, 1956; Goodenough, 1956) realized that this

technique could be applied to some of their problems in
studying K{nship systems and folk taxonomies. Thus, COMpo -
nential analysis actually arose out of an attempt to
systematiie grammatical analysis and this structuralist
point of view was inadvisedly imposed on méaning.

v “

The analy§¥s\of Kinship systems using componential ana-
lysis appeared qu1(¢ succefffgj)/ibg -components corresponded
to .the biological factsyggéut 1nterreVat1onsh1ps of individ-
uals, and anthropologists could deFerm?ne how the b1o]og1ca1

b .
relationships were %ntegrated into the{sociai structuré of a

50
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culture. The analyst had only to discover which sets of bi-
ological relationships were covered by a single lexical item
and he could assume that he had described the social meaning
of that Kinship term. In Pawnee, far exahple, the term

tat iraktaku is roughly translated as "my wife", but is
applied to all of the follow1ng relationships: mother’s
brother’s w1fe one’'s own wife, wife's sister, brother’s
wife, father s brother’'s son’s wife, and mother’s sister’s
son‘s wife. A man has certain social and cultural |

obligations to all of the individuals he calls tatiraktaku

 (Lounsbury, 1956).

Success with Kinship terms suggested that componential
analysis could be applied to other sets of words. Bendtx
(1966) analyzed a set of have verbs from what he called the
‘"G DgfaT_VBEEBUIary of English, Hindi, and Japanese; some
examples are, Jose, own, buy, sell, and find. Bend1x S i'i k
s tudy 11]ustrates a subtle sh1ft in the approach to ‘cCOmpo- -
nential analysis. In the studies with K1nsh1p terms, thew
components were predetermined because they were- based on b19
ological facts and geneology, but in the analys1s of a set
of words such as Bendix’'s have verbs, the nature of)§he com=
‘ponents has changed in that they are determ1ned by?vhe 1ntu—

itions of thg analyst. The researcher is in thegpg§1t1on of o
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describing the vocabulary of a language without a clear idea
of how other language users might relate lexical items to
the real world (Burling, 1964;“Fillmore, 1975a; Wallace,

1965) .

Word meanings are of different types and know ledge
about how a word is used to descriBe the real world is as
‘much a part of its meaning as Knowledge of its function in
the linguistic system of a language. The problem in compo-
nential analysis is deciding which aspects are linguistic,
and therefore éncodable as features, and which are part of
encyélopedié Knowledge, and therefore outside the domain of
linguistics.

Semantic components may only be another of those
"convenient fictions", avpossibly useful way of organizing
the lexicon of a language, but fheyﬁao not necessarily cor-

respond to any psychological reality. But, what is meaning

’%“fif it is not psychological? One apparently objectivé me thod

for determining components is to rely on scientific descrip-
~tions of the objects and events refe',;fed to by words, as in
the analysis of kinship terms. Such an approach is attrac-
tive to structural linguists because the analysis of meaning
can be presumed to be objective, and Bloomfié]d’sltheory of

meaning is maintained. The ma jor difficulty with the
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sciehtific aﬁa]ysig'of meaning is that the language user's
interpretation of a word does not aiways corréspond to the
scientist™s desbription of the word’s referent. Nida (}975).
gives the example ofﬂwafk versus .run. A naive person will
say that the difference'bétween thesé two meanings is in
terms of speed, run {s a faster action than walk.

| “When confronted, however, with the fact

that some persons can walk faster than
others can or do run and that stat1onary

running involves no movement in space,
. they readily admit that speed is not the
: determining factor. (Nida, 1975, p. 21)

Nida concludes that the relevant featuré must be wheth-
er one or both of the feet are always 1n contact with the
ground .(walk), or ne1ther foot is (Pun) and as a good
strﬁcturalist, he opts for what he thinks is the scientif-
'.1ca11y ﬁorféct rather than the psychologically rea]ydescrfp-
tion. ‘Such ana]Ytic.descriptions are useful and importént “
but do.not necessarily he]b the semantﬁéist determiqe the
meanings of a word w1th1n a ]1ngu1st1c community. Such de4
scriptions cannot be con51dered equivalent to word mean1ngs

if 1anguage users do not refer to the concepts included in

~ the analysis when. they use a word.

attempt toward making lexical features more psycho-

logically real wés to hypothesize that the semantic



components were universal semantic prim*"%%s;' It is as-
T U " 8 g \\1’:

sumed that the primitives are the smé;ﬂ.'

meening components of a 1anguage- a]though they are usua]ly
designated by 1abels which are ordinary words iR the lan—

guage being analyzed, for example, MALE or ANIMATE. It is

.stressed by proponehts of semantic primes that these fea-

tures are "... abstract theoretical entities represehtiné

comp lex psyphological_meéhanisms. Their names.must not lead

us to the. impression that they are themselves lexical en-

tries of any natural language" (Bierwisch, 1970, p. 182) .

A problem with this;approach is that there is no method

for deciding when the proper set of semantic primitives has

been found: Most of the primitive concepts mentioned in the -

literature can themselvés be broken into emaller components.

N .

- For example, HUMAN, a frequehtly proposed pnimifive compo-

nent, can be further erfesented as FEATHERLESS, BIPED,

RATIONAL, etce-(Leech; 1974, p. 99). The semantic complex-
ity of a 1ex1ca1'itehﬁcan be varied depending on which set
of components is chosen to Pepreseht its meaning (Fillmore,

1978) .

Not all lexical meanings can be characterized as a set
of discrete components Some mean1ngs are inherently
relational such as have wh1ch ]1nks an 1nd1v1dua1 with an

£
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object (Bendix, 1966). Weinreich (1969;**has suggested that
relational meanings of lexical items could be represented by
strucfured.sets of components.
, _ (

This idea was’inCOPporated into generative semantics
which carried fhe notion of lexical @ecomposjtion to its

most eftreme limit. ‘Instead of simply hypothesizing that

the mean1ngs of 1ex1ca1 items could be represented by seman-
/t1 r1m1t1ves it was assumed that the syntact1c deep
structure of a -sentence is the same as its semant1c repre—

sentation. The term1na1 e]ements of the deep structure are

semantic pr1m1t1ves chosen from a universal set. Various

transformations are performed on these trees in the course

of the1r der1vat1on and special cohfigurafions'of the se-

: mant1c pr1m1t1ves can be replaced by a lexical item if there

is .an appropr1ate one ava11ab1e iw the 1anguage.\ The rather
bizarre exampfe often,used to if]ustra%@@}his concept is the
~structured set of“Features'CAUSE-BECOMEfNOT-ALIVE which cen
be replaced by the word KilT (McCawley, 1968b) .

e -

.Semantichrepresentations of this type ahe used by the
‘ /
generat1ve semant1c1sts to relate" two semantically synony-
mous but syntact1ca11y different sentences such as the fol-

lowing:



‘a. The pafty was a success.
b. The party succeeded. ) N
(Fodor, 1977, p. 74) - o

s ”
~'In the standard version of transformational-generative

grammar these two sentences would'haverdifferent syntactic
repﬁeeentattons With perhaps similar semantic intefpre-
tations; in generative semantics, -on the other hand, tHese
sentences have the eame underlying structure. They only
differ ih the transfermations’applied in their derivatioﬁ.

] The thruet of generative semantics is {5 reduce semantics to
syﬁtax,'thereby neatly solving the‘linéﬁists’ problems in
'éttempting tovlimit the'ecope ef semantics. GeneratiVe ee—
mantics rebresents one 1ogica1 extfeme of a feature type an-
alyéis; Whtch %s te make»1exical features entirely syntac-

“tic, thereby e]iminating;semahticé from grammar.

1

A common assumpt1on often but not necessarily associ-
ated with the decompos1t1on of lexical meaning is that all’
features;are‘b1nary, that is, either present or absent. kit
is not-elear why some analysts have inSisted on this point
eihce bhevcould have a non-btnary compohentia] analysis just
as well es-a‘binary one.. It i perhaps the example of
d1st1nct1ve features in phono]ogy wh1ch has been over-

enthUSJast1ca1]y extended to lexical meaning in an attempt
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fo make the descriptioﬁ of thellexicon ook systematic.
'Binaryesemantic feafures may be present within restricted
sets of terms, for example MALE in Kﬁhship or pronoun. sys-
tegs, éut if the binary constraint is combined with the
m1n1ma1 def1n1t1ons pr1nc1ple one gets a s1tuat1on where
every mean1ng would have to be spec:?ﬁed as either plus or
m1nus MALE, even in cases where this feature is quite:

' irre]eyent or inappropriate. For exahpie, MALE is not a

part of the meaning of rock or thinking.

Binarism imp]ies a notion of semantic markedness since,
to choose a part1cu1ar feature suggests that certain seman-
t1c oppositions are marked in’a 1anguage The d1ff1ethy is
that semantiic oppos1t1ons arernot always consistently marked
fhroughout a language. ' In English, Vi*én.is Marked +FEMALE
in reiation to fox, and although womaﬁ'ceulg be considered
simﬁ]ar]y marked in relation tQ man, girl is“certainly not
obviously merRed when compared to boy. In addition, it is
not aiways the female memger of a pair whicH is marked since
- drake is marked +MALE- in. re]at1on to duck (Lyons 1977;

p 322) In order to maintain a binary system éither MALE
or FEMALE mgst be arbitrarijy\chosen. Both features could

be incorporated into a semantic ana]ysis of English animate

7 beings, a solution which seems to better represent English :



1exica1 semantics, but is'oontrary\to the whole notion of a
binary,semahtio system.

(3

B1nary features cannot express the d1fferent1al sa- -

]1ence which some meaning components can h e for various
language users. Furthermore, some h1gh1y salient Features
may not be genera] SO that they on1y apply to one specific

1ex1ca1 1tem Assass:nate, for example -might ha&e\the

~
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feature FOR POLITICAL MOTIVE, whtch is salient for fh1s word -

but- few‘others_(Lehrer, 197&).4 It is a]so'poss1ble that two
syhonYmous or nearly synonymousywords~oan have the'sane‘féaf
tures but otffer th tntensjty,rmammoth is like big, only
more so'(Nida}»1975).v Strict binary featUres cannot show
" degrees of intensity and the analyst mus t either_propose an
:additional feature sUChvas INTENSE, or use a superscrﬁpt
“system where if big is +HEIGHT and +BREADTH, mammoth s
+;HEIGHT and +2BREADTH, or some-other honfbinary notational
devices (Nida, 1975; Nida etla]., 1977). The difficulties
with binary features'are further compounded by;the fact'that
:not all contrastive sets of lexical items can be conve-
nientty described by them As already noted in Chapter 1,
- some sets of words have a d1mens1ona1 struoture and lexical
sets such as days of the week or months of the year are

oyc]1ca1.
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‘?odor, Fodor, and Garrétt (1975)'argué against lexical
decompositfom&?;They pojht oﬁt that the complexity of sénj
tences would HéVe to be determined by the complexity of -
the 'r lex{caY items, so thét "John is a bachelor" should be
, more semantically complex than'”ﬂohn is-unmarriedq" The
first sentence doés not appear to be semantically more com-

plicated than the second, and Fodor et al. note that the
definitiohalvand b;ychologjéal coﬁple;ity of these two gen-
tences do not correlate. a |

. o
They opt for meaning postulates as a method, for repre-

senting the semantic content of utterances. It is difficult
to see how this solvesithe pnob]ehs ehcountered by lexical -
decomposition. How can the entailments of a sentence be de-

termined without‘understaﬁding its meaning? The interpre-

tation of an utterance crucially depends on an Understahding'

of its component lexical items, since these are’ the linguia*

. : S, 3
tic devices which indicate what is being talked about.

Decomposing a sentence infg'its logica] form ‘s reé]]y
not much dffferent from decomposiﬁg it fnté features. True,
logical form is better able to show re]afions among elements
but the message is still being divided into definitive com-
‘ponentsh Theories ofwlogﬁﬁal form and componenfia] analysis

both assume that the meanings of utterances can be

e
€
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determined in isolation, simply by analyzing the intra-sen-

tential compohents.
Selectional Restrictions

Lexical decomposition was Qsed by generative grammaﬁ-
eians to .block the derivation of semantica]ly anoma lous sen;‘
tences. Each lexical item was marked with its select1ona1
bestrictions;‘Whjeh were thought to be those aspects of lex-
ical meaningldetebmfhed by 1inguiefic rather than psyeﬁolog-
ical factors (Chomskys1965 ; Kafze& Fodor 1964)? Since:
native speakers judged semantieally anoma lous sentences as
uﬁacceptable, generative 1in§uistsvcensidered itlcruciallfor
their grammabs to eccounf fof semantic anomaly, - Frem a lan-
guage user’s point of view, however, detection of semantic |
,anoma]y is not systematic and lihguistic; Rathef, ii occurs
4whee a hearer realizes thatethe utterance.presented to him
for interpretation does-net correepond with what he Knows |
abouf‘reality, or that it is simply inconsisfeht with the
expectat1ons estab11shed by the commun1cat1ve s1tuat1on of
'the moment . “For almost every anomalous example thought up
by a~transformat1ona1-generat1ve 11ngu1st, an appropriate
contexf either linguistic or situational can probably becl

constructed forAwhich the utterance makes sense.
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- In the Aépeoté mode 1, Chomsky held that each lexical
item was marked with features such as +/-HUMAN or.
+/-AN1MATE. Lexical items with -incompatible feature speci-
fications'éould~not be combined, so that it was impossible
for the grammar to' derive anomalous senténces. In this
~model, semahti;,deviance<was considered a syntactic rather
A thén‘a semantic problem, and the lexical features were a
specjal Kind.of grammatical category. Choméky (1965) ex-
piicitly rejects handling sé]ect{onal restrictions by the

'sehantic rather than the syntactic component of his grammar.

Katz and Fodor (1964) déveloped:a theory whjph uses the
sgmantic component to prevent sentences-wHiCh vioiate séi
1ectiona1'restrictioné._'In Ehe;f m?de] the meanings of
words are expressed in terms of two kinds of features, se-
mantic markers and.aiétinguishers. fhe markers encodé the
- part of lexical meanihg-systematic_for language ahd’thé dis-
tiﬁguishers are used for the residual or idiosyncratic
aspecté of individual words. One goal of lexical semantics
vought»to be the discovery of fhose‘features'which are
inherent of central to the use and understanding of a word.
\Markers_and distinguishers attempt to do this, butAin addi -
tioﬁ, markers express the se]ectiona]'réstrictionéf%hvolved

in the combination of certain lexical items.

1

\
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For example, semantic markers woufd block the utterance
"He painted the walls with silent paint”. The words silent
and paint are assumed to have incompatible semantic markers
in their dictionary‘representations; let us say that paint
has the feature -NOISE.?2 This feature is not an inherent or
salient property .of paint but merely a marker added to its
lexical representation to prevent the supposedly inadmissi-
ble cdmbination, silent paint. The rules of semantic inter-
'pfetation would then blocK the anomalous sentence from,evers
receiving a semantic representation. Unlike the Aspecfs
model, anomalous utterances could be der ived by the syntéc-

tic component, but they were prevented from becoming

acceptable sentences by the semantic component.

The distfnctjoﬁ betweén markers and distinguishers
presents difficulties for the Katz-Foddr theory. It is not
clear what this dichotomy is supposed to represent other
.fhan a weak attempt to systematize meaning. Bolinger (1965)
has shown that all distinguishers can be elevated to the

status of markers since information contained in them may be

2 The postulation of a feature -NOISE for paint does not
agree with the usage of such terms as Joud and muted with
colors and, presumably by extension, to paint. This illus-
trates once again, the complete inability of the Katz-Fodor
model to incorporate even the most common metaphors into
their)description of lexical semantics (cf. Weinreich,
1966a) . :
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necessary to brevent anoma lous or ambiguous readings; the
usual function of markers. Bolinger also points out that
the marker—distinguishen'distfnction does not correspond to
anything in the real world or in natural language. Katz
attempted to preserve the two types of features by assigning
to distinguishers the function of indicating perceptual dif-
‘ferences among referents, whi]e markers represent conceptual
components of sense (Katz, 1972). Stated in these terms the
distinction no longer separates linguistic from non-linguis-
tic meaning; the original purpose of formulating selectional
restrictioés. Jackendoff (1981) notes that the anomaly of
"That man is pregnant", is the same as "That person is preg-
nant", if the person referred to is in fact a man. Why
should the first case be consideﬁed a ViolationAof linguis-
tic criteria, while the second example only violates prag-
matic Knowledge? 1t is difficult to maintéin a formal dis-
tinction between linguistic meaning and reaT wor 1d Kndw]edge

as Katz has attempted.

Mahyvarguments have been presented against selectional
restrictions. McCawley (1968a; 1971) and Jackendoff (1972)
have suggested tHat‘sentences whfchAQiolate selectioné] re-
strictions must be interpreted because sentences such as,

"It is nonsense to say he painted the walls with silent
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paint" are we]l-form#d. Chomsky’' s Aspects model never
allowed for the generation of such sentences, while the
Katz-Fodor model generated such senfences but prevented them
ffom receiving a semantic interpretation. McCawley and
Jackendoff would contend that, in some Sensé, language users
have to understand sentences which violate selectional re-
‘strictions in order to know that these utterances express

information incompatible with the way tiee world operates.

The Katz-Fodor account of selectional restrictions
excludes real world knowledge as a possible source of
jUdgeﬁents about semantic anomaly.4 In their theory the
dictionary is supposed to encodé(all possible selectional
restrictions which might hold among lexical ifems. The
‘dictionary entries would also have to systematically encode
everything an jndividual Knows about\the wor ld; which would
make thém extremely long, possibly iﬁﬁinite.

. \ |
L formalization of selectional restrictions was another
attempt to force those aspects of the cognitive system whicﬁ
impact on language into the more narrodly formulated
grammatigal system. it wag noted éboVe that holding a view
of autonomy of syntax will not lead to a useful description

of linguistic processes (see also Derwing, 1980; Derwing &

Baker, 1978;: HOrmann, 1881; and Prideaux, 1980), since



- syntactic devicges convey information about the relationships
among the components of an utterance.: Auténomy of semantics
also cannot be maintained because hearers refer to pragmatic
variables as well as grammatical structures when. they inter-

pret utterénces.
Lexical Relatedness

The obvious produqtivity of certain morphemes was an-
other aspect of lexical items which presented problems to
the generative grammarians. Creativity was supposed to
occur only at the level of syntax, while lexical items were
:considéred to-bé indissoluble units passively waiting to be
Utilﬁzed by the syﬁté¢tic compohent (Jackendoff, 1975).
Experimental evidence haé shown that.thié is not the case.
Word formation can be a creative process,-at least for cer-
tain productive derivatioﬁél morphemes kDerwing & Béker,

1977 = 1979) .

Linguists had to develop a notion of lexical related-
ness in order to explain lexical productivity. Lexical
items can be related through their meanings and through
shared morpheméé. 'Linguists ére usyally more concerned with
forms than meanings, ﬁherefore, linguistic notions of 1exi4’

cal relatedness hinge on shared morphemes. For example,

Sl
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king would be considered related to kingly and kingdom, but
not to SovePeign.\ The next chapter shows that psychologists

were interested in lexical items which are semaﬁtically but

not necessarily, morphologically related.

Two approaches to characteriéing lexical relatednese
have been proposed within the generetive framework; the
transformationalist hypothesis, and the lexicalist hypoth-
esis. The transformationalist hypothesis is c]dse]y 1inked
to generativelsemantics. Related lexical items are repre-
sented by\fhe same or similar semantic primitives in deep
structufe, since ,they are considered to have similar mean-
ings.)nIhe related forms have different surface structure
rephesegtegions because they have undergone different
fransformetjonal historiesT In this theory the lexicon is a
series of forms which are inéerted into trees by transforma-
t1ons after~certa1n other transformat1ons have applied.
Relatedness of meaning is therefore not an important func-

t1on«df‘the 1ex1con, but'is mainly represented through the

derivational history of syntactic structures.

. The lexicalist position as expressed by ChomskKy (1972),
stateskthat relatedness is not derived through transforma-
tions. Rather, relatedness is expressed through lexical

redundancy rules. Related words such as decide-decision
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- have a single entry in the 1e§icon_representing“their common
meaning. When 1exica1ltnsertion takes place the lexical re-
.éundancy rules derive the correct grammatical forn for the
fsyntactic slot_available}

'
8

Qacﬁenddff (1972, 1975), in general, accepts the lexi—
calist-p;;?tion, although he has some criticisms of
Chomsky’s'(1972) verston of it. Jackendoff notes- that.both
"Chomsky s version and the transformat1ona11st hypothes1s
wou'ld require hypothet1ca1 forms such as *auth as the base
for author These nonex1stent entries would then have to be
spec1a]!y marked w1th a feature 1nd1cat1ng that they are
Jnonoccurrwng.' As an alternat1ve, dachendoff (1972 1975)
oroposed that each actually occurring word- of a 1anguage be
entered into the'lekicon Tedundancy rules within- the lexi-=
fcon wou 1d state wh1ch 1tems are related. These redundancy
rules would account for productivity, since they are formu-
lated from observed genera11zat1ons and once acqu1red the
rules can be used for new forms dackendoff s theory
e11m1nates the neccess1ty of propos1ng hypothetical base
forms, but it does not really exp]a1n how people can use
der1vat1onal morphemes pnoduct1yely;w1th nonsense,forms
since there would be no entry .in the lexicon for. the redun-

, dancy ru]e to operate on.

~
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- None of the positions described above would serve as a
‘psychological model ef-the lexicon. It i@ bossibTe that for
language users, semantic relatedness is mere significant
than morphologieat relatedness, although morphological re-
latedness is important for acquiring the productive rules‘of
'iword formation. Both aspects of lexical reﬂatednese sﬁ%uld“

. o .
. . X ‘“,/y - B
be considered, not exclusively one or the other. .

i

Variability of-Lexical Mean ing |

- The lexicon is essentially a 1ﬁst of 1ingﬁistic~devices”
‘used to denote the ent1t1es ava11ab1e as top1cs of dis- "
course.' The . 1tems in the - lexicon can be as varied as human
experiences in the wor1d since we have a wide var1ety of
th1ngs to ta]K about Much of the thrust Qf semant1e ¢
) theor1es w1th1n generat1ve grammar has been to attempt to.
systematically ermulate the e]ements of the lexicon. The
autdnemy of syntax hypothesis demanded that those. semantic
variables which’ affect the forms of utterances be formalized
as part of the grammar L1nguwsts are beg1;1ng to realize
that there are many aspects of language which cannot be sys-
temat1ca11y described. A trend in current 11ngu1st1c
thinking is toward explaining the‘unsystematic aspects of
language 1exica1]y,}3n an effort te‘constrain the power of

grammatical rules (Brame, 1981;-NeWmeyer, 1980) .
T e : ! ‘ Sy
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Many Iingkists have recognized that the meanings of
words are far from invariant (Fodor, Fodor, & Garrett, 1975;
Aronoff, 1981; Nida, 1975: Bolinger, 1973; Lehrer, 1974:
Fillmore, 1975a; 1978); but they have not fully understcod
the implications this has for a theory of lamnguage. The way
to {ncorporate variability into a theory cf meaning is not
to attempt to develop atlinguiétic semantics but rather to
explain meaning as a function of human ocmmu:icaﬂtve
abi]ities Variability arises because language is a part of
human cogn1t1oﬁ No two people have exact]y the same pic-

ture of the wor]d and the .success of any attempt at commu -

nication will depend on' the extent to wh1ch the 1nd1v1duals
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involved have had similar experiences.’ One has on]y to con-

sider the Soviet and American views of democracy to realize

ﬂf%that words can have variable meaning,
._“;’:;(‘ N

{
_Language is the medium usually chosen for communica-
tion.. Therefore‘ the 1ink between mean1ngs and linguistic
devices must be flexible enough to accomodate the varied ex-

periences of language users. At the same time,. . however, the

"~ use of 1ex1ca1 mean1ngs must be. convent1ona11zed otherwise

communication would be 1mposs1ble L

Every utterance must be 1nterpreted Interpretat1on‘

would be unnecessary 1f meanings were f1xed s1nce each
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ﬁingufstic expression could have only one predetermined -def-
inition. If meanings were invariant, sentences, the objects
studiéd by linguists, would convey meanings. .The interpre-
tation of a sentence would involve a simp]e-concatenation of
the meaning 6f each of its component pérts. Every instance
of a.particuiar sentence would always have the éame meaning
regardless of the context in which it occurred. It would

then be necessary to have many more sentence forms, one for

9

each different contextual interpretation. This is not the .

 f;however;_$entences are meaningless
i/a particular context and intefpret-
ed by a particular he:fr as an attempt by a particular

speaker to communicateé’/a message.

1
| ) o

There are threz’sources of variability in meaning which
involve cognigiye a\il?ties of iﬁterpretation and real wor 1d

Knowledgef 1) connot;tion, 2) contextual‘dependence, and

3)creafivit§l Each o;\t@ese is discussed in turn.

In addition to their referential propertieé; mény words
havé an emotional or connotative component which is ex-
tremely variable frdﬁ pérson to person. A word like dog may
héve a different impact for someone who has been severely
bjttenmby one thahvfor a person who haé always had "man’s

'wbest friend" as a companion. Linguists have avoided 7

a
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iné]uding connotétive informatton in their éemaﬁtic repré—
sentations and in the case of a word like dog this may be
justified since the referent can be 1dentified‘régard1ess‘of
one's feelings. The connbtative component of a particular
individual’s poncépt‘of dog is based on his personal experi-
enées and is not usually encoded in the conventional meaning

of dog.

S OMme rmmds however, have a connotative value as an

‘Hh

int€gtal part of the1r convent1ona] meaning, such as Khock
off, a synonym of klll " When 11ngu1sts encounter such 1eX1-

cal items they tend to. ass1gn the connotatwve value to

stylistics and then forget about it? The connotat1ve va lue

71

of these k1nds of words is usual]y learned from contact with

the words themselves rather than their referents. This ex-

ample plus the one in the preceding paragraph 111usthates 1

: i
that - one type of semantic component, connotative value, can

have an idiosyncratic as well as a conventionalized repre-
sentation, The convent1ona1 interpretation is most close]y

associated with what is genera]]y called linguistic mean1ng.

The interpretation of word meanings may vary with con-

text, either situational or linguistic (Fillmore, 1975a;

1978). A simple example is the word glue which is

interpreted as a substance in the linguistic context "They

9



v 72
_ : @
found the ___ " and as an action in the frame fThey ___ the
pieces together." Context can also be instrumental in de-
termining the connotative value associated with a word. The
normally neutral word Co& has a highly emotional charge'iﬁ

the utterance "That woman is an old cow."

""\khat dd*tex tual

- P
v"{""-z i ey

In a previous section it was mentio

dependence of tlexical meaning makes comp%;m»‘

difficult. , The: linguist h

 F£}onal feature éeemq neces-
LKiﬁ6¢list:the selectiondl re-
jfrictions which apply to a lexical item since the|utter-
ances which appear.to be-éemantica]ly ahomalous_in isolation
will be perfectly acceptable in an Q@ﬁ@opriate context. The
anomalous example presented earlier,.silent paint, could be
made sensible in a context such as the fo])owiné: "Since vi-
brant colors were considered too loud, he painted the walls
with silent paint”, implying that dUll or washed qut colors

hi

were used.

o
P i

When a languagewuser encounters an uttefance,ﬁhe
attemptsjtb 1nterpré¥knot it, so much “as  the speakér’s in-
tentions in'foﬁul‘atmg it by using his knowledge f his <
11ngu1st1c system, and his exper1ences with 51m11aH

By
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Qtterances,jn similar cohtexts. Emphasis on fhe importance
of cqntéxtual information for the interbretatioh of wdrds
would seem to suggest that'ihveétigating the meaning of 155—
lated lexical items ought to be impossible. Although the

~ meaning of a word cannot be fufily specified without con-
sidering the various contexts the word appears in, it is
possible to study some of the potential meanings'WhicH a
word suggests to language users. Native speakers ha;e intu-
itions about the meanihgs of words, evénmwords they 60 not
‘oFd?%éhi?y use.  In a psycholinguisticf@xperinent
(Marckworth, BaKer,.Kawashima, & MayadeVi:/1981) ubper
caste, educated'Kanﬁada speakers were asked to rate the se-
mantic‘similariﬁw~of some judging verbs (praise, dﬁﬁ?emnf;
and criticize are some English examples). Included in the
stimulus lié@ were "village" words Qsed only. by lower ééste,
uneducatedbspeakérs/of Kannada; the experimental subjeFts
éould agree on the semantiC“sfmilarity-rating of'thesé%wbrds
even though the; Spontaneous]y said thatfthéy would never

actually use such words in their. own speech.

N

Variability of word meaning allows for the creative
production and comprehension of utterances. Mostzlihguists
acknowledge the creative uses of language at the syntactic

and discourse levels, but it has genera]]y been assumed that

H



word meanings are fixed and no creativity was expected at
'theelexical level. “The use of metaphor, in particular sug-
gests>thaf thfs is not the case. Many linguists have
,usuale excluded an account of the metephorical usage of
words from'theif theQries beceuse it is difficult to System-
atically describe bqth the conventional and metaphorical

meanings of words.

People have a desire to communicate ahd“ﬁf there. is no
readily availab]e lexica] itemefor theieoﬁcept wh{ch a |
speaker is trying to express,: hé will invenf\one.',ln a
technofogica1 society sech'es ours;‘new words are coimed all
the /time, particularly és»new inventions become a part of

r everyday life. Television, escalator, and micnowéve
oven are prime exemp1es. In an experiment‘conducted by the
author, reported in Chapter’'?7 - jects were asked to label
a variety of diffe;enf noises. ne stimuli Were‘recordings
e? bells ringing, whistles, thumps, and bangs. It was hoped
thet the results would produce conventionalized onomato-
poetﬁc responses, but this was not aiways the case. Many
. subjects gave idiosyncratic and creat}ve labels, especially
for noises where the source was not easily identifiable. .

The results of this study suggested that lexical creativity

is an ability which speakers.¢an tap when they do not have a

74
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readily available onomatopoetic word.
Conclusion

From a psycholinguistic perspective linguists have ap-
peared to be unsuccessful in their attempts to describe
formal]v lexical meaning in language. Many linguists have
developed descr1pt1ons of individual lexical items but have
~ been unable to carry through to a formal descr1pt1on of the
- entire lexicon. In many cases, however, linguists have been
asking the;rjght sorts of questions about lexical meaning.
Their intuftive‘approach to analysis allows them to consider
complex semantic relationships in detail. Such insights are
often not a consequence of experimental studies since the

-researcher looks for the most general or common responses.

Much of the confusion about which (if any) aspects of
word meanings should be represented in a grammar results
because the lexicon does have some systematic elements wi ‘ch
‘can be described by rules. For example, some derivaticiia
morphemes, such as agentive, usually gdd a fixed semantic
notion to wgrds The texicon is, at the same time, a list
of vocabu]ary and therefore, not rule governed since
anythtng which must be learned as a list cannot be described

by I1ngu1st1c genera11zat1ons One cannot say that the
. L4 .
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9
elements of the lexicon are entirely governed by grammatical

rules, nor can one say that those elements are completely

ol

unsystematic and invariant.

ey
o,
Y

Words are linguistic devices used to convey meanings in -
particular utterances. The interpretations of meanings are
determined by real world knowledge and past experiences.

The morpho-syntactic aspects of words can be formalized by
grammatical rules, but a description Bf their meanings must
be approached from a psychological perspective. The inade-
quate repreéentations of lexical meaning suggested by vari-
ous l}nguistic theories show .that an entirely formal ap-
proach won't do. The next chapter reviews some of the dif-
ficulties psychologists have encountered in their attempts

to understand lexical meaning.



CHAPTER 3
EXPERIMENTAL INVESTIGATIONS OF LEXICAL MEANING
Introduction

?Tbe/last chaptér{ﬁeviewed linguists’ attempts at devel-
oping a theory of word meanings; this chapter discusses psy-
chglogists’ efforts to study lexical waning experimentally.,
Unlike H.ngui.sts, psychologists were not ge’inter-
ested in discovering the structural propertie the lexi-
con which impact on sYntax. Expé:Gmental research is
oriented toward discoverihg the mental representation of
lexical itéms either in fhemse]ves or in terms of the con-
cepts labeled by them. . Usually, the assumption is that the
meanings of lexical items are either represented as sets of
features or ordered as a function of continuous underlying
dimensions.  Like linguists, psychologi€ts have generally
assumed that 'word meanings are static and there is an in-
variamt set of features or dimensions associated with each
lexeme. Thewexperimental methods and data analytic tech-

niques used have besn infiuenced by this assumption.

77
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The psychological studies discussed below did not
generally result in theories of lex%cal meaning per se, but
some of them il]yminate important aspects of lexical seman-
tics. The psychglinguistic studies reviewed in this chapter
are: Osgood’'s semantic differential %nd semantic interaction
technique, Rosch’s category prototypes and basic objects
level, Deese’'s inter-item associations, and semantic simi-
larity judgements. The discussion in each case concentrates
on the important theoretical issues associated with each
method rather than the details of experimental procedures

and data analysis. ' \
|

Psychologists, 1ike linguists, defined different types

|

of meaning and then attempted to study the one which they
considered pabticular]y relevant to their discipline (0Osgood
et al., 1957, Clark & Clark, 1877; Smith, 1978). The fol-
1oﬁing quote from Szalay and Deese (1978) is agptypical exah-_
ple of this-attitude:.

o Psychological meaning describes a
person’s subjective perception and af-
fective reactions to segments of lan-
guage. - It characterizes those things
that are most salient in an individual’s
reactions and describes the degree and
direction of affectivity. In compari-
son, rational or philosophical meaning
disCribes the abstract characteristics
ot the referent and its relation with
other conceivable referents, while
lexical meaning describes the dyadic

b
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relations between words and referents.
(Szalay & Deese, 1978, p. 2)

Al meaning is a product of human minds and should be
of concern to psychologists. It is therefore surprising
that they would be willing to limit their attention to one
small part of human cognition, namely affective reactions, .
although this may in part be due to the lack of an adequate
theory of human cognition. It was seen in the last chapter
that many Jinguistic theories of lexical meaning are inade-

. quate because they do not allow for psycholinguistic vari-
ables; many psychological theories also fail because they do
not considervthe individual mind as a unified whole. They
attempt to ignore such variables as éyntactic function, bast
experiences, and word-refereht relationships. These so-
called contaminating variaples are sigﬁificant components of
meaning. Their 1nf1uence~i% psychological studies may be
experimentally‘bontrolled or accounted for if thé researcher
is aware of their potential impact on the sLbjects’ inter-
pretation of linguistic stimuli. If linguistic variables
are ignored, the reseérchers may not actually be measuring

what they c]aimtthey are.

e




The Semahtjc Differential

It_would be difficu]t to exaggerate Charles Osgood’s
contribution to lexical semantics; his semantic differential
A}echnique (Osgood, Suci & Tannenbaum, 1957) has been a stan-
_dard research tool for twenty years. When the inadequacies
of the method became apparent, Osgood devised another ap-
proaéh for discovering components of meaning, the semantic
interaction method (Osgood, 1970). Both types of research
are discussed in this section, but more attentiqn is paid té
.the semahtic diffegential since it has received more comhent
from linguists (Weinreich, 1958) and péycho]ogists (Brown,
1958a; Carroll, 1959;v80usf1eld, 1961) #han semantic inter-

action studies. ' I

The semantic differential consists of a set of bipotar
adjective scales which subjects use to rate concepts such as
mother, tornado, boulder, Senator (Joseph) McCaPtHy,'or my

boss. The ratlngs are factor analyzed for a set/of terms ip

80

order to determ1ne the salient dimensions under}y1ng the set -

of concepts rated. The reader is referred to Dsgood, Suci,

and Tannenbaum (1957) The Measurement of Meaning, and Snider

and Osgood (1969) Semantic lefenentlal Technlque A Source—
. Dook' for:; .more details about the method of analysis and’

3

exﬁér1mental procedures.
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Degood’s early conception'of'lexical meantng was firmly
| rooted in the trad1t1ons of. bahav1orlsm and assoctat1on1sm,
,although he d1ffered w1th h1s fellow psycholog1sts in both
schools by 1ns1st1ng that mean1ng’1s wor thy of: 1nvestlgatlon
(Osgood, 1961). Compare this attitude to Bousfield's (1961
. statement: | R
. It seems to me: that meanlng is not only

. - an unnecessary concept for verbal’learn-

'ing but a concept bound to lead to-con- '

fusion. L'ike the concept of emotion it

is ambiguous, and it is tied up with

philcdsophical considerations going

o beyond the domain of psycho]ogy
(Bousfield, 1961, p. 81

o

Osgood and his co]leagues c]axmed they were measur1ng
;affect1ve or oonnotat1ve meaning, the 1nterna1 responses
.evoked within_a subject when he encounters avpartacular 19n-
gUiStic sign.r Atfecttve-meaning'je opposed to denotattVe
meaning which is the re]ationebetween'a referent and the

| word which represents it (Osgoéd 1959) It is argued be low
that the semant1c d19?érent1al can be used to measure both
types of mean1ng, and that ‘the apparent affect1ve responsesv

were a result of exper1menta] procedures

» The médiation theory of heaning developed by 0Osgood
(1963, 1964, 1966b) is not disconfirmed or confirmed by evi-

dence from semantic differential studies, an unuSualv
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‘OCCerence,sﬁnce hostﬁpsychoiogists‘propose elahorate ]
theories‘to ekptain subjectVbehaVior on one'type of taSk '
In” fact, Osgood’'s theory appears to have 11tt1e to do w1th |
‘ the main body of h1s research efforts, but it 1s brlef]y

rrev1ewed here to~111um1nate his theoretqcal or1entat1on.

Accord1ng‘to!Dsgood the mean1ng of all s1gns can’ be

attr1buted to med1at1ng~representat1onal processes which are,,

formed as- a funct1on of people s pxper1ences in the rea]
wor 1d. The med1at1ng process descrwbes the lxnk ‘between the
1nternal representat1on of an obJect or event and the obJect

or event as it occurs 1n the real world BN

" Semantic d1fferent1a] results are exp]a1ned by con~
: ot
s1der1ng the representat1onal med1at1ons as bundles of re-

,sponses correspondlng to the emottopal impact of the s1gn as
reflected in the semantic;differenttal scales. These repre-

sentational response bundles are'combined\with each other in

- various ways to represent different reactions toward con-

.cepts v The med1at1on bundles are ]1Ke the component1a1 fea-

!

tures d1scussed in the last chapter ln Osgood' s early ver-v

sion of the theory, however~ the components are 1nterna1
psycholog1ca1 states rather than 11ngu1st1c elements and,
o

these states define the semant1c space of an 1nd1v1dua1

| (Osgood et al., 1957). Osgood does not c1a1m that

ﬂ
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denotat1onal mean1ng is not an 1mportant semant1c e]ement

\

but  he cons1dered 1t a ph1losophlca1, not a psycholog1ca1

"83’p

problem (1959) and therefore not suscept1b]e to experimental

investigation. It is unlikely, however, that Osgood
maiptains the same poinfuof~View toward denotational meaning

today that he'did tWemty_years ago. /

It was initially thought - that the semantic d1fferent1a]

|

technlque wou.ld reveal all the d1mens1ons of semantrc space

if on]y a representat1ve set of concepts were rated on the
proper ‘set of scales (Carrol] 1959 Dsgood Suci, &"
Tannenbaum. ?957 Osgood’ s character1zat1on of semant1c
"_space is descr1bed in the fo]low1ng -excerpt.

My pr1g1nal ‘vision of a concept s tudded
space was refined to specify an origin
or | neutral point -of the space, defined
as ‘"meaninglesshess" (analogous to the
neutral-grey of the color space), and to
conceive of meaningful concepts as the
end-points of vectors extending into
this” space, with lengths of the vectors
indicating degrees of "meaningfulness”
(1ike saturation in the colorspace) and
their d1rect1ons indicating the "quality
of meaning" (analogous to both bright-.
S ness and hue dimensions of the

. colorspace). (Osgood, 1976, p. 5)-

Osgood’ s characterization of the interrelationship of

oconCepts implies that semantic space-ie a stable, quantifi-

.« able entity waiting to be mapped; we just have no¢ yet found

Pl W
FIREA U
ks
.
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the proper means of measur1ng it. Part1cu1ar1y 1nappropr1~

- ate in Osgood's character1zat1on of a semant1c space is the
lmeaningless center whlch is used to gauge the d1stances

~ among concepts 1nfthe space Semant1c representatlons must-
exist in the m1nds of language users and 1t is 1nconce1vable
that the m1nd shpuld conta1n a mean1ngless core. " The de-

scr1pt1on of semant1c space quoted above is a

character1zat1on of /the factor analys1s performed on seman-~'

‘t1c,d1fferent1al rat1ngs_‘ It is always tempt1ng to inter-
e ' - -

pret the results of multivariate analyses as the actual rep- .

resentations of mental structures, but mu]tivariate‘stafist
" tics are not windows into the mind; they produce results.

consistent with their own mathematical basis and are en-

. . . . N : kY : *
tirely dependen¢ on the numerical properties of the data

"analyzed The data are provided by subJects who obvvous]y

\Tﬁuse thelr m1nds to perform the tasks a551gned to them but

‘,at.most, mu1t1var1ate analyses can reflect poss1b1e menta]
structures only ‘in a very indirect way. '

¢

It is now apparent that the eeﬁanticraifferential could
never be usedwto.map the entire éemantio spaoerof'ah indi-
Avidua],xand ifs usefulnees as a "measoremehﬁ of: meaning” is
Wrestrictedsin'several ways. Some oﬁ the early criticisms

(Brown, 1958aj Carroll, 1959) pointed out that in’their_

-

]
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appltcatton of the method Dsgood and h1s associates only

asked subJects to rate nouns on b1polar adjective scales

7No¢ all concepts can be charactertzed by b1polar 0pp051t10ns '
“ﬂand not a]l oppos1ttons are necessar11y adJect1va1 ome-go,
'"ever-medbr and mountain~valley are other possible contrasts

on wh1ch to Judge concepts (Carroll 1959),

' fcj'The’semanttc differential 1s extremely sens1t1ve to abl
subJect by~ concepts by scales 1nteract1on concepts such as”
me or my boss w111, of course be rated dtfferently by d1f'
i’ferent people This facet of the semant1c d1fferent1al en-
'abled Osgood and Luria (Osgood Suc1, & Tannenbaum 1957) to
'oahalyze the three dtfferent persona11t1es of a pat1ent in
,'psychotherapy The manner in which a concept 1s rated will

also depend on how a subJect 1nterprets the sttmu11

In: sp1te of the subJect by- concepts by- scales 1nterac-‘
"Zt1on,.the early semanttc d1fferent1a] studtes produced qutte
consistent results The three domtnant dtmenstons from thev
factor ana]yses of a great ‘many stud1es were Evaluat1on '
(good bad, pleasant—unpleasant),\Potency (strong weak,
Iarge—smallt, and Aot1v1ty (sharp-du]l, active—passive)
"wtth EVatuation by far the most'proﬁinent It was suggested :
‘that these three dtmenstons represented the bases of human

cognttton, although it was rea]1zed that the semant1c space



must contain many more as yet undetermined dimensipns.

2se three dimensions was

The consistent recurrence of t

»

not a consequence of fundamental nitive abilities, as

originally ‘supposed, but rather esulted'becaUSe subjécts 
were forced to-ﬁnterpret the s¢éAés metaphorically for many
. of the concepts (Brown, 19584; Carroll, 1959; Osgood, 1976).

. For example, boulder can ofly be rafep as,sweét;soun,_or

tornado as fair-unfair 'f_these scales are not interpreted‘,/!

/
7

as designating»deng}éfive aspects of the'conCepts.

~ The préssure toward metaphorical usage . - * .
of adjectival terms means that most . .

sales usgd with most concepts will o
rotate in the semantic space toward that
¥ affective feature on which, they have
"% their dominant loading sweet-sour toward s
E, hard-soft toward P, hot-cold toward ’
A. Since, in factor analysis the ma jor
dimensions are mathematically inserted
through the largest clusters of vari-
ables, this. means that: the shared affec-
tive features E, P, and A will be ampli-
- fied and. the many subtler denotative o .
features of meaning damped. - !
(Osgood, 1976, p. 90) :

It is pbssible'fd sUrpressvthé Eva]uatiQe, ﬁotehcy, and |
ActiVity factors by restricting the semantic;différential
tésk'to a single semantic gbmain. The scales will.thén be
interpreted denotatiVely in a consistent ;anner'for all coh; 
_cepts'in‘the set. OSgood_(1§§6) }éportedhtha} Kuusinen's .
analysis Qf thé,rating§ for Finhish perSona]ity terms

4
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'Soc1ab111ty. The Evaluat1véﬂwk
- did not result from the anﬁiy 4

87

‘ produced six personality factor%' TruStworthiness. Self-

r1ghteousness, Rat1onal1ty, Predig.’ility, Tolerance and

< avhd Act1v1ty/factors

4‘?‘!! SRV, e

> the subJects were
able to interpret the scales denotat1ve1y rather than meta-

phor1ca11y

When the concepts are taken from spec1f¥c semantwc
domains, ‘the rat1ng scales must also be chosen so that they
represent potential features common to the entﬁre set oft‘
words. If a scale is il1 chosen, it will not usually be

given a metaphorical interpretation as in the tasks with

«heterogéneoUs'concepts but rather will recetve neutral
-rat1ngs, and w1ll not s1gn1f1cantly load on any of the fac-
| tors,, In a study of words used to desrgnate noises, re-
4'ported 1n‘Chapter 7t_the pregent author used the semantic

~differential teChnidue]to ootain natingsaof_noisesJand also

of the words‘Whichvreferred to those noises. Logical deno-

tative scales For th1s study were Ioud soft hlgh-low, and

"bnlef—contlnurng The palr wanm—cool was also 1nc]uded

s1nce th1s scale usually. has h1gh load1ngs on the Act1v1ty

g facton but in the factor analys1s of the no1ses semant1c

d1fferent1al data, where the scales were being 1nterpreted

\
denotat1vely, the warm-cool scale d1d not load on any of the
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five factors found; This result suggests that the semantic o
d1fferent1al can be a tool for measuring denotative meanings

as well as affect1ve reactions. ' ~ e

The semant1c d1fferent1a1 has not lived up to its

v

1n1t1a1 promise of evolv1ng into a predetermined set of
scales aga1nst wh1ch any and all concepts m1ght bejmeasured ’
I*‘f lexi-

and compared and it is apparent that the anaTys
: A st gy
cal meaning should genera1ly be restr1cted to one doma1n at rmm”@

a time. The semant1c differential thus requ1res a certa1n
amount of a priori intuitive ana{ys1s of a lexical domain tn
order to decide which scales are appropriate for which
fields. The‘semantic differential technique is ideal for
s.validating presumed meaning components’discoyered by other
kmethods;'some of which are discussed in this chapter. ‘The
1;hypothes1zed features could be used as rat1ng scales in a
’ semant1c d1fferent1a1 task If the groupwngs of the con-
cepts from the semantic d1fferent1a1 matches those found by
earlier ana]yses the researcher can assume that he has R
found sa11ent meanwng components for a particular 1ex1ca1 N
field. Osgood and h1s associates d1d not use this.method
for val1dat1ng the proposed d1mens1ons under1y1ng the seman-

tic d1fferent1a], a]though this approach was used for some

of the‘semantic~interactton studies d1SCUS§ed in the next

i -



; ‘ \
section./ In the early days, the factors resulting| from an
fnalysts of semantic differential ratings were labeled and
; | »
it wag then assumed that these labels represented the under-

lyinghpsychotogical variables uithout fur ther validation.
Semant ic Interaction Technique - ¥
The inadequacies of'the semantic differential as a

measurement of meaning did not induce ngood_to abandon his
exp]orat1ons of semantic space In true pioneer sptrit

he dev1sed another technique for studying lexical mean1ng
| using semantic 1nteract1ons in the syntagmatic combinations
of lexical items such as adjective-noun, or verb-adverb (0Os-
good, 1970 1976), a first t1morous step for psychology from

words toward 1anguage

Osgood has assumed that all word’ mean1ngs can be de-

" scribed by a set of features which may have +, ?} or 0 val—
.ues for each concept The features appropr1ate for. encod1ng
the meaning of a concept are. postu]ated on the bas1s of an
1ntu1t1ve analys1s of a lexical f1eld in much the same way
that linguists approach lexical mean1ng Osgood finds
nothtng unscientific about an 1ntu1t1ve analys1s of mean1ng
as tong ‘as the a priori features are ver1f1ab]e in subse-v

quent eXper1ments Osgood (1970) reports .one experiment

89
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where the predetermined features were used as scales inia
semantic differential rating task, and the resulting analy-

A

sis corresponded to his a priori one.
Q .
) ' r
When the feature codes for two words come together,

three situatidns can arise: 1) semantic anomaly, the two
codes have opposing values foh some feature; 2).éemantic
appositiveness, the two codes have the same value on .a par-
ticular feature, so that the meaning of that f?ature is
intensi%ied;”3) semant ic pebmissibllity, one or both of the
codes contain a‘zero for the séme feature so that no con-
flict or intensification bccurs. In a typical semantic
interaction experiment, a set of words is combined with an-
other syntactically related set of words, such as verbs with
adverbs, or pronouns with verbs,.and each combiﬁgtion is
judged for anomaly, appositiveness, or permissibility. The
"items which can fit in exactly the same frames are grouped
together under .the assumptioh that they have meaning ele-

ments in common.

The semantic interactign téchnique is very similar to
the,selectidna] restrictions analyses discussed in the pre-
vious chapter and, unfortunately, it shares many of the same
.difficulties for discovering lexical meanings. It is

impossible to make adequate judgements about the semantic
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appropriateness of two or three word combinations presented
in isolation. O0Osgood (1970) has found 'several disagreements

between his own judgements and those of his subjects.

Judgements of this sort are context dependent, and also
dependent on the imagination of fhe raters. They cannot be
successfully used as a disqovery'proéedure in lexical seman-
tics. The fundamental flaw in studies such as these is the
assumption that the subjects will react only to the stimuli
presented. What they actually do is to try to find poten-

tial contexts in which the combinations might make sense.

" An implication of the semantié interaction technique is
'[that'thefe is one set of features appropriate for all words
since there must be matéhes or miSmatQhes~of co&es in order
for semantic judgement§ to be made. The a priori semantic
analysis, however, is restricted to a particular lexical
field, and the features discovered are relevant to the
domain under consideration. Only gross grammatical (noun-
verb) or semantic (concrete-abstract) featunes can distin-
guish among fields.  TheEe appears to be a contradiction
somep]aée and the confusion on this point seems to be of ex-
actly the same nature as that of the linguists who tried to
complete a component1al analys1s of the ent1re vocabulary of

a language using a small set of features
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The interaction of word meanings in utterances is an
important problem for psycholinguistic research to cons ider .
Unfdrtunate]y, none of the methods devised to study it have
been able tq}quantify semantic interactfons. In order to do
so, a method must be devised which ‘takes linguistic and en-
vironmental context into consideration. Only in this way
can the processeé involved in the interpretation of meanings
be studied. Osgood’'s attempts to discover semantic interac-
tions failed because he did not present sub jects with con-
textual information to constrain their interpretations of
the two word utterances. 'Since the subjects are free to
invent an appropfiate context, the experimenter has no

method for determining on what basis judgements were made.

These criticisms of the semantic interaction method are
in no way an attempt to diminish the vatue of Osgood's re-
‘search into lexical semantics. He has been an innovator in
this area for over twenty years and contjnues to provide

valuable insights into the stUdy‘of meaning.
Categorization Studies , : \

The work of E. Rosch ahd her‘colleagues (1975a;b, Rosch
& Mervis, 1975; Rosch et al, 1976; Rosch, Simpson, & Miller,

1876; Mervis & Rosch, 1981) has primarily been concerned

$.
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with the manner in which perceived orqanizatioh in the real
world interacts with linguistic categorization. The catego-
ries studied have been those for concrete objects and i1t has
been assumed (Rosch et al., 1976; Rosch, 1978) that the
structure of these categories is in part culturally deter-
mined and in part a function of general than cognitive

abilities.

Two important principles have been discovered as a re-
sult of Rosch’s work, prototypicality.and the "basic ob-
jects” level of a category hierarchy. Rosch (1975¢c, 1978)

" has argued that determining category membership is not a.
fuﬁction of a set of criterial features where all Cat&éOPy
members have all the defining features and non-members do
not; nather, categories are structured in such’a way that a
few‘members are clear cut exemplars with other items varying
ih the degree to which they belong in a particular category.
Oranges and apples, for example, are good fruit members
while cqqpnuts are not (Rosch & Mervis, 1975). The good
exemblars are the category prototypes and have more semantic
features in common with other category members than they do
with non-members. One might think of categories as having a
central, clearly defined core of elements with increasingly
il1l-defined edges as one moves outward from the core.

It *

N



Rosch has‘conceded that use of the term "prototype" for
the best category members has been somewhat unfortunate
since it has led to the assumptlon that the prototype is one
part1cular category- member or a mental structure represent-
1ng-the average member. The "one ent1ty 1nterpretat1on of
 prototype is found in philosophical 11terature but this was
not Rosch’s intended interpretation for the term and she
clearly‘states that “by prototypes of categories we have
Agenerally meant the clearest cases of category membership
‘deflned operatvonally by people s Judgements of goodness oft‘
membership in the category (1978, p. 3&)

y Studies w1th category prototypes have found that de-
‘ctd1ng whether an obJect or event is a member of a part1cu- .
lar category is not an all-or-none propos1t1on (Coleman &
-Kay, 1981; Labov 1973; Rosch & Merv1s, 1975) " Category
-membership is usua]]y based on a set of essent1a1 attri-
i'butes. An object may have some or a]l of these attr1butes
and degree of category membeérship is determined by how many
features a'particular item contains . The more essential
features an item has, the ‘more 11kely it will be Judged to
be a good category member This holds for both concrete

(Labov, 1973, ‘Rosch & Mervis, 1975) and abstract (Coleman &

Kay, 1981) categories.

n



‘The other result of categony studies hasibeen informa-
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tion about the “bas1c obJects" level in a linguistic taxone-'

my (Rosch & Mervis, 1975 Rosch et a] ,»1976Y Rosch has i
assumed'that "
of perceptual and funct1onal attr1butes occur -that form
natural d1scont1nu1t1es and that bas1c cuts in categor1za-
~tion are made at these d1scont1nu1t1es (Rosch et al.

1976) The Iabels for bas1c obJects max1m1ze the attr1butes

conta1ned in: the 1nformat1on bundles Chalr - for example,

v'is a basrc 1eve1 obJect 1ts superord1nate Furnlture refers

- to a ctass of obJects ‘and 1s too genera] for denot1ng par-
t1cu1ar obJects such as a cha1r s1nce there are many other
types of furn1ture ent1re]y d1fferent from cha1rs |

A Accord1ng to Rosch it is usual]y not necessary to employ

in the real world 1nformat1on r1ch bund]es

Such labels are more spec1f1c than necessary because the de?

f1n1ng attr1butes of the subord1nates are the same as’ for

’

’_the1r,basrc 1eve1,supererd1nate.'

Subjeets react’to the basic objects quite consistently;'

when asked to list attr1butes for superord1nates {e. g fur-

niture), basic level obJects {e. g ; chalr table) .and sub-'

ordinatese(e.g ~kitchen chalr ‘easy chalr coffee table,"
dfnfngrOom table) they gave more attr1butes for the basic

1evel obJects than for the supe/erd1nates and there was no
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signfficant différence between the number listed for the ba-
sic level objects and their'subordinates (Rosch et al.,
ﬂ976f. The same results‘were‘obtained.when subjeCts were
‘asked’to:Tist:their motor interacfions with‘objeCts; the
;‘mosf‘detailéd motor‘acfioné weﬁe given fOr’fhe basic ob-
‘jects.-'Ih addition; an”aha]ysis of shape showed that basic
level objecfs of the sa%e tybe had the Same géneral'shape
while .an averagé;sﬁépé_for the superordinate was not readily

recognizable.-

" The basic objects level may belthéimost USefu1 level
for talking'about'the world. If speakers a]way$ used supér4
ordinate terms commuhication'WOuld be difficult since any
givén superordinate,.suéh as-furniture, can ofteh‘refer to
several objects in‘the'immediate’envir¢nmenf; On the other
hand, tﬁere is usually no need to give detai1éa descriptions
when an object can be uhiquely»deéignétgd by a baéic level
Word Jjust as wej] ésiby a;subordinate., In particuiar Cdn- -
texts, howe;er, the basic level words may not be specific
endugh for.deéignéting a unique nefereni. Rosch (1978)
-maKkes the point that- to a salesman in avfurniture store each
type of éhair is different. In such COntextéAtHe basic
level may shift one level lower so that éasy chair, kitchen

‘chair, etc. are the basic level objects, while items such as
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- red kitchen chair with casters are the subordinates.

The basic level is that level of eategoPization abpro-
vpriate.for the most general contexts The subjects in the
-basic 1evels experiments have to supply the1r own context
and they naturally assume that the most genera] usage wou]d
apply If the exper1menta] context were restricted so that
the basxc level were inappropriate, as in a furn1ture store,
vthe resu]ts wou 1d probably be d1fferent from those found by
Rosch et al. (j976), and - the basic level would‘be treated as

the superordinate.

Rosch has been interested in d1scover1ng how bundles of
’ attr1butes in the percewved wor 1d 1nteract ‘with the labeling
of obJects, but she has not cons1stent1y maintained the dis-
.tinction between real world objects and the words wh1ch are
: the:names of the obJectsu, The bas1e obJects descr1bed by
‘Rbsch‘(ROSCh et al., 1976; 1978) are not rea]ly objects at
’al] but rather the most common]y used Iabels for everydax///
obJects When the subJects were asked to 11st attr1buteé

' for'chair they were notkconstderihg-a specific chair, Btt
rather, the'charactertstiés of most objects which can be
labe led by the word chain. . In the real world there are no
basic bbjects, there.ahe_only different ways of talking

about objects which vary in degree of speciftcity. Rosch



seems to be aware of th1s prob]em and her use of the. term
"basic level of abstraction” (1978) is a more accurate de-
scription of the research-results than‘pasio 1eve1 "obf;‘.%

jects.”

Another problem with the notion of "basic objects" is
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that they are psychologicalﬁconstrUCts and not simpfy a re-

sult of 1nformat1on rich bundles in the real world as Rosch
1mp]mes (Murphy, 1982) The env1ronmenta] cues may ex1st~
but no concepts are represented unt11 these cues, are 1nter-

preted by someone. v

The contr1but1on to 1ex1cal semant1cs by Rosch and her:
co- worKers has been considerable . even though 1t has been re-.
stricted to concrete categor1es - The not1on of category ‘is
7 bas1ca11y the same as that of a lexical field descnlbed in
.,Chapter 1. The research with prototypes has shown that
f1elds are not de11m1tab1e ent1t1es and that membersh1p is
not all or noth1ng, there are degrees of belong1ngness and
| most lexical items ecan be]ong(to more than one category de-.

v-pending on how the categories are determined.
| The basic level of abstraction experiments proJide
insight into what people Know about the obJects labeled by

words, When asked to 11st attributes or motor protocols for



furniture or even chair, subjects do not have a specific ob-
ject in mind.‘ They are giving the experimenter attributes
which are appropriate for most objects labeled by those .

' words and these attributes. are an essent1a1 component of the

' ,concept represented by the word ‘Not all of the apprOprtate

‘attributes wh1ch can be c1ted are re]evant every t1me the -

word is used,‘but they are potent1a1]yvthere, and will be

" evoked if the conteft warrants'itf“_lt is stated~aboVe’that

there‘are no‘basic'objecﬁs in the real world but there are

: ;certainly‘2?§1c level concepts wh1ch correspond to our -
ca

everyday \Y bulary and Rosch has been studylng these con-

L

cepts through their 11ngu1st1c Jabelsd
Inter-item Associatjons

Psychologists workfng in the verbal learning paradigm

*,have c1a1med that they were study1ng lexical meaning because.

words were often used as st1mu11 in the1r exper1ments '_In”'
Verba] learn1ng stud1es the techn1ques came to have more im-
portance than d1scover1ng‘types of 1ex1ca] mean1ngs,.and the
goal of such studtes came to be explor1ng how the learning
‘task mwght be affected by chang1ng the st1mul1, not how sub-
jects’ Judgements of the stimuli m1ght be affected by '
chahging the tasK,,a basic ob3ect1ve of 1ex1ca1 semantic-

reSearch; iA]though’verbal learning methods:are the’
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d1nosaurs of modern psychollngu1st1cs and the exper1mental
m‘procedures have become foss111zed 0 verbal learn1ng
techniques have been adapted for 1ex1cal semant1c studies.

- One™ such prom1nent method 1s the assoc1at1ve techn1que which

"ihas been applied by Deese (1965, Szalay»& Deese,‘1978) for .
‘1nvest1gat1ng the mean1ngs of words.  This topic is ad- .

dressed here

dames Deese began h1s research as a react1on aga1nst

: the class1ca1 assocnat1ve laws of contwgu1ty and frequency
ﬁThese two laws state that two st1mu11 will only become asso-
c1ated if they occur together in the environment : In add1~'
tion, the, more often two 1tems appear tqgether the more
likely they are to become assoc1ated - Deese (1965 1968;
-1969) assumed that there 1s an underly1ng structural organi-
’zat1on for concepts and the pattern of assocwat1ve responses
to a’ set of st1mu11 could reveal aspects of th1s underly1ng
'structure He was not only assumlng that lex1ca1 mean1ngs

?are sQat1c but also that the assoc1at10ns among them are.

Accord1ng to Deese, two concepts are cons1dered related
in mean1ng when they have common assoc1ates or elicit each "
other as assoc1ates The exper1menter beg1ns by se]ect1ng aA
lexical set of interest and then each subJect is asked to

J1st one assoc1ate for each stlmulus - The stimuli are then
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ahranged ih a matrix where the cells indicate the frequency
?with‘which any pair of stimuli e]tcit'cemmon associates. ,
The matrix, is used to calculate an index of inter-item asso-
ciattye strength based on the conditional frequency of‘oe-
~ eubrehce-of a particutap hesponse in the distributions of
botﬁ_members oftabpair of items. "The éohmohaltty in
~distribution, theh is the st of the conditional frequehciesfh.
ef bcogfrence“divided by the,geohetrtc mean of the N's of
the two distributtoneh tDeese; 1965“p 51). The subsequent
.coeff1c1ents can theh be factor analyzed in an attempt to .
 determ1ne the structural relat10nsh1ps among the common as-
" soc1ates Calculation of inter-item coefficients is only |
valid if assQCiative‘resbonses are symmetric,“but they
,>rereTy“ere An erroneous assumption of syhmetrica] beta-A
tions- 1n responding is a fundamental flaw in us1ng the asso-

c1at1ve method as a techn1que for study1ng 1ex1cal mean1ng

The inter-item’ coeff1c1ent is baséé upon two assump-
t1ons The first "is that the initial response ‘to any st1mu-b
.1us is. the st1mulus 1tse1f even though subJects never
iovert]y produCe it. The second and much more- crpc1a1 as-
sumpt1on is that . | -

there are no within 1nd1v1dua1 con-
stra1nts in the distribution of associ-

,ates. Such an assumption can be ‘ '
interpreted to mean that each individual
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contributing an soc1at1on to a sample
- is equally likely to give the associa-
. tion contributed by every other contrib-
utor. (Deese. 1965, p. 50)

There is~no‘reason to believe that this premise indeed holds
" given the hHighly idiosyncratic nature of free associations.
The only way this assumption is likely to be net‘is if the
sObjects.in any particular experiment form a very hohoge-
neous group, but this would restr1ct the researcher s
ab1]1ty to interpret his results as being app11cab1e to any -

more general popu]atlon in a l1ngu1st1c commun1ty

Perhaps because of these difficulties, Deese (Szalay &
Deese, 1978)‘has tUrned his»attention to using associative "
.structures for .the purpose of cross-cultural comparisons.
This has'reqdired a s}fght]y different method of analysis
‘than that used for the inter?item associatiVe experiments
The subjects no longer give one response for each st1mu]us,
1nstead they are 1nstructed_to provide conttnuous'associa-

t1ons for one minute.

The responses are weighted for sal1ence us1ng the as-.
sumpt1on that words 11sted first have a h1gher degree of sa-
L1ence than later responses. Th1s assumptlon is supported
by the finding“that words. in early pos1t1ons are usua]ly |

g1ven by several subJects, wh11e later responses tend to be
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idiosyncratic. Responses from all the subjects are grouped
together into categ@ries on the assomption that they share
certain meaning components. The percent of responses in a
~certain category that occurs for ‘a cultural group provides
an index of the extent“to which a meaning component is rele-
vant to that group. In a study‘reported_by Szalay and Deese
(1978), 4% of the American students used as subjects pro-
duced associates in'the'Potite component for the stimulus
educated, while 27% of the Colombian informants did, indtca~
ting that politeness is a»more important.part of the meaning
of educated in Colombian culture than it is in the United
States. | ' |

Sza]ay and Deese S5 use of percent responses for a par-
t1cu1ar semantic component is based on the assumpt1on that
the semantic components discovered through . analys1s are ex-
actly the same acrossllanguages. The concept ,,,,, of pollte 1s~
probably different for Colombians than for Americans. It is"
not,othen va11d to make a d1rect comparison. between the

Colombian and Amer1can mean1ngs of educated in relation to

-Deese’ s experimental procedures do not present any con- )
textual cues to constra1n subJect responses, so that

‘subjects may. produce - a var1ety of d1fferent assoc1ates for a
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single stimulus. This creates a difficulty for the ihter:
pretation of inter-item associations since the matrix re-
cording the frequency of shared éssocfative responses will
contain many‘empty cells. These empty cells provide no in-
formation aboﬁt common attributes of meaning in a“sémantié"

set, the main purpose of most lexical semantic studies.

Deese has restricted tﬁé stimuli so that they che from
a sing]e(1exiéa1 field, and tﬁere is no reason not to limit
. the'responses a{so, Subjects could be instructed to "list
the most&prominent attributes of the following aﬁima]sf or,
for the stddy meﬁtiohéd abéve,-“]isp the attributes of an
educated person.” Rosch et a1.~(1976)»hé§e had sucéess with
.the direct approach in 5ttempting.to discover the rele;ant
attributes of particulaf categories.  An aftribute'listing
.fask'might‘also prové useful forrvenﬂfying or jhtébprqting
the structures arrived at through multidimehsiqnél scaling
or.hierarchical clustering of éimi]abity~of meaning
judgements or seﬁé%tic_dj.férenfial ratings.

Deese’s approach to tHE“StUdy of lexical meaning ilius-’
trates several fal]acies‘held bylresearchers in the aréa of
lexical semantics. He assumed that associations are invari-

ant 1inks among WOrds and that these links would be .common

across subjects. Meaning is not association, however; it is
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Knowing that there is an association between two concepts.
The subjects actively participate in the experimental task
and contribute to the results. Meahing components can bnly,
be 1nferred from the ways that subjects respond to exper1-‘

mental tasks. _ : ‘ . S
Similarity dudgements

MoSt of the data‘gatheaing techniques diseussed in this, ~
¢hapter involve compar1sons of the s1m11ar1ty of mean1ng of
words. Thus,'1t is not surpr1s1ng that one méthod for col-:
lecting data about 1ex1cal meantng requ1res subJects to make -
direct Judgements about the s1m1lar1ty of mean1ngs among a

N

'set of- related words

Subjects Judgements can be elicited through two types :
' ef tasks, c]ass1f1cat1on and rat1ng Class1f1cat1on tasks

asK subJects to sort the set of st1mu11 into subsets wh1ch

share some meaning ‘component . The ‘usual prbcedure 15 to v
present subJects with a set of cards conta1n1ng one word on‘
.each card (Ang]1n 1970; Miller, 1967/1971) and ask them to

sort the cards into.piles. ,Ahotherftype of C]assification'-

task requires subjects.to.tink the set of words into trees,
begihning With.the>“most simitar” pair, in such a way that

' the entire set s eonnected.(Fillenbaum & Rapoport,(1971).
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The CIassification techniques only allow subjects to 14nk

one pair of words or subgroups at a time. If they should
see~¢hét‘one item ts semantically related to two different
sUbgroups they cannot indicate this 'in their responses since

" each ‘item-can belong to only one subgroup. Analytic me thods
such as h1erarch1cal cluster1ng or multidimensional scaling
requ1re that all of the subgroups be 11n%ed into one struc-
ture, but this overall linkage may be carried out in an ar-

‘b1trary fashion by the subJects (Fil]enbaum & Rapoport,
1971).

Rat1ng techn1ques avo1d some of the d1ff1cult1es of

: classtf1qatxon,proceduresi In a. typ1cal rat1ng task the
subiects ere presented with all possible pairs of words in
the set to befrated and ‘are asked to assess the degree of
'semant1c s1m11ar1ty (or d1ss1m1lar1ty) for each pa1r on a'
s1m1lar1ty scale,. usually seven or n1ne points (M111er,
1967/1971 Magnera 1977) ~The subJects can ‘use d1fferent
‘cr1ter1a for d1fferent pa1rs of words, a]though it is hoped
~that they only ut1l:ze a few bas1c~d1mens1ons or components
. for Judg1ng each set The maJop drawback w1th rat1ng

) methods is the enormous number of pa1rw1se Judgements sub-‘
Jects must make Each set requ1res the cons1derat1on of

n(n 1)/2 pairs, and th1s puts a pract1ca1 11m1t on the

1,‘\
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number of words which can be studied in any single experi-

ment .

5

q:en the judgement techniques were first employed,
heterdgeneous sets of concepts were used in an effort to
discover'semantic relations across the entire lexicon
/{Miller, 1967/1971; Anglin, 1970). It quickly became
apparent however, that only gross semantic features such as
concrete-abstract, or animate-inanimate were revealed by the.
data. These features are so obvious that it hardly requires
an’experiment to discover them. Ideally, data gathefing

methods should suggest more subtle and less obvious semantic

T

components. Such components can 6nly be discovered by
> studying homogeneous rather than heterogeneéus sets of stim-

uli, that is to say, words frgm the same semantic domain.

Choosing'words for a lexical semantic study presents a
problem for:the researcher since he must haveisome a priori
conception of.thé lexical domain tp be studied in order to
select a set of stimuli that_would be representative of that
domain. The researcher does not want to select items in
such a way that the'resu]ts are almost predetermined, as in
the eanlytstudies‘which-had a concrete-qbstréct dimensioh
built in (see in particular Anglin, 1970). Fillenbaum

(1973) describes the- item selection procedure followed by

e i T

e e e ks Lt T
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We Jooked at cases*where we had some
idea of what might be involved but where
things were not so contrived that, at
the very best, we might come out only
with a demonstrat1on that we had been
clever in our initial ‘item selection.
(Fillenbaum, 1973, p. 4)

Cur1ously, for exper1mental psychology, no theory has

'been developed to explaln semantic similarity judgements,.

and the technique has been‘ma1nly used for data gathering
without any attempt'tokprove or disprove a particular'hy—
pothesis. F1llenbaum arvg Rapoport s (1971) study of several -
lex1cal fields was really an attempt to compare mult1d1men-
stonal scal1ng and hierarchical clustering»methods of ‘analy-
sis. rather than an investigation into lex1cal semant1cs It

1s comfort1ng to know that th methodology is sound but it

- would.have been of more value 1f Fillenbaum: and Rapoport’ had'

attempted to relate the1r results to a theory of lexical
meanang. They have little to say in this direction except

to assume that the"structural analyses of multidimensional

.scaling;and‘hierarchioal clustering somehow reflect psycho-

logical structUres~ In the conclusion to this chapter the

-

-relat1onsh1p between mult1var1ate analyses and psycholog1cal

organ1zat1on is d1scussed in greater detail so no more will

- be sa1d about it here Perhaps Fillenbaum and Rapoport’s
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‘Tackvof’theoretiéal speculations is the fault of linguis-
" tics, which has not offered a theory of lexical semantics to
whiéh the similarity studies cou}d be related; ‘but ‘then,

neither has‘COgnitive'psycho1ogy.

In thefinstrUctions fbr rating and classification
‘taSKs,:"sihiTarity'of meaning" is nbt défined‘for the ‘sub-
jects éveh.though they ére‘required to make judgements using
this criterion. It might be expected’fhat‘such vagUeness in
the instructions would make the task difficult for subjects
~to perform, but the simflarity judging method§ have been
‘ Osed for some time and the requiremehts~of‘the tasK‘have.nof
_creétediany_apparent.dif?iculty for sﬁbjectsp As pdinted |
ouf“in thé 1ast chapter, flexibi}ify of iﬁtérphetafion is a
’.‘fUndamental‘fact about Texfcal meaninﬁ, one.whiéh}peop]e are
"QUitévﬂéed‘to dea?ing‘with every day, so it is’hp.surpriseﬁ
FHat theykcan put a.reésonabTyvconsistent interpretation on

a vague specification in an experimental setting.

Subjectsfhaye not been provided w1th'érprecise defini-
_tion bf simi]arity}of meaning because they‘éhould be free to
chooéé’their‘own meaning cgmponents for maKing cohparisons |
(Fillenbaum, 1973). However, this should also entail a log-
ica] requirément to analyze the data, subject by subject, to

4

. determine if common. or: di fferent strategiesrabe being
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employed before the data are pooled for grouped. analyses
Further if thei&eXical field of 1nterest to the researcher
is not clearly delimited for the subjects, they may be in-
terpreting the stimuli in a way not 1ntended by the experi-
menter. A s1ngle leXical item can belong to two or more
lexical fields. For example, the prepOSitions in and on can
be both~lo¢ative (in the house, on the table) or temporal

(in-six mlnutes, on Tuesday)

In the course of . several years of research a similar-.
ity judging task. has been developed which circumvents the »
difficulties.mentioned above and which provides theﬁbest~
method for obtaining.semantic similarity ratings (Magnera:A
1977; Marckworth, 1978). This technique is described in
detail'in Chapter 5 but a few remarks are relevant here.
The‘procedure’devised by,éaker (personal communication) is a
rating task where each word is compared to everyvother word
onfa.nine point "similarity of meaning” scale. The restric-
tion of the stimuli to a particular field can be‘accOm-
plished by presenting subJects with a sentence frame which
‘ prov1des a minimal context for constraining the interpre—

7tation of the stimuli.

Presenting words from a single.lexical field should

also provide a context for;restricting the semantic
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interpretetton to the intended one." This phenomenon has
also been reported in.recognition studies (Ktntscht-1977)'
”when a word like bark 1s or1g1na}1y presented in the context
3

of tFee it is not recogn1zed_as an old item in the context

,of_dog.

"Similarity Judg1ng tasks seem ideally sui ted for ex-.
g‘plor1ng part1cular semant1c domains but it is 1mportant to.
note that s1m11ar1ty Judgements can only revea] 1nformat1on
about the d1fferences in mean1ng between words in the actual
st1mu1us set and not about what these 1ex1cal items. have in
common to make them a part of the same. lexical doma1n S1m-
ilarity Judgement exper1ments 1mpl1o1t1y adopt some of the
fundamental pr1nc1p1es of structural field theory. 1):the

A'meaning of 1exica] items can be descr1bed in part, through

their relat1onsh1ps to other 1ex1cal items, 2) there are se-

- mantic domains, 3)'each domain has an internal structure,
and 4) lexical meaning‘maytbe charactertzed!by semantic com-
ponents, features, or dimensions. Many of these thémesiere
re]evant to other studies discussed in:thie chapter, but |
similarity judging_teske seem totexptoit the structural se-
mantic principles to a greater degree than the other

methods.

il
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Conclusion | | | .

s

Psycho]ogists'havefbeenpsomewhat successful in dis-‘

. covering potentiat'psychological aspects of meantng Like
'linguists; however psycholog1sts have proceeded under the

7 assumpt1on that language users have an 1nvar1ant representa-
t1on of a structured 1ex1con The psycho]og1sts worK1ng
w1th lex1ca1 semantlcs thought they could also characterize
the structure of the mental lexicon (Fl]lenbaum & Rapoport;;
1971) or semant1c spaCe (OSgood' Suci, & Tannenpaum4 1957).
It was assumed that 1ex1ca1 semant1c relat1onsh1ps formed a
coherent structure (presumably in human m1nds, although it
:‘1s often descr1bed as 1f 1t ‘were floating somewhere in the
un1verse) and exper1menta1 psycholog1sts had on]y to find
“the proper methods for revea11ng the organ1zat1on of the

ent1re 1ex1con

The assumpt1on of a structured mental 1eXtcon is in:'
part a result of }he powerfu] mu]t1var1ate stat1stlcs ‘used
to analyze similarity data, in partlcular, factor ana]ys1s,
'mult1d1mens1ona1 scaling, and h1erarch1ca] ‘clustering. It
must be:emphasized that the fstructures" reQeaTed by these
ana]ytic‘techntoues are a result of the numbers fed into
them and that such structures may have no’relationship

whatsoever to psychological organizations except to the

-



113 .
extent that the ortg1na1 numbers are the result of subject
performance on some exper1menta1 task If the stimulus set
nwere altered‘by add1ng or subtract1ng an 1tem the results
;m1ght 1ndtcatekﬁ qu1te d1fferent structure. . Itvis therefore
1mportant to yertfy the resuits.of any given analysis by
using different techniques.'_The researchers who use multi-
variate statiStst ereino'dopbt aware of their the eticel
limitations end yet, the analyses are often‘writ’ houp as if
they represented the cognitive structure|of a semantic
‘domain.. Ft]tenbaum and'Rapoport,‘Deeee, and Osgood, in par-
ticular -treat their analyses as if they were actual repre-
. sentations of psycholog1ca1 organ1zat1on but they do 11ttle

to validate these claims.

L4

¢

vPsycho1ogiets have not realty been any more successfuls
in descr1b1ng the lexicon of a language than linguists.
They have, however d1scovered some organ1z1ng principles
releVan: to lexical meaning: t) categorizaQion based on per-
ceived similarity Qf:concepts tRosch, 1978; Deese, 1965;
1976; Fillenbaum & Rapopbrt; 1971; Carroll & Wieh, 1974), 2)
the saliencefof‘some semantic eompenents over others‘(Szatay
té Deese, 1978; Rosch 1978)n, and 3) affectivity ot lexical
meanings (Osgoed; Mé;, & Miron, 1975;‘Wundt; 1907; Zajone,
1980) . | ' :
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People _may perce1ve obJects and events 1n s1m1]ar
env1ronments and eventua]ly form categor1es wh1ch group
;these items on some conceptual bas1s such as fnutt or furni-
_ ture. | Observations of’ such categor1zat1ons are beh1nd |
Rosch’ s not1on of basic obJects and Deese’s (1976) concept
- of group1ng Developmental data from free assoc1at1on a
-studies provide - further ev1dence in favor of gradua]ly
emerg1ng cogn1t1ve categor1es When asked to g1ve free as-
‘soc1at1ons to a list of words,. young ch1ldren usually give
‘s;ntagmat1c-responses, probab]y as a consequence~of the way
they have observed obJects 1n%the1r limited exper1ences
Ch11dren have not had enough contact w1th the world to use
any otheh.bas1s for classification than "these things oc-
curred_together." As they’mature,vthe ch11dren learn to or-
- ganize exper1ences us1ng a s1m1lar1ty criterion d1fferent

from exper1ent1a]»cont1gu1ty,

,Cognitive categories are a.major factor contributing to
the salience of lexical fields in lexical semantic experi-
ments. The most interesting and interpretable results are

always obtained when semantica]ly homogeneous rather than

" Anglin (1970) reports a part1cular1y po1gnant example of
syntagmatic responses from a clustering task; third and

four th graders sorted needie, doctor, weep, sadly, and
suffer into one group while adults used more conventional-
distinctions such as animate- 1nan1mate and concrete-abstract
as the basis of their sorting.
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heterogeneous sets of words are used as stimuli, and it
'.seems obvious that subJects in: these exper1ments have some
notjon'of_semantic domainst.;Th1s.1s one aspect of psycho-
‘logicat studies which‘forms a direct link to linguistic
theories bf 1extca1 fie]ds, and the'eQidence suggests that
something ltke semanttc domatns is a ba51c organ1z1ng prin-

: c1ple for ]ex1ca1 meantng

A lexical set may.restrict the interpretation of the
.component:WOrds For exampte, in the 1nstruct1ons for the
\semant1c s1m11ar1ty exper1ments presented in Appendtx Atl,
_subjects were g1ven a sample set of temperature words
frigid, cold cool tepid, warm, hot, boiling. ~The inter-
‘pretat1on of these words mUst'benrestrioted-totthe domain of
liquids because of the presence of tepid and bOiIing Th1s
affects the - 1nterpretat1on of the other terms: wh1ch could
have a d1fferent re]at1onsh1p to each other if the domatn of

interpretation were non-11qu1ds

Most of ‘the data gather ing methods reviewed in this

chapter have 1nvolved some attempt to assess the s1m1lar1ty

: gof mean1ng of words. The semant1c d1fferent1a] looks for

similar rat1ng prof11es, Rosch’s stud1es are attempts to
'd1scover the degree to thCh two concepts share the same

' mean1ng features, Deese attempts to;quantnfy s1mjlar1ty}of
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.meaning through shared associations and, of course, semantic
s1ml1ar1ty rat1ngs dlrectly tap subJects judgements about
this measure. Estlmates of the s1m11ar1ty of two concepts
'can be eas11y ‘converted into proximity data for entry into
multnd1mens1onal sca11ng and h1erarch1cal cluster1ng pro-
grams. These techniques analyze judgements based on the

- human . ab111ty to categorize stimuli wh1ch have a shared s1m-
1lar1ty of some semant1c components Finding s1m11ar1t1es
‘between pa1rs of 1tems may be a basic human cogn1t1ve pro-
'penSTty (Carroll. & W1sh 1974), and it is quite p0551ble |
that peop]e organ1ze their perceptIOns of the world in such h

a way that swm11ar 1tems are categor1zed together

It was suggested in Chapter 1 that 1ex1ca1 mean1ngs en-‘_
code various: aspectszof_concepts, Those entities which are
important ‘to a culture are,most likely to be,denoted_by ]ex-
ical items. The meanings of lexical ‘items Can:also be
thought of -as consisting of.sementic components. For»a per-
ticular lexeme some:otgits'semantic‘components Wﬁ]t be more
'readily apprehended than others, for-exemple the PDSITIVEii
aspect of praise Those semant1c components wh1ch are
rernforced by cultural convent1on will be the most salient

.,for the meaning of_atlex1cal 1tem.
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Individual lexical items may also have a high degree of
salience when represented‘as_part of a lexical set. Rosch’s
category prototypes and basic objects levels represent the
most salient members of'particu]ar categories. Deese’ s
(Szalay & Deese, 1978) use of continuous associationssis
also based on the notion that the more salient assodiates-
wtt]rbeljsted earlier than less salient associates. Almost
all experimenta1 research is based on the assumption that
subjects w111 respond to the most salient aspects of the

st1mu11.

. Salience is probably also an important factor in
\children‘svacquistion of .lexical meaning. Children learn
"categor1es more qu1ck1y when they are presented with good
examples than when they are presented w1th poor category
members (Merv1s & Pani, 1980) This suggests that the most
salient members of a category are the best representat1ves.
for aidtng children in dtscovering the attributes of catego:_
ries. It is unlikely that children iearn the meanings of
wordd or categories as complete wholes. Flrst they learn
- the most sal1ent features of the referents of words and .
>‘1ater learn add1t1ona1 components Which part1cu1ar compo-
nents are sa11ent may vary from speaKer to. speaKer depend1ng'

-

on the1r‘1]fe exper1ences, Some components, however, will

3

- -
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be salient acfoss individuals; at least to the extent that
they have had'stmilar experiences Sa]tence'mainly covers
those aspects of ]ex1ca1 mean1ng which are convent1onally
reinforced in a 11ngu1st1o communlty Those aspects of a
*concept wh1ch are most sal1ent are most likely to be repre-

sented in the core meaning of a 1ex1cal-1tem.

In add1t1on to being able to percewve s1m11ar1ty of
_mean1ng and the sa]1ence of semant1c components, people have
,the_ab111ty to make positive and negat1ve Judgements about
concepts. Th1s aspect of subJect1ve meaning 1s usua]]y con-‘
sidered to be the most cr1t1cal for psycholog1ca1 mean1ng
and is also the most 1d1osyncrat1c - Osgood’ s ‘work with the
semant1c d1fferent1a1 seems to 1ndlcate that subJects will
produce p051t1ve or negat1ve eva]uat1ons for just about any
concept and the Eva1uat1ve d1mens1on 1s usua11y the most - sa-
_11ent in an analys1s of semant1c d1fferent1a] rat1ngs LThe |
positive/negative ‘assessment .of events andvobjects is an im-
‘portant aSpect of human‘cognition Certaihvcohoepts may
haVe convent1onally determined evaluations in.a part1cular
culture. The researcher 1nto lexical semant1cs is general]y
1nterested only in the eva]uat1ons shared by a 11ngu1st1c
~community but not:1n 1djosynorat1c Judgements based on an

jndividua]’s past experiences.
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»

.Osgood (Osgood, May, & Miron, 1975) has found that the.
Evaluative dimensioh occurs over and over in cross-cultural
research. 'One reason for th1s is that humans un1versa]ly
make positive and negat1ve judgements about obJects, events,
and social pract1ces. The evaluation assigned to particular
objects and events méy'differ from culture to cu]fure (the
Value'of'a war by winners and 1osersl for example) but the

basic process ofvjudging is probably -the same for everyone.

The previous chapfeﬁxsuggested that one of the diffi-
culties with linguistic appréaches to léxical meaning was
the failufe to view it as an integrajlpart of humanﬁcogni-
tion. To some extent, the psychologists discussed in this
chapter have also fai]gd to keep the 1anguége'user‘in,mina
in their- attempts to analyze lexical meaning.’ They\havé}

acKnowledgéd_that psychological meaning can be'subjeéfiYe;;‘

in particular, salience and‘éffectivity are based on the {d‘\z

, « :
iosyncratic experiences of language users. . In spite of

this, psychologists have proceeded to analyze the ékbérimen—
tal results as if every subject‘had responded in the same
‘ x .

way. } ‘ . ' ’ \

SubJects often do respond alike beca&se w1th1n the con-
‘text of an exper1ment subJects may refer to conventlona]

rather than idiosyncratic Know]edge of word mean1ng It is

>

s
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¢
still possible, however, to have intersubjective variation
within a lexical sehantic experiment. Conventional meaning
about the words in a lexical fietdlmay evoke'many different
meaning.components, and some of these meaning‘components may’
: be more salient for some subjectsjthan’others. In the Kin-
ship terms study repor ted in Chapter 6;‘a11 subjects per-
ceived the four meaning dimensions found, but three differ- -

ent subject strategies were impoSed on these dimensions.

In the K1nsh1p study each of the three subJect groups
found one part)cular d1mens1on more salient than the others
Sub ject groups such as those reported in the results chapter
must occur because d1fferent subJects have had d1fferent
past experiences. Unfortunately,.it is almost impossible to
‘determine beforehand Which experiences witl be relevant in a
dpart1cu1ar exper1ment SO that appropriate 1nformat1on for
determ1n1ng subJect groups could be e1101ted It 1s~1mpor=
'gtant to approach the analysis-of data from semant1c exper1-
ments as_1f-the£sub3ects had responded differently, and. .
subjéct‘groups should be looked for using the proper analyt- -
ic methods. Such a'prOCedure is adopted.and described in.
vChapter'S;" |

Chapters 2 and 3 have indicated that reSearchdinto

- lexical meaning has been somewhat. inadequate because



researchers have not.considered meaning to be an intégral
function of a language user:s cognition. Many attemﬁts at
énalyzing lexical items havé been directed toward finding
fixed meaﬁing structures rather than looking for possible
variation in the interpretation of meaning based on contex-
tual‘information. - The next chapter discusses the relation-
m:ship between lexical meahing and cognition in an attempt to

suggest how language users convey and interpret meaning.

121
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. CHARTER. 4
TOWARD A THEORY OF LEXICAL SEMANTICS -

Introduction

The prev1ous two chapters have d1scussed the efforts of .
linguists and psycholog1sts to understand the meanlngs of
words. It was seen that researchers in both d1sc1pl1nes
~have ‘tried to separate a purely ]1ngu1st1c mean1ng from a
more genera] psycholog1ca] type. - It is somehow forgotten
that th1nk1ng,qspeak1ng, and feeling all take place within
the same‘1nd1v1dua1, who often tries to commun1cate about
his interna] and eXternat experiences: Mean1ng cannot be
separated from the exper1ences an 1nd1v1dua1 has since our.
enV1ronment and our actions are mean1ngful for us. Given
that meaning is embedded in cognition, it fo1lows'that an
adequate theory of mean1ng cannot be formulated untll human
cogn1t1on is better understood, and we are st1]] a long way

from that :goal!

As“many,authors have noted, there'is’aflamentable lack

of a’theory_about‘lexﬁcal meaning‘(Munro;»1978;.Rice,'1980;

122 .
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“Smith, ﬁ978' Szalay &vDeese, 1978)._ Such a theoryfshould
account for all of the following: 1) the psycholog1ca1 rep-
resentations of word meanings, 2) the product1ve rules for
combihing word meaninos into meaningful utterances, 3) the’

~ manner in which words help language users label and organize

the world, and 4) the shared versus’ 1d1osyncrat1c aspects of

*',"‘
-

lexical meaning. No theory has been fcwnmlated wh1ch covers LG
all of these facets of‘lex1ca1 meaning, probably for the
reasoh.given ear lier that there is no_comprehensiye theory
of human.cognition. ‘This chapter discusses some attempts at
_explaindnot1extca1‘heantng'hhich have been made in each of
'these‘areas. It will be'seen that, in many cases, psycho-
]o@ica] theories of word meaning are really very similar to

. some of the 11ngu1st1c theorles discussed in Chapter 2 Al-
though 11ngu1sts ‘and psycho]ogwsts wou 1d c1a1m to have |
11tt1e in common, the approaches to 1ex1ca1 mean1ng ‘taken by:
each group are surpr1s1ngly s1m11ar In part1cu1ar,,both
d1scjp11nes have re11ed on semantic decomposition for repre-

'senting 1eXica1 meaning.
VPsychological Theories’of LeXica],Representations
In Chapter 2 1t was seen that 11ngu1sts formulated 1ex—

-1ca1 representat1ons wh1ch were des1gned to play a. ro]e in

‘the 1nterpretat1on_of sentences.z The meanings of sentences -

L
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were. thought to be a funct1on of'the meanings of the words
.which made up ‘those sentences Psycholog1sts have been more
interested in what they call semant1c memory" , wh1ch shows
.how the mean1ngs of words are 1nterrelated in paradwgmat1c
types of stuctures Even though lwngu1sts and psychologists .
focus on d1fferent aspects of 1ex1cal mean1ng, ‘and use dif-
ferent term1no]ogy, their theoretjcal constructs are not all
that different. Researchersftn both djsciplines usually as-
sume that the meanings of words can be representedpby sets
| - of defining features. Psychologists have employed'a"type of-*'
~componential analysis in constructing‘their mode1s, even
though - they do not accept all.the 11ngu1st1c assumpt1ons as-
soc1ated w1th component1a1 ana]ys1s - The two most well
fknown models of semantlc memory ‘are the set- theoret1c (Rips,
.Shoben, & Smith, 1973; Smith et al. , 1974) and network .
’mode]s (Collins & Quillian, 1972; Collins & Loftus, t975'
Loftus, 1975) These models are’ presented as opposing and
mutually exclus1ve views by their respect1ve proponents
\_
The network mode] assumes that the semant1c representa-';'

vt1ons of words. are nodes 11nké§gto other nodes in a hierar-
ch1c»comp1ex When a part1cu1ar node is act1vated the"

- attribute nodes attached to it are also actlvated. ~Differ~»s

entvweights are assigned to the various paths'linking
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-concepts and their attributes so that essential attributes

will have more salience than non-essentia] attributes.

The'setwtheonetﬁc model represents WOrd_meanings as
sets of features The more-features‘two concepts have in

,COmmon;,the more . s1m11ar in mean1ng "they will be. Features

- may be e1ther def1n1ng or character1st1c (Sm1th et al.

'1974) Defining features are those which could apply to the
prototyp1ca1 members of a class or category, for example,

all birds are ANIMATE and FEATHERED “The spec1f1c attri-
butes of part1cu1ar members of a category are represented by ‘
character1st1c features such as size orgcolor In the com- |
parwson of any two:word meanings, character1st1c features

13

vare*considered first and .then: the more specjtéc defining

- features are,processed; Typical membersrof ~category wi]]
Jshare more characteristic .features with their superordinates
»than 1e$s¥typica1 members.” The set-theoretic mode 1, is basedi

on . 1ex1ca1 decompos1t1on and shares many of the prob]ems
'fwh1ch 11ngu15t1c theor1es encountered Chapter 2 has:alf
7ready d1scussed many oftthe d1ff1cult1es'which ariSetmhen
1ex1cal mean1ngs are represented by an invariant ‘set of fea-‘
_ tures ‘ | |

The set theoret1c and networK mode]s c1a1m to be

a]ternat1ve representat1ons of semant1c process1ng Hollan

kS
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(1975) has argued thét~they are éssentia]ly the'séme Kind o%
representation and that one can be translated into thé
other. Rips; Smith, and Shoben (1975) object to this view
on the grounds that their model.makes different étafémgnts
*about'Sehantic prbcessing than the network MOdeI, and that
the differences between the models are not just a matter of
the form of seméntio represéntétﬁpns. Thepe is strong evi-
dehéé (Broa@bent'& Broadbent, 1978; Broadbent;‘Cooper, &
Broadbent.'1978)'fﬁat people do not use excluSively a net-
work or a set system in recall, but that botHAsyétems are
uséd,'aithoddh some subjects showed a preference for one
type over the.otherfA Broadbent, Coopér, and Broadbent
(1978) féund-fhat becé31 of a list of words is essentially
thébsame whéther.subjécts‘receive the data organized jn a

- fashion consistent with the network or set modé];. Recall
should have been bettef for one pre§entation overvthe other -
if énéﬂof theftwo models corresponded with the psyché]ogical

organization of lexical items.

Anothérftﬁeoﬁy of lexical meaning‘whiCH re]ies-heaviiy
on lexfcal decompositioﬁ is.the:proceduraf seméntics of |
Milieh aBd‘dohhsonjLaird.(Miller & dohnson-Lairdr 1976;
Mil]er,}1978&;b).’_Pbocedara]'seméntics has been influenced

- by the goals ahd theoretical constructs of generative
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grammar. Miller and Johnson-Laird have’attempted“to deve lop

a theory of lexical meaning which is based on a‘proposi-‘ '
tional analysis of word mepnings; since the semantic repre-
sentations of generative grammar are.supposed to represent
the logicaT‘form'of‘a-sentence. Procedura] semantics ana-
1yzesvheaning into the perceptual:and functional predicates
appropr1ate for 1dent1fy1ng a referent The concept table
might be represented by the propos;itional ana1y51s presented
-.below. Th1s propos1t1ona1 notat1on is 1nterpreted in the '
A;‘follow1ng way a table(x) is a .solid (RIGID), movab e
b.(MOVABLE) obJect'kTHING)_with cOnnected'parts (CONN) , the»~ -
principal part (PPRT), the worktop (WORKTDP(y)), has the
AfunctiondOf,supporting (éUPPORT(z)) other obJects
(SUPPOﬁT(i'y)) M1]1er and dohnson Laird's propos1t1ona1
notat1on of this definition s ‘as follows: '
"TABLE [

x)
THING ( 2

MOVABLE (x) "+ CONN

(x)_+*RIGlD-(x)
PPRT (x,. WORKTOP (y) )= '
- PPRT (X, SUPPORT (Z))

air

+ SUPPORT (z,y
(M111er & dohnson L

Y
d; 1976, p. 23

oo
3)

The propos1t1onal notat1on is cons1dered‘to be cruc1al~
because ‘the mean1ngs of words can be represented by sen-
“tence-like def1n1t1ons, and in the’ absence of any. other ap- -~
proach, lexical concepts must be- def1ned in terms of

-sententwa]”concepts (M1ller, \9783, p. 71).- Procedpral‘

\
\

A

d
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~semantics is the psychologists’ version of generative seman—
tics, and shares all of the. 11ngU1st1c theory s d1ffwcu1-
‘ft1es A propos1t1ona1 theory is only component1a1 ana1y51s
71n fancy dress,_and 1t has already been ment ioned that the
’maJor d1ff1cu1ty w1th component1al theor1es is the 1mposs1~
bility of determ1n1ng whlch features are crucial for the

‘1dent1f1cat1on of an ent1ty and whach are superfluous

Images "are one=way to avoid the ‘use of;features‘in the °
f.;representatton'OF-meaniné. Paivio’s dualdcodinglﬁypothesis‘
»(Paivid'i971~ 19747’1975< 1978)<states‘that Véfbar andm‘
.nonverbal 1nformat1on are represented and processed by two. -
d1fferent psycholog1ca} systems, an 1magery system wh1ch
‘represents perceptual Knowledge, and a ‘verbal system which
‘operates‘specifica11y-on'lingdisttc,materia]. “The two .sys.-
tems funct1on 1ndependently, bdt abrepresentation'in one can
: be converted to a type appropr1ate for process1ng by the’

~other system if c1rcumstances requ1re 1t o L

Pa1v1o s def1n1t1on of a mental 1mage has not been'
c]ear]y stated and it is d1ff1cult to determ1ne exact]y what.
he means by the term since he states that the image does not
always have to be a consc1ous exper1ence (Paivio,. 1971) A

menta] image appears to be some K1nd of symbo11c_v

representat1on for ‘concrete obJects and motor movements

T
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which 1s different from that for the concepts represented by

abstract nouns and attr1butes

The‘dual’coding theory is'an attempt to characterize ‘a:
number of different dtstﬁnctions such as reference versus
meaning, concrete versus abstract attributes, analog versus
discrete representations, and psychotogical versds lingbis-
:tic meaning.: Many of these d1st1nctlons are discussed -
e1sewhere and it seems an over- s1mp11f1cat1on of the comp]ex )
,lssues 1nvo1ved to attempt to character1ze them by two dif-
'ferent representat1ona1 systems Imagery is ‘no doubt an im-.
portant psychalogical var1ab1e for some subjects in per-
form1ng some exper1menta] tasks but it cannot‘be_the sole.

. basis for a theory ofllexical meaning,v In.particdtar, dual
coding theory does not account for the connotative aspects
bf lexicalémeaning which.cannotabe acquired either-from the

.perceptual image of an object or the form of a word.

whiTe dual coding theory appearsbweak on theoretical
‘grounds, it.is not supported by experimentat‘evidence o
eeither Exper1menta1 ev1dence for the two cod1ng systems is
‘based on react1on t1me to Judge whtch of two obJects has a
greater degree of some attribute. Pavio's theory pred1cts
that 1t should a]ways take 1onger to Judge abstract than

concrete attr1butes, but this has not always been the case
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(Paivio & Marschark;'jés , Paivio & te Linde, 1980). The
reeults’of'semantic compar.ison studies have forced Paivio to
admit,that information from the ‘verbal and imagery_systems
must interact (Paivio & Marschark, 1980). Since Paiyia has |
had to hypotheSize that jmagery and verbalkinformatjon may
convergetin certain tasks, his claim for two indeoendent but
tnterrelated systems<of representation\is considerably
M»weaKened ‘Paivio‘and‘his co-workers nave yet‘to convincing-

ly demonstrate that peop]e have two 1ndependent K1nds of in-

_format1on gtores available to them.

'Many'anthors_think,thatVthe type-of~1exical'repre$enta%
tion formuTated is crueta1 to their‘tneory of semantic memo-
ry, an. examp]e being the controversy over set- theoret1c ver-
sus network models of semant1c memory,.but a representat1on
is not the actua] thing repWesented is merely an attempt!
to convey 1nformat1on about some 1nd1rect1y observed phenom-
enon. - ‘Palmer (1978) discusses the-var1ous ways representa-‘
tions may interface with the things represented and he con-
,ctudes: R | | o ‘ |

d

In order for a "thing ‘to be a represen-
tation of any sort, it must preserve at

least some 1nformat1on about its refer-

ent world. There is an important sense

_in which the nature of a representation

is simply the view ‘it presents of the -

represented world. (Palmer, 1978, : - ‘
p. 300) - ’ ‘
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In the fo]lowtng chapters it will be assumed that a
particular representation is simply a ‘convenient way to
dep1ct information about 1ex1cal meaning but - the notation
chosen 1s‘1n no way 1ntended as a p1cture\of the actual or-
gan1zat1on of Jexical meaning within human cogn1t1on That..
is a matter which can only be studied 1nd1rect1y through
subject per formance on experimentat tasks; and the represen-
tations reflect 1exicalbstructures which result from sub-
jeots’ responses. The mannen in which word meanﬁngs are

stored. isonot as important as the way such information.is

accessed and ‘used -at any given time.
Idiosyncratic vs. Convent jonal Meaning

The theories‘of lexical representation discussed in the
previous section have much in common with 1tnguistic de-
scriptions of the lextcon Both 11ngu1sts and psycholog1sts
have attempted to separate conceptual meaning. from “linguis-
ft1ca11y encodab]e meaning. The idea persists in both d1SC1-'”
‘plines that there can be an autonomous 11ngu1st1c semant1cs
I wish to claim that all mean1ng is in some sensé psycholog-'
1cat_and_cannot be‘separated from~the other aspects of an
_individua1’s cognition The usual ob3ect1on to this view is
that it. should be 1mposs1b1e to commun1cate if mean1ng is

’ so]ely part of cogn1t1on becausa each person has a d1fferent.



132 .

world view, and would therefore assign different meanings to
~words {Clark & Clark, 1977). This:objection can be overCome.
if 1anguage users are given some credit for being aware of

how language is employed for the purposes ‘'of communication.

1 be]ievg‘that'fhere‘ére fwo categoriés'of meaning, but
they do not conresand to linguistic versus psychojogiéal
meaning. - The distinction'whjcﬁ existé is between conven-
tiona],(shared) kﬁowledge about a word's meaning and
| conceptions deriyed from unfqug personal.experiénceS‘which
can also be encoded into bttérances. 'What has previously
been called 1inguistjc_méaning fs,‘er the most part, the
cohventionaT Know]edge'shared.by speakers in. a lihguisfié
’community. Leafning the cénvént{onal’meanings of words is
an important part of  the 1§ngﬁage acqu{stion process. Chil-
‘dren learn that céftain'words‘a}e used in certain sitpations‘
or when particUIaE objects'abé'present.;-ln the previous
cﬁabter ft was hofed that'theFSalignce of some aspects of an
objecf}or situétion;contribute to thé;déve]dpment of conven-
tional ﬁeanjhg. The most salient aspects are those most

often noted'and<cbmmented46n within a community.

Idiosyncratic conceptions develop from experiences
which are not generally common within a society. The

idiosynchatic Compongnf of a word’'s meaning is likely to

T
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: héva'an'affective cHarécter, although as noted previously,
affective components cén'also be cgnyentional for certain
 types of wdrdé.‘ It may seem odd to‘discgsévfhé idiosyncrat-
ic meanings of words~sfnce word meanings by definition ought
tb béICOnventional._,A‘word is after all a form which is

~ supposed fb,réprésent a unified éoncept‘available as a topic
of discourse. However, it is poésible that a particularv
ihdiVidual’stpast expeﬁienceS’can influence-hoh he perceives
the concept associated with a word. 'For example, Ehglish
speakérs.can genérally agree ‘what a Ch{ropractorldoes, how
he obtains his tra%ning, and even, to some extent,:what his
office might ook ]ike. This would constitute at least part
of the convehtional meaning of chiropractor. Based on'dast
experiehéés, however , people‘may differ-Wide]y jnAhow they
regabd éhiﬁopractors. For sofme peopie they are quacks,
while for others. they are‘professfgnals Qho helped a loved
one when all else fafled.k When eiﬁher grogp usés.jhe.Word'
'chiropnactbr ;hey-wi]1 not‘bé able to divorce their {diosyn—
.cratic opinions from the more:cngéntibhal components that

. are bart of Knowing what a‘éhirograotbr doés. _Furtherhore,
w%en pebp]e holding differing opihiéns ébopt”chihbbrabtors
talk fo one anothef theysmay not really be communicéting,_
especially if they do not‘realiié‘that,eachhﬁas a different

view about the value of chiropractors. It is in this sense
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that 1 wish to claim that there can be idiosyncratic as well

as conventional meaning components.

In most cases conventional meaning will péédominaté
since it is usually difficult to Know the 1d1osyncrat1c in-
terpretat1ons someone may place on a situation.- The le§s

familiar someone is w1th_hls audience, the more he will‘rely
‘on conventional Know ledge . Thi%usituatiqn-usually holds in »/
an experimeétal setting. The subject ls in_a relatively
:novel situation and is bbesented with wqrdsvdelimited by .
minimal cohtextualfihfqrmétioh. In spite of any inétruc-.
‘tions to dispel anxietiéé abbuf performance, the subject
war?'lt‘s‘k to produce the "correct"v answér" , namely, thg; responsé | l
given by everyone élse. Subjects‘are.llkely_fo have an ideé‘
of what the convehlloﬁal responses are going to pe,‘and'they
behave achrdinglyl"In"Rosch’s'categorization studies, for
example, subjects Useg{the basic level words because these

were the most conventional responses.under the conditions of

that experiment .

In other situations, with beoplé-familiar to him, the
spéaker can utilize his knowledge about the personalities -
involVeﬁ to help him interpret utterances. This is where
the var1ab1l1ty of word meanlngs becomes important. The

speaker and hearer can use words in unconvent1onal ways
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which would not ordinarily be comprehended by an outsider
because they understand the situation and each other.
Language users expect utterances to be meaningful and to
make sense. [f, at first, things are unclear, they will
search their memories or ask questions until they feel they

- can correctly interpret the intended message.

~ Rommetveit (1874) gives the example of two friends at a
football game. In the context of 1he game being played /the
_utterance "magnificent" is sufficieﬁt to convey a mes$age
~about a part1cular p]ay A&Qer the game however, the sin-
g]e word utteraﬂce is un1nte¥&retable and the speaker must

-‘,‘“

descr1be the play in detai\ My jorder to convey the same

- message - The amount of deta}I necessary to identify the
play'depends on yhether or not the hearer was present at. the
game. The speaker aﬁd‘hearer must take 5nto consideration
what they Knew about one anether's experiences. This is

what Rommetveit calls "mutually shared intersubjectivity."

Exberimenta] evfdence subports the notion of mutually
shared ihtersubjecfivityv(Zajonc, 1960). Subjects who were
told they would havé’te describe someone to others on the
bas%s of a letter he had written, encoded very specific in-
formation about this person, e.g., "didn’t finish college |

- because of financial problems."” Subjects who thought they
{

~,

N
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would receiye»a‘description of the fictitious person only

encoded general information about him such ast"intelligent",

or "immature." ' . - |
When speaker- and hearer Know each other well theiraut4_

terances can take on a 1ess convent1onal form of ten one

,word will: suff1ce to convey a comp11cated message. Speakers

~ and hearers who are well Known to one another will probabiy

be aware ofythe_other s 1djosyncrat1c uses of certainrwords
and can correctly interpret'eaCh other’s utterances. Inap-
propriate reliance On.idtoSyncratic usage can, of course,
intérfere with cOmmunication- A schizophrenic carr1es triis
~to extreme and can no longer be cons1dered a useful member
of soc1ety. ‘An effective communncator Knows how‘to-balance’;
idiosyncratic'and conventional meaning, and most norma1 lan-

guage users are cogn1zant of what is appropr1ate in . a ngen

s1tuat1on.,
'Lexicaf Items in Utterances

A. language user must know how to combine words into ut-
terances in order to convey effective messages. in a;pa%=
t1cular utterance, words are the 11ngu1st1c dev1ces used to
des1gnate the thlngs being talked about, and are therefore,

* one of the more crucial information convey1ngwwbmponents of
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: an.utterance f it is'possibte that primitive conceptual
format1on could be conveyed by str1ngs of 1solated words
(Mou1ton &_Rob1nson, 1981) . Such an exchange of 1nformat1on
would oe“strongly'contéxt dependent and it wou]d be diffi-
cult to indicate relationships between the entitieS“desig—f‘
nated by the words . It is therefore necessary to have some
mechan1sm for relat1ng concepts in order to talK about
events and experiences wh1ch are d1sp1aced from the context
of speaker and hearer.v Syntax is the component of 1anguage
which atlows language users to indicate relationa] 1nforma-'
tion. The syntact1c dev1ces enable a hearer to combine the
meanings of the component words 1nto a- un1f1ed whole because
they indicate how the-e]ementsfof a sentence‘are related to
one another. " The hearer considers the meanﬁngs of thenlexi:
cal fteerand the re]ationships'suggested'by the syntax.and-
from these two k1nds of information he begins to determ1ne
what message was 1ntended The hearer may also use 1nforma—
‘tion about the: s1tuat1ona1 context to he]p h1m decode the

" utterance

A distinction.shbu]dtbe‘made_betweenJthe information
content of a hessage and the 1inguistic devﬁces used to
convey this 1nformation " Most of - the 11ngu1st1c theor1es
discussed in Chapter 2 have been concerned with the forms of

<
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linguistié devices réther than the information conveyed by

thése devices,,”The Information Structure’ vieﬁ of'fanguage :
- is a'pSYChOIingaiétic framewoﬁk which relates Iq'the‘infor-

ﬁatfon-qonvey;ng~capa¢ity for commdnication of particular ‘
.,’lingu}étic_bévices (Baker; 1976; 1979; Derwing & Bakéﬁ,
";f978; Pride?ux, 1978). A basic premisé of this theory is
‘thatNdurjng_the encoding or deCoding of'én‘ufterancé an in-
dividual mayjdréw on know ledge from any‘part of his cogni-
tfbn énd is not restricted solely to the tanguage system.
”Humghﬁlwill'employ'any QéviCesAavai1able for~commuﬁication;
fhe.most useful devices for this purpose happen to‘be lin-

‘guistic.

A partﬁcufar messagé may be deécribed in”terhs of three
information types: sentential (Is), relational (Ir), and de-
notatiomal (1d). MThese devices are used to déscfibe the
Information Structqre of a parficU]én Utferégce, they do not
represent an,abstractlsystem gf rules for producing or com-

prehending utterances.

Sentential information is manifested by what has

traditionally been called sentence mood, such as,
' The termy information and communication as they are used
“ here are not to be confused with the way they are defined in
the Information Theory of Shannon and Weaver (1949) which
- has prlimarily a mathematical rather than a linguistic
"orientation. : : S~ ‘

{

"(VEM ‘

(S
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declarative 1nterrogat1ve or 1mperat1ve Relational in-
format1on corresponds to the grammat1cal roles played by the
syntacttc_const1tuents. In English relational 1nformat1onw
is indicatedkby position in utterances; other‘languagestuse
case endings as relational deQices Denotational informa-

tion desjgnates theiﬁftwttes that a part1cu1ar speaker is

’_‘ talking about. Lex1ca1”1tems are the most common ]1ngu1st1c

devices used .to convey denotational 1nformatton.

Qenotat1ona1 information is not to be confused w1th
trad1t1onal notions of denotat1on correspond1ng td one of

the 1nterpretat1ons of reference given in Chapter 1. Part:

. -of denotational 1nformat1on is all of the obJects to which a

word can appiy‘but it also includes all of the other things
a person knows about an entity, such as“relevant attributesr
emot1ona1 react1ons, motor protocols, etc. The previous two
Chapters have shown that both 11nguists.and psychologtsts
unsuccessfully attempted to exclude some of these 1nforma-A

tion types from their theor1es of Jlexical semant1cs.

Exactly how much 1nformat1on must be encoded about a
part1cu]ar unit of‘denotat1ona] 1nformat1on depends on what
the speaker thinks the hearer Knows The speaker can’

k)

m1sca1culate and encode more than necessary, in wh1ch case

the hearen»becomes'impatient and fee]s-condescended to, or
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the speaker,can provide too‘]ittle‘information for identify-
-ing the appropriate denotational unit and the hearer must.

ask questions until he thinks he'understands.

e LéXica] mean1ng is not prec1se1y the same as denota-
tional 1nformat1on a]though the two are close]y re]ated when o
‘ s1ng1e ‘words “are suff1c1ent for the speaker S 1ntended
message. Denotational Tnformat1on spe01f1es those ent1ties-.
‘referred'to.in a'p4rticu1ar.utterance and,}ae shown above,
only thosevaspects.of’an entity neceesary for appropriate
identification;by thevhearer are prcvided; Lexical neaning
‘represents the potential inéormation units, which cou}d be
exp]1c1t1¥ stated but may ‘not be. In any given utterance
the words, phrases or c]auses that may be requ1red to
properly: d1rect the hearer s attention to the entities and
vacts 1nvo]ved in an utterance are the 11ngu1st1c dev1ceq\ L,
'used to express denotat1ona] information, and their meanings- .
"~ are interpretations placed on them by.bo%h speaKer and t \\\
hearer LA part1cu]ar Informat1on Structure only descr1bes
what is found in a part1cu1ar utterance, “and not the poten- A
tial mean1ngstwh1ch are not man1fested on.that-occasion.f A
theory of lexical semantics should be compatible.withﬁthe

' ways words are used for ccnveying denotational information.
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- Lexical Items and the Real Wonld

Ihformation'SthuctUre is predicateoboh the aséUdeionfu
Ithat utterahces can'on]y‘be interpreted in confext.~ In o}—
der toqcommuhjcate,oeach speaker and hearer must have a
'store of ohits fof designattng'denotationat 1nformat1on
'This is usually the-lanQUage user's Texicon Lex1ca1 1tems
forge a link between ent1t1es in the real world and people’ s
concept1ons of those ent1t1es Usually peop]e perce1ve the
- wor ld as hav1ng some K1nd of organ1zat1on and 1f this 15 not.
read11y apparent they w111 1mpose an organ1zat1on which' T
_seems appror1ate. _The pr1nc1p1es for organ1zat1on are prob-
ably quite simple a]though the resu]ttng;struotures may_be
Complex ‘Lexemes play a role.ih'forming and’maintaining
organizational complexes Words 1abe] the 1nd1v1dual en-
tities available for categor1zat1on WOPdS can also label
‘general‘categories. Once certa1n categor1es are ‘estab-

- lished, new OJects can be 1nterpreted as belong1ng to one of

the. preex1st1ng categor1cal ooncepts

The real world is not anboostruotured confusion of
pvstimuli; the,khower interacts with the world and perceives
structure. Wundt (1907) has pointed out that the perceﬁyed.J°
.wortd cannot exist‘without eh‘active knower, and the KnohebﬂA

is part of\aTl his_percept#ons. Interpreting Wundt’ s notion
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withtn the present framework one could say that the Knower s
percept1ohs are’ 1nf1uenced by. 1d1osyncrat1c exper1ences as
we]] as the convent1ona1 1nterpretat1on of the wor 1d sug-
gested by his cu]ture. Lex1ce] labels«play an 1mportant
Qote in the;inteﬁaction between the Knower ahdvthe perceived
world. The existence of a word can_imply to the hearer a
'oon%esponding entity. fLaber can draw our ‘attention to
'something we mighttnot_othehwise haye‘noticed. #or-exampie,
if someone is told that there is such an animal asua Wombat;
heimag'belieye’invtts e§ietence even if'he has never seen

one.

Contextual cues can help in theﬁcategorization of new

stimuli , If one encounters . some~strange 1ook1ng obJect in a

o fr1end’s 11v1ng room,zthe 11Kely conc1us1on is that the item

is an odd p1ece of furn1ture or an art obJect (or both com-_'
b1ned): It would be extremely unl1ke1y for the obJect to ber
,some Kind of 1ndustr1a] mach1nery However ~on encopnterjng
”the ‘Same object at a factory, the conclusion woqu be that

it was some Kind of too1 and not an artistic creation.
. . o o ﬂ |
Lexical fields reflect conceptual organization of the.
world. Some fields appear to be natural beceuse.the same

types of objects are often encc ed ih'simjlar

—

circumstances. Furniture terms, example, are considered-
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to belong to a single laxical field because various items of

PN

furniture are encountered in the same room or building. One
strategy used by subJects in: rat1ng concrete lexical sets is
to group obJects by the p]ace in wh1ch they occur e. g '
bedroom Versus t1v1ng room furn1ture, qu1te independent of

. the appearahce pf the objects in terms of size or shape.

/ -

Rosch’'s "basic objects” level of categor1zat1on was -
formed on the assumpt1on that the real wor]d is structured
in such a way'that certa1n bundles of attributes always -
occur together Her examp]e is that creatures with feathers
.are also likely ‘to have wings (Rosch et a] 1976) 1t .was
f‘thought that fthese co- occurr1ng attr1butes were s1mp1y
present wa1t1hg for an observer to hotice and 1abe1 them
" The exper1men¥a1 ev1dence showed that there was a oomp]ex
\1nteract1on between lwﬂgu1st1c'1abels and real wor]d attr1~
butes (Rosch 1978) * Rosch (1978) 1ists three K1nds of re-
sponses wh1ch 1nd1cated that subJects made use of cultural
and 11ngu1st1c as we]l as perceptua] Knowledge in prov1d1ng ‘

Vattr1butes for obJects 1) some attr1butes requ1re previous

Know]edge of the funct1ons of an obJect before they can be

‘.1abeled e.g., seat of a chalr 2) attr1butes such as Iarge

- are re]at1ve to the other obJects in- the 1ex1ca1 field,

e. g., piano is large for furn1ture but not fnr mounta1ns or

e N, J



144

[

l
. : - ‘
bui]dings;/B) some functional attributes require knowledge

© of hUman activities, e.g., "you eat on it" for table.

Rosch has shown. that the process-of labe11ng concrete
_;objects.ls far from simple.’ Label1ng abstract entities may
be even more closely tied to our Knowledge of the lexicon
than is 1abel1ng of concrete obJects An abstract entity
.such,as an emot1on is not directly’ perce1vable d1st1nct from
ourselves;' Qutward symptoms of emot1ons are, of course,

* observable in others, but the actua] "feeling" must by 1ts
;very nature, be an internaltzedAexperience How could ch11-
dren learn to label such persona] exper1ences7 Probably,

' they are told byladults that they are happy or sad in the

rappropriate'cincumstances. ;The child ]earns'the emot ion

mord from his involvement in the emotion before he learns to

_vperceTQe it in‘others. Having'Tabelslavai1ab1e tacilitates -
_the child’s abi]ity to diSCover the emotion in someone else.

~Language 1s an 1mportant a1d in the process of decentration

whereby the ch11d learns to d1st1ngu1sh others from h1mse1f

. and to .begin 'to perce1ve the wor]d from another s po1nt of

YJew JBrown,,1958b, Rommetvelt, 1874; Bolinger,- 1975)

~,
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' Frames of Reference

It~hes been mentioned several times that meanings may
be variebie in that they can rebeive bart{cular interpre-
tetiensein specific ;QntéxtSZ The'manner in which concepts
~are.ﬁépresented through langyage can also vary greatiy. The
~ same concept mey be evoked by differeht words at different
.twmes,'or by severa] words in syntagmat1c combination, de-

pending on how much 1nformat1on the. speaker feels it neces;
. sary to encode. Sometimes the soundrmeaning 1ink may ‘acti-
vate a’connofativé;réecFidn. and at other times form or

fuhctional prdpenties-may,bE'evoKed.

It is obvious that 1anQUageiu$ers'mUSt have some store

"_‘ifor ﬁhe'WordaFOPms.which are part of“theif'languageJ :A'Tan—

J dUage user’s fexicon_shoujd also Héye some productive rules
.Fof word ?ormation7 It is not clear, however, whether

people der1ve words formed from productive morphemes as they”
speaK -as ChomsKy (1972) claims, or if they have a list for
every form ava11ab1e in their 1anguage as Jackendoff (1975)
suggested Probably, speaKers have both options ava1lable
_vﬁo them, but more exper1mental ev1dence would be necessary
bto determ1ne how word- forms are chosen for partwcu]ar utter-e

ances.
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The language user’s léxicon must aléo represent some
core meaning for the words which will be referred to when
there is a minimum of contextual cues available to ?id in
the interpretation of heaning. The core meaning is the most
conventionai and most’readily available meaning, but it is
by no means the only interpretation which can be,aésighed to
a lexical item. The core meahing‘aLSO does not necessarily
have fo be evoked everytime a.word is used. _Idioms and
métaphors are uninterbrétable if one attempts to assign a
conventionai interpretation to their épmponent'words. And
it either must be conceded that some words have hore than
one cofe'meanihg (e.g., existential versus ]ocagive there),*‘
or that we have di fferent words which are indistinguishab]e’
in terms of their forms. How many ijferent core‘heahings

are there for the word have?

'I:iﬁink that language users{have certain princiﬁieslér
strategies for brganiz%ng contextual informat Yon in such a
'Way that they can. interpret wqrd heanings. I call these or-
‘gaﬁizing principles, fﬁames of reference. Frames of refef-

eﬁce can be conventional. or idioéyncrétic{' Coﬁventional_
frames 6f referencé are used to organize lexical items with
some shared component of‘wﬁaning. 1 use ‘this term in

- preferenée'té‘the more  traditional lexical field, to

~
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indicate that this organizational process is dynamic and is
used by an individual when he encounters a word or set of

words in a particular context.

Conventional frames of reference are most 1likely to be
used by subjects when they are asked to per form experimental
fasks,”becéuse they ‘are asked to consider lexical items in a
minimal linguistic and situational context. In an experi-.
mental setting, normal cbnversatiohal‘strategfes of inter-
pretafion usuale cannot apply. The subjects‘ﬁust construct
§o6e frame of réferencé in order to make the judgements
rgquﬁred of them. The fact that most‘subject v an experi-
ment reépond in the same way indicates that “rame of

reference applied to a particu]ar"taskvis similar for

everyone. .. This would be expected iF'subjects were using a
conventional rather than an idiosyncratic inte prefation for

word meanings. : -

-There'a;ebprpbably at least three different Kinds of
organizatfoha] ffames whiqh sub jects can imﬁose on a given
semaﬁtic domain: 1) concﬁéte,'a Kind of feature analysis for
,evénts,and‘quecfs with under]ying,aiscrefe components; 2)
social frame of'réference, where"ego is related to other in-
diVidualérand'objects in his environment in a‘Spatip—

temporal manner; and 3) evaluative frame of reference, where
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a subject uses an internal perspective as to how he would

judge certain word meanings.

Concrete frames of reference are applied to words which
refer to stimuli with physical attributes. This céﬁ\Thclude
objects as well és cdlor terms anqﬁcharacteristics such as
temperature, height, and weight. The organizational attrij
butes used for concrete fields are size, shape, funhction,
and p]abe where objects can be used. Rosch’s work, dis-
cussed in Chaptef 3, has been exclusively within the con-
crete frame of reference. Results from experiments with
tools and'furnitﬁre words, as.described'in Chapter 6 of this

djssertation, iilustrate use of‘this frame .

“The social frame~ofvreference_is used for relating the
individual to society. -Lexical fields which take a social .

retation are kinship terms and pronouns. DeiCtic¥¢ateﬁﬁ_‘

gories such as locative prepositions and adverbs'may;aLSG
take thid frame of .reference. When using the sociélrﬁfame"
of reférence the subject identifies hﬁmse]f'és ego\aHd¥;T1v-’

terms in the set are orgahjzed with respect~t6 égo..ifé;:éx-n
ample, one result from thé pronouns study reporieg;jhzchap11’

ter 6, is that first person pronouns are the moﬁtfﬂi

pronouns.
~ -
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The evaluative frame of reference taps subjects’ affec-
tive judgements about certain events. The types of lexical
fields appropriate for this frame of reference are things
such es the emotion terms and interpersonal verbs, again
discussed in Chapter 6. The events referred to by these
verbs are experienced in social contexts but they affect an
individual in such a way that he percei&es them in terms of
"“good or bad for me." Events which are of personal benefit
are viewed favorably and harmful eveots are viewed unfavor-

ably.

When no external frame of reference is possible, either
social or concrete, subjects must use their personal evaiua-
tions as the basis for making judgements. This may be the

‘reason that Osgood consistently found the Evaluative, Poten-
cy, and Activity d1menswons from the semantic differential
ratings of heterogeneous sets of Wbrds If a particular
scale could be interpreted referent1ally for a particular

~

 word, a subject would naturally do so. In most cases, how-

i

ever, ratings could only be made if the ecales‘were inter-
preted metaphorically. Subjeets q'b to perform the semantic
differential ratingsAwith reference to how they felt about
the referents of Osgood’'s stimuli. The resu]ting variation

of responses forced the factor analysis toward the
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EvaluatiVe Potency, and Act1v1ty d1mens1ons as has been
d1scussed in Chapter 3. .Self reference should also have

been operat1ve 1nrthe assoctative methods used by Deese.

Studtes whtch present words .in a lex1ca] field such as

's1m1lar1ty rat1ng studtes provide enough context for the

subJects to construct the frame of reference appropr1ate for
.a part1cu1ar field. This is-a fur ther *argument for using

st1mu]1 from the same doma1n rather than a heterogeneous

set.

Subjects will use whichever frame of reference they can

to comptete the" experimental task. The more contextual in-

formation they have avai]able, the ﬁoﬁé explicit the frame

of reference can be. Certain Kinds of lexical items may
also include a frame of reference as part of their mean1ng
These lexemes represent conventionally recognized s1tua~‘

tions, for examp]e, many verbs of judging (Fillmore, 1969;

, Marckarth}‘1978).or interperscnal verbs (Osgood, 1970) en-

code much'informetion about the. types of participants in-

vo lved and their relat1onsh1ps to each other. It'is‘not

d1ff1cult to imagine the appropriate frames of reference for

_sechice or betray ‘Frames of reference, then can app]y to
ger. al categor1zat1on of a class of ent1t1es,vor to the

specific information encodedrby individual 1ex1ca1 iitems.
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Conclusion . i : | | ‘”ﬁm . B

This chapter does‘not,presentlﬁgﬁ”srehehsiVe model of

‘]ekical meaningr-but it does review sdme:of thg'important

Y

- issues which must be considered. The point‘of*viewiproposed

is that‘speakersmand‘hearehs are active participants in de-

~termining what méaning'a word will have in any given utter-
ance; .they are also aware of certain aspects‘of Jlexijcal
‘vneaning such as what' is conventionally acéebteq and what may

' be appropriate in-intimatevinteractiOns. wdrds;have poten-

tial meaning, and,tQ)choose a word 'is to decide tb'encode
some'éépect of denota@%onai ihformation, .If is not desir-
ablevto e]iminaferpér;ona] KnowIedQe:from investigations of
word'meaﬁing, but ﬁtlﬁs not always practical to study indi-.
vidua1§ nathef than groups.' Thexexperiments which Cohprise
the re&aihdéh of thyg dissertation are designed to fgcus on
the conventional, s%ared facéts of 1exica1tmeaning, those .
avai]able‘%n'the mqgt general circumstances. In parfﬁcu]ar,
thé data feporfed‘{n Chapter & support the three_frames of\\

reference discussed in the previous section. Personal, id-

iosyncratic responses also affect experimental results.

‘They can never be entirely eliminated froﬁ studies'of.human

cognition. One experiment, repoﬁted in Chapter 7, shows
thatfsubjects willwreSOrt to idiosyncratic responses when

E}

4
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the éxperimental setting is not cgp&%?ained enough to

provide a clue as to the.ahpropriate conventional reSpbnse.



CHAPTER 5~ - n

" METHODOLOGY

The first ha]f of th1s worK was concerned w1th a theo-
retical framework for understandtng 1ex1ca] mean1ng 'The
second ha]f presents some emp1r1ca1 ev1dence for. the hypoth?
eses;proposed'" Th1s chapter descr1bes the technical deta1ls
of the data gather1ng and analyt1c techn1ques used’ for the
.stud1es reported in the next chapter wh1ch presents evidence
©in support of the thrée. frames of reference d1scussed in the‘~
“previous chapter Chapter 7 reports two stud1es whlch con-
trast convent1ona1 and: 1d1osyncrat1c 1nterpretat1ons of -
meantng The techn1ca1 deta11s for those studies are re-

* ported in Chapter 7. s1nce they d1ffer from the methods used

for the frame of reference stud1es

Data for the frame of reference stud1es were obta1ned
‘by two data gather1ng methods, semant1c s1m1Lar1ty rat1ngs
and card sort1ng These data were ‘then ana]yzed us1ng two

7d1fferent ana]yt1c technlques mult1d1mens1ona1 scaling and .

\hlerarch1ca1 clustering. - These data gathering and analytic

153 = &
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methods are described in this chapter. = In addition, some

important jssues in methodological epproaehes to semantic

-

-studies are also addréSsed.

g

Similarity Rating Stidies

‘For,the semantic similarity rating task the Stimuli'are

“;K presented in an upper- tr1angu1ar matr1x Tike the one in Fig-

ure 5 1. SubJects are 1nstructed to rate each pa1r of words

on a nine p01nt s1m1lar1ty of mean1ng sca]e A rat1ng of

1 is g1ven to word pa1rs which are most s1m11ar in mean1ng

(i.e., closest in mean1ng) wh11e a 9 is ass1gned to "1east
similar" (i.e., most'distant) word. pa1rs Intermed1ate
scale va]ues represent var ious degrees of c]oseness in mean-

1ng -

Subjects were 1nstructed to anchor the1r scales by

first scanning the ent1re set of terms to- find that pa1r

 which was most s1m11ar 1n mean1ng, and to assign ik to that

- pair.. Next, they were ‘asked to f1nd that pa1r in the set

which waS-leastﬁSJm1lar in meaning, and to assign a'"g" to
that pair. ‘Fo1lowihg this'enChoriﬁg;'they were then' free to
use the values from 1 to 9 1nc]us1ve to express the1r esti-
mates of the c]oseness Qf mean1ng for a]l other pa1rs of

terms Sbeects were also told to restrlct their rqnge of .
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b responses to the actual words presented and that they were
_not’ to consider words related to the stimuli but not actual-
ly presented Sample 1nstruct1ons to the subJects are in .

Appengix Al.

Present1ng st1mu11 from a related 1ex1ca1 set prov1de5’
the contextual constraints necessary for d1rect1ng subjects
toward an approprwate frame of reference A sentence frame
was used to provide further 1nformat1on about the lexical
1tems to be rated "The framevhelps to restrict the doma1n
of interpretatﬁon'for the words. 7 For example, the . too]s set
']1sted in the next chapter cou]d be 1nterpreted as nouns or
'verbs in one or’ the other of the fol]ow1ng sentent1a1 con--
texts The frame "They used the ___ o would "insure a nominal
1nterpretat1on for the tool words while "They _;_It” would

make | the stimuli appear to be verbs.

The s1m11ar1ty rat1ng tasK has the ma jor advantage that
1t requ1res subJects to contrast the- mean1ng of each pair of
words in the data set Subgects may. use one mean1ng compo-
nent for the pa1r A-B and an ent1re1y d1fferent component
for Judg1ng the pair A-C. An ana]ys1s of their rat1ngs
m1ght reveal subtle d1mens1ons of compar1son w1th1n the
,ent1re set of words The similarity rat1ngs me thod also

'allows subJects to indicate the degree to whlch they feel

. =
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Figure 5.1:'Samp1e matrix for similéhity ratings taéks..’

two words are éémantically related, so that w1th s1m11ar1ty
rat1ngs 1t 1s possible to d1scover d1fferent1a1 sa11ence of
W'the under1y1ng meanmng componentsvfor e)ch‘of the subJects,
.ﬁIn'other words the'oémantio;similarif; rétings method Can
reveal two types of between subject var1at1on d1fferent re-

1at1onsh1ps among terms where d1fferent semant1c components

|

are percelved ‘and differential sa11ence for the same seman-

tﬁéAComponénts.
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The ma jor disadvantage'of-the semantic similarity rat-
ings method is the large number of comparisons reqdihedl

n(n-1)/2. This imposes a practibat 1imit on the number of

‘WOPdS WhiCh can be tested innany given experiment. About 21

,terms seem to be the max1mum'wh1ch can be rated by subJects

in a reasonable amount of t1me without- mak1ng them fee]

e

overburdened by the task- demands

' Not a11 subjects were able to perform the task easily.

Some subjects apparently saw little or no'relationship among

the words'presentéﬂﬂgs'stimuti, and rated a majority of

" pairs as having a similarity'valueabf 8 or 9. If a particu-

lar indiVidual_used the same scale.value for more than 50%

-

- of the word pairs he was dropped from the analysis’of re-
L sults. B It was assumed that any subJect who, responded w1th

'such a large number of the same ratings would not provide

sufficient d1fferent1a1 1nformat1on about the lexical- set
In most cases there were not many subjects who had to be
1eft.out of the data'analySJS accord1ng to th1s cr1terﬁon.

The actual number of‘sybjects dropped for each data set is

reported in the next chapter. .

If the subjects used the full range of the rating scale y

it was assumed that they were rating on similarity of

.meaning although the possibility exists that they had not
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understood what-was expected of them The enly time it was
not assumed that a subject was respond1ng appropr1ate1y was
A‘when the rat1ng scale was obv1ous1y'reversed. ‘SubJectsvwho.
v_used low numbers for distanee in'meaning and high numbefs
ffoh‘pioseness.in.meaning fell tnto eegroup by themselves and
en'inSpecttOn'of their data indicated-that_thetr responses
were contrary to ﬁost of the othehvsﬁbjects The scale
reversa] subjects were dropped from the subject poo] since

they had clearly not understood the 1nstruct1ons

For the purposes of‘deta analyets the semanttc similar-
ity ratinés were‘ﬁtendardized‘withinb$ubjects so that each,'
subject had a meae of15;0 and a stendardvdeviation-of 2.0
_for‘his'entine‘set of respOnses. This controls for individ-
ual differences in the berceptidﬁ of the scale as such, but
'bresefves tnformation on the relative differences among the
pairs rated. The matrix of average ratﬁngs for each word
pair provides an indication of the judged semantic distance
between any pair of lexical items‘for the subject sample
participating in the experiment. Small averages represent:
greatetherceived*simi]arity of meaning than Targe average
ratings " Appendices D1 - D6 contain the poo]ed distaheesm
matrix for each of the lexical sets discussed 1n the next

chapter. A matr1x of standard dev1at1ons for each word pair
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is also provided. The maximum possible standard deviation
is 4; this would be the result if one-half of the subjects
rated a particular pair as a' 1, and the other half provided

.a 9 rating.

_ Inter-subject distances can also be calculated by
comparing the pattern of respOnses for pairs of subjects.
The suhject distances oan then be analyzed to determine
whether any subject groups, indicative of different strate-

g1es for do1ng the task, are present in the data.
Sorting Task

\A card sorting task was designed to verify if meaning‘
components s1m11ar to those obta1ned from the similarity .
rat1ngs would appear from a qu1te d1fferent exper1menta1
task. The words from. a 1ex1ca1 set were pr1nted on separate
.cards and subJects were instructed to sort the cards 1nto
piles so that each group had some mean1ng element in common.
. Subjects were also asked to wr1te down the features or
characteristics the;ﬂused as a basis for sorting,'if they
wished. These comments proved to be instructive and in many
cases the sdbjects named exactly ‘the same dimensions hypoth-
esized -for. the semanticbsimilarity ratings data. = A sample

set of instructions to the ‘subjects for the sorting task is
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given in Appendix A2.

Card sorting requires categorical judgements. Often _
subjecfs'mUSt decide on one or two possible strategies and
tHen stick té them, for example, sqrting the stimuli into
positive vérsus negative words. Presumably, the subjects
sort in térms of the most salient dimensions and other, more
SUbtlé distincfions may be lost since subjects cannot indi-
cate the degrée to which they perceive'a certain meéning
componentﬁfor a partiéujar word. An analysis of sorting~
data often}results in subjeét groups since different peoplé
find different underlying meanidg components sa]iéﬁt.
Semantic similarity ratings allow for differential weights
on salient dimensions,; card”sorting, on the other hand,
requires a choice of the most%%alient components, often to

the exclusion of others.

-

The décision whether to use the card sorting or ratings
method of data gathering would depend on what kind of seman-
tic information is desired from the lexical setvused as
stimuli. Both approaches'g%ve basica]]y the<sahe regultsf
buf the-simi]arityvratings technjqde provides a mqré com-
plete picture of the 1hterre]ationships.of meaning within
the set studied: The tard sorting approach wi]i allow

larger lexical sets to be analyzed, so that a general .
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overview of the meaning components of an’eg}ensive lexical

set can be obtained.

Catégorized data such as that obtained from card sort-
Sing 6én be analyzed using a "coincidence matrix" which .
shows, for any pair of»items, whether or not they weré
sorted into the same group. The use of coincidence matrices
for analyzing categorization data waslfuggested by Johnson
(1968b) ‘and developed by Baker (Baker & Derwing, 1982). A
coincidence matrix was constructed ‘for each subject for all
possibTe pairwise (n(n-1)/2) comparison of terms. If two
words were sorted into the same group by a particular
subject’ a 1 was assigned to that pair of items, otherwise a

0 was entered into the matrix.

The distance between each pair of subjects can then be
calculated by comparing each subject’s matrix with all the.
ofhers on a péirwise basis. The subjects’ responses are
compared element by element and the number of mismatches is
tabulated and divided»by the number of eiément: n(n-1)/2).
If two subjecté prov{de exact]y'the.same patterﬁing (fhey
sorted the wofds éxactly the same way),‘there will be no
hishafehes\and-thé’distance between them will equal 0. If,
_on the otHer.hand,ia pair of‘subjects sorted in completely

different ways they will have the maximum humber of
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mismatches (n(n-1)/2) and the distance between theh will be
1. The distance between any th subjects is thus a ngmber
between 1 and 0 which represents the proportion of.tiﬁes
subject i and subject j did not sort a possible pair of ob-.
jects into the same group. These matrices are important for
discovering different subject stratégieslin respohding to a
particular lexicallfie1d. The analysis of subjéct groups is

discussed in greater getail in the next section.

The same logic for»finding inter-subject distances can
be uséd for finding inter-object distances. The values in
the object distance matrices represent ghe prbportion of
sub jects wHo did not-group a pair of terms together. Thié
djstancekmetric also ranges between 0 and 1; 0 indicates
that all subjects using a particular strategy sorted two
terms int&'the same gréup,.whﬁle 1 means that none of the
supjects placed a given pair of words in the same group.
Distance matrices fOr-objects.are 1n,Appendicés Dt - D6.
Thg distance-matrixvf?r ob jects is.sﬁmiiar'to the distance‘
matrix obtained from the similarity ratings task in the
sense that both types of matrices show. how similar or c]ose‘
in meaning the subjects considerﬁany>pair Of‘words_to.bé.

B

The distance metrics, however,(.are arrived at in very dif-

ferent ways and are based on différent assumptions abodt the

1

~ "
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data. Y AY

Data Analysis
ol | s
Subiject Grogps

Most studies in psycholinéuistics are conducted under
the assumption, generally implicit, that all subjects will
;Hd do respond in the same way. AThis was certainly true of
the research reported in Chapter 3.° The previous chapter
has set forth the hypothesis that while meaning can have a
conventibn&] interprétation, each person can also respond
somewhat diffebgnt]y. It must therefore, be assumed that
not'aflrsquéct% will respond exactly alike in a particular

‘éxperiment.' It is neceséary to look for subject groups
 va{bP‘£® an anayéis of the objects data. Subjects are

: usually pooled prior to the_anéiysis of the objects, undgr
the ﬁnp]jcit assumption that averaging across subjects w%WT“
taKe;Caré:;f any subject variation. Howeven. this procedure
may. also yeil interesting and consistent differences among a
subggt‘of.subjécts. For this reason, the first step in the
vanaﬁ&#is of daté from psycholinguﬁstic research ought to be
to 190K for subjeqt groups since subjects may give different
responses because théy find different underlying meaning

components?sa]ient. Data ana1ytic techniques are available.
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for this purpose and should not be ignored.

LooKing,for subject groups also’provides‘a_method‘for
determing whether a]]vofdtheasubjects had understood the

task and respondediappropriateﬂy, sthcé{a]t sUbjects‘who re--
spond in'a similar way wilt be in one group. If a subset of

subjects interpreted the 1nstruct1ons in & part1cu1ar way,»

"not necessarily intended by the exper1menter the1r data
T'ought to reflect what they thought was expected of them. . By

exam1n1ng for subJect groups prior to data analys1s it

1ess 11Kely that the exper imenter will make the,m1stake of

assum1ng that all subJects have 1nterpreted the 1nstruct1onst

/

H1erarch1ca1 cluster1ng was used for d1scover1ng

‘{”subJect groups (dohnson, 1967' W1shart 1978) in the present
'study ’ H1erarch1cal cluster1ng programs take d1stance data
as 1nput so the sub ject dlstance matr1ces from the semantic
.s1m11ar1ty rat1ng and card sort1ng tasks copuld be used as

“input for hierarchical clustering. - .The hierarchical clus-

tering Schema_initiat1y treats'each sUbject as a separate
cluster (dohnson's'weak clustering) and then gradua]ly
bu1lds a tree by group1ng together people who respond

similarily. The clusters become progress1ve1y-larger until

C finally thpre"ts ohlytOne cluster including everybody
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(Johnson' s strong c]uster%ng). If the subjects had re-
'sponded exactly allke they wou 1d forﬂ\a s1ng]e cluster. If
they responded randomly, everyone ‘giving a un1que pattern of
responses, the cluster links wOuld build up gradua]ly and
the tree would resemble a pyram1d Figure 5.2 is an example
of a hierarchical clustering solution where'no suhjﬁct A
groups are'present - Contrast th1s with F1gureW5 3 ﬂhere -

»subJect groups are clear]y represented

. ‘
There are few reliab]e statistica1 tests for deciding
exactly how many significant'grodps there are in any given
hierarchica] clustering schena ‘ Extens1ve random1zat1on
tests of semant1c s1m1lar1ty d1stance data based on a nine
point sca]e and using Ward’s method for clustering have sug-
gested tha¥a11nks below 5 for: the w1th1n cluster™” ergor }h
" term are more homogeneous than' would be expected by chance, -
while 1inks above 18 are more heterOgeneous than'would be
expected. These values were:used as general cut-off points
for deciding‘howtmay signjfﬁcqnt oluste;s are represented{in

a particular hieranchical clustering schema.

-~ : M 4

These general cut- off po1nts are useful, but will not
always provide 1nformat1on about how compact or d1st1nct1ve
a particular cluster ]s. Such a stat1st1c can be ca]cqlated“

by comparing the mean "within cluster" distances to the m@éh:
- . : . . : Sy

4
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“between cluster” distances. If a cluster contains K ele-
ments; it will have Kk(k-1)/2 within cluster distances and
k(n-k) distances between those elements within the cluster

and the remaining distances in a set of size n.

A measure of distinctiveness (D) of a cluster (devel-
[ .
/ oped by Baker (Baker & Derwing, 1982)) compared to all other

clusters in the same hierarchical éﬁ%stering schema can be

v computed as 1 minus the rat1o of mean "within" to meéh "be-
r;»éen d1stances (D = 1 - W/B) If there is no d1st1nct1on
between a cluster hnd e]ements outside the cluster D =,0; tt
a cluster is clear]y‘dtst1nct D = 1. The distinctiveneé%
stat1st1c is" very he]pfu] in dec1d1ﬁg on the number of s1g-
’n1f1cant subject groups for any set of data. the D values .
for the -various c]usters increases toward 1 as ﬁong d;’the
clusters are distinct from eaeh other. For exampﬂe,“th? D
statistics for 2 clusters might be .438 and .390. When 'the
two clusters are further divided into three {the second
c]uSte: is the-one affected), the Ds are .438, .541, and
.511 for the same data.'_Fleab1y, when- the Secondtcluster is
divided, the three resulting clusters are hore distinct from
each'other than when only two clusters are compared. |
Interpretation of the D statistic would suggest that there

/

are'three rather than two djstinct’clusters for this set of
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data. L . L | &

The Mann-Whitney U test (Hays, 1963; Siegel, 1956) is
also usefdl for determining cjdster.disttnctiVenesé. fhis
non-parametbie statistic is'calculated by considering the

rank ordef of distances for the clusters and comparing the

mean ranks of within d1stances to the me ‘ rank‘ﬁf be tween
4 (‘itat1st1c is

{ o3 'as a herma1

- B tney u test 15 sensitive to n

tistics are not reported or c]usters with less than three

members . Such small n’s sometimes occur when the terms are
analyzed us1ng h1erarch1cal clustering since ‘the 1ex1ca1
sets tend to be small to beg1n w&&% In such cases the se- .
mantic interpretation of the terms is so obvious that there
is little doubt that the térms form a coherent grodp,_even
though'a Menn-Whitney U test cannot be performed for -that
ygrdbé%? In most other Cases the Mann-Whitney statistic.e;-

confirms’the in}gﬁppetation.of the D statistic.

7
Johnson (1g§§h) also deveToped a cohesion statistic.
The cohesign score is based on the means of what Johnson

(» o
refers to‘i? inner and middle distances which correspond to

s
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the within and between distances of the D stat1st1c In
general larger cohesion scores represent greater d1stinc-'ﬂ
qtiveness but there is no”upper 1imit so it‘is diffjculf to
compare scores from different clusters. dohnson’s cohesion
score is also very sensitive to n. It agreed wifh the D and
- Mann-Whitney tests but was not found to be useful for de-
ciding on the number of significant clusters in an analysis,
therefore, only the D and Mann- Wh1tney U test for the vari-

. Ous subJect groups are reported i the next chapter

When the h1erarch1cal cluster@ng schema did not appear
to show any subJect groups the D and Mann Wh1tney statwstlcs
“were calculated for a hypothet1cal two- subJect groups case
'If these st&¥istics were not SIgn1f1cant for iﬁ& subJect
groups it would seem safe to assume that the subJects were -
homogeneous in their responses. Occasronally, the two sta-
tistics d{sagreed. In these cases the decision{fgr one or
two groups ?as formulated by considering the p‘séafistic and
a subjective impression from the hierarchical schema. The
hdata were not cons1dered to show two or more subject groups
3:un1ess both the h1erarch1ca] clusterlng schema and distinc-

tiveness statistics clearly indicated this assumption was

warranted

-
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Terms Analysis

~ Once ﬁt=ha$ been’decfdéd whether or not subjgct groups
ére represented, the structuring of terms can be anjayzed
for each subject group individually. The data were‘divided
3ccording to the resbective subject groups and were then

analyzed using one of the techniques described in this chap-

‘ter? | ‘The mathematical assumptions for hierarchical cluster-

- ing and multidimensional scaling are me?*by both the seman-

tic similarity and sorting distance matrices, so that either

method could‘be used for data analysis. The choice of one

~ technique over -the other depends on whether a dimensional or .

clustering solution is desired.

- Subjects performing the sorting task were required to
maKke categorical judgements in grouping the tebms. It is
thefefore unlikely for con. - sus dimensions to emerge from

sorfing data. .The aésumptioug for ‘conducting mwltidimen-

" sional scaling are met by the sorting distance matrices and,

in theory, a mu]tidimensiohé] scaling could be performed on
these data. Wheﬁ this is done, however, the data fall into
Eight clusters, making a dimensional jnterpretétion diffj-

cult, so thét for practical considérations, mu]tigimensﬁonal
scaling is usually not appropriate for the soﬁf?ng'détaﬂ

which tend to have diségefé.components rather than continous
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under lying dimensions (Shepard, 1974). Therefore, hierar-
chical clustering was used to analyze data from the sorting
task rather than multidimensional scaling.' The logic behind
-hierarchical clustering has already been exp]eined in the

previous section.

The semantic simi]arity ratings taskirequires sub jects
to’ make cont1nuous or graded Judgements The nine poiét
scale was used to allow for a number of fine distinctions in
the s1m11ar1ty of meaning scale. Rat1ngs data are compat-
ible w1th e1ther a multidimensional sca]1ng or hierarchical
'cluster1ng analysis since they can revea] e1ther d1mens1ona1
or hierarchic structure. . In most cases,ethe data seemed to
reveal Contiquous dfmensidneerather than discrete Compo-
nents, so mdltidimensional‘sca1ing was preferred for anal;z-
ing similarity ratings data. Multidi/mensi'ona] scaling
analyses .attempt to reduce the underlying dimensions to the
smallest number giving the best structural description of
the inte{—object distances (Romney, Shepard; & Ner'

- 1972) . 1
g

'Mu%}fdimensional sealing me thods operate on similarity
or dissimilarity matrices. The analysis is based on the as-
sumption that the similarity ratings are related to

distances in some psychological space. Muitid%mensional
P2 . . . '
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scaling computer programs attempt to reduce the dimensiong
aiity of the psychological space SO thaf a maximum propor-
tion of variance is accounted for by a minimum number of di-
mensions. The experimenter must‘then interpret and 1abe1

»@,
these d1mens1ons

- The individual Differences Scaling (INDSCAL) version of
multidimensional scaling was used to analyze the semantic
simi1ar1ty ratings‘(CarrolT, 1972;MWish, Deutsch, & Biener,
1972, Wish & Carfo]l, 1974). INDSCAL dif%ers from other
multidimensional scaling analyses in that it ass1gns a rela-
tive we1ght for the salience of each dimension for each
subJect " These weights can provide some information about

d1fferences ~among the subjects.

It was hot‘a]ways the case that multidimensional scal-
ing was the appropriafe technique»for analyzing the similar-
ity ratings data. Shepard (1974) discusses the difficulties
involved in using multi’imensioha] scaling when the under-
lying structure is categorical. I[f the multidimensional
sCa]ing configuration seems to prbducé tight clusters rather
‘than cont inuous dimensions, the hierarchical clustering so-
lution is probably more appropriate for the data, as when

the data come from a sorting task. It was often the case

that an overwhelming categorical distinction masked or
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swamped under lying dimensions. This was especially true
with the evaluative‘sets, where a good - bad cétegorical
judgement tended to divide the data into two distinct clus-

ters rather than a continuous underlying dimension. '

In the next chapter results for s}milarity ratings data
are preSented as either multidimensional scaling or hierare
chical c]usterihg representatione. The,so]utioneAfrom both
methods of analysiséyere considered and the one offering the
‘cleareet interpretation of the déta was finally chosen for

presentation. At no time, though were the two solutions

inconsistentbwith each other. '

Conclusion i

This chapter has presented the data gathering and ana- -
“lytic techniques used for investigating the semantic inter-
relationships within lexical fields. . The results obtaﬁned
using these techniques are presented in the next chapter.

For each hierarchical elustehing‘solutionwthe Distinctive-
ness endeMann—Whitney statistics are.also reported, except
for cases where a cluster had less than three members.
Appendix B presents-the'hierarchjcal clustering solutions

for the sdbject groups, and‘Appengdx C contains the object

clusterings.
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/ CHAPTER 6

EMPIRICAL EVIDENCE FOR FRAMES OF REFERENCE

Introduction
5

Chapter 4 hypothesized that subjects may use different
frames of reference to judge the meanings of lexical items.
This chapter presents reeults in support of that hypothesis
Emotion terms and interpersonal verbs illustrate the e&alua-
tive frame, tools and furn1ture words represent concrete
lexical sets, and Kinship ten#s and pronouns provide evi-
dence for the social frame of reference. The data gathering
and analytic techniques used for each study have already .
 been explained in the previous chapter. Instruct1ons to fhe
subjects as well as the distance data for ehch lexical set
can be found in Appendices A1 to A2 and D1 .to D6 respective-
ly. To preserve the continuity of this chapter the nierar-
chica]ecluste}ing graphs‘are presented in Appendices B and
C. The hierarchical cluétering solution for subjects is:jn
Appendix B and the object clustering solutions may be found

in Appefidix C. A1l subjects in the following experiments

(“\~
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weré native speakers of English.

Figures and Tables are labeled according to whether the.

data were obtalned using the ratings or sorting method Fof% L
example, "Tools terms clusters: Sorting Group 2", indicates’

that the results represented come from one of the sub ject

groups which used the card sorting method for judging tools

words; a "Ratings Group" indicates that the data were ob-

.tained by semantic similarity ratings judgements.

wr

Multidimensional scaling solutions produce dimensions
and hierarchical clustering solutions result in partitioned
sets of items: in the following discussion, the termsjdimen-
sion and cluster wil]vbe‘used in a technicél sense to refer
to the oufput from these particU]ar“analyses. As stated in
the‘previous chapter'thf choice of multidimensional scaling
or hierarchical c]ustebing for analyzing a particular lexi-

cal set depended on the type of data used as input and ease

‘of interpretation of the results. No impljcation should be

drawn that a lexical field has an underlying categorical or

~dimensional ;tructure because a particular type of analysis

- 14
s

R T N
»a\'__é.,{ﬁ .,

was used. For the prounouns set both multidimensional scal-

ing and hierarchical clustering solutions are presented, and

'itbcén be seen that they provide sjmi]ar results.



e

€

177

The multivariate stat1st1r11 techniques are strlctly
approaches to data analysis; they do not necessar1]y reveal
psychological constructs. The term meaning component will

be used for those aspects of the meaning of a word which are:

psychologically salient to the subjects. A meaning compo-

nent is unspecified as tq its exact form and is not tied to
any particular type df statistical analysis. for example,
generation is a meaning component of Kinship ferms revealed
by both.multidimensional scaling and hierarchical clusfer—

ing.

This chapter has three main séefions, one for each of
the three frames of reference by whiph the data were inter-
preted. Eaeh secfion ends with a sqeculative diseussion
about that frame of reference. Withih each major section

two studies are reported. Each study begins with”a brief

literature review of previous work with that pqrticular lex-

ical field. Some fields, such as emotion and kinshjp terms,
have been studied more'thanaothers and haye @/correspond-
ingly longer literatdre review. For each 1e§ida1 set, the
semanhc s1m11ar1ty results are reported first and if there'
were any, the sort1ng data are reported next. F1nally, each
study ends with a comparison of results from the ratings and

sorting studies.

. -
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Thetresults'from the sorting and semantic similartty
ratings tasks are compared using the Chi-squared test of
1ndependence among the clusters d1Scovered for each pa1r of
sub ject groups Since there were many empty cells 1n the

contlngency tab]es the Ch1-squared statistics. reported

~should only be-considered as a rough guide to the degree of °

dependehce between two subject groups The cont1ngency

tables for each compar1son are. prov1ded and, in most cases{

the relatlonsh1p-between ratings and sorting subjects is

readily apperent from these tables.

For some data sets most of the sub jects did‘perceiée
"sjmilar distances between individual pairs of items so that

a strong correlation resulted at the leve]\of the original

pairwise distances. This would suggest that the’two'subject

- groups organized the words in a highly similer manner; re-
gardless of the task per formed. \In these cases, the Spea-
rman rank order corre]at1oq coeff1c1ent a non- parametrﬂc
statistic, is reported as additional ev1dence ?or a rela-
tionship between two subject groups The Spearman rho is-

“used because data resulting from the two tasks ‘are-not

normally d1str1buted. The d1str1but1ons for the distance

matrices appear to have a negatave skew, 1ndicating that

statistics which assume a normal distribution are
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~inapprgpriape for analyzing the data.

Evaluat ive Frahés of'Reference_

. Evaluative frames of reference are used fpr lexical

sets which refer to people’s judgements of situations,

Usual]y ihvolying opher.peoplé. The mos t prominent under-
~1ying:dimensi6n of\ﬁéxiggl fields which require an eVa]ua- .
tive frame of reference i;athe\positive-negative méaning
componént since this is the most fuhdamental judgement

humans make about their experiences and their environment.

Emotion Terms -

Emot1on names, 1ike all words, a(e assumed to have _
meaning components wh1ch are d1s?:nct ‘from their. connotat1ve
or affectjvevaspects. Most studies have been based on_the
assumption that the reseéfchers werelinvestigating the con-
notaf@ve character of emoffons. This authbr‘will argﬁe that
:fér emotions the distinction between connotation and thei
mean1ng of an emotion is by no means clear cut. What is the
mean1ng of an eﬁ%t1on if 1t is not some K1nd of evaluative

response to the experience of that emotion?

The meéniqg of an emotion cah only be the internal ex-

perience evoked by a situation. This seems to imply that it

|
X
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should be impossible to study feelings.'since &n individual’ s
_emotionalvexperiences are unique To him, but such a state- ’
ment ignores the social asoect of emotions‘ Those emotions
which have labels are those which are generally expressed in
social’ contexts, either to descr1be one’s 1nner feel1ngs or
one’s evaluat1ons of others. There are, no doubt emotions
'wh1ch are. un1que for certain. people but the labels for many
emot1ons are shared As long as people are cons1stent/1n
1abel1ng e part1cu]ar type of persona] exper1ence, they W1]]'
- bé able to commun1cate with others who, recogn1ze that cer-
_ta1n behavior accompan1es an emotion label. W1erzb1cKa
,-(1972) has‘attempted to represent thelmean1ngs of emotions
by describing the type of situation wh1ch is likely to evoke
a particular emot1on This strongly suggests that the

!

shared-mean1ng components of emotion words involve knowing
the K1nds of s1tuat1ons in which one wou]d feel certaln emo -
t1ons The shared nature of- emotions has been . 1nd1cated by

numerous studies where subJects have been able to produce

R cons1stent responses to emotion names.

Most emotton stud1es have .used some Kind of sca]1ng or
similarity rat1ng task. Abelson-and Sermat (1962) found ™
five dimensions; three were "uninterpretabile” ;sand ‘the other

two strongly_éorrelatedjwith the a priori scales used by



181

| Schlosberg-(1954) " Dimension I corre]atedb 947 with o
’Schlosberg s pleasant—unpleasant scale, and D1mens1on 11
‘correlated with both the attention-rejectlon (r = ,878) and
sleep-tension (r = .917) .scales. =

Osgood (1966a) used live éetors to express eﬁotions

~ which were labeled by the subﬁects "He found three dimen-

~sions: P]easantness, Act1vat1on,»and Control Three similar

‘factors were discovered by Block (1957) from a-semantic-dif=” |

ferential rating of emdtion names . ‘ These factors were
labeled Unpleasantness, Act1vat1on, and- a. un1polar factor

represent1ng 1nterpersonal relatedness and con51derat1ons

‘of impermanence."

Fillenbaum and Rapopor t (1971)'alsO'inVestigated the

domain of emotlon temhg\‘ They used Hebrew stimuli and

Hebrew speak1ng subJects.but they 1nterpreted the1r resu]ts

as 1f they were va11d for Engl1sh emotion terms. Their

ana]yses did not show much beyond the pleasant—unp]eésant
dimeﬁsidn, Fillenbaum and Rapopoft comp]ain that their'sub~ A
jects may have beeh producihg ididsyﬁcbdtfc judgementsﬁqf |

emotions. Under. the circumstances of .their study 1t is

) hardﬂy surpr1s1ng that their results were 1ncons1stent

Israel has a heterogeneous populat1dn w]th people

immigrating there from all over the world. The
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discrepanciesrtnffil]enbaum and Rapoport’s data could result' -
fnaﬁ cultural difterences Furthermore. the authors do not I
state how many of the subJects were nat1ve speakers of
Hebrew It s qu1te llkely that Hebrew was a second lan-
guage for Most of ‘their subJects;f It is a serious mistake -
to tgnore;qutura] and'Iihguistic,backéround in a semantic

study as Ftilenbaumjand Rapoport have done. B

In,all'of‘the-studies just reviewed the'pleasantfunii
pleasant'eva]uattveﬁmeahing'COmponent‘has consistentty ava
;peared Act1vat1on has occurred quite often and a th1rd
less eas11y named - d1mens1on also appears The three exper1»
| menta11y d1scovered components seem to correspond to
Osgood’ s semant1c d1fferent1a] results, the EvaIUativthPo? .
tency and Act1v1ty d1mens1ons ~ They also resembte WUndt’s |
(1907) three aspects of fee11ng pleasurable unpleasurable,-..

exc1t1ng qu1et1ng, and relaxat1on tens1on e

' by . ‘ ' ' ' ‘ ‘ ' ' ‘ J | . f’ - ' ‘ 7
One other fact about emotion terms has been mentioned

by several authors (Osgood, 1966a; Wundt, 1907). Names for
. unp1easant emot1ons appear to outnumber those for p]easant
emot1ons Th1s may be due e1ther to an actual super1or1ty
v1n the number of unpleasurable forms of. emot1ons, or it ‘may .
be due to the fact that unp]easurable exper1ences attract a

hlgher ‘degree of attent10n~ (Wundt,_tQD?, pr;200)t»,1n the
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exper1ments reported below it is also the case that unpleas-'
ant emot1on terms outnumber the pleasant ones on the stimu-

lus l1st

s
Y

Emotions’ Similarity Rattngs-Study

»

Subjects Forty 51x vo]unteers from an 1ntroductory

11nqust1cs course served as subJects S1x subJects were

*‘later e11m1nated from the sample because they prov1ded a
' rating of 8 or 9 more than 50% of .the time.‘ This ‘left data

from 38 females and 2 males avat]able'for analysis.' °

o

‘ Stimull Thé stimuli were twenty one emotion words,
?some fra@fthe set used by Flllenbaum and Rapoport (1971)
‘the rest were chosen from Roget s Thesaurus A comp]ete

l1st of terms is g1ven 1n Flgures 6. 1 and 6. 2

3

! Results The h1erarch1cal c]uster1ng of subJects shown
:1n the prev1ous chapter in F1gure 5 2 1nd1cates that the
, subJect pool was qu1te homogeneous The 1nterpretat1on of
‘no subJect groups is. supported by . the D1st1nct1veness and
Mann-Whitney tests of cluster cohes1on for .two c]usters, 't;
assum1ng,~hypothet1ca11y, two .subject groups The D's are
close to zero, “and the ‘Mann- Wh1tney stat1st1cs are non-

2

s1gn1f1cant In fact subJect responses were remarkably

D i T

f These data were col1ected by Barbara Ewert

~

&7
i
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consistent for all studies with emotion terhs.

‘ &
-

-The semantic simjlarity ratings were pooled across sub-
jects. The pooled means and standard deviations for emotlon
terms similarity ratings may be found in Appendix D1. $51g—
ures 6.1 and 6.2 show the three interpretable dimensions
which resulted from the multidimensional Scaling analysis of
the data. Dimension I separates positivé from negative

emotion terms. As in other studies, there were more nega-

tive than'positive words.

Dimension Il was interpreted as an ihward-outwahd di- N
mension. Outward terms represent emotions directed toward
or caused by someone or something other than self. Inwérd
emotions are those one Reeps to oneself. Love and affeétion
were considered to be somewhat inward by the subjects; per-
haps because these,emotioﬁs UsUally represent internal con-

iinuing states.

Dimension IIl organizes the emotion terms aloﬁg a
passibe-active dimension. Active terms represent emotions
which require an expend1ture of energy and possibly a burst
of adrenaline (as in fear). In other words, some state pf
‘_arousal on the part of the individuai fee]1ng the emotion.

Apathy is the mos t pass1ve emotion and requ1res no energy
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TABLE 6.1
EMOTION TERMS CLUSTERS - SORTING STUDY
A r
Clusters A D M-W
Positive
Passive: Affection, Love, doy .826 3.068x*x
Active: Anticipation, Excitement, -

Surprise ‘ .807 2.905*x
Negative" ‘
Outward: Anger, Irritation, Contempt,

Envy : .561 4.045%*x%

Inward-Active: Guilt, Worry, Fear,
Desperation, Anxiety, -
‘Humiliation . 327 5.077*xx

Inward-Passive: Apathy, Depression, :
Grief, Sadness .661 4.040%*x
* = .05 xx = 01  *xxx = 001 Jlevel of significance

| output from the apathetic person.
¢ ‘\

Emotions Sorting Study

Subjects. Subjects were students enrolled in an intro-
ductory psychologY'course. They received course credit for
their particﬁpation. There were 26 females and 32 males
giving a total of 58 subjects. They ranged in age from f8

to 34 years.
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Stimuli. The same set of emotion terms used in the
similarity ratings experiment were used as stimuli in thig
study. Unfortunately, disgust was inadyertently left out of
the stimulus set due to an errsight. This did not present
any serious problems in the analysis of results, however,
since the original‘set was heavily weighted in favor of neg-

ative emotions.

Results. The D and Mann-Whitney statistics were calcu-
lated for a hypothetical two subj%ct groups case, to see if
the data might contain subject groups. Distinctiveness is
close to 0 and the Mann-Whitney z-score is only significant
at the .05 }eve], supporting an interpretation of no subject

groups.

* The hierarchical clustering Qf stimuli was then‘baged
on the data pooled across subjects. The results indicated
five significant clusters. A summary of the cluster statis;
tics is presenied in Table 6.1; as with‘fhe similarity rat-

ings tasK, the major distinction is between'posﬁtive and

‘negative emotions. The positive terms are divided into two

distinct grbups, active versus passive emotions. The nega-
tive emotions fall into three groups; outward emotions,

inward-passive (introspective) emotions; and inward-active

emotions.
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Some of the subjects commented ort their sorting strate-
gies and most of those who volunteered information mentioned
the dist}nction between positive and negative emotions. A
few subjects also indicated the active-passi&e distinction
calling it "state of arousal” versus “calm, slow feelings."”
One subject differentiated between emotions which relate to
circumstances : sunpnise, excitement, anticipation, fear,
anxiety, worry, apathy, desperation, guilt, and those which
relate to people: love, -joy, affection, envy, irritation,
anger, and contempt. For this subject depression, grief,
humiliation, and sadness were emotions related to oneself

(inward) .

Comparison of Rating and Sorting Experiments

Subjects in both experiments appeared to be using tne
same meaning components for the emotion terms, even t hough
different tasks and different subjects were involved in each
case. The positive-negative distinct{on is an especially
salient meaning component. . Figure/BJB, tne contingency
table for ratings and sorting.clusterings, was formutated
from the hierarchical clustering solutions obtained for each
data set since dimensions cannot be‘directly compared with
discrete clusters. The Chi—squared_test of independence

between the two groups was significant beyond the .00t
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EMOTION TERMS
Ratings Group
NEGATIVE NEGATIVE NEGATIVE
| POSITIVE | OQUTWARD | ACTIVE | . PASSIVE |
sorting Group
POSITIVE Affection
PASSIVE Love

Joy

POSITIVE |Anticipation
ACTIVE Excitement

Anger Envy
NEGATIVE Irritation
OUTWARD Contempt
Guilt
NEGATIVE Worry
INWARD ‘ Fear
ACTIVE Desperation
- ~ . Anxiety
Humilation
Apathy
NEGATIVE . Depression
INWARD , Grief
PASSIVE ‘ . Sadness

)\
Chi-squared = 38.58; significant at .001 level

e

Figure 6.3. Emotion Terms - Comparison of Ratings With
Sorting Subjects
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1eve1!

The distance data from the ratings and sorting exper1-
ments also corre]ate strongly, rho = .8426, suggesting’that
~both sets of subjects perce1ved similar components in the

,e%otions lexical set. This correlation coefficient is par-

o ‘ . £ .
ticularly impressive when it is;noted that it was arrived at

by comparing the d1stances between 1nd1v1dua1 pairs of 1tems
for the two groups of subjécts The strong<correlat1on sug-
gests that the rat1ngsvand sortjng subjects”aere responding..

in very similar ways.

_Iﬁtenpersonal Verbs

<~f Interpefsonal verbs Eefer to»re]atidnships be tween
.people. Osgood'(1970) ha; stud1ed a set of these- verbs'in'
sone detail. He hypothes1zed ten a priori meaning features
~which were later verified by a semantic differential type
: study ! Osgood\s features were assoc1atjvefd155001at1ve,
v'initiating-reaeting, ego oriented-alter obﬁented, supra-
obdinate~$ubordinate, termina]-interminal;'futdre—past,
detibrateiimpulsive,.moﬁa]aimmcralw botent-impotent, and
actiye*passive The last three features were derived from

Evaluation, Potency, and Activity respect1ve1y, since Osgood

assumed with some Just1f1cat1on that these three affective
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d1mens1ons might have .some re]evangé for 1nterpersona1 rela-

tlons .

One of_the afms of the»feilowingtexperiment was to de-‘

termine whether Dsgoodfs analysis of interpersonal verbs

based on the semantlc 1nteract1on techn1que could be veri-

f1ed us1ng the semant1c similarity ratings method Theﬁe is
' 'no sort1ng study us1ng 1nterpersona] verbs as st1mu11 in—
stead, the resu]ts from the ratings data are compared with

. Osgood’ s results.

'Inteﬁpersona1_yerbs Similarity Ratings Study

SUbjects Introductory psycho]ogy students partlc1pat—

~ ed for course cred1t Three subJects were dropped for us1ng

a rat1ng of 8 or 9 mor e than 50% of the time. One other
subJect\was dropped because he reversed‘the values of tHe
rating scale halfway threugh the task. This left 32 males
and 13 temales, 17 to 28 years old. |

Stimuli. The stimuli were taken from the set of inter-
_personal verbs 1nvest1gated by Osgood (1870). Subjects in
Osgood’ s exper1ment used h1s a pPlOPI features as rating
scales in a semant1c d1fferent1a1 task. Eight factors re-
sulted from an analysis of the re}wngs (Osgood’s Table 6).

The stimuli for the similarity ratings study were those
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verbs with the highest Toadings-on'eaoh factor. A complete
list of stimuli is given in Figure 6.4 and Table 6.2. Sub-
jects were told that the. set of words were "desoribing

interpersonal reTations."

Results. The hierarchical clustening of subjects indi-
—
cated that no subJect groups were present in the data The»
D and Mann Whitney- stat1st1ps for “two groups support this

1nterpretat1on.

The h1erarch1ca1 cluster1ng schema of terms suggested

five cTusters These clusters and” the1r d1st1nct1veness‘

statistics are shown’1n Table 6.2.‘ The maJor d1v1s1on is
between positive and“negative verbs. | The pos1t1ve verbs are
divided into two groups, verbs of, heTplng, and compl1ance
verbs The negat1ve verbs faTT into three groups; harmful

act1ons, verbs of’ ch1oanery,,and verbs of def1ance
A oontingency table (Figure 6.4)-Ovasgood’s (1970)
eight Tactors of interpersonal verbs and the five hierarchi-

cal clusters just,reported?was caTcuTatedrk'The Chi-squared»

test of independehce was‘sﬁgnificant at the .01 level, sug-

gest1ng that some of the h1erarch1ca1 c]usters do correspond
to Osgood’ s factors. Words in the harm and chicanery clus-

ters are immoral, dissociative, initiating, and deliberate
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- " TABLE 6.2
INTERPERSONAL VERBS CLUSTERS °

L

Clusters e | |  ‘LD o M-W
Negative ) 4 _
Harmful : Molest, Ambush, Seduce  .433 2.645%x
Chicanery: Betray, Cheat, Confuse .376 2.109%
Def iance: Resist, Defy, Compete With, \

' - Have Contempt, Disregard .371 4,167 ***
Positive _ '  ¥4\f ' o B

‘Help: Advise, Console, ReaSSure, '
.Be Attentive, Confess to, - ,
" Confide in - - ,484 - 5.655%%x*

Compl iance: Reform, Promise, . . |
- Obey, Be Submissive = =~ ,338 - 3.070%x
'*5=:a05 C ok o= 01 *¥*kx = 001 level 6f sigh1ficance

‘ accérding to Osgood’' s a pnfohi features . Items in the
resist cluster ére coded dissociative, reacting, alter

oriented, and interminal by Osgood. He named this factor

and weight most strongly on the ego-alter factor. -The

- compliance verbs are‘impOtént,vreacting, and subordinate.

- The words in this cluster are spread over several Qf‘

Osgood’ s factors.

/

dynamiSm. The verbs of helping are moral and associative,
. 7/ N . N N i ».« .’
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| Osgood s features were determ1ned a pPlOPI and ver1f1ed
us1ng the semantic interaction technique. Th1s method of
}data gathering has already been. criticized Jin Chapter 3.
The'semantic similarity ratings method has shown itself to
be an easier and more consistent technique for diScovering
’the underlying meaning components of interpersonal verbs

than'the semantic interaction technique.
. . ¢

Discussion of the Evaluat ive Frame ) " »

~ Both stud1es reported above have revealed a strong
positive- negat1ve meaning component under1y1ng the lexical "
sets. In addition, the emot1on terms. study was rep11cated»
uwsing two ditferent experimental techn1ques The emotion’
terms and 1nterpersona1 verbs stud1es have also supported
prev1ous research with the same sets of terms, so that there ’
is strong ev1dence that the pos1t1ve negat1ve meaning compo**

‘Jnent is psychologically salient.

Why is evaluation so dominant? Recent theories.have
'attempted to explain this by assigntng affective evaTuattons
Vto a genet1ca1]y determined pre-cognitive system (0Osgood,
1969 Lyons, 1980 ZaJonc, 1980) . ZaJonc (1980) following
Wundt, states that all cogn1tvons are preceded or accom-

panied by affect1ve Judgements, which are 1nescapab1e (we .
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katings Clusters

NEGATIVE POSITIVE |
HARM ICHICANERYI RESIST HELP | = COMPLY
Osgood s Factors ,
Molest| Betray
F I |Ambush Cheat
Seduce
Resist
Have Contempt
‘ COQPete With
. Advise | Reform
FIIL Console
: Reassure
EIv Be | Be
v . Attentive|Submissive
Fv Confess
v Confide
F VD |- BN .| . Disregard | | Obey |
FVIL | = .| Confuse l. I - |
Foviin | i | | Promise |
Chi-squared = 51.513; s1gn1f1cant at .01 Tevel
F 1 - Associative/Dissociative F V - Terminal, Past,

Moral/Immoral

Impulsive/Delibrate

F II - Dynamism (Active/Passive
Potent/Impotent)
F II1 - Ego/Alter

F oIV -vSupraord1nate/Subord1nate

Fjgurg 6.4.

Interpersonal Verbs - Compar ison of Rat1ngs

F vl -

Associative

Supraordinate,

Past, Dissociative
F VII - In1t1at1ng/React1ng

Data With Osgood’'s Factors:

F VIII - Future/Past
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~cannot controt what~emotions‘we fee1“on Y their“overt'ex--
fpressaon) and 1rrevocable (Lyons. 1980 kaJonc, 1980) As
Osgood (1969) has noted, it was probably 1mportant for the
evo]ut1on of our spec1es to recogn1ze good from bad, - qu1ck

from slow and strong from weak. . {

There is. exper1menta1 “evidence in support of the view’
tnat peop le make eva]uat1ve Judgements in a manner different
tfrom other K1nds of Judgements 'ZaJOHC (1980) reports some
“exper1ments where subJects could make preference Judgements
for st1mu11 even when they could not rel1ab1yu1dent1fy the
semantic or physical character1st1cs of words. Cross-
culturelly, the Evaluat1ve d1mens1on consistently occurs
trom semant1c d1fferent1a] ratings (0$good 1962' Osgood
May, & Miron, 1975). -This should not be surprising since
the concepts 1ahejed by eva]uatJVe lexjca] items are those -

most likely to express essential human activities, and are

least likely to be sensitive to cultural: diffefences.

}he evidence suggests that affect1ve Judgements are a
basic human response which can be elicited by all sorts of
_st1mul1.. Some lexical items, however, refer to events which
have a strong affective component The two lexical sets
presented above are of th1s nature. They 1nvo]ve a person s_'

1nteract1ons with others and his reactions to those

-~
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interaetions: The most immediate evaluation which one makes
4ts good-bad Other meaning components appear to be un1que
to the part1cutar 1ex1cal set stud1ed although the act1ve
'.componentt1s also likely to occur. Evaluative 1exida1'sete
involve -an interna]4perspective as an tnherent part of their
. meanihg. Emotion terms, in partic%lar, seem to be the
quintessentﬁal evaluative lexical domaﬁn Other lexical’
yfwelds wh1ch should follow the pattern of evaluat1ve Texical
1tems are verbs of Judg1ng (F1llmore, 1969; Marckworth et
a]., 1981). good - bad terms (F1llenbaum & Rapoport 1971),
and, poss1hly, sets such as. manner of speaK1ng verbs " |
(Zw1cKy, 1971). The first two sets conta1n words d1rect1y
® referr1ng to eva]uatlons wh1le the last lex1ca1 f1e1d

’

refers to 1nteract1ons among people

R G

The ma jor character1st1c of the evaluat1ve frame of

Pl

‘Q‘,reference is that it is used for 1nterper?ona1 re]at1ons
which can be Judged on a. pos1t1ve negat1ve basis. The
amount of act1vat1on, and the~or1entat1on of the experiences

.(Osgoodﬂsvego4alter feature) are also,imoortant.

‘Concrete Frame of Refer'ence
N

The concrete abstract d1st1nct1on is probably one of

the oldest semant1c distinctions proposed for 1ex1cal 1tems
_ i
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b

TABLE 6.3
TOOLS TERMS CLUSTERS - RATINGS STUDY

Clusters - : - D M-W
Tools
‘Garden: Hoe Shovel, Rake - .676 - 2.902%x
Shop: Hammer Ch1se1 Saw,

- Drill, Nail . 456 4.863%*x
Fastening: Clamp, Wire ‘ .28 L.
Brushes: Whisk, Brush .692 EEEE
Substances ‘ |
Sticky: Glue, Cement, Plaster .646 - 2.896%x%
-Spread: 0i1, Grease, Paint, Wax, v _

Varn1sh, Polish ‘ 606 - 6. 113%xx
ia/ | I ‘ . : ‘. ‘ ‘
s *x = 05 *% = .Ot * kK =";001 -level of signjficance"

: : %,

% |-

— |
. N ‘ )
Certa1n1y, there seems to be a qual1tat1ve d1fferehce be-

tween obJects wh1ch we can see, touch and taste, &d expe-
riences of a more abstract nature’ Concnete,lextcal\1tems |
‘are the first type of words learned by children (Marétsos-
~11979), which suggests that ,subjects in 1ex1ca1 semant1c ex-
pertments should be most familiar with categor1z1ng the ref-
erents of concrete 1exemes Semantrc s1m11ar1ty rating and
card sort1ng experiments have revealed that sets of concrete

lexical 1tems are Judged d1fferent1y than other types of
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lexical items.

&

Tpols and furniture terms were the lexical sets used to
'investigate)the concrete frame of reference. Both of these
sets were studied by Resch tRosch, et al., 1976; Rosch &
Mervis, 1975)»whose work has been discussed in Chapter 3.
Almost all of Rosch’s work with categoriiation has been_Withb
concrete lexical sets.y Rosch-has found that when’subjeets
are asked to list the attributes of concrete objects they - -
usually listed both physical and functionat-attributes.

These types of meaning components were also revealed in the

follow1ng two studies.

Tools Similarity Ratings Study

Subjects. Sixteen members (staff and students) of the
L1ngu1st1cs Department at the University of Alberta vo]un-
teered for th1s study. Four were later dropped for provid-
'1ng a 9 rating more than 50% of the tlme This left one
male and 11 females, 19 to 29 years-  old, available for ana-
]ysisi | |

Stlmull - Twenty one tools and househo]d substances
(glue, pollsh) were chosen as stimuli. A complete list is
in Table 6.3. The distinction between objects and

substances was deliberatelyvbuilt intd“the stimulus set to
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determine whether subjects would see it as a significant
component. The list of terms was potentially ambiguous,
‘'since the words could be interpreted as either nouns or
verbs. The sentence frame "They used the " was used to

restrict the interpretation of terms to nouns.

Results. In the hierarchical clustering schema for the
gﬁbjects, almost a11 of the links are - below 5, indicating
that the subject pool was very hdmogeaeous. It was not pos-
- sible to calculate D and Mann-Whitney statistics for a
hypothetical two group case because Group 2 would have bnly
had one member, and these statisficsbreQUire at least thrée

members in each group. - . .

N

‘Table 6.5 contains the D and Mann-Whitney statistics
for each cluster resulting from én ana]xsis of the terms.
‘As expected, there was a majdf division between tools and
substances. The substances were further divided into two
clusters, things used to stick things together, and things
which are spread or painted én;. Tools werevdivided into
four distinct clusters: garden tools, shop toois, faétehing

tools, and brushes.
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TABLE 6.4
Q
TOOLS TERMS SUBJECT GROUPS

Sorting Subjects D ' A
Group 1 ' .
N=11 .235 5.383%*x
Group 2 ' : .
N=41 . _ .330 0 21.96Tx*x
; Group 3 ,
N=7 .654 7.230% %%
* = .05 ** = (01 *xx = 001 level of significance

-Tools Sorting Study-

Subjects. The subjects»were introductory‘péychology
studentsAparticip?ting for qourse'creaitm " A total of 59 
subjects, 33 males and 26 females performed the task. They

- were 18 t6‘34 Years old.

Stimuli. The same 21 terms used in the ratings task
were stimuli for the sorting experiment. Subjécts‘weré not
pFoVided with the sentence frame but they were told that ‘the

words all referred to nouns.
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Results. The hierarchial clustering solution suggested
three subject groups. This is supported by the D' and
Mann-Whitney statistics presented in Table 6.4,

Group 1 produced five distinct ctusters shown in Table
6.5. There were four females and seven males in this group
Cluster 1. corresponded to tools with shop and garden tools
\gn\\ped together. The next maJor d1sttnctton was for items
whtch hoid th1ngs together. This was broken into two
separate clusters, sticky substances and fastening tools.

The last two clusters represent the spreading substancesy

o1]y ones versus more viscous liquids which are spread

Group‘? subjects (24 males, 17 females) provided a
maJor dlst1nct1on between shop and garden tools. Table 6.5‘
shows Group 2 c]usters Brushes form one c]uster,_and then
- shop. and. garden tools are d1fferent1ated The three clus-
ters for substances are s1m11ar to those of Group 1; sticky
substances,‘o1ly ones, and those wh1ch are sqread or .

pa1nted s \9‘-

Group 3 atso produced f1ve c]usters but they categor1-'
zed the substances together and d1fferent1ated among the
too]s Table: 6 5 shows that Group 3 subJects perce1ved

v1rtua11y no d1fferences among substances Tools were
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TABLE 6.5
TOOLS TERMS CLUSTERS - SORTING GROUPS

éiysters, D M-w

N

Group 1
Tools:Brush, Rake, Whisk, Chisel,
Drill, Hammer, Hoe, Saw,

Shovel . 858 9.236%%x
Fastener
Sticky: Cement, Plaster, Glue .726 2.994*x
Tools: Clamp, Nail, Wire .606 2.702%x

5¥9st§ng§§
y: Grease, 0il .90 L.

Spread: Paint, Varnish, Wax,

Polish . 799 4. 223%%x*
Group 2
Sho
ools: Chisel, Drill, Saw, Wire,
Hammer, Nail, Clamp .620 7.322%%x*
Qutside :
raen: Hoe, Rake, Shovel . 950 3. 169*xx
Brush: Brush, Whisk N 500 L.
Sticky: Cement, Plaster, Glue .713 2.932*x
Oily: Grease, Qi) « .920 ...
Spread: Paint, Polish, Wax,
Varnish . 801 4., 188%*xx
Group 3

Substahces: Cement, Glue, Grease, 0il,
Paint, Plaster, Polish, Wax

Varnish, 1.00 10.438**x
Tools . " R
Brushes: Brush, Whisk ©1.00 2.155=
Shop: Chisel, Drill, Hammer, Saw, ‘
- Clamp: ‘ | .692 7.042%%x
Garden: Hoey Rake, Shovel 1.00 4. 568%*x
Fastening: Nail, Wire .692 1.949%




sor ted into garden tools shop toots, brushes, and. fasten-

ers, Group 3 consisted of f1ve females and two males

Comparison Qj(Rating and Sorttgg Experiments

The Ch1-squared test of 1ndependence was s1gn1f1cantr"*
for each of the three sort1ng subJect groups when compared
) w1th the rat1ngs subJects Figures 6.5 to 6.7~show the
contingency tables for: the compar1son of each of the sorting
. groups with the ratings subjects. Each subject \nqup saw
the distinction between to%ls and substances but they per -

;ce1ved d1fferent subc]usters w1th1n these two main catego-'

d-r1es

'The fact that each‘of the sorting groups responded in a
gﬂmanner cons1stent W1th the rat\Qgs sub jects supports the'
rclaqm that the rat1ngs task allows for- more different Klnds»
of d1st1nct1ons than _the sort1ng task. In the toots exper1—'
ment the sort1ng subJects had to dec1de upon a bas1s of cat-
egor1zat1on and then remain consistent, while the ratings
subJects could consider all- poss1b1e re]at1onsh1ps for each
word .pair individually. Many subJects in the ratings task,
for exaMple, gave the pair oil - dril] a rather high simi-
larity rating (mean rating = 5.83, sd = 1.90). A1l of these

subjects were living .in A}berta‘where the association
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Rat ings “Group

TOOLS
GARDENI -SHOP. IFASTENERI BRUSH

SUBSTANCE

STICKY IVISCOUS

.Sort1ng Group 1

Hoe |Hammer ‘Brush
TOOLS = |Shovel|Chisel Whisk-
Rake Saw .
Drill
STICKY Glue
"FASTENER Cement
: _ Plaster
TOOLS Nail | Clamp |
FASTENER . Wire
OILY iy,
.. SUBSTANCE k Grease
S Paint
VISCOUS - . |Varnish
SUBSTANCE - Wax
- Polish
55.61; significant at level

Chi-squared =

e

Figure 6.5. Tools -Terms - Compar1son of Rat1ngs SubJects~

With Sorting Group 1

—

. 001
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8 TOOLS TERMS
2

Ratjngs Group .

TOOLS - | SUBSTANGE
GARDENI SHOP lFASTENERI BRUSH | STICKY |VISCOUS

- Sorting Group 2

' ~ |Chisel| Wire "
SHOP ] Drill|  Clamp
TOOLS ' ‘ Saw o
Nail
Hammer
GARDEN | Hoe | -
TOOLS Rake .
~ ' |Shovel
BRUSH - | Brush
. » ' | Whisk
STICKY | . Cement
SUBSTANCE S : , Plaster
‘ ' Glue .
~ DILY . o ; - TR , Grease
SUBSTANCE - I 0i
E ; 1 R B Paint
VISCOUS -+ "+ ' ' ~Polish
SUBSTANCE . ‘ - ‘ © Wax
, Varnish

Chi-squared - 83.95; significani at .001 level

F1gure 6. 6 Too1s Terms - Comparison of Ratings Subjects
W1th Sort1ng Group 2 -



208

TOOLS TERMS

- Ratings Groub S :
" To0LS ' . SUBSTANCE"
R GARDEN| SHOP LFASTENER_ BRUSH | STICKY |VISCDuUS
Sorting~Group 3 | ¢ |
Glue_ | ‘011
o ‘ | Cement Grease
SUBSTANCE , Plaster| Paint
< S : Wax
Varnishj -
| Polish
i R Brush R
BRUSH | | | | Whisk
_ ﬁ~: | Hammer : Clémp ‘
= SHOP Chisel ‘ '
. TOOLS Drill
) _ Saw
" GARDEN | Hoe -
.TOOLS |Shovel|
- Rake S AT 4 .
 FASTENER | [ Nail | Wire .|

Chi-squared = 64.88; significant at .001 level

Figure 6.7. T661é-Terms‘-«Companison of Ratihgs Subjects.
: - With Serting Group 3

between oil and dril] is quite frequent. That particu]dr
itém illustrates that, unfortunately, it is impossible to
keep extraneous 1nformation from inf]uencing sUbjectS’

judgements of meaning similarity.’
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Furniture Similarity Ratings .Study

3

Subjects. Twentyétwo;etudehts from an introductory
psychdlogy'course per formed the task for COurse credit.
.Seven were later dropped because they used tFE“Bsqr 8 rating:
© more than 50% of the time. This left nine males ahd.six,fe-‘

males, 17- to 22 years old. o o o

. Stimuli. ,fwenty-One fdrniture words-were’used as stim-
plj. \The‘complete set is shown in Table 6.7 and Figures 6.8
and 6. QV Some of the terms were‘taken'frdm ‘the list used by
Rosch (Rosch & Mervis, 1975) and the rest were chosen by the
exper1menter It was assumed that all of the words would
represent common furn;ture types Many;subJects, however ,
did not know hassock, or.otteman. Definitions for these -

words were provided upon request.

Results. The h1erarch1ca1 c]uster1ng of subjects -
showed that there were no subJect groups. The D and Mann-
Wh1tney statistics calcu]ated for two groups were non- s1g-
n1f1cant | ', _:\;n,, K

The objects Qere analyzed peing multidtmepsiOnal scal-
tng because one ofithéfunderlying components, Iength,wrepre:
sented a-continuous variaple.' tt-was.assumed that thefﬁ

mUltidimensionaT‘scalingisotutioh would produce a more
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F%gure 6.8. Furniture Terms -

~

SEATS
Bench" !
Stoo‘, Lovesea hair
~ ~ .- Hassock !
Cardtabl Cot ‘Ottoman
arataple Chestoffield
COffeetab1e tSOfa*
. . Bed
Table \
o
(1}
= Rack
w -
Shel¥ .
Desk
q Bookcase
= Cupboard Dresser [
v Chest ) -
Cabinet )

Seats and Shelves Dimensions
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SEATS

_ Bed.
“Cot

Chesterfield Sofa

" Loveseat

LENGTH

' ' Cabinet
Cardtable w
Coffeetable Dresser ¥
Bookcase Table Desk -
Cupboard ,
. ‘ . Bench :
: Racéhg]f Chest ~Hassock Chair

“Ottqman

Stool ‘

Figure 6.9. Furniture Terms -  Seats and Length Dimensions

211
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ihterpretable configuration of the-results than the‘hierar-
ch1ca1 cluster1ng schema which 1nd1cates categorwes rather

than d1mens1ons

Three dimensions resulted from thebmu1tidimensional; \
IISCanng, these are shown in Figures 6.8 and b.g. ‘Dimenstch
,I represented things people sit on versus‘otherlkinds of
furniture Figure 6 8 shows that bench Jis almost neutral on
,th1s d1mens1on This word 1skanb1guous. 1t coqu be refer-
r1ng to a park bench or”a'wcrkbench‘ the subjects appeared
to be uncertain as to which- 1nterpretat1on was correct
Dimension II1I. d1st1ngu1shes between furn1ture one puts
th1ngs on versus furnlture one puts th1ngs 1nto The last
d1mens1on represents length of the obJects Bed is con- ©
sidered the longest p1ece of furniture and Stool is the “

- shortest

>

FurniturevSorttnq Study
Subjects., Thirty-two males and twebty-cne females, 17
to 34 years old, participated'in this study. - A1l subjects

were enrol]ed in an introductory psycho]ogy course and re-

ceived a course credit.

Stimuli. The same twenty-one furniture terms used in:

the ratings study were presented as stimuli.
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_ TABLE 6.6
FURNITURE WORDS SUBJECT GROUPS

Sorting Subjects D M- W
‘Group 1. » I
N=45 . . .450 ) 23.557**x*
‘Group 2 . . -
N=8 ©.128 2.967%x*
* = .05 *¥* = .01 *xxx = 001 level of S%gnificance

Results. The hierarchicarl clusieringfsolutjoh-showed“v
that two subject groups occurred. The D and Mahn-Whitney

sfatisticsyfor each group are given in Table 6.6.

., Group ‘1 sorted the furniture by’Fthtion:efoh;sleeping
on, for srft{ng on, to put things in, to put thﬁngs5on -and
footstools. Group i clusters are presented in Table 6.7.

There were 28 males. and 17 fema]es in Group 1.

Group 2 subJects sorted the furniture words according o
to the place where they occur bedroom den or family room,
" Kitchen, d1n1ng room, and 11v1ng room \These c1usters are
shown . in Table 6.7. "Group 2 had four fema]es and four

males.
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S TABLE 6.7 o
FURNITURE WORDS CLUSTERS - SORTING GROUPS

Clusters . D ’ M-W
Group 1
’ Function ‘
Sleeping: Bed, Cot | .976 o

Sitting: Bench, Chair, Stool, , i
Sofa, Chesterfield, T
. . Loveseat .653 6.235%*x*
Put Things In: Bookcase, Rack, Shelf, . )
Cabinet, Cupboard, Dresser, °

, Chest .705% 7 . 305%%x*
Table: Cardtable, Coffeetable, ' :
- Table, Desk : 751 4,084 %xx*
- Feotstool: Hassock, Ottoman - .608 e
Group 2
Place k
Bedroom: Bed, Chest, Dresser; - . ‘
. Cot - . .798 4, 449%xx
.Den: Bench, CardtabJe Hassock, .
Desk, Bookcase - .- .233 3.5 16%*x*
Kitchen: Cablnet Shelf, Rack, . .
. Stool : ’ : .462 3.679%xx%
Dln)ng Room: Chair, Cupboard, ‘
Table 581 2.787*x
LlVlng Room: Chesterfield, Loveseat
5.305%*x%

Sofa, Coffeetable. Ottoman 780 A

= 05 % =..01 sxx = .001 level of significance
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Comparison of Rating and Sorting Experiments

The cont1ngency table 1n F1gure 6. 10 1nd1cates that
Sort1ng Group.t, who sorted the furn1ture terms by funct1on
iseémsimost_stmtlar to the Ratings subJects. The comparison
between Ratings snbjects’ data and~Sorting‘Group 2vshown in
F1gure 6. 11 resulted 1n a non- 51gn1f1cant Cht-squared
.Th1s seems qutte reasonab1e since Sorting Group 2 subJects

organ1zed the terms accord1ng to place and not funct1on

Discussion of the Concrete Frame of Reference

Linguists and’ phtlosophers have always consxdered con-
crete/abstract an important distinction of’ mean1ng The re-
sults reported in this section suggest,that this,distinction
has some psychological valtdity;‘ Subjects certainjy re- C
sponded differently in the‘experimentsfbsing concrete terhs
than with other types of words. _The‘datafthdicated that the
subjects;USing concrete frames were more vartabtef{n their
responses than'were subjeets using the;e;aluattve frame of
reference’ At.first, this result may appear to\be the oppo-‘
s1te Qf what should be expected. . In categor121ng concrete
obJects the subjects can refer to objects in the real wor]d

and 1t m1ght be supposed that there wou]d be high agreement

among the subJects as to what the relevant attrtbutes are.
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. FURNITURE TERMS

Rat ings Group |
| BEDROOM | SITTING | TABLE | LIVING ROOM |

Sorting Group 1

Bed
SLEEPING Cot
) o Bench . Chesterfield
SITTING : Chair Loveseat ’ '
: ‘ Stool ‘ ' R
Sofa . ’ R ‘
l Cupboard| Shelf Bookcase Rack .
STORAGE ’ o . Cabinet’
‘ -~ | .Dresser
N : \kChest
Desk o - | Cardtable
TABLES _ - |Coffeetable N
: : Table o
Footstool | Ottoman 1 | Hassock \l

]

Chi-squared = 28.98; significant at .01 level

~

Flgure 6.10. Furniture Terms - Comparison oF Ratlngs
, SubJeCtS W1th Sort1ng Group 1



FURNITURE TERMS

Ratihgs Sub jects
| BEDROOM | SITTING | ~ TABLE | LIVING ROOM |

Sorting Group 2

"BEDROOM Bed - o R Chest
: Cot Dresser
DEN Desk Bench Cardtable /Hassock
» “ Bookcase _
KITCHEN ) Shelf | | Cabinet
| Stoo]l : . Rack
DININGROOM| Cupboard| Chair |  Table | ¥
LIVINGROOM|. Ottoman Sofa Coffeetable| Chesterfield
. o Loveseat

Chi-squared = 9,55;-non-significant

#igure 6;11J Furniture Terms - Comparison of Ratings
o ‘ -Subjects With Sorting Group 2

o o _ o 1
The meanings of'eva]uative_terms, on the other hand, are

mainly‘formUIqted from personal'experfences. In this case
it might be expected tﬁat subject responses should tend to

be idiosyncratic rather "than conventional.
This apparent contradiction may be resolved if one con-
'ksiders“the mariner in which the conventional aspects of

concrete and abstract meanings are acquired. Evaluative
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terms actually have very few conventional meaning components
associated with them the positive-negative dimension being
the most salient. This meaning component may become at-
tached to anuemotional experience long before the child
learns the appropriate label. Consider the child in the
midst of a temper tantrum; he most likely feels very angry.
His behavior is not particularly socially acceptable, and
his mother may respond by saying "Stop that!" or "Don't be
naughty;" From this exchange the child learns that his
emotional experience is conventfona]ly considered to be neg-
ative. This child will eventually learn that there are
reiative]y féw significant attributes of meaning which can
befconventiona11y applied to his complex internal experi-

ences.

The acquisition of concrete meaning may be somewhat
~diffefént. Usually, a child is presented with an oﬁjectvand
an accompanying lexical label. The rg]evant attributes are
rarely speCifically pointed out, however, since it is'as-
sumed that the child can apprehend them d1rectly For coh—
crete words. the child has a-wide var1ety of conventionally
accepta%le attr1éutes available to him. He must le¥;pn

situational and.1inguistic context to decide which particu-

lar attributes are relevant at any given time. In the
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sort1ng and ratings tasks the subjects were not g1ven enough
contextbal information to decide which attr1butes they ought
to use for categorization purposes.” Hence, the data reveal -
more subject variation than for the studies of evaluative

terms.

Rosch (Rosch et al., 1976) provided her subjects with
contextual information by instructing them how'to respond, "
and she found good agreement among her subjects es to the
appropriate attributes for the concrete words she used as
stimuli. For example, one group was asked to provide attri-
butes, while another responded with the motor 1nteract1ons
people have with objects. In isolation, with no 1nstruc-‘_
tions about how toé respond, people can find many aspects of
obJects sa11ent SubJects in the similarity ratings studies.
commented that they would have found the task eas1er if they'
had been d1rected to respond on some part1cu1ar bas1s such
as funct1on or'form It is possib]e then, that contextua]

' 1nformat1on is more 1mportant for 1nterpret1ng concrete than
evaluat1ve words since language users have a w1der var1ety

~of conventional interpretations open to them.
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Social Frame of Reference

The social frame of reference shares character1st1cs of
both the evaluat1ve and concrete frames. On the one hand,
social words are judged using one’ s'pérsonal'point of view,’

like the evaluativé‘frame while on the other, the soc1a1

[T,
3 g & x

Py

frame develops from exper1ences with the external

7
env1ronment as w1th the concrete frame

& v

Deixis is an 1mportant concept for understand1ng the
social frame of reference Lexical sets wh1ch are 1nter-vf
preted w1th this frame he]p the ]anguage user or1ent himself
in the worid and 1n his society (We1nre1ch, 1966b; F111more,
1966; 1875b; Lyons, 1968). Prepos1t1ons, for example,'
provide 1nformat1on about ‘the temporal and spatial re]at1on
of a person, obJect or event to other persons, obJects,‘or
events, while personal pronouns re]ate the- part1c1pants jn a
conversat1ona1 exchange The acqu1s1t1on of soc1al 1ex1ca1
1tems is probably an 1mportant part of the- process of
_'decentrat1on Not only does the ch1]d learn’ to dtst1ngu1sh
between himself and others but_he also earns h1s p]ace11n

the wor]d with respect to others.

Kinship terms and personal pronouns are probab]y the

most impor tant social 1ex1ca] items, since words in-thesé
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~lexical fields indicate the soefaI re]atjonships among indi-
viduals. These two lexical fields.were'inVestigated in the
present study. The results indicate that both sets were +
judged,using the self.asﬁaAreference‘point'forvdetermining
the_meanings of words in the stimulus set.
Pronounsi »

:Pronouns are among our most tmportant tndexipal lexical
- ‘sets. Their use is t1ed to the here and now oF a discourse
s1nce the referent of a pronoun can qu1ck1y sh1ft “I“'~
beeomes 'you" as soon as the speaker‘passes his ro]e to the

hearer.

\Not all 1angpages haVe'the samevorgahiiation,for their
set of pronoUns,'For exampte, inclusive and exclusive first
person plural forms can ooopr. A1l tanépages, however;
appear to_distinguish first\pehson ﬁrom‘the others, ,Lyons
(1968'>p. 276) has suggested that the primary‘distinction in
a pronoun system may be between first and non- f1rst (second
and third) persons. ~Lyons potnts out that the speaker nor -

L

'ma]]y'takes an egocentric’view o

O
‘7

first person ro]e wou]d natural]y be the most 1mportant In

conversation so that the.

‘English, the f]PSt person pronoun is. also the only one wh1ch

is captta11zeq, 1nq]cat1ngethe ymportance of this pronoun to.
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speakers.

F1T]enbaum and Rapoport (1971) found exper1mental ev1—'
dence in support of Lyon's hypothes1s Two d1mens1ons re-
suTted from»the mu]t1d1mens1onal sca11ng-of their proXihity
data, f1rst versus non- farst person pronouns, and singular
versus plural. The pronouns feTl 1nto cTUsters th1rd per-
"~son pTuraT ;second person th1rd person mascuT1ne s1nguTar
third person fem1n1ne singular, fwrst person pTura] and

f1rst person s1ngu]ar These results conform to the stan—"‘

indard L1ngu1st1c analys1s of the Eng11sh pronoun parad1gm

Dne of the a1ms of the present study was to observe how
subJects wou.ld Judge person . de1x1s in a semantlc tasK - OnTy
Vthe semantlc s1m11ar1ty rat1ngs tasK ‘was, perﬁ d w1th the e
pronouns SO there is. no sort1ng study reported below in-
stead both the mult1d1mens1onal scaT1ng and h1erarch1ca1
icTuster1ng so]ut1ors for the s1m11ar1ty rat]ngs data are
: presented These results can be v1ewed as an 111ustrat1on
Vof how the two types of analyses can reveal d1fferent

“aspects of the" same data set.

Pronouns‘SjmiTarity Ratinqs §tudyT

Subjects~ Twenty seven- females and twenty two-males in

. an 1ntroductory psychology course part1c1pated for course
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TABLE 6.8
-PRONOUNS CLUSTERS - RATINGS STUDY

Clusters LoD MW

First Persoh

Singlular: 1, Me, My ~ ~ .654 . 2.883xx
Plural: We, Us, Our: 586 2.883xx

Second Person

You, Your : .588 | Cee

Third Person

‘Mascul ine: He, Him, His 629 '0.884

Feminine: She, Her , L . .628 e
Neuter: 1t, Its, One -- - .404 2,362
Plural: They, Them, Their - .575 2.883%*
x = u05 k¥ = 01 xxx = 001 level of significangé

A

: credif' They were 17 to”25 yeaPS'bﬂd It was only neces-
‘ sary to drop two subJects from the original subJect poo 1 for

| :us1ng 8 or 9 more ‘than 50% of the- time’

Sfimuli - The standard Eng11sh pronoun parad1gm was
,used for the st1mu11 The set is the~same as - the one used.
;by_Fjllenbaum and Rapoport_@ﬂ97}¥ e*cépt-thathbne, it and
. its were aaded. “ These pronouns aré common in English and it

|

So
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s pdt bJear why Fillenbaum and Rapoport did not inc lude

them. .

Results. The hejrarchical clustering solution showed
that no.subject groups Webe present in the dataLI‘Thé D and /
Mann-Whitney statistics which were calculated for two

groups, support this conclusion.

.The mQ]tidimensionaT scaling analysis of the similarity
rat}ngs reQealed four dimensions. Dimension I (Figure 6112)
distiﬁguisﬁed'éeiween first person andﬁgll other pebsbns as

Lyons' (1968) sUggesfed.A 0ne isrﬁéutralton this dimension

i

indi;ating fﬁat subjecis were not sure whether th ST&ASHa, ,
first or tHifalpersoﬁ:pronoun; .It canvbe.useahin’éﬁtﬁér
l_sense,"d1th0ugh the fihst person usage is more common in
__Britishvthan—CHhadian Engjish._2 Dimension II (Figure 6.12)
?separated éingular‘fbom p]ura] terms. Figure 6.13 shows
‘Dimension 111 which distingujshes human from non-human

. (neuter) prpnduns. Dimension IV éé shown'{n Figure 6.14

‘reVealed the male-female component. '

2 Arv excellent example of the first person usage comes from
an interview with author V.S. Naipaul. He was describing a
nervous breakdown he had while studying in England: "One was
‘terrified of human beings. One didn’t wish to show oneself
to them. I did see a doctor about it." (Newsweek, November

16, 1981) ,
, \

4



 NUMBER
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PERSON

v She ‘
Te Her »He Him
» v You
My It HVJI:S )
) Your
Its
wef
. Our Them
- Vs They .
Their

Figure 6.12. Pronouns - Pe

rson and Number Dimensions
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'HUMAN -NONHUMAN
Its
It
One
= My | Their,”
© : . _Your o
v -

& Our , Lo
a. . . .
: ; ' ' His They

Me : o =
. She Her _
I He You Them
Us “Him -

Figure 6.13.

Pronouns. - Person and Human-Nohhuman
Dimensions ‘ '
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PERSON

1
N H.e .
Him
His
:We
My ?e Qur - One It Its
Their
; Thenm
You )
Your Thgy
\
I
~ Her. )
N -She “ —

Figure 6.14. Pronouns

. - {
- Person -and Gender Dimensions
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The pronoun similarity ratings were also analyzed u51ng
hierarchical clustering Table 6.8 shows six coherent c]us-”
ters: first person Singular, second person, third person
. masculine singular third. person feminine 51ngu1ar third
person neuter singular, and third person piura].' This ana-
Tysis agrees with the hierarChical clustering schema from
Fillenbaum and Rapoport (1971) and foi]ows traditional
formal 1ingu15t1c views of the pronoun paradigm

“Both»anaiyses of pronouns produced the same meaning
components, ;upporting the view expressed earlier that
either analysis can reveal the salient semantic components
of a lexicai set. The multidimensional scaling analysis has
the advantage of showing somewhat more clear]y the impor-'

tance of first person for language users.

Kinship Terms-

The set of Kinship terms is one of the mos t frequently
studied semantic domains, cross cu]turaiiy and also for se-
mantic investigations of Engiish One reason is because the
relevant semantic components appear tovbe eaSiiy,determihedr
Usuallyh the semantic components of Kinship terms are based
on biological re]ationships among individuals and;affinai‘

ties such as marriage.
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The usual approach in.alcohponential analysis of Kin-
shjb terms is to find the components which will-unique]y
udistinguish eachlkinship term from all others in a language .
Wallace and Atkins (1960) determined that three dimensions
would be sufficient for contrasting all the English kinship
terms. The three dimenSiénSvare: sex of relative, genera-
fioﬁ‘(two‘generations above df below ego, one generation
aboVe or befow ego, and ego’sigénehation), and linéa]ftyd
(lineal, colineal, and ablineal). The last dimension
requires some explaﬁétion; a»]ineai‘reﬂativg has éxéctTy the
same ancestors and'desceﬁdants as 390,1601inéa1’he}afives
have thé samé ahéeStors‘és ego but difféfenfvdescehdénts,
and éb]inéa] kinsmen éﬁé‘consanguina1Yréfat%ves,whoaare
neifher 1inea1Ahor colineal. The,compiete‘sysfeﬁ‘déécribed
by Waiiacé and Atkins (1960) is shqwnvin-Fﬁguré 6.15. -

In ah'attempt.tovprov{de an'éﬁalysis 6flkipship terms
w%fhaé‘possible_éognitiVe foundation, Rbmeny and 5;Andradé
(1964) proposed é different get of basidAsémantic‘compo-
nents. Avsy§téquf distihctive featuresvwas suggeéted
rather thahbthe‘contjnuous dimensions Wallace‘and'Atkins had
'uéed; Not all of the features are}rglevént_to-the English
Rihéhip'system; the-onés which are follow: sex of relative, )

o

reTative.age, and reciprocity.



230

Lineal Colineal Ablineal
male |  female male | female
1] Grandfather | Grandmother
ettt Bttt Uncle Aunt
2 Father Mother
-3 Ego Brother |Sister Cousin
4 Son Daughter Nephew Niece
5| Grandson Granddaughter
Wallace and Atkins’' (1960) Kinship. system
| | "
Direct Collateral -
male | female male . | female
+2 ’Gﬁandfather grandmother
-2| .Grandson Granddaughter |’
+1 Father Mother Uncle Aunt
-1 ~Son Daughter Nephew Niece
0} 'Brofher‘ Sister Cousin

Romney ‘and .D"Andrade’s (1964) Kinship system

Figure 6.15.

Us1ng Componet1a] Analysis

 Two Systems for Engltsh K1nsh1p Terms Der ived
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The reciprocal feature is designed to eliminate the
five degrées of generation proposed by Wallace and Atkins.
Fog example, the difference between grandfather ahd grandson
is not three generations, but rather opposite values of the
same fleature; grandfather is +senior, while grandson is |
-senior. It is assumed that grandfather and grandson have
exactly the same set of meaning features except for opposing
values on rgciprocity. The reciprocity feature can only be
interpreted for any given pair of words rather thah for an

individua]'térm without reference to its reciprocal.

Another distinctive feature used by Romney and DfAn-
drade, although not listed in their basic set, fS'collatf
eral-difect. Direct_fe]atives have exactly the same ances-
tors as ego, while col]ateraTvre1atives'do not. Figure 6.15
rephesents'Rdmney gnd’D’Andradeﬁs_ana]ysis of Kinshipxggrms
in contrast to Wallace and -Atkins' model. Figure 6.15 shows
that Roﬁney and D’ Andrade’ s model is>nof siﬁictly binary,ias

they claim, since there are thhee levels of generation.

The set of Kinship terms has been Used'as stimﬁli in
severél=psycholinguist{é éxperiments in an attempt to deter- .
mine which of the componential analyses is psychologiéally' |
real (Fillenbaum & Rapoport, 1971: Romeny & D’Andrade;'1964;'

.Wexler & Romney, 1972).\ The various studies indicate that

~
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Romney and D' Andrade’ s reciprocity feature is more in accord
with the subject’s responses than Wallace and AtKins' five
levels of generation:; or fo put it more simply, subjects
found grandfather/grandmother more similar to grandson/
grandaughter than Wallace and Atkins’ analysis would have
suggested. Other findings‘were that the sex distinction
evenly divides the set of terms (except of course, for
.cousin) and the two sexes have a parallel structure. This" -
effect was so strong that Wexler and Romney (1972) felt
confident in analyzing only ﬂp‘xmale half of the Kinship
set. s

The evidence is less clear, however, as to which de-
scr1pt16n of - lineality is cogn1t1ve1y salient. Fi]lenbaum*;
and Rapoport (1971) Peported-that their results appear to
support Wallace and Atkins’ three value diménsion. Wexléf
and Romney (1972) noted that both Wallace and AtKins’ and
Romeny and D’ Andrade’ s models- overpredicted subJect re-
sponses to the pairs father-uncle, son- nephew, and brother-
cousin which all differ on lineality only. Both models
predict that the above Jisted pairs would be seen as closer
in meaning than they actually were by the subjects partici-
pating in the experiment. Wéx]er and Romney conélude that
the various dimensions underlying Kinship terms méy not all

S

“

>~
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have the same salience for everyone in the SUbject pool
with collateral- d1rect be1ng one of the less sal1ent d1men-
sions. The exper1menta1 results reported be low 1nd1cate,

that th1s may 1ndeed be the case.

Kinshio Terms Similarity Ratings Study

’Subjeoté,_ Ninety—one native’speakers of Ehg}isb ~ar-
ticipated in this'expefiment. ’They were students ir an “i-
troductory psychology'course and received course credit.
Four squects Were droppedobeoause’they provided a rat g of
9 for hore than-SO% of the stimulus pairs. This left 61

males and 26 females, 17 -to 28 years old.

Stimuli. The fifteen Kinship terms used by Fillenbaum
and Rapoport (1971).and'others (Romney & D’Andrade, 1964 ;
Wallace & Atkins;i1960) were the stimuli. They are listed

in Figures 6,16 to 6.18.

LResults{ Individual; Differences Scaling Analysis was
performed on .the subjects’ data. The four d1mens1ons which
resu]ted are shown in Figures 6.16 to 6.18. Dimension .I
shows the male- fema]e distinction. The set of terms is
.even]y spl1t except for cousin which is neutra] on this di-

mension as would be expected.
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" TABLE 6.9
| KINSHIP TERMS SUBdECT GROUPS

Ratings Subjects _ D ' M-W
Group 1 o A o
. N=28 T 167 ‘ 15.165%*x
Group 2 - L o
-+ N=45 v N 446 - - . 13.256%*x
Group 3 . ) B o ,
: N=14 o L1790 ¢ 10 .02 8% xx

Sbrting Sgbjecf§

Group 1 L B I T e

N=31 : E . 454 \ CU1T7 312k xx

Group. 2 . N - ' S . -

, N=7 -~ .610 . S 5.51 thkx.
Group 3 . ' o o e
- N=14 o . .575 : 9-.4BG***
Group 4 e T Coe . ‘ ,

N=6 S .5700 . - B .59 1*k*x

* = .05 **k oz 01 %**'= 001 .Tevel 6f.sighifi¢an¢eﬁ‘

FDiMension Il indicates lineality. The'basictdiétinc-
“t1on appears to be collateral versus direct as pred1cted by
Romney and D’ Andrade (1964) . BrotheP/SISteP, however,’tend
. more toward the uncle/aunt, nephéw/niecé éide as"Wa11ace'and
Atkins have suggested., The we1ghts of DFth@P/SIStéP on

< /
5»»»
‘ DS =S

- o
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Dimension 11 are low, 01 and .09 respect1vely, so that
' ‘these terms m1ght be cons1dered neutra] with respect to lin-
‘ ea11ty, the subJects be1ng unab]e to dec1de whether bPother/

~Sister are in a d1rect line w1th ego or not.

"k~ﬁimension'fll'd{étinguishes nuc]ear from extended fam-
11yl D1mens1on IV 1nd1cates at least four degrees of gener-
»at1on close to what Wallace and Atk1ns have pred1cted

- Brother, son nephew cousin, srster daughter, and nlece
are. al] at approx1mate]y the same generat1on level At

| frrst it m1ght appear that son/daughter are misplaced at.the
same ]evel,as brother/sister, rather than one generation

) belonla oresumed ego. This resﬁlt contradicts what‘is
predﬁcted‘by the a priori analyses. It should be‘remem~
_bered however that a]] of the subjects are Qr1te young;
few wou]d be 11ke1y to have had experience in barental roles
and none would have been grandparents Therefore, most  sub-
>.JeCtS'WOU]d think of themselves as sons or daughters and
'brofhers'or sjsters §imu1taneous]y. Jhis would have the
Teffect of placino'son/daUghter at the same generation aS"ego
rather than one. generat1on be]ow as Wallace and Atkins

pred1cted

STw

v

" There is some ev1dence that subjects have the notion of
4

reC1proc1ty descr1bed by Romney and D’ Andrade (1964) .

TR
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LINQALITY
o
Uncle . Aunt
Nephew v o Niece
Cousip
Brother | ' . ] . Sister

\ & -
(=)
=
ud
g Mother
¢ o .
Fagher Daughter -
on 3.
Grandfather ‘ ,
Grandson Grandmother

Granddaughter

Figure 6.16. . Kinship Terms - Génder-and Lineality
Dimensions .
oy
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NUCLEAR-EXTENDED T

FAMILY
Brother Sistéf
Son
: ’ Mother
Father ' : Daughter
m.
L
jany
=
Tkl
.
' I o Grandmother:
Grandfather o 7 - Granddaughter
Grandson, N K
a\‘ ,
\
Uncle ' ; | \
Nephew POt A \

Figure 6.17. Kmshlp Terms - Gender and Nuclear- Extended
: Family D1mens1ons

¥
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GENERATION
_ _ . o
Grandfather irandmother
Mother
Father Aunt
-Uncle
o
58]
[an]
=
(W]
(4]
Sister
Brother _ Daughter
Son,  Nephew , Niece /
' ~ Cousin -
/"//
Granddaughter
,GrandSOﬁ S _/”9\\\
| : P N

Figdne 6.18. Kinship Terms - Genderland/Generation

Dimensions

<

h

\

)

/
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Except for Dimension IV.iall of the reciprocal pairs grouped“
together as would be expected from the Romney and D Andrade _
.mode] There is no corresponding INDSCAL d1mens1on,vhowev-~~
er, s1nce reciprocity ‘is a b1nary feature and therefore 1s
1nappropr1ate for be1ng represented in a d1mens1ona] solu-
‘tion. This feature is only relevant to pairs of words,

somethjng‘not eas11y shown along a dimension.

A h1erarch1ca1 c]uster1ng of the subJects responses
_1nd1cated three subJect groups Tab]e 6.9 presents the D1s-
t1nct1veness ‘and Mann Wh]tney stat1st1cs for each group It
m1ght be expected that the groups correspond to sex d1fferai
‘ences. Th1s does not appear to be the case; Group 1 has 21
‘males and 7 females Group 2 COhSJSted of 15 females and 30
males, and Group'3 had 4 fema]es and 10 maTes. ‘The posSiba-
;11ty of sex-related d1fferences cannot be . ent1re]y ruled
~out, however since th1s study had an unequal number of male
and femaTe subJects Further 1nvest1gat1on of ‘this. var1ab]ew
is necessary, but on the bas1s of the present data 1t seems
unlikely that sex d1fferences would be s1gn1f1cant Age
':could not have been a factor d1st1nguwsh1ng among the groups
" because the subjects were all about the ‘same age. It seems,
-then that some as yet un1dent1f1r% ' ~tor contributed to?

: d1fferent1a] sa]1ence of the dimeri: for the subjeots.'
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Table 6.10 shows the clustering of terms for Group 1.
These subjectsfound sex and lineatjty the most sa]ient’
meaning components. "For GroupHQ-SUbjects the nuclear-
extended fam11y and 11nea11ty d1mens1ons were most impor -

tant. 0n1y the™ sex d1mens1on was - dom1nant for Group 3

The 1nterpretat1on of subject groups was supported by
the weights for each subJect on each INDSCAL d1mens1on The
we1ghts of sa11ence are ca]Culated 1ndependently for each
' subJect by the INDSCAL program so rather than compar1ng
them d1rect1y, the rank1ng of the four d1mens1ons by the
subjects was cons1dered The mean ranks for each d1mens1on

A for ‘each subJect group are presented in Table 6.

f

Ch1-squared was calcu]ated to determ1ne whether group
'membersh1p was 1ndependent of ranK on' a g1ven d1mens1on
Ch1-squared = 49. 138, wh1ch is s1gn1f1cant beyond the ..001
level 1nd1cat1ng that group membersh1p is not 1ndependent
of rank order1ng of the d1mens1ons , Table 6.11 shows that
7»Groups«J and 3 ranK ordered the four d1mens1ons in
approx1mat]ey the same way, . except that all Group 3 member s
cons1dered sex d1fferences the most 1mportant cr1ter1on forl
dlst1ngu1sh1ng among Kinship terms: Group 2{c1ear4y,fouhd
D1mens1on~LI, ]1nea11ty, the most 1mportant dimension; f(

SR

Dimension_lv, generation, was almost neg]igTBTé for .these
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.

| | | TABLE 6.10

KINSHIP TERMS CLUSTERS - RATINGS GROUPS

Clusters N : .~ D M-W -
Group 1
Nuclear Family . :
Female:' Mother, Grandmother .562 . ...
o Daughter, Granddaughter .490 _ .....
Male: Father, Grandfather - .556 ...
.Son, Grandson 491 oL
Collateral: Brother, Sister .527 L
Extended Family ~ - , :
Uncle, Aunt;”Nephewl Niece, -
‘Cousin o . .345 4, 176%*x*
Group 2
- Nuclear Family o
' Dlrect Mother, Father, Son, Daughter, o
"Brother, Sister. .341. 5.325%%*
ACOllatePal Grandfather Grandmother ' :
Grandson,‘Granddaughter 502 3.941%%%x
Extended Family - : I
‘ Uncle, Aunt, Nephew, Niece, TR
Cousin : : .401 4., 960%*x
Group 3 : ' j
noSex B e
Female: Mother Grandmother, Aunt,
Sister, Daughter, Niece, = - =
o - Granddaughter : ‘ - .456 6 .537*xx*
' Male: Father, ‘Grandfather, Uncle, o ’
Son, Brother Grandson .439- 5.462%*x*
. Unmarked : Nephew Cous1n .512 cead
¥ = .05 xx = .01  #xx = 001  level of significance
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TABLE 6.11
MEAN RANK ORDERING OF WEIGHTS .FROM THE INDSCAL DIMENSIONS
| \ FOR EACH RATINGS suschr GROUP

NUCLEAR-EXTENDED

CSEX LINEALITY - " FAMILY GENERATION
Group 1 1.69  2.19- . 3.04 3.08
Group 2 2.72 1.56 ©2.08 3.64
2071

Group 3 1.00 .- 2.86- - 3.43

‘subjects.

. Group 2 Seems,To be more in agreement with tHe'Rdmney'
.and;D’Andrade model than Group 1 or 3. In part1cu1ar Group,
2 did not organ1ze the K1nsh1p terms along a f1ve level gen*

eratnon_d1m¢ns1on.

Kinship Terms Soﬁiinq‘study

Subjects.” Fifty‘eigﬁt students erm an introductory
- psyChO10gy‘COUPSé particpated foh:course credit. There were

24 females and 34 males, 17 to 36 years old.

Stimuli. The same 15 Kinship terms used in the ratings

experiment-weré the stimuli in this study.
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Results. The hierarchical clustering solution indicat-
ed that four subject groups were preéent in the data; .Table
6.9 shows the cluster statistics for. each group The Die-
t1nct1veness and Mann- thtney scores indicate that the

groups are d1st1nct from one another.

Table 6 12 shows five s1gn1f1cant c]usters for Group 1
subjects. The major d1st1nct1on is between nuclear and
extended fam11y. The lower level clusters incorporate sone
notion of lineality. - In the nuclear family group bPotheP/
sister form a separate c]uster. The grandparent and grand-
children terms are separated from the collateral items of

thefextended'family clustersi

Group 2 subjects appear to have used generation as a
criterion for sorting Kinship terms. Table 6.12 shows five
c]dsters, one for each of the five generations described by

Wallace and Atkins (1960).

Group 3 c]ustering 13 presented in Table 6.12. These
,subJects also appear to have used the nuclear- extended fam-
i1y component as a basis for sorting the terms. Unlike
Group 1, however, there is no indication of lineality in the

nuclear family cluster.



244

TABLE 6.12
KINSHIP TERMS CLUSTERS - SORTING GROUPS

Clusters - - . D M-W

* Group 1

Nuclear Family

K Direct: Mother, Father, Son,

E xtended Fami]yA

Daughter .640 4. 346%*x%
Col lateral: Brother, Sister A 1.00 .

Collateral: Uncle, Aunt, Cousin  .670 04%x
Nephew, Niece ' t.00 ...
-Direct: Grandfather, Grandmother, )
‘ Grandson, Granddaughter VAR T 4 11 hxxx
Group -2
Generation
+2: Grandfather, Grandmother  1.00 2.026%x+
+1: Mother, father, Aunt,
Uncle ' 1.00 . 5.000%*x*
Ego’s: Brother, Sister, Cousin 1.00 3. 175%%x
—-1: Son, Daughter, Nephew, :
’ Niece . .895 4, 222%x%x

-2: Grandson, Granddaughter 1.00 ' .

Group 3

Nuclear Family

Mother, Father,\Son,,. o
Daughter, Brother, Sister 1.00 6.

127 %%
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Extended Family .

.Collateral: Uncle, Aunt, Cousin,

Nephew, Niece .838 5.383%*x%
Direct: Grandfather, Grandmother,

Grandson, Granddaughter .948 4. 17 1wxx
Group 4
Sex

Female: Mother, Daughter, Sister,
Grandmother, Granddaughter,
Aunt, Niece = . 730 ‘ 8.585%*x*
Male: Father, Son, Brother, .
Uncle, Nephew

Grandfather, Grandson .729 8.320%*%x%
Unmarked: Cousin. 1.00 ...

* = 05 *x = (1 *x*x = (001 level of significance

Group 4‘subjects made a ma jor distinction between male
and female relatives. Table 6.12 shows the clusters for
this subject group COUSIn is in a cluster: by itself s1nce

C it neutral with respect to gender.

As\in the ratings study sex did not appear to be a fac-li
tor in term1n1ng group membersh1p. Group 1 had 12 females )
and 19 males, Group 2 consisted of six males and one fema]e

Group 3 had an equal numbepr of males and females,

4 was made up of four females-and two males.

During the sorting task subﬁects were enb0uragea'to

write down the’'bases on which they were sorting.'gﬁﬁejr
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comments support theuinterpretatidn of clusters for each of
the groups. Only one subject from Group 1 responded al-
though a majority of szjects in the other groups volun-
teeréd comments. The results indicate that Group 1 subjects
may have been less able to articulate on what basis they
were sorting because they were using several different cri-
teria. Suhjects from the other groups were very definite in
their responses which suggests that a consistent sorting

criterion was used in each case.

The one subject from Group 1 who responded said that
his clusters represented: "parent’'s immediate family", that
is grandparents and grandchildren; “my family (I'm from)",-
parents and siblings; and "family related to my grandparents

and to me."
B

Three out of seven”Grqup 2 subjé&ts volunteered that

,,-they were sorting by generation. Group 3 subjects said they

i

'Wére sorting into "close vs. secondary relatives”, or "imme-
diate vs. extended family." Group 4‘subjeéts mentioned that

' they were sorting by sex. In addit{ig, some of the Group 4
people stated that they were also sorting by immediate ver-
sus extended family. ‘This is reflected in the clusters of
Table 6.12 , but seems to be of borderline éignificance for

the entire group.
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Comparison of Rating and Sorting Experiments

A Chj-squared test of independence was performed for
each of tﬁé three ratings groups compared witp each of the
lfour sqht{ng sub ject grpups."Contingency tabltes are only
presented for those comparisons which resulted in a signifi-
eant Chi;equared. ~The significant Chi-squares were sup-

ported by strong Spearman rank order correlation

coefficients.

©

| The cont1ngency table in Figure 6.19 indicates that
fJRatlngs Group 1 came closest to matching Sorting Group 1.

" The Ch1—squared test of 1ndependence between these two
subJect groups ‘was s1gn1f1cant at the .05 1eve] Each of
these subject groups appeared to,be_mak1ng use of several ef
the underlying meaniﬁg components, particularly lineality
and nuclear-extended family. The majbr difference between
them is that Ratings Group 1 also considered gender an im-
portaht criterion for distinguishihg among Kinship éerms and

the Sorting Group 1 subjects did not.

' The Ratings Group 2 subjects. also rated according to.
the nuclear-extended family v ¢#ning component  and, there-
fore ~respond to both Sorting Group 1 and Sorting Group 3

who aizu used this distinction. The contingency tables fer
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these two groups are in Figures 6 20 andf fgl ' The Spearman

rankK order correlat1on coeff1c1ent SUm¥’u_ the Ch1-squared

-0

statistics. Rat1ngs Group 2 correlates strongly w1th both

Sorting Group 3, rho = .72, and Sorting Group 1, rho = .59,

“Subjects in Ratings Group 3 were predominantly influ-

enced by the gender meaning component in making their simi-

larity'judgements. As might be expected they correspond to

Sorting Group 4. | Figure 6.22 shows that the hierarchical

' cluster1ng solutions resulted in almost 1dent1cal clusters

for the two subject groups _The correlation between Rat1ngs

Group 33and Sorting Groupf4-is also high, rho = .78.

Sorting Group 2 subjects, who' sorted according to gen- .
eration} did not appearlto correspond to any of the ratings”
subject groups It has already been noted that the genera-
tion meaning component ‘was not part1cularly sal1ent for any
of the ratings subJect groups, so this result is not |

surprising.

Subjects using either the»sorting'method or the.senan-'
tic similarity ratings technique appear to be-applying the
same strategies for organizing the Kinship terms. Each of
the four sorting subject strategies approXimately‘matched ‘

one of the four INDSCAL dimensions. Thelﬁbaning cOmponents
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revealed by these two studies are'alsg/km agreement with
previous a priori analyses and‘experimental results. One
except1on was the salience of the nuclear- extended family
d1men510n. The subJects in - the exper1ments reported in this
chaptéer were .first and second year university students' and ’
therefore, stilfl attached to their parents and siblings. It
would be interesttng to test different age groups to deter-
mine what effect life exper1ence with var1ous roles has on
the 1nterpretat1on of Kinship re]at1ons It is poss1b1e
that oldér people ‘wou 1d prov1de a different organization for

[

the Kinship terms.

The resu]ts from the sorting and rat1ngs stud1es show
that a]though subJects may be aware of all the underlying
'mean1ng components for aalex1ca1 set,_d1fferent subsets of
" subjects nay find some meaning e%ements hore sa1ient than
others Th1s is an 1mportant result b?%ause prev1ous
ana]yses have assumed at 1east 1mp11;1t]y, that there

shduld be no subJect d1fferences in 1ex1cal semant1c exper1—»

- ments. S , o
Discussion 'oﬁ/l Social Frame of Reference’

One 1mportant aspect of the social. frame of reference

1s that the ego is used as a point of or1entat1on ﬁResu]ts

|

!
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Ratings Group 1

_OLD

NUCLEAR FAMILY

YOUNG|.

EXTENDED

: YOUNG I oLD -
"|FEMALE| FEMALE MALE MALE |C’ LATERAL| FAMILY
.Sorting Group 1 ' '
'NUCLEAR |Mother]| . Father | Son
DIRECT Daughter :
NUCLEAR . Brother
C’' LATERAL Sister
A | Uncle’
EXTENDED™ ~Aunt
C' LATERAL Cousin
- S Nephew
~Niece
EXTENDED |[Grand-| Grand- |Grand-|Grand-
DIRECT |Mother Father | Son

Daughter

Chi—équared =

30; significant at .001 level

-Figure 6.19. Kinship Terms - Comparisbn of Ratings Grdup 1

With Sorting (Broup 1

st

A
B
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- Ratings Group 2

Flgure 6.20. K1nsh1p Terms - Compar ison of Rat1ngs Group 2
With Sort1ng Group 1 :

—

. - NUCLEAR FAMILY ' EXTENDED
' DIRECT | COLLATERAL - FAMILY
Sorting Group 1 ' |
| . Mother
‘NUCLEAR Father
DIRECT Son
' ' Daughter
NUCLEAR | Brother
COLLATERAL :
_ | ' Uncle
EXTENDED Aunt
COLLATERAL Cousin
' Nephew
‘ Niece
, ' Grandfather
EXTENDED Grandmother
DIRECT Grandson
: Granddaughter
Chi-squared = 30; significant at

.001 level
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KINSHIP TERMS
Ratings Group 2 . _
, : NUCLEAR FAMILY EXTENDED
DIRECT | . COLLATERAL FAMILY
Sorting Group 3 |
- Mother
_ ' -Father
NUCLEAR Son ,
FAMILY Daughter _
Brother .
Sister ~ : .
- Uncle
- EXTENDED Aunt
COLLATERAL T Cousin
, : - Nephew
: ' Niece
. " Grandfather
EXTENDED - Grandmother
DIRECT Grandson
Granddaughter
Chi-sqlared = 30; significant at .001 level

/

/
/

!

i

. 2
Kinship Terms - Comparison of Ratings Group 2
With Sorting Group 3

Figure 6.21;
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KINSHIP TERMS

| _Ratings Group 3
| FEMALE . | MALE | UNMARKED - |

Sor%ing'Ghoup 4

Mother
Daughter
FEMALE Sister
Grandmother
Granddaughter
Aunt :
Niece
Father : ~
_ : Son Nephew
MALE Brother
: ’ i Uncle
Grandfather
Grandson
UNMARKED | - | ‘ I Cousin

Chi-squared = 21.42; significant at .001 level

" Figure 6. 22 K1nsh1p Terms - Compar1son oF Ratings Group 3
- With Sort1ng Group 4 - .

s
/

3

from' the pronoun’study c]eariy show the importance of ego;
the\first person'pronquns are distinguished from a]i othef
persons,vand.subjects performing the tagks with Kinship
terms were not uSing some hypothetical ego as a reference
.point “as 11ngu1sts and anthropolog1sts do, but rather

g

themselves. This is clear from the results on the rat1ngs

¢



® - J.254
jgeneratiohvdimension as well as from subjeet comments in the
‘sorting study ("my. immediate family"). Subjects in both
studies found the nuclear-extended family dimension mdre sa-
lient than a pPIOFI component1a] analyses have pred1cted A
nuclear- extended family feature m1ght not be useful for a

descr1ptjve analys1s of Kinship terms but it certa1n1y is

psyehdlogically salient for people who intehaet in families.

TR e
[ >

SubjectS’ Judgements of the meaning of social sets can
‘Vary as they did with responses to the K1nsh1p terms The -
varijation in responses was more of degree than of Kind. The
subjects probabjy had a consistentvinterpretation df’the
Eelevant conventional responses but they differed on the
relat1ve salience which they assigned to those mean1ng com-
ponents. The results from the K:;sh1p terms study, .again,
suggest a tradeeoff between the,conQentional and idiosyn-
‘cratic meaning components. .Socie] words must have certain
, conventionally determined.meenings since they ihdieate the
varidue'reiationships“which holdwbetween'individua]s.
Kinship terms direct ettentton to affinal ties and social

obligations, while personal pronouns def1ne the interactive

re]ations of the here-and-now.

The differential salience of the semantic components

occurs because, within the general framework of a society,
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people may have ditferent social'exoerienoes.V-Perhaps an-
other set of mean1ng components would be sa11ent for a d1f—
ferent soc1o eConom1c group such as urban blacks in the
’Un1ted States It is unfortunate that 1n the present study
no information was co]lected about the subjects’ fam11y_
_structure. However, on the basys of previous 1iterature,
there was no reason to susoeCt that subject differences

might .occur. ' B

In the previous section sOme'speeulations were i”

. presented about how eva]uat1ve and concrete words might be
learned. Soc1al words, like evaluative terms, are learned
from human interactions[ but the verbal labels are also ex-
p]icitly presented, as for concete’words These labels are
usually re]at1ve to the situation at hand and tt takes:
children a while to.learn that a s1ng]e person can have many
.different role names. They cannot understand,.for example,
how "Mommy" oan-a1so be a sister and a daughter all at the
same time.‘.Chi]dren can on]y consider mother’s role .in

relation to themselves and probab1y do not view her as part

of a 1arger extended family until they become older.

Children a]so have difficulty in sw1tch1ng pronbun
roles. They must learn that pronouns marK nversat1ona1

ro]es and are re]at1ve to who is speaking, and who is
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“listening. When children acquire the meanings of Kinship
terms and personal pronouns they are not just learning lin-
guistic labels, they are also learning how to behave appro-

priately in their society.
Conclusions

The experimental results reported in this chapter
suggest somelgeneralizations thch can be drawﬁ about
studies in ]ékjcal meanings: 1) subject diffeﬁences mus t bé
tested for befdre responsés are analyzed, 2) the type of
~multivariate technique chosen to analyze the résulfs does'
not necessariﬁy_reveal the trhe nature of the bsycho]ogical
construcfs, and‘3) frames of reference allow different

latitude for the conventional interpretation of words.

The data_revéa] two ways in which subject regponses'Cah
differ; diffefential salience éan be‘attéchéd to the same
meaning components, or completely different meaning.compo-
qents can be‘pérceived‘by a subset of the subjects. In the
‘éaée of diffefentialy§a1ienc¢, all subjects use the same
méaning components for making fheir rating judgements or
'sbrting categofizations, they only differ in the relative
importance'théy aséign»to the various meaning components.

This is only natural, since it is obvious that nbt everyone
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thinks in exactly the same way.

The furniture words were the only lexical set where the
subject groups appeared to perceive completefy different
meaning components. One reason that the different subgroups
occurred might be that the'sobjects have encountered furni-
.ture in different contexts. VContextual information was
limited in the experiment, so that subjeots used the con-

texts most familiar to them as a basis for Fesponding.

In some ways it is surprising that so many subject dif-
ferences were discovered. From‘past experimental literature
there wouid be no reason to think that sobjects cou1d4vary
1h their-responses; but then, few researchers have looked
for subjéct'groups before they pr]éd the data. Another
reason that it would seem un11Ke1y to find subJect groups is
that the subJect popu]at1on was quite homogeneous Most of
them were first or seoond year university students and were
between 17 ého 25\years old It can probab]y also be as-
sumed that these subJeots have had many similar experiences,
further contributing to the homogeoe1ty of the subject
sample. Much greater subject variation could be expected

with a sample representing more different Kinds of life ex-

periences.
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The conventionaﬂ Know ledge about_meaning which subjects
bring to experimenta] tasks inhibits them from responding
totally idiosyncratically. The different frames of refer- h
ence seem to allow different latitude in the interpetation
\of'conventional meaning components.. The eva]uafive frawe
allows for the least variation in responding conventionally.
Perhaps because emotions are such intensely personal experi-
ences 1anguage users find that they hawe a limited number of
mean1ng components available by - whwch they can share their
emotions with others. For example, people wOuld probably

find it difficult to l1st a set of- attr1butes which describe

what it is like to Iove or to fee] anger.

No such difficulty would occur for concrefeﬁwordsu
Subjects canﬂg;sily list appropriate attributes as Rosch’s
worKk has shown Furthermore, when subjects are directed to-
ward certain K1nds of attr1butes, ;uch as form or function,
they are reasonably consistent among themselves as to wh1ch
attributes are important.‘.The inferpretatiOn of vncrete
words is more. context dependent than for evaluative words,

since there are more conventionally acqeptable ways in which

one can descr1be percepts der ived from concrete experiences.

The social frame of reference falls somewhere between-

the evaluative and concete fhames on}fhe number of

4”‘
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conventional meaning components availablg for interpreting
word meanings. The interpretatidn of social words is, to
some extent, context bound since the role assigned to a per-
sonx(whether pronominal or Kinship) depends on the situation
he finds hihself in. ~ The referents of social words may
shift during the Coursé of ‘conversation, but the role indi-
cated by a social word must always be given fhe sahe inter-
pretation, otherwise, confusion would‘arise as to who was
doingrwhét.. For eXamp]e, I is always the speaker, no matter

who uses it at any given time.

The subjécts }esponded With‘what theyhcons%deréd were
the most conventidnal]y approprjéte meaning cdmponents.
Stat{sticaT techniques cannot revéa] the exact ﬁature of
these psychologically sélieﬁt meaning components. Re—
searéhers'often'implicitly assume that'the type of structure
which results from a particular method of analysis corre-
sponds to ofganizéfion of:the under lying cognitive struc-‘
ture. A great deal 6f effort is spent arguing about :‘whether
semantic‘éomponents are cpgnitively'hepresented as features |
or dimenéions, »The pbbnouns:data;show that both Bierarchi-

cal clustering and-mulfidimensional solutions pfoduce simi-

s

lar results, suggesting that both Kinds of representations

may be appropriate for describing semantic components.
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The form of the underlying representation seems to
depend on the frame of reference used to judge the words.
Words judged usinéwthe evaluative frame of reference seem to
result in dimensional meaning components, since evaluations
are usually a matter of degree. .Concrete frames of refer-
ence, on the other hand, seem to be more compatible with a
feature type of representation, since objects are usuafly
caiegorized according to discretely perceptible attributes.
Finally, the semantic cohponents whichwresult when a social

frame of reference is used, seem to be compat1ble with

either a featural or d1mens1onal type of representation.

Thepe may'be other frames of reference cerpesponding to
‘Sifferent'types of underly{ng componentS‘tHén the three dis-
cussed here. . The three frames distussed in this chapter
seem to correspond to three iﬁportant human activities: af-
fective judéeﬁents, cétegor}zation; and social interactions.
The exper1menta1 results reported in this chapter indicate
the types of convent1onal mean1ng components subjects can
“ (€551gnrto words The next chapter presents experimental re-
| sults wh1ch show 1d1osyncrat1c var1at1on when there is in-
suff1c1ent 1nformatlon for subjects to access conventional

meaning.
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 CHAPTER 7
EMPIRICAL EVIDENCE FOR CONVENTIONAL MEANING

Introduct ion.

The studies in the prev1ous chapter revealed conven-
t1ona11y determ1ned mean1ng components. In these studies,
the stimuli were presented in the context df other semantic-
a]lyvrelated words so the subJects had a fair idea of the
dproper 1nterpretat1on to ass1gn to the word mean1ngs _Sub-
jects were ‘not given any such contextual cues in the first -
'stddy reported below Inst ad of receiving a set of lex1ca1
labels for Judg1ng or sort1ng, the subJects were asked to
label audiﬁory‘st1mu11,representing various environmental
noises. Subjects had a general notion of the ]abels avail-
able, bét they could not knew beferehand which label was ap-
propriate for each stimulus. The labeluassignedeou]d
depehd_on how the subjecfs'interprefed a stfmulus; when the
souree’of fhe noﬁse-was*élear]y/idehtifiable (suchvas a
ticking clock) subJects ‘responded cons1stent1y, but when
the noise was less easily 1dent1f1ed “the subJects responded

~
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idiosyncratically, some to the point of maKing up‘onomato~

‘poetic words. o

\

The second study reported below addresses a different
problem, the relationship between a linguistic label and the
percept wh1ch is the referent of that label. The most con-

s
p;t1ﬁwy
uli in a semant1c d1fferent1a] rat1ng task. Two groups of'

subJects part1c1pated in the second study, one group rated

the auditory stimuli without Knowing their lexical labels,

while the other group rated lexical items without hearing

“the Cdrrespdnding auditory stimuli. Both groups of subjects

used acoustic parameters such as pitch and loudness in
makKing their‘semantic differential rating judgements, sug-

gesting, tpat Uhe mean1ngs oF the words and the auditory ¢

" percepts had s1m11ar cogn1t1ve representat1ons

“The experimehts,reported in this chapter used auditory

rather than viéual stimuli Moet of the research with éon—

crete lexical fwe]ds has used concrete v131b1e obJects for
presentat1on to the~sub3ects In many of Rosch’s categor1-
Zation studies (Rosch et a].,‘1976) and mental cpmparison:
taSKs’(Paivio & Marschark, 1980; Paivio, 1975; Banks &
Flora; 1877) pictures'of thects were used.as'stimuti. The

hesearch reported in this chapter'is intended to show that
‘ c . ! S S e
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. ] ‘
experimental inveetigations of lexical labeling do not nec-
essarily have to be confined to visual sfimuTi Many of the
i \}
- types of studies which have been performed using p1ctures or

real obJects could a]so be conducted with auditory stimuli.

Sountls Labeling Study

-

In most psycholinguistic studies of semantic #kelds the

’lexica] items used as stimuHi are chosen based on/ the

- exper1menter s 1ntu1t1ons about whwch words seem appropriate
to his 1nvest1gatwon One of the ;1ms of the present study
was to 1etvna1Ve subjects determinevwhﬁéh words belong to
the semanfic domain of sound terms, since the words produced
by subjects‘dur§ngpthe'1abe]in$ task must come from“tﬁeir
lexical Storerof sound terms. Of the 100 items presented
ﬁﬁr 1abe11ng, 1t was hoped that a Small set of st1mul1 would

be consistently 1abeled with the same term These words and
/
their corresponding auditory stimuli could then be used in

other experiments.

Subjécts. Subjects were students enrolled in an intro-
i ductony']inguietics course and also staff and graduate
students from the LingUisfﬁcs Depantmeht et the University
of Alberta. “Thirty-two subjects participated in the‘sfuoy;v

two were later dropped because they were non-native speakers
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of English. The results were analyzed for 18 males and 12

females, 20 to 50 years old. o _ ///

e
- : e

L 4

Stimuli. Onerhundredntest'items were chosen from sound
_effects records or were prodUced By the experimeter in the
acoustic 1abbratory. The stimuli were all sounds produced
by inénimate objects, no human or animal voca]izaﬁions weneﬁ
represented. Some items had clearly identifiable labels,
other noises had an identifiable soubée but no coﬁVentional

name. For example, ng noise a drill makes is readf]y
Ay o‘ﬁ‘ ] -

recognizable althougf Bre is no generally accebted'name v
for that noise. There/ ere also a few ‘items for which Eng-
lish speakers have caﬁVentional names; the noise of a car’s
horn is usua]ly c;li%d honk, and a heartbeat is often
labeled fhump.//fhe(remaining i'tems were chosen becauseﬁihey

represented iﬂteresti%g noises.

Procedune. The 100 test items were recorded on mag-
netic tape, each With a duration of about five seconds.
There was a ten second‘interval between stimuli. No sound
was repeated, buf there were often two or more representa-
tions of the same t&pe of noise, a fact noticed by many sub-
jects who seemed somewhat disturbed that they had used the

same Vabel for perceptually different noises.
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Subjects were instrucfed to provide a name for each
noise they heard but not to list the objects involved. in its
production. Complete instructions to the subjects are in
Appendix A3. Subjects were provided with a list of noise
words and were instructed to read througﬁ the list before
tﬁe labeling task began. This list is also presented.in

“

Appendix A3. The purpose of the listggms to remind subjects

of possible responses available to them. Subjects were told

:;)the ¥ist was by no means complete and they did not have
tohﬁéstrict their regponses to items on the 1fst. Subje;Fs
retained the 1ist throth@ut the experiment and some ré-a o
ferred to it before re?pond;ng whﬁle oﬁheré did not use it
at all. ‘,‘ : : -

. | . e
Three sample items were presented prior ‘to the experi-

- mental task to insure that subjects understood what was exy
pected of them.. The practice items were chosenAsb that tHL
noise source was c]éarly identifiable although, there was no
uniqﬁe ]EPE] for the noiseé produced. The exaﬁples were: 1)
’Water pouring into a ganS,yfbr‘WhiCh subjects were told

\
~that they could respond with something like slosh, splash,

or glug; 2) a gong, for which appropriate responses might be

. gong, dong, or whang: gnd 3) a train whistle, for which

accéptable responses were whistle, hoot, or woo, but not
o R

o
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. &
train. ‘

. Sub jects were teSted in small groups over a period of
three weeks. Their respanses were tabulated to determine
the frequency with whichma label was assigned to a particu-7

lar étimulus It was decided that-if a labe% for. a part1cu-

lar- item was produced by 40% or more of tﬂﬁ\subjég the

1tem would be considered to have a high d ‘“

\

Results and Discussioi

f,*

4y

(’It was not expected the subjects would agree on a

"155ng1e name for each of the 100 test items. It was hoped

that good agreement could be found fbr 15 to 20 items.

Eighteen stimuli were consistently éggpled by approx1mate1y
40% or more of the subjects. The tabels for these st1mul1

and their frequency of occurrence are shown in Tab]e 7.1.

There were three patterns of response in the labeling

taSK’ :Tﬁgbfirst type of Hesponse 1nvo]ved s1m11ar1ty of the

,phonolog1ca] shape,pf,the words and can be called onomato-

poetic labeling. \igg example, the same test item elicited
the following responses: splash, splush, kerplash, slosh,
sploosh, plashﬁ?g, and swooshing. '
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TABLE 7.1

LABELS FOR SOUNDS WITH 40% OR BETTER AGREEMENT FROM SUBJECTS

O

Clang

Item Label Percent Agreement
5
A4

Tick 100%
Buzz 93%
Ring (telephone) - 93%
Tap 74%
Screech 73%
Crackle . _70%
Bong 70%
Splash o B7%
Whistle o BT7Y%
Rattle 62%
Jingle 60%
Squeak 57%
Crash 57%
Hum 50% L
Hank 47% O
s?gp 479 g
Clink 47%

43%

Tﬁe,seoond manner of responding involved semantic simi--

. - .
larity where the responses seemed to share the same semantic

features, althéﬁgh there was no common phonological shape
for the words.

1abeTS} thUnder, rumble, explosion, roar, crash, and clap.

ic.

H

One stimulus resulted in the following

The last manner of responding was tofé]]y idiosyncrat-

A single stimulus elicited the following responses:
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tap, rat-a-tat, rattle, clop, thfbblé, clack, clicking,
patter, ta—r"urpp, ;:'I ink, flap, plink, thdnk, clunk, tullop,
dingle, rapping, plop, cluttie, clapper, clip—clop, and
thunk-a-thunk. The most difficult sounds to identify and
label are ‘in this last group. " |
» ‘Hgﬁans.are highly depehdent on wisual ‘information for
iﬁégntifyihg:objeéts;7 Auditory stimuli presenfed in isola-.
tion containﬁféwer c&ntextual cueé for pfoﬁucihg conven-
tional labels than pictured objects. Tﬁélconsistent labels
presented in Table 7.1 corre&bohd ;o cases wﬁere the source
of the noise was clearly identifiable, for éxample,'a
te]edhone or a clock. When the source is known, subjeéts

n refer to thé conventional label for that noise because
they have a frame of reference ‘or responding. In cases
where the'subject could not’ i fy the source of the noise
they had to rely solely on the .:oustic cues. These items
resulted in a wide var1ety of phonotact1ca]1y acceptable but

1d1osyncrat1c responses, as the examp]e given above shows.

. In this study many of the noises, especially the mast
consistently labeled ones, were not necessarily autonomous
of the objects which produced those noises. For examp]e,r
what else usually makes a t1cKJng noise besides a clock?

This type of study coulid be used to 1nvest1gate how
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subjects’ expecfations might influence the labeiing task.
Two groups of subjects could be bresented with the same set
" of noises but each group could be told that a different type
of object made those noises. 1t could then be determined
how prior expectations affected labeling. Such an experi-
ment could be used to illustrate the importance of context
in indicatingfwhich words.ére'appropriate for certain

events.

Responaes in the ]abe]1ng task were part1cu1arly sensi-
t1ve to subJects hav1ng begun to 1earn Engl1sh from early
ch1]dhood. One of the subjects was not a nat1ve speaker of
English, but has what appears to be nétiVe speaker compe-
tence, to the extent that she has taught English as a .second
language in a foreign country. In the Iabelingtstudy,'how;
ever, this subject’s reéponses were significantly different
from the other subjects. For example, where 67% of the Engj
lish speaKers labeled a particular stimulus whistle, the
non-native speaker responed /pIri/. This form does not .ven
seem to .correspond to therusual phonolgéjca1 shape of an
Engtlish wdrdc;But resembles the Spanish word for whistle,

/pito/. Spanish was this subject’s native language.

The sensitivity of the labeling task to native speaker

competence supports thef suggestion that language users tap
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their conventional knowledge of lexical meaning when a mini-
mum of contextual cues are available. Conventional Knowl-
edge is probably learned at an early agé from interactions
w{f%in‘a linguistic community. If it could be determined
whaf types of conventional knowledge are learned the
earliest, it might be possible to develop a measure of com-
petency for non—natiye speakers based on ability to respond
like a native speaker. Of course, this is all highly specu-

“lative, and more research is necessary to determine how sen-

sitive the labeling task is to native speaker competence;
Noises and Words

The second experiment used the 18 most consistenfiy
labeled stimuli from the labeling task. Two grougs‘of sub-
.jects participated in this study. One group, henceforth
called the auditory group, performed a semantic differential
rating task on the acoustic stimuli without being aware of
fhe 1éSe1s assigned to those stimuli by the subjects in the
first experiment. The other, 1exicai group, were given the

same task but iny had the 18 words as stimuli.

The aim of this study was to determine whether subjects
would respond djfferently to the auditory and lexical stimu- -

1i. If the two groups do not respond differently this would
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provide evidence that the meanings of the linguistic stimuli
are processed in a fashion similar to the meaningful re-

sponses to auditory stimuli. . . )

Subjects. Twenty-nine subjects part:gggated in this
study, 12 were in the auditory group andi17 in the lexical
group. They were 38 to 50 years old and were volunteers
from the staff ;nd students o% the Linguistics Depa;tment.

A few stbjects in the aliditory group had participated in the

labeling task, but no subjects in the lexical group had any

previous contact with the auditory st uuli used in the
labeling experiment. . i w
Stimuli. The 18 words froﬁ Table 7.1 served as stimuli

for the lexical group and the nofses corresponding to those.

labels were used as stimuli for the auditory group.

Procedure. .Both groups of subjects were given a seman-
tic differential task which involved rating conéepts on sev-
eral bipolar adjective scales. Many of the adjective scales
have been used in previous semantic dif?erential studies in-
vestigating the symbolic value of isolaged speech sounds
(BircH’& Erickson, 1958; Slobin, 1968; &icker, 1968). It
was thought that thes: . ‘es wouldf%lso be appropriate for

the environmental noises.
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FACTORS FROM AUDITORY AND "LEXICAL SUBJECTS
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narrow-wide

Factors Auditory Scale Weights Lexical Scale Weights -
Factor 1 Factor 1
sudden-gradual .82 brief-continuing .90
brief-continuing .74 sudden-gradual .80
ONSET fast-slow .46
AND sharp-dull .49
DURATION hard-soft .52
rough-smooth .50
angular-round .54
Factor 11 Factor V
, ordered-chaotic .92 ordered-chaotic .91
PERIODICITY simple-complex .65 smooth-rough .56
distinct-vague .53 simple-complex .51
Factor 111 Factor I1 &
. loud-soft .82 . soft-hard .50
LOUDNESS ~ strong-weak .72 pleasant-unpleasant .40
. large-small .60 large-small .75
strong-weak .79
loud-soft .84
; o
-Factor 1V Factor IV
‘light-dark .46 light-dark .57
CQUALITY pleasant-unpleasant .50 open-closed .59
open-closed .51 pleasant-unpleasant .37
Factor V Factor 1
high-low .70 dull-sharp .64
- tense-relaxed .54 rounded-angular .53°
PITCH . _ small-large .49 wide-narrow .51
' o light-dark .44 relaxed-tense .50
e .49 lTow-high
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The lexical group of subjects received a booklet with

18 pages; each page has a different word printed at the. top

with 20 bipolar scales below. The order of pages was. ran-
domized for each subject, although the order of scales
remained constant throughout the study. The subjects were

e

given the bogklets to take home and complete at their conve-

nience.

The additory subjécts received the same booklet except
that no words were printed at the top of each page. These
subjects heard one of the noises on the tape recording and
rated it on all 20 scales. Then, they listened to the next
sound and confinued until all 18 nofées*had been rated.A

These subjects were tested individually in the laboratory.

The instructions'to"tpe subjects were\basica11y the
same for each group ‘except the lexical subjects were told to
base their rat1ngs\on the mean1ngs (this was not defined) of
thg words. The aud1tory group was asked to respond to the
noise they heard, not their feelings about the objects which

made those sounds. In addition, as a check on subject

agreement, the auditory group was asked to 1dent1fy the

source of each sound. Instructions to the subJects as well

ds. the adjective scales used can be found 1n Appendix A4.
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Results and Discussion

The semantic differential experiment was intended as a

pilot study for a larger project which was never completed.

This study was to include a comparison of the acoustic

properties of noises and sound words, but technical problems

did not allow for the desired acoustic analysis. The sounds

study is reported here because it suggests some interesting

aspects of word meanings in relation to their referents.

However, the foJ]owing‘factor analysis should be considered

a tentative representation of the results since there was
such a small number of subjects who participated in the
study. Factor analysis is usually only;appropriaté’with a

larger n than used in the present study..

The data were analyzed using prinéipa] factors analy-

/ j |
sis, the standard statistical procedure for semantjic differ-

ential data. A five factor solution was apprdpri;té for

both groups for the lexical subjects five facto#s accountéd
for 65% of the total variance, and 67.9% of the variance was
accounted for»by the five auditory factors. Tge five fac-
tors appear to be fhe same for each group: Pitch,‘Onset &

Duration, Loudness, Periodicity, and Quality.
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Table'7.é presents the factors for each group. All of
- the rating scales had a high weight'for.at least onebfactor
exoept warm-cool . ~The highest weighitfor»this scale was' .31
on the lexical Factor)I and -;34‘on“auditory Factor I.
Neither subject group found this stale relevant for rating
noises or no1se words In Chapter 3t was noted that when
the st1mul1 come from a homogeneous group the semant1c dlf‘
‘ferent1al rat1ng scales are more. l1Kely to be treated { |
‘referent1ally than metaphorically. Warm-cool could. not be
interpreted referent1ally for the aud1tory st1mul1 so this
scale\was ignored by most of the subJects who used rat1ngs
from the m1dpo1nt of the scale The average rat1ngs for the

18 lexical st1mul1 ranged from 3.18 to. 4. 76 and from 3.33
‘to 4. 75 for the aud1tory-st1mul1 e

_Table 7.3 shows the - strongest correlat1ons between fac-
tors from both groups Exceptkfor one- case, each lex1cal
factor mapped ontvone auditory f;%tor The aud1tory Onset
& Durat1on factor conrel%tes”w1th both the lex1cal PltCh and
Onset & Durat1on factors | “Also, within each group the Dnset_“
‘&\Durat1on factors correlate strongly with the P1tch fac-

‘ tors For the correlat1on between the aud1tory P1tch and

Onset & Durat1on factors r = .64. The correlat1on between

‘the lex1cal P1tch and Onset & Durat1on factors is r = -.40..
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(dThe strong correlatlons between p1tch and durat1on factors

could have. resulted from the cho1ce of -stimuli. In re-

viewing the aud1tory st1mul1 it became apparent that the 1ow
pitch sounds were, for: the most part, cont1nUOUS (e. g, hum)

"whtle the h1gh p1tch sounds. were periodic (e g., Jingle), oraw‘

discrete (e g.. squeak)

.

The average ;\\tor ‘scores for each word Qene also cat:_
cu]ated These data are presented in Table§7.4 and Were
most helpful in the‘1ntenpretat1oh ogithe factors. The
reader is'remihded ‘that -the labels in Table 7.4 for the |
auditory data only repnesent the names ass1gned to the st1m-
uli by subJects in the 1abe11ng task SubJeets in the aud1—'»“

tory. group were not aware of the lgBels Correspond1ng to the

noises that they heard

To further aid interpheting,the factors some physicaT-fl
measurements were made of the aUdttory stimuli. These : ;
"‘meaSUPements can be mapped Onto the tactors through the av- ,
erage factor ‘scores of the aud1tory st1mu11 . The'aceustic *

1 measurements 1nd1é§ted that the whist]e st1mu1us has a h1gh
,p1tch wh1le bong and hum are low pitch (the hum was actually
a 200 cps osc1llator ‘tone). As wou]d be expected, whistle
occurs at one end of the - P1tch factor w1th bong and hum at

the oppos1te po]e ' o . ) ‘ b
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o+ TABLE 7.3 L
CORRELATIONS BETWEEN AUDITORY AND LEXICAL FACTORS

a

Faotor'Name" | AudttoryA Lexical - Correlation
Onset & d 1 111 }-.86
Duration 1 . I (Pitch) -.54

Periodicity Y A -2
loudness . 11l 11 -9
_'QUalttyn - | v ‘ . IV .86
Pitch v 1« 80

- The auditpry factor scores in Table 7.4 show’thatitick

is‘Very‘quietfwhfle bohg was rated -as very loud. The acous-

" tic measurements support the p]acement of .these noises on

the auditory Loudness factor The data for the 1ex1cal

’Loudness factor show that crash was 1dea11y the 1oudest

<sound even though the correspond1ng aud1tory item was not

particularly 1oud on the tape recording. The aud1tory stim--

LJ were not controlled for foudness In sp1te of ‘this,

some of the aud1tory subJects reported that they compensated

- for differential loudness of the st1mulr by plac1ng certa1n

<«

a’

sounds near or far away from them. If a normally qu18t

) s W
il
I
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sound seeﬂed unusually loud the subjects'aéeumed that it
was close by, whereas a qu1et 1nstance of a normally loud

noise was assumed to be farther away than usual.

A -
A

This strategyvfor hesponding spggeéts two things; 1)
the auditory stimuti wehe iUst as ﬁeaningful\aS'the linguis-
t{c‘labele and 2] subjects use“their past experienees as an
aid to conplet1ng the task. Unfortunately for the experi-
menter, subJects do not pass1ve1y respond to the st1mul1 ‘,
presented in the lagoratory. As w1th_eyery,other aspect of
-their life, they exbect stimuli to be meaningful and attempt
to- 1nterpret the exper1mental st1mul1 1n terms of their past-:
exper]ences.< I th1nk that it is probably 1mposs1b1e to
present experrmental subJecte with tota]ly mean1ng]ess.stim-' 

~uli.

~ The Qua11ty factor is an eva]uat1ve factor wh1ch repre-
sents the subJect S . feel1ngs about the noises and referentS’h 
of noise words. ‘It is not clear what acoust1c measures, if
any, would correlate with Qua]ity The 1mp11cat1on of th1s
factor also is that‘envihonmental stimuli are mean1ngfu1 and . -
notvstmpte audi tory events which 1mp1ngejon»the auditory |

system.
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It is perhaps’ not surprising that the salient features
for the aud1tory group are Pitch, LQ e. Per1od1c1ty. and
-Durat1on  These character1stmd§“§rff &n&gy measured when

the phys1cal attributes of so&ﬁuag '!r1bed It is in-

terest1ng, however, that these factors also occur for the
lexical data. The lexical subject groupvmust have been -~
basing their ratings on an idealized refereht for each word.
The data 1n con3unct1on with subjects’ comments suogest that
both groups of subJects were us1ng the same Kind of internal
representation for performing the semantic differential
task. Lexical'subjeots made reference to physical”attriF
butes while the aud1tory group 1nterpreted mean1ngfu1
aspects of the st1mu11 Some of the’ aud1tory subJects sa1d
that their rat1ngs were partly based on how they felt about
_ the objects wh1ch produced the noises; for example, some

people have strong reaot1ons,to ringing te]ephones.

If the\two groups of subjects'had produced totaliy dif-
ferent results there might be some ev1dence for a unxquely
11ngu1st1c component of mean1ng d1st1nct from affective or

. referential mean1ng An obJect1on to the present interpre-

tat1on of the results mlght be that the reason both subJect

- groupsiproduced the same set of semantic factors is that the

same set of semantic d1fferent1el scales weré used in each
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case. However, if there were a separate linguistic meanlng
component for words, "it should be expected that the rating
scales would be 1nterprete& differently (perhaps, metephort
ically) for the 1ex1ca1 than the aud1tory stimuli. fhe pre-
vious chapter suggested that concrete words are 1nterpreted
with a concrete frame of - reference, the results repor;gd in

this chapter indicate that real wor]d concrete Sfli;ibi

also be 1nterpreted with the same type of frame used for

'_ words.

Conclusion

The experihents reported in this chapter have attempted
to investigate»the-cennection between physical and 1exic;1
stimu]i The results suggest that the relat1onsh1p between
1ex1ca1 items and the1r referents is med1ated by cogn1t1on
Subjects in the aud1tory group were not s1mp1y responding to
the acoust1c features of the noises, instead phys1ca] stimu-

11‘become meaningful when they fit into some frame of refer-

<ence; which is possible when the context of a noise can be

~established. The minimal context necessary in this study

was identification of the source of each noise. The results
also suggest that the same or similar frames of reference

were used by both the lexical and auditory groups.

¥
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Choosing an appropriate frame of reference depends on
haviﬁg some contextual information available. In mog t of .
the studies reported in Chapter 6 there was enough contex-

tual information 'so that subjectS could provide a conven-

p——

tional response about the meanings of words presenteg toda
&hem. In the sounds laSeling studx. however, many of the
stilei could not be p}acéd in an app¢opriate contgxt. In
these stf%uatf&ﬁs éubjécts produce id osyncraﬁiclresponses.
‘fhé only frame of reference they had available was

themselves, so thé subjects gave responses unique to them. ’
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CHAPTER 8
LEXICAL MEANING AND COGNITIVE PROCESSES

Introduct ion

e

The preéeQing chapters were intended to show how com-
plicated lexical éemantics can.be.'_The most important point
established is that words do not have inherent, fixed mean-
ings. Rather, they are intefpreted by language users who
make use of>their“pést experiences and contextual fnforﬁa-
tion for this task. Even though‘semantip interpretation can
be highly personaﬁ,“total anarchy does not occur within a |
cg&municafing society because conventionally accepted inter-
pretations constrain howﬁmeaning is conveyed within a commu-
nity. ‘ | X )

The experimental evidence reported in Chapters 6 and 7
indicates that subjects may réspoﬁd according to how they
interpret the situation in which fhey find themselves. Fur-
| thermore: they appear to respond different}y to different

types of lexical fields. Concrete set§, in partiCu]ar, are

_treated in a distinctive manner. The current chapter

284
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presents some speculatiéns which have been suggested by my
interpretation of the experimental results but which are not
necessarily supported by the empirical evidence. It is also
a review of what 1 consider to be the most important aspects
of lexical semantics. The first section discusses the
nature: of processing theories of cognition then cognitive

strateg1es for the 1nterpretat1on of word meanings are con-

'sidered. The chapter ends with some remarks about the ex-

perimental procedures in addition to some suggestion§ for

thé practical application of semantic similarity studies.

Cognitive Processes

In the past, cognitive abilities have generally been
described as if they were mental states or structures. The
meanings of words were assumed to be stbfed in & mental lex-
icon, usually having some Kind of h1erarch1c organ1zat1on
It was .also assumed that if a 1anguage user needed to Know
the meaning of a word, he looked it up 1n hls,subJect1ve

lexicon much as he would look up a word in a standard desk

~dictionary. This statip notion of cognition is being

revised by contemporary cognitive psychologists in favér of
a processing view of cognition (Cfaik, 1982; Bransford et
al., 1977; Caramazza & Grober, 1976; Jenkins, 1977: Neisser,

1876). There is, to date, no well-developed theory about

Y85
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cognitive processes; the curreﬁt trend is a novel way of
thinKing about human psychology; people are considered to be
actively involved in perceiving and understanding their
world. Experiences do not simply impinge on the individual,
‘they are assimilated and categorized by him. At the same
time, cognition is not considered to be a Qeries of con-
nected states, but rather, mental activities which are often

directed by contextual cueé. .

Processing theories‘are difficult to formulate because
researchers can.only observe the end products of processes,
not the processes tHemselves. These pgoducfs invariably
look like stétes,.which has’ probabiy been the reason that
static thedries have been favored over active ones. It is
difficult to conceptualize the mind as béing totally active
and processing theorists do not deny that there must be some
structured store of information. However, the processing
view assumes that similar Kindsyof"information are not
a]ways Jinterpreted exactly the same way; people are much
more influenced by context than has béen suppoSéd. Humans
actively attempt to make sense of the particular circum-
stances’in which they participate, and therefore, are
selective in.-what they pay attentibn to in any given situa-

tion. This gives the individual}flexibility in dealing with
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- his environment, since he can adapt his reactions to the
conditions at hand. |

s

Thglnotions Qf conventionél and idiosyncratic meaning
are closely linked to a processing view of cognition. These
two types of meaniﬁq represent modes of responding based on
an individual's assessement of a situation. [ have assumed
that the type of interpretation assigned to a word wil)l
debend on what a person feels is appropriate in a particular
contexf. The subjects who participated in the experiments
reported in Chapter 6 attempted to supp]y what they felt
wéreAconventional meanings since they recognized that this
is what is usually required in an experimental setting. In
the sound§=labeling study, on the other hand, subjects did
not have enough information to supply conventional re-
sponses. It.cannot be assumed that subjects approach exper-
imental tasks without- wondering about what -the experimenter
is looking for, especially when the subjects are university
undergradud¢es who are welf aware of the general purposes
behind psychological studies. For this reason, [ would
hesitate to claim that the‘experimental resultg obtained
would apply to>a general population of English speakers.

One would have to use several different types of subject

. pools in order to determine how generalizable the results

¥
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are,

The nature of idiosyncratic and convent1onal moq?s of..
semantic 1nterpretat10n should be more fully explored\ \The
kinship terms might lend themselves we]] to this tasK §1nce §>
'(fam111es have both soc1a} and personal facets . An expe#1-
.>ment might be dev1sed to force subJects to respond 1d1osyn-
'vcrat1ca11y to the K1nsh1p terms SubJects coqu be asKed,
ffor example, to sort or rate the Kinship terms with'refeﬁf
ence to their own families; A greater deéree of inter-
§ubjecfive variation ‘could be expectea than was found fof%
th? expefimentsjn Chapter 6. In such a Study it would be
‘imbortant to gather information about. a”subject’s attitudes
'towabq’his fahily in order to be able to determine what'ﬁed‘ﬁ‘

e

to different types of Srganization.
Frame of Reference Strategies

A current trend in psycho]1ngu1st1cs and re]ated disci-
plines is to look for organ1zat1ona] pr1nc1p]es or strate-
gies which may be applied to the 7nterpretat1on of utter-

'  ances. These organizationa]astratEQiés have many different
inames (e.g.,‘schema, script, frame, or cognitive strate-
gies), and rangé in application from an analysis of situa-

tions (Winograd, 1981) to generalizations about specific
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. linguistic devices (Bybee & Slobin, 1982) . These var1ous
1nterpretat1ons seem to represent  hypotheses about pro- :
‘cess1ng and 1nd1cate a genera] recogn1t1on that understand-
ing 1anguage requ1res the ab1l1ty to integrate utterancesA
with non-11ngu1st1c Knowledge about the world. In the con;
text of lexical sementice, I'have proposed frames of refer-

ence as organtzationat prinoiptes for’processingﬁhelated

sets of meaningful stimuli.

The frames of reference hypothes ized tor the lexical N
fields in Chapter 6 wete based on the information thatbthe
st1mu11 were semant1cally related. The subJects estab11shed'

"what type of field they were dea11ng with and then deter-
-m1ned an appropr1ate manner for organ1z1ng that field.
Emotlon terms, for example, were organized accord1ng to

%\evaluat1ons wh11e concrete words were organ1zed by p]ace

used and funct1on Finally, social words were,organ1zedv

us1ng an "1" perspective of the var ious relationships.

Since the pre-established,hypotheses arefonly appropri—‘
ate for particutar contexts,.the frames,of‘referenoe dis-
ouesed innChapters 4 and 6 may only be relevant strateoies |
ffor lexical setsrin isolation‘end‘for the particular tasks
k.gass1gned to the subJects "The experimentat results have

prov1ded no 1nformat1on about how word mean1ngs m1ght be

A

&
\
'\
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processed in sentences. In the experimental studies re-
ported in Chapter 6, the subjects knew that no- message was
intended by the st1mul1 ‘and the interpretive. frames of ref—v
erence establ1shed were probably more general than would be

the case for specific utterances in context

The nOtjon'of frame of reference could be'eXtended
beyond its application to lexical sets. There may be'a'
genera] strategy for estab]xshmng an appropr1ate frame of
reference to 1nterpret stimuli occurr1ng in a: part1cu1ar
s1tuat1on This general frame of reference strategy m1ght
be formu]ated as follows |

leen this partlcular context what Kinds
of stimuli are most likely to -occur, and

which interpretations of these StlmU7l
are most 1]ikely to be correct?

'This'strategy_gives the 5ndividual an active role in
assessing and‘fnterpretihg his environment . The parttcular
frames of reference estab]1shed represent hypotheses formu-
'lated from contextual cues,.wh1ch set modes for categorizing
new stimuli. In a way,. a person guesses at the Kinds of in-

'format1on he w1]1 be rece1v1ng and-- tr1es to determine the

most appropr1ate responses

When presented with a lexical item, the language user

mus t first determine if it is familiar and if it_is
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consonant with his pre:established frame of reference If
eyeryth1ng is in order he can appropr1ately interpret the L
intended meaning. If the language user is operattng w1th
the wrong frame of reference commun1cat1on w1ll not take ’
place successfully, and he must reassess the s1tuat1on and
come up with & new frame of reference. Lex1cal ambiguity
occurs When the participants in a conversation are working
‘wtth two different frames of reference. 0One of the individ-
uals, usually the hearer,}must reorient hlmself and try to
establish the same-trame of reference as the speaker in or-

der for successful communication to)take place. . .
The Experiments

The preceding discussion has been h1ghly speculat1ve,
this section will take on a practtcal tone to dlscuss some
substantive aspects of the exper1mental studies reported in
Chapters 6 and 7. The~dnfferent types of responses to con-
crete and abstract lexlcal fields are, I think, one of the
more interesting results'of the experlmental studies. To/my
knowledge, this is-one of the few studtes where the same
data gathering and analytic techn1ques were appl1ed to ’
‘ abstract, concrete, and social sets of words F1llenbaum

and Rapoport s (1871) study was s1m1lar but they did not

present an in- depth 1nterpretat1on of the1r results nor did
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they attempt to retate the1r data to- a theory of 1ex1ca1 se-
mantics. Perhaps more studies with d1fferent sorts of lexi-

cal stimu]1 would help. reveal the cognitjve differences

'among.various Kinds of lexical fields. One approach might’

be to get subjects to list relevant attributes for thefwords
in_each field and for the field as a whole. If the speaula-
tions in Chapter 6 about the conventional aspects of .con-
crete and abstract fields are correct, more subjeets'should
list a greater number of the same attributes for concrete

than for evaluative words, becausé concrete objects have’

more convent1ona11y acceptable attr1butes associated w1th

them

Another 1mportant innovation in the experlmenta] re-
search presented in Chapter 6 was that subJect d}fferences
were sought before the data were pooled across subJeets
The results show that in studies involving meaning it is
unlikely'that all subjects will respond in the same way.
Although it can be assumed that subjects wiltftry to»respohd
conventiona]]y, it must also be recognized that different
subJects may have different notions about appropr1ate con-
ventional” responses Further research 1n this area should
extens1ve]v \question subJects about the1r exper1ences rele-

\

vant to the field under 1nvest1gat1on.~ For example, if.the
\
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eet were labels fer foels,?SUbjects could be asked to

provide information about the1r prev1ous experiences 1n
woodwork1ng»or 9arden1ngi Th1s information could prov1de a
.basis for interpreting;}he various sub ject groups which
fl*might occur. | " |

'
The research presented in Chapter 6 can have a practi- -

cal app11cat1on toward teaching languages to non- natwve
speakers. S1m11ar1ty ratings and sorting gudgemente prgguee
results which indicate how SOme native speakere oréaniZe a
particular Iexica]‘set An awareness of this organ1zat1on
‘may aid language teachers in show1ng their students how the
meanings of words in a lexical ‘field are related. This can-
be eépecially useful when the studente’ native language
lacks a certain lexieal f%e}d. For example, some Japanese
students mentioned that thé}ifound Enb}ish verbs of predic-
tion (e.g., wonder if, believe, think, guess) most confueing '
sinee their language did net have lexical items for so many
different distinctions. Showing them-how'English speakers-
orgahized these>words'may help the Japanese speakers to sert

out this unfamiliar lexical set (Marckworthﬂet al., 1981),

The re)ationship‘betweeh’wdrds and their referents
should aiso be further explored. The instructions for the

semant{c'sbrting studies (Appendix A2) asked the subjects to
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sort the words according to the chara teristics of the ob-
Jects represented by those words. The e instructions were

» designed to prevent sort1ng accord1ng td the word forms
rather than their mean1ng. Perhaps thlsfwas a\mistake.
since it 1s conce1vable that a d1fferent L sorting might have
resulted if the sub jects had been asked to consider the
mean1ngs»of the words rather than the objects which are
their referents. The sorting subjectsvgenerally appeared to
sort by the same criteria used by the rat1ng subJects to
“make their semant1c similarity Judgements, so the sort1ng
instructions probab]y d1d not Iead subjects away from a
cons1derat1on of the mean1ngs of the words. The relat1on-
ship be tween word forms, 1ex1cal mean1ngs, and real world
obJects has not been exper1menta]]y investigated. The sort-
fng me thod provides a good technique for comparing across
these different aspects of the lexicon. Studies 1n‘th1s
area m1ght reveal aspects of 1ex1cal organ1zat1on d1fferent

from those discussed 1n th1s d1ssertat10n _ | )
'Conclusion

I have come to the rether unhappy conclhsion that lexi-
cal meaning cannot be fully understood until human cogn1t1on
is exp1a1ned since much of what has been said here about

lexical semantics seems to apply to cognitive processes in
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general. The main area of concern in this dissertation has
been lexical semantics and I have tr1ed to l1m1t the discus-

sion to that top1c as much as p0551b1e

The meanings of 11ngu1st1c labels may be 1nterpreted in
‘much the same way that other Kinds of meaningful st1mu11 are
1nterpreted but words are un1que in providing us with pow-
erful dev1ces for shar1ng our experiences. Langwage users
#can talk about things not-here and nqt-now, as well aslin;
ternal personal expehiences which otherwise could never be
sharedfhith anyone else. 'Thehe is also no doubt that having
- lexical labels available influehces the way we categerize
6ur environment. In ohe of the classic problem solving
studies subjects are given e candle, a box of tacks, and a
‘book of matches (Glueksberg.&-Weisbergﬁ 1966) . They are
instructed to ettach‘the candle to the wall so that it does
not drip wax on the floor as it burns. an order to solve
the problem the subJects must view the box as a possibile
candle holder and not merely as a container for the tacks.
,Whehfeach object was clearly labeled, subjects took an aver -
age of 0.61 minutes to find the corbect so]ution Withouf
labels the average time to correctly so]ve the problem was

'8.82 m1nutes The lexical labels seemed to help ‘the sub-

jects to view the box as a seperate component from the
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.tacks.

These experimental results can be interpreted with the
frame of reference strategy proposed earlier. Having the
labels available may have given fhe subjects clues for for-
imu]ating the appropriate framé of reference for responding.
,;t would be iﬁteresting to seé how subjects would approach
the task if the objects were 1ébeled in g}eatér detail, for
example, wick, wax, box top, sides, étc. Perhaps in this
case subjects would be led astray into ééféblishing an inap-
propriate frame of reference and the labels would not

facilitate solving the problem.

The first chapfer began by saying that words seem to be
independent devices forvéommunicating. Words are communi-
Sating devices but iheir power comes fréh the language users
" who know how to use and interpret them apbropriately. This
dissertation has‘been, in parf, an attempt at persuasidn
th;t Tanguage users ought. to be recognized as activé partic-
ipants in_interpreting their environment and for knowing how
to communicate their intended messages. Perhaps psycholin-
guistics has been on the wrong track in looking'at the
products of communication rathér‘thén examining the strate- .

gies and techniques employed by the producers.
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APPENDIX At
SAMPLE INSTRUCTIONS FOR THE SEMANTIC SIMILARITY STUDIES

. The purposenof this study is to collect infopmatioﬁ
about your judgements oflmeaning similarity between words.
You will bé asked to consider the relative similarity in
ﬁeaning of a reléfed group of words. In this expéhiment-you
will judge words’representing'emotions. The words will be

presented in a table likefthe one be Tow for a set of tempeb—

ature words.

F-
R T
C W ¢ I E-
O A O H G
L R 0 0 I 1
D M L T D D
sorLing - - (8] [4] [e] [1] [e] [e]
cow - - - - L7 [2] (_[8] [1] [s]
WARM - - - - - - [71 [3] [8] [s]
cooL - - - - - - - - [8] [3] [e]
Hor--'-§------[9] [6]
FRIGID - - - - - - = - = - - . 7]
TEPID © -
\

Notice that each box links a pair of words. You are to

judge each word pair for general &imilarity of meaning on a
. )
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1-8 scele Before you beg1n scan the entire 1ist of words,
then look at every p0551b1e pa1r and find one for wh1ch you
think the words are most similar in meaning. Put a "1" in
~the box correspondingvto this pair. Now, find a pair that
you think fs least simi]ar in meaning. - Put a "9" in that
box. These are anchor points for judging'the other word

pairs. .
. 4

Now fill in:the other boxes with your estimates of sim;
i]arity of meaning. You may use any values in the .1-9 scale
that correspohd'to your'judgements about relative similarity
~of meaniné. Keep in mind thatllow numbers are for more ;im-,
ilarity of meaning (nearer) gne higher numbers represent
less simi]arity in meaning (further apart). Do not hesitate
to use- 1 or 9. aga1n if you feel these values are appropr1ate
for any other pair of words . Work until all the boxes are

filled in.

"The'samp]e set for'tehperature termsvhas been'fiiledvin

~ for 'you. Please look at it carefully. Do you have any

quest1ons at this point about how the 1-9 rating scale is toi
be. used’7 ' ‘ .
There is no time limit and there is, of course, no

"correct” answer. We are interested in finding out how
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users of the language perceive the relative similarity among
emot ions. Thenefore, the only correct response is the one
which represents} as breoisely as possible, the way yoy see

the relationships.

~The judgements you are mak1ng are not absolute but
/

simply relat1ve to the set of terms actually given to you.

Restr1ct your attentmon then, solely to the-words.given.

Please read through the entire.list of ‘words. It is
extremely importaht_for this experiment that each ot you.is
qutte certain that_Hngg she knows the meaning of aT] of the
'words. If there is any doubt about the'meanino of a word;
please do not hesitate to ask the exper1menter before J
proceed1ng to eva]uate the pairs. If you have any questione

ask them now.
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1 = most similar (words are Close in meaning)'
‘9 = least similar (words are far apart in

méaning)

First, scan the entire list and find .the pair

(or pairs) which is most similar .in_meaning

and assign “1" for that pair.

~ Then; scan the entire list and fgffi

"~ (or pairs) which is ieast similar in meaning

and assign it a "9" rating.

Now, fi1l in the remaining boxes with values

ranging‘fnom 1 to 9 inclusive, that best’rep-

P

resent your judgement of the similarity of

heanjhg'for each of ihe.word pairs.
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" APPENDIX A2
SAMPLE .INSTRUCTIONS FOR THE SORTING STUDIES

The purpose of this study is to disggyer the relation-

h
P

‘ships or groupings'pédple can find’among'some common ob-
jects. You have a set of cards with words representing dif-
fereﬁt Kinds of furniture. Firsf, read thrqugh the;entiré
set‘of Cards.' Theh, sbrt\fhem intonérbups based on
Gharacterisfics of the objects represented by }helwords.

A1] of the items in a group should have something(s) in

common. -

v 'You_may sort in ény way you wish but do not sort‘info
'1ess.than~tWO or more than six groupé; You may have” any
number of items in a particu]ar group, and the cards do not
have to be evehly divided among yoﬁr groups. Be sure to
think about the simi]aritieéuof the actual objects .represen-

ted by the words rather than sim{]ar%ties of the. word forms.

Sometimes one item may appear to belong to more than
one group. You will have to decide to the .best of your
ability where to put it. Take yoUr time. This is not a

test of‘speed in soraing.
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‘After you have finished sorting write youh.groups on
the back bf the subjeét information sheet. Label 'them A,‘B,.
C, etc. Be suré to Keep the groups distinct .and be accurate
in copying down the item in a group. Then inserf a blue
card between each group of cards and give ydur information

-

sheet and cards to the” experimenter.

'SUMMARY

1. Read through the set of cards,r

2. Sort the cards into 2-B groups based on
~the similarities of the objects represented

by the words.

3. Write down your groups. BE ACCURATE
. . ' : ‘
" 4. Insert a blue card between the groups of

cards and put them in the enveldpe.

Thank you.
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APPENDIX A3
SAMPLE INSTRUCTIONS FOR THE-SOUNDS LABELING STUDY

In'fhis‘experiment you will be asked to identify a
vqriety of different sounds. They will all be noises pro-
duced by inan;mate objects and not sounds from human or
animal voca]iiations. You*wi]lvhear a sound and. then you
Msﬁduld write down the name of'that sound. Be sure to give

the name of the noise and not the name of the object(s)

which were involved in its produétion. .

To give yoU an idea of the Kind of soﬁnd words you
migHt use, take a few minutés to read over the list in front
of you. .This list contains a few 5uggestion$ and its
purpose is to reffesh your membry'about the variohs sound -
words available to English speékers. Please do not feel
constrained by the words onlthis ]ist,fyou may use any sound
word which you feel is appropriéte for- the noise you hear,
and you may use any label more than once. You may also use
general terms such as sound or noise if you feel that is the
best label for a paﬁticular'stimulus. |

(Read list)
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Now, just to review the procédure: 1) First you will |
heab the number of the te§t'itema There are 100 altogether.
2) Then you wi]l»heab auﬁbise, and you shoﬁld write down the
name of that saund next to the appropriate number on your-
answer sheet . ‘Each sound Qill‘be'presented for
approximately 5 seconds to give you a chance té identify.it,
Some of the ndises are repetitive, for example tapping, and
some of'fhem arevcontfhuous such as hum. Do not let this
confuse you, for the hepetitive sounds you should give the

A

name of one instance of the series.

Before ybu-begin the actual test items you will have
three sahple stimuli.so fhat‘you'wi1l have a c}éarer'under-
standing of the-requirements‘of the task. Affer the three
examples,’llw111 stop the-tabe and you can ask ahy questions

"you might have about the procedure.



SOUNDS WORD LIST PRESENTED TO SUBJECTS DURING THE SOUNDS

babble -
bam |
bang
barrage
beat

beep
-belch
bellow
Blafe
b]ést
boing
boink

bomination .

bong

boom
Sbrr
;';Eurst
bdzz
cackle

chime

LABELING TASK

chink
chirp
chug
¢ 1amour

clang

clangor

clap

clash

clatter
click
clink
c]op‘
éTuCK
clunk
cough
crack
crackle
crash

creak

croak

crunch

[ .
din

ding

dong

drip

drone,"'
expids{on'
f%zz
fizzle
flap '
flutter
gasp
glug
grate
groan
grumble
gurgle
gush

hiss

holler
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honk
hoot
how1
hum’
hush
jangie
jingle
"Kapow
Kerplunk
'knopk
Ku;h
music
. murmur
noise
patter
peal
peep
pgf
ping
pit-a-pat
pitter
plash
plink

plop

plunk
Pop
poof
pow
psst
puff
putt
racket‘
rap
rasp
rat-a-tat

rattle

ruckus

rend
report
resound
ring
rip
roar

rumble

/ruétle

scrape
scratch

scream

\

A

screech

scuffle

scrunch

b
shatter

shriek
sigh
sizzle
slam
slap
slosh
slurp
smack
smash
snap

sneeze

sniffle

snort
SnuffTe
sound
splaéh
\

A
sputter
squeak

~squeal

sproing

325
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/

/

whamp '

static
‘swell , whahg
swish _ wheeze
swoosh = whine
tap _ whirr:
tear o - whistle
- thonk o ' whizz
tﬁud o Whoosh
thump | zap |
'khunk - zing
/thunder _ .'>  Wzip
/thwack ' = zooh .
ﬁtick - zonk
| tinkle

tintinabulation

" tone

toot.
trill
twang

_tweet

V‘twitter

uproar
wail.

whack
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APPENDIX A4
INSTRUCTIONS FOR THE SOUNDS STUDY SEMANTIC DIFFERENTIAL TASK

The pubpose of th%s study is to measure the meanings of
certain things to various people by having them judge words
against a series of descriptive scales. 0On each page of
~this booklet you will find a different concept to be juaged
and beneath it a set of scales. You are to rate the concept
lén each of these scales in order. Each of the words to be
rated represents a §ound produbed.by'an inanimate object.
They‘are not sounds from human or animal vocalizations.

Please keep this in mind as you make your rating judgements.

Here is how you are to use these scales:

I[f you feel that the concept at the top o% the page is vény
closely related to one end of éhe scale, you should circle
number 1 or nﬁhber 7. | ‘

fast @----2----- O 5----- 6---- - 7 slow

fast 1---=-2-----3----- 4----- 5-----6----{Dslow =
If you feel that ‘the concept is quite closely related to one
or the‘othep-end of the scale (but not extremely), you
should circje’number,Z or number 6.

toud 1----Q}----3-----4----- §-----f----- 7 soft
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If the concept seems only slightly related to one side as
opposed to the other side (but is not really neUtral), then

you shbuld circle number 3 or number 5f

The direction toward which you circle, of course depends
upon which of the two ends of the'scale seems mosf charac-

teristic of the thing you're judging.

If you consider the concept to be neutral on the scale,
both sides of the scale equally associated with the concept,
or if thehscale is completely irrelevant, unrelated to the

term, then you should circle number 4.

Sometimes you méy feel as though you’ve had the same
item before on the test. This will not be the ca;e, so do
not 1ook back and forth through the items. Do not try to
remember how yoU.;hecked similar items earlier in the test.
Make each item a separate and fndepéhdent Judgement . Work
at fairly high speed tpPOUgh this test. Do not worry or;
puzzle over individug] itemsi It is your first impressions,
the‘immediate (fee]ings; about the items, that we want. On
the other hand, please do not be careless, because Qé want

AN
your true impressions.
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SCALES USED FOR THE SEMANTIC DIFFERENTIAL TASK ON NOISES AND

NOISE WORDS
SMALL  f----- 2----- 3----- 4----- §----- 6----- 7' LARGE
HIGH — 1=---- 2----- 3--<-- B-----5---- 6----- 7 LOW
ROUNDED  f----- 2----- 3----- 4----- B- - 6----- 7 ANGULAR
LOUD ~ f---=- 2----- 3----- 4----- §-n-mfnm-e- 7 SOFT
'SUDDEN ~ {=---- 2----- 3----- 4----- B---n- 6----- 7 GRADUAL A
WARM 2 3 4 5 6----- 7 CoOL
LIGHT 2 3 b Y 6----- 7 DARK
OPEN ' Y N 7 CLOSED
BRIEF 4- Syl ---6--- - 7 CONTINUING
SOFT 4-----5- 6----- 7 HARD
SIMPLE  1---=Q-----3----- 4----- §----- 6-----7 COMPLEX
DULL  f-=-~- Q- ----3ecccfe--eoBesoo-Go----7 SHARP
FAST f=--- 2----- 3----- 4----- §----- 6-----7 SLOW
PLEASANT 1-=-=-2----- 3----- 4----- 5----- 6----- 7 UNPLEASANT
DISTINCT 1-----2----- 3----- 4----- R R 7 VAGUE
SMOOTH  f----- D-----8----- 4----- B----- 6----- 7 ROUGH
STRONG ~ 1----- 2----- 3----- 4----- §-nn-- 6----- 7 WEAK
ORDERED  {----- 2----- 3----- 4----- §-nn-- 6----- 7 CHAOTIC
WIDE fmmn e 2----- 3----- 4----- B--o-- 6----- 7 NARROW
TENSE  {----- 2----- 3----- 4----- §--m-- 6----- 7 RELAXED

L
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APPENDIX B
HIERARCHICAL CLUSTERING SOLUTIONS FOR SUBJECT GROUPS
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