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Abstract

The fifth-generation (5G) and beyond wireless networks aim to increase the current

data rates to more than 10 Gbit/s. Thus, the spectrum crunch necessitates increas-

ing spectral efficiency (SE). Key non-orthogonal technologies for this goal are (I)

full-duplex wireless, (II) generalized frequency division multiplexing (GFDM), (III)

cognitive radio. Non-orthogonal subcarriers instead of orthogonal subcarriers are the

basis of GFDM. All these technologies exploit non-orthogonal designs in exchange for

a favorable tradeoff between interference and improved SE. However, interference can

also increase with radio frequency (RF) impairments. Thus, this research’s primary

goal is to investigate the interplay among non-orthogonal designs, SE improvement,

and RF impairments. To this end, the SE improvement of cellular base stations

(BS) with non-orthogonal signaling is investigated. Thus, a GFDM full-duplex BS

transceiver with optimal filters is proposed to enhance the SE of both uplink and

downlink transmissions. Moreover, the SE enhancement of secondary links in cog-

nitive radios is studied. It is shown that the proposed GFDM-based full-duplex

secondary links significantly improve the achievable SE in the presence of RF impair-

ments and adjacent channel interference (ACI) constraints. However, it is also shown

that RF impairments may negatively impact potential SE gains. Therefore, standard

estimators and deep learning (DL) algorithms are proposed for RF impairment com-

pensation in channel estimation and data detection for GFDM and multiple-input

multiple-output (MIMO)-GFDM full-duplex systems. This thesis demonstrates that

the non-orthogonal designs enhance the SE. Moreover, the RF impairments limit the

SE gain, while the proposed compensation algorithms eliminate their impacts.
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Chapter 1

Introduction

One of the main objectives of fifth-generation (5G) mobile communication systems

and beyond is to increase the current data rates up to several gigabits per second

(Gbit/s) and even exceeding 10 Gbit/s [1]. With the mobile data traffic increasing,

more spectrum resources will be necessary for future wireless networks. However,

scarce resources and growing user demands result in the spectrum crunch. The spec-

trum crunch refers to the lack of sufficient wireless spectrum needed to support a

growing number of consumer devices and various government and private sector use

of radio frequencies within the current spectrum allocation. For an example, currently,

almost all countries use spectrum below 6 GHz for International Mobile Telecommu-

nications (IMT) systems [2]. However, existing services and applications use much of

this spectrum. Therefore, to alleviate the spectrum crunch, one can try to increase

the data rate while keeping the bandwidth usage fixed. In other words, we should

increase the spectral efficiency (SE) (measured by bits per second per Hz(bps/Hz))

via technological innovations. For a network with Nu ≥ 1 number of users, the SE

of the network is the total number of information bits that can be transmitted in

it over a given total physical bandwidth B allocated. Indeed, the SE measures how

efficiently the limited frequency spectrum is utilized by the network, which can be

formulated as [3]

η =
Rc

B
[bps/Hz], (1.1)
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where Rc is the summation of data rate of users in the network, Rc =
∑︁Nu

i=1Ri, where

Ri is the data rate of i-th user. Note that the achievable data rate of each user is

Ri = Bilog2(1 + SINRi)[bps] [4], where Bi (B =
∑︁Nu

i=1Bi) is allocated bandwidth

to the i-th user. Therefore, the data rate of each user is a function of its frequency

bandwidth. Hence, how the total bandwidth is allocated to the users is important

All current mobile cellular networks use the principle of orthogonal resource allo-

cation to different users. Two signals x(ξ) and y(ξ) are said to be orthogonal, if∫︂
x(ξ)y∗(ξ)dξ = 0,

where ξ denotes time, frequency, space, or other dimensions. If the above integral

is not equal to zero, then the two signals are non-orthogonal. Thus, each user con-

ducts orthogonal signaling within either a specific time slot, frequency band, or code.

The fundamental advantage of this approach is that it allows the receiver of one user

to entirely separate unwanted signals from its own signal (desired signal) since sig-

nals from different users are mutually orthogonal. In time division multiple access

(TDMA), frequency division multiple access (FDMA), and orthogonal frequency di-

vision multiple access (OFDMA), multiple users are assigned orthogonal time slots,

frequency slots, and subcarriers, respectively. Subcarrier separation ensures that they

are orthogonal to each other [5, 6].

However, in orthogonal schemes, the bandwidths allocated to the users Bi, i =

1, ..., Nu, do not overlap with each other, e.g., for equal bandwidth allocation, Bi =

B
Nu

, i = 1, ..., Nu. Thus, the bandwidth per user decreases as the number of users

increases. Therefore, each user gets a smaller bandwidth, which results in a decreased

data rate per user. However, 5G and beyond networks with massive numbers of users

require high data rates. Thus, conventional orthogonal schemes may not answer the

demands of future networks.

Thus, one develops non-orthogonal schemes where multiple users can use the same

bandwidth concurrently. Therefore, available bandwidth per user increases, which

2



results in a higher data rate. Hence, the total data rate of the network increases

with the fixed bandwidth, which results in higher network SE. However, this SE gain

does not come without cost. The cost is the interference between users (which is

not there in orthogonal systems, at least in principle). Thus, more sophisticated

receiver algorithms are needed, and the error rate of data recovery may increase.

Thus, non-orthogonality achieves a higher SE, albeit at the cost of signal processing

for interference management. Besides, radio frequency (RF) impairments may also

increase the non-orthogonality by amplifying interference signals. Hence, there is a

trade-off between achievable SE and the degree of interference. This thesis exploits

this trade-off and designs and analyzes high SE non-orthogonal systems based on full-

duplex wireless, generalized frequency division multiplexing (GFDM), and cognitive

radio.

1.1 Overview

1.1.1 Full-Duplex Wireless

Current wireless nodes allow users to transmit and receive data same time via the

so-called half-duplex mode. It allows bidirectional data transfer based on two orthog-

onal channels typically using time (i.e., Time Division Duplex (TDD)) or frequency

(i.e., Frequency Division Duplex (FDD)) dimensions, to provide separation between

transmit and receive signals [7]. This orthogonal schemes losses potential SE. As

service demands evolve over the wireless networks, more efficient mobile communica-

tions typified by higher data rates and SE must be developed to answer ever-growth

requirement on the limited cellular radio spectrum. To this end, full-duplex wireless

which can simultaneously transmit and receive data on the same frequency band has

received a lot of attraction – Figure 1.1.

Full-duplex can potentially double the data rate and increase spectrum utilization

efficiency without using any additional bandwidth [7]. However, the fundamental
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Figure 1.1: Basic block diagram of full-duplex transmission.

challenge in full-duplex wireless is the strong self-interference (SI) signal, caused by

the signals leaking from the node’s transmission into its own reception. To illustrate

this, two full-duplex nodes, Node A and Node B (Figure 1.1) are considered, which

transmit and receive signal at the same time and frequency. The SI signal in Node

A’s receiver (red dotted lines) consists of the leaked transmit signal in the direct path

between Node A’s transmitter and receiver, and Node A’s transmit signal reflected

from nearby obstacles/scatterers. The same situation occurs at Node B as well. This

SI channel or the residual SI channel between the transmitter and the receiver after

applying SI cancellation is assumed to be Rayleigh distributed [8] and in general is

modelled as a multipath channel with multiple delays and attenuation components

[9]. Because of the short distance between the transmit antenna and the receive

antenna at each node, the SI power is too higher than than the receiver noise level [7,

10]. As a practical example, consider a full-duplex small-cell base station (BS) with

transmit power of 24 dBm and a receiver noise floor of 100 dBm [7]. As it is shown

in Figure 1.2, under assumption of 15 dB isolation between the BS’s transmitter and

receiver [11, 12], the BS’s SI will be 109 dB above the noise floor.

Therefore, to achieve the link SNR equal to that of a half-duplex counterpart,

SI needs to be mitigated at least to the noise floor or reasonably close to it. In

the literature, SI mitigation of 60 - 113 dB has been reported by using cancellation

techniques involve passive methods followed by active analog and active digital SI
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Figure 1.2: Required SI mitigation value considering a full-duplex small-cell BS with
24 dBm transmission power.

cancellation schemes [12–18]. Figure 1.3 shows the he SI cancellation techniques that

are applied in each full-duplex node (Node A and Node B in Figure 1.1 ). Here is the

overview of the SI cancellation techniques.

Figure 1.3: SI cancellation techniques in each full-duplex node [7].

• Passive SI cancellation: Passive SI cancellation methods rely on isolating the

transmit RF chain from the receive RF chain as much as is possible. They aim

to suppress SI signal before get into the receiver which prevents dealing with

large dynamic range signals. In literature, several techniques for passive sup-

pression are proposed including antenna separation [14, 19–21], phase control

[22, 23], and cross-polarization [12, 24–27]. Antenna separation exploits the idea

of increasing the pathloss between transmit and receive antennas to suppress
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the SI. Moreover, phase control techniques enhances isolation between the an-

tennas by creating near-field nulls in the antenna radiation pattern with phase

differences between antenna elements. Furthermore, the cross-polarization tech-

niques aim to electromagnetically isolate the antennas by sending and receiving

signals over orthogonal polarization. It has been reported experimentally that

between 45 dB and 70 dB SI suppression can be achieved by passive SI cancel-

lation techniques [12, 14, 19–27].

• Active SI cancellation: these techniques, analog or digital [9], use active

components and exploit the knowledge of a node’s own transmit signal in gen-

erating a cancellation signal that can be subtracted from the received signal.

Note that these cancellation methods require the estimation of the SI chan-

nel. If employed before the digitization of the received signal, they are called

active analog cancellation methods. The alternative is to cancel the residual

SI within the received signal after digitization, and that is called active digital

cancellation.

– Analog: The main goal is to suppress SI before it gets into the analog to

digital conversion process. These techniques take a copy of the transmitted

signal from the transmit antenna, adjust it with appropriate delay, phase

and gain, and then subtract it from the received signal at the receiver

antenna.

– Digital: These techniques aim to suppress remaining SI after the analog

to digital converter by using sophisticated digital signal processing tech-

niques. They generate reconstructed digital samples by taking a copy of

transmitted digital samples from transmitter and using SI channel estima-

tions. Then, they subtract the reconstructed samples from the quantized

received signal after analog to digital converter.

It has been reported that active analog and digital SI cancellation techniques
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achieve 45–60 dB suppression levels [12, 24, 27–29].

Although the aforementioned techniques achieve a high level of SI cancellation,

several non-ideal conditions especially RF impairment issues, limit the performance

of the SI mitigation. In practice, SI consists of multiple components as the transmit

signal is corrupted by the RF impairments, which should be modeled, analyzed, and

suppressed.

1.1.2 GFDM Signalling

Multicarrier schemes transmit data over multiple carriers which are normally close

spaced. Among various multicarrier designs, orthogonal frequency division multi-

plexing (OFDM) is the fundamental transmission standard for 4G-wireless, e.g. the

LTE standard. OFDM offers robustness against multipath channels and easy im-

plementation based on the Fast Fourier Transform. However, OFDM suffers from

disadvantages such as high sensitivity to synchronization errors and strict synchro-

nization process required to keep the orthogonality between subcarriers, low SE due

to using one cyclic prefix (CP) per symbol, and high out-of-band emission. These

drawbacks challenge the dominance of OFDM for future wireless. Hence, recent re-

search has proposed several non-orthogonal multicarrier waveforms to address the

limitations of OFDM, of which GFDM is promising [30].
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Figure 1.4: Block diagram of GFDM modulator and demodulator

GFDM is a flexible block-based multicarrier waveform that includes number of
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subcarriers, K, each one carries subsymbols generated in multiple time-slots, M–

Figure 1.4. The subcarriers are individually pulse-shaped with a prototype filter that

is circularly shifted in time and frequency domain– Figure 1.4a. the discrete GFDM

signal per symbol-time interval may be expressed as [30]

x[n] =
√
α

K−1∑︂
k=0

M−1∑︂
m=0

dk,mgm[n]e
j2πkn

K , (1.2)

where α is average transmit power, 0 ≤ n ≤ N−1 (N =MK), dk,m, k = 0, 2, .., K−1

and m = 0, 2, ..,M − 1 are independent and identically distributed (i.i.d.) complex

data symbols with zero mean and unit variance and gm[n] = g[(n−mK) mod N ] is

a circularly shifted version of normalized prototype filter g[n] which can be configured

as Raised Cosine (RC) or a Root RC filter [31–33].

Moreover, GFDM signal in (1.2) can be written as x = dA, where d ∈ C1×N is the

data vector and A ∈ CN×N is a modulation matrix given by [A]kM+m,n = gm[n]e
j2πkn

K .

The data vector d can be decomposed into K subvectors d = [dT
0 , ...,d

T
K−1]

T ∈ CN×1,

where dk = [dkM , ..., dkM+M−1]
T ∈ CM×1, for k = 0, 1, ..., K − 1, denotes the M

complex data symbols for the k-th subcarrier.

Note that since GFDM sacrifices orthogonality, its implementation complexity can

increase. Thus, several methods have been developed to handle this problem [34].

In the low-complexity implementation of GFDM, discrete GFDM signal may be ex-

pressed as [34]

x = FH
N

K−1∑︂
k=0

P̃kΨ̃Λ̃FMdk, (1.3)

where Λ̃ =

K⏟ ⏞⏞ ⏟
[IM , ..., IM ] ∈ CN×M is the repetition matrix, Ψ̃ ∈ CN×N is the diagonal

frequency-domain filtering matrix that has
√
MFN(g[n]) as its diagonal elements,

and P̃k ∈ CN×N is a permutation matrix to up-convert the k-th subcarrier to its

corresponding frequency[34].
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GFDM demodulation

On the other hand, as it is shown in –Figure 1.4b, on the receiver side, the output of

the GFDM demodulator at the k′-th subcarrier and the m′-th time-slot is given by

ˆ︁dk′ ,m′ =
N−1∑︂
n=0

(x̂[n])fm′ [n]e
−j2πk

′
n

K , (1.4)

where x̂[n] is input of GFDM demodulator and f
m′ [n] = f [(n−m′K)modN ] is cir-

cularly shifted version of receiver filter impulse response f [n]. Note that the re-

ceiver filter f [n] is selected such that the effect of transmitter filter is minimized.

Moreover, the detected GFDM symbols in (1.4) can be written as d̂ = x̂B, where

x̂ ∈ C1×N is the input signal and B ∈ CN×N is a demodulation matrix given by

[B]n,k′M+m′ = fm′ [n]e−j2πn k′
K . Conventional matched filter (MF) and zero forcing

(ZF) are two widely used GFDM receiver structure. The receiver matrix for MF and

ZF receivers are written as B = AH and B = A−1, respectively. For conventional MF

and ZF receivers, receiver filters, fMF ∈ CMK×1 and fZF ∈ CMK×1, are equal to first

column of the receiver matrix AH and A−1, respectively. Furthermore, the receiver

filter can be designed for the specific problems, e.g. signal-to-interference ratio (SIR)

maximization which has been done in this thesis.

GFDM is flexible because of the degrees of freedom measured by the prototype filter

and the number of subcarriers and subsymbols, which can be easily reconfigured to

address a multitude of configurations. For example, GFDM turns into OFDM when

M = 1 and the prototype filter is rectangular. Indeed, OFDM is a special case

of GFDM waveform. Furthermore, as a consequence of filtering subcarriers with the

prototype filter g[n], out-of-band emissions of GFDM degrades and therefore makes it

attractive for noncontiguous frequency bands. Moreover, it has advantage of high SE

since one CP is only deployed at the beginning of each packet that contains number

of subcarriers and subsymbols. Therefore, GFDM can be a potential alternative for

achieving the goals of future wireless systems. This potential has motivated extensive

studies of GFDM for cognitive radio networks [35], space-time codes [36], filter designs
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[37, 38], multiple-input and multiple-output communications [39] Internet-of-Things

[40], and optical networks [41].

1.1.3 Cognitive Radio

Empirically, we know that pre-assigned spectrum slots often go unused at different

times and different spatial locations, e.g., over-the-air TV in some locations [42]. The

problem is that primary users (PUs) of the spectrum may not be using it temporarily

and geographically. Cognitive radio network replaces the inefficient traditional static

spectrum management policies by dynamic spectrum access strategies [43]. In other

words, it enables secondary users (SUs) to opportunistically access the primary users’

spectrum without causing notable degradation to the quality of service of the primary

users. Because of this opportunistic access by cognitive (secondary) users, the over-

all SE clearly improves. Cognitive radios are already included in different wireless

standards such as IEEE 802.11 and IEEE 802.11.af, which allow wireless local area

network (WLAN) and Wi-Fi operations in TV white space spectrum in the very high

frequency (VHF) and ultra high frequency (UHF) bands [44].

There are three types of paradigms for accessing unlicensed SUs to the PUs spec-

trum, namely, underlay, overlay, and interweave, which are introduced as follow

• Underlay: In the underlay paradigm, SUs transmit on licensed bands simul-

taneously with PUs, but ensure that the resulting interference on PU nodes is

less than a specified interference threshold [45]. SUs by adjusting their trans-

mit powers meet the threshold, and if they are unable to do so, they stop their

transmission.

• Overlay : Overlay paradigm allows concurrent primary and secondary trans-

missions in which PUs share knowledge of their massages and signal codebooks

with SUs. Therefore, SUs can use part of their power for secondary communi-

cation and the remainder of the power to assist data transfer between PUs.
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• Interweave: In the interweave paradigm, SUs are allowed to access a spectrum

hole which is an unused frequency band at a specific time or location in which

PUs are not transmitting. To be specific, SUs periodically monitor the radio

spectrum, intelligently detects occupancy in the different parts of the spectrum,

and then opportunistically communicates with minimal adjacent channel inter-

ference (ACI) to active neighboring PUs.

Note that underlay and overlay paradigms will constrain the achievable SU rates.

Moreover, the burden of implementing such techniques falls on the secondary network.

1.1.4 RF Impairments

The critical issues with the ongoing development of highly flexible radio transceivers

for mass-market applications is cost efficiency in terms of power consumption and chip

areas, e.g., the cost efficiency of 5G networks should be 10-100X cheaper per Hz than

4G networks. To answer these requirements, one promising solution is using non-

ideal low cost RF analog components with long operational lifetime in transceivers.

However, these components are generally imperfect due to manufacturing errors, aging

and other causes, thus introducing RF impairments.

In terms of contributing to RF impairments, perhaps one of the most critical ana-

log components is the oscillator, which generates a reference signal for frequency and

timing synchronization. However, non-ideal imperfections and time-domain insta-

bilities of the oscillator are the sources of significant impairments, including phase

noise (PN), carrier frequency offset (CFO), and in-phase (I) and quadrature-phase

(Q) imbalance - Figure 1.5. The other crucial analog component in communication

systems is the power amplifier (PA), which consumes a significant fraction of the total

energy and is primarily nonlinear which introduces distortions. All of these impair-

ments cause in-band and out-of-band distortions. In-band distortions fall inside the

operating bandwidth and destroy the performance of the system e.g., they destroy

the orthogonality between subcarriers and introduce inter-carrier interference (ICI).
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On the other hand, out-of-band distortions fall outside the operating bandwidth. For

instance, the spectrum spreading results in interference to adjacent channels. Due

to these distortions, the system performance significantly degrades. This degrada-

tion can manifest in several ways: (1) a decrease in the signal-to-noise ratio (SNR)

and increase the bit-error rate (BER), (2) an increase of the error vector magnitude

(EVM) because of phase and amplitude distortions in the signal constellation, (3) a

decrease in achievable rates and increase in outages, and (4) a reduction in the quality

of channel estimations. Thus, the impacts of RF impairments on wireless transceivers

are substantial. Here, the impairments are explained in details.
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Figure 1.5: RF impairments: PN, CFO and IQ imbalance. (a) Spectral spreading
due to PN, (b) CFO between the received signal and the local oscillator and (c) IQ
demodulator with amplitude and phase mismatches.

• PN: PN occurs when the oscillator cannot generate pure sinusoidal waves with

the Dirac spectrum. This happens due to rapid, short-term, random fluctuations

in the carrier wave phase generated by oscillators in up-conversion or down-

conversion processes of the baseband signal and radio frequency chain. Fig. 1.5a

illustrates an ideal oscillator with the Dirac spectrum versus the real oscillator

with PN. Engineers typically specify PN in the frequency domain over one Hz
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spectrum at an offset of ∆f from the carrier. The PN power over this bandwidth

is normalized relative to the carrier power – dBc/Hz. For example, in GSM

applications, the oscillator’s PN should fall below -115 dBc/Hz at 600 kHz offset

[46].

PN causes dramatic changes in the frequency spectrum and timing properties of

the oscillator output. Specifically, PN widens the power spectral density (PSD)

to either side of a signal (Fig. 1.5a), which may result in ACI. Furthermore, due

to PN, the effective channel seen by the receiver becomes time-varying, and the

transmit signal constellation rotates from symbol to symbol. PN also degrades

the performance of channel estimates. In sum, all these effects will degrade the

wireless system performance, i.e., reducing the effective SNR, limiting the BER,

and reducing data rates.

For an oscillator with phase noise, its output signal can be modeled as Cosc =

ej(2πfct+ϕ(t)), where fc is carrier frequency and ϕ(t) is phase noise. In this thesis,

Brownian motion free-running oscillator [31] is considered which generates phase

noise [ϕ[n+1]−ϕ[n]] ∼ N (0, 4πβTs), where ϕ[n] is Brownian motion with 3-dB

bandwidth of β and Ts is the sample interval.

• CFO: The CFO occurs when the down-converting local oscillator in the re-

ceiver does not perfectly synchronize with the received signal’s carrier. Two ef-

fects cause this frequency mismatch, namely local oscillator errors and Doppler

shifts. First, local oscillator errors occur because of the local oscillators’ dif-

ferent physical properties and errors, such that they can never oscillate at an

identical frequency. Wireless standards specify the oscillator precision toler-

ance, e.g., the IEEE 802.11a OFDM-based WLAN requires an error less than

±20 parts per million (PPM), which results that the CFO should be in the

range from -40 PPM to +40 PPM [47]. For example, if the transmit and the

receive oscillators run at a frequency that is 20 PPM above and 20 PPM below
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Table 1.1: Doppler frequency and normalized CFO [48]

System Carrier
fre-
quency
(fc)

Subcarrier
spacing
(∆f)

Velocity (ν) Maximum
Doppler
frequency
(fd)

Normalized
CFO (ϵ)

DMB 375 MHz 1 kHz 120 km/h 41.67 Hz 0.042

3GPP 2 GHz 15 kHz 120 km/h 222.22 Hz 0.0148

Mobile WIMAX 2.3 GHz 9.765 kHz 120 km/h 255.55 Hz 0.0263

the identical carrier frequency, receptively, the received baseband signal will

have a CFO of 40 PPM. For a carrier frequency of 5.2 GHz, the CFO is thus

up to ±208 kHz. Second, the relative motion between the transmitter and the

receiver shifts the carrier frequency seen by the receiver, which is the Doppler

shift. For example, when a car moves at v =350 km/h, and wireless carrier op-

erates at fc =2.4 GHz frequency point, the maximum Doppler frequency offset

will be over fd = vfc
c

= 800 Hz, where c is speed of light. For several practical

cases, Table. 1.1 shows the normalized CFO and Doppler frequency for three

different commercial systems.

CFO causes a rotation and an attenuation of transmit symbols and introduces

inter-symbol interference (ISI) and ICI. The received signal r(t) after shifting by

a frequency offset can be modeled as s(t) = r(t)ej2π∆ft, where ∆f indicates the

frequency offset between the carrier frequency of the received signal and receiver

local oscillator. In literature, the normalized CFO is defined as ϵ = ∆f/fs,

where fs indicates subcarrier spacing.

• IQ imbalance: The IQ modulator and demodulator are part of the RF front-

end of wireless transceivers to transform the complex baseband signals to pass-

band centered at the carrier frequency and vice versa. Ideal IQ modulators and

demodulators provide two orthogonal channels for the complex signal’s real and
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imaginary parts. However, mismatches between I and Q branches destroy this

orthogonality and lead to IQ imbalance, which degrades the signal quality. We

can attribute the mismatches to fabrication process variations, including dop-

ing concentration, oxide thickness, mobility, and geometrical sizes over the chip

[49]. One can divide the mismatches causing the IQ imbalance into two groups

regarding their influences: 1) frequency-flat IQ imbalance causing imperfect 90

phase difference and unequal amplitudes of the I and Q local oscillators, which is

constant over the signal bandwidth, 2) frequency-selective IQ imbalance causing

the component mismatching in I and Q branches, e.g., imperfect matched low-

pass filters, which has different frequency responses over the signal bandwidth.

Note that the frequency-selective IQ is severe in wideband systems.

These IQ imbalances result in harmful mirror interference and degrade the sys-

tem’s performance, e.g., BER, Signal-to-interference plus-noise ratio (SINR)

and capacity. For example, in single carrier systems, IQ imbalance in transmit-

ter and receiver causes ISI on neighboring signals, and in multicarrier systems,

like OFDM, IQ imbalance generates ICI terms on mirror subcarriers (the mir-

ror subcarrier of the k-th OFDM subcarrier is -k). Moreover, IQ imbalance can

degrade the performance of channel estimation techniques by introducing the

mirror interference terms. Thus, one must compensate IQ imbalance to meet

the requirements of standards, e.g., the specifications of 3-rd Generation Part-

nership Project (3GPP) LTE/LTE-Advanced radio systems limit the minimum

attenuation for the in-band image component in the transmitter to 25 dB or

28 dB [50].

The IQ mixer responses in the presence of IQ imbalance is given by xIQ(t) =

gd∗x(t)+gI ∗x∗(t), where gd and gI are the IQ mixer responses for the direct and

image signals, respectively. Image rejection ratio (IRR) quantifies the quality of

the IQ mixer which is defined as the ratio between the powers of the IQ mixer
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response of the image and direct signals IRR = |gI |2
|gd|2

[50].

• Nonlinear PA: The most power-hungry block of wireless transceivers is PA

which its efficiency is critical. For example, a 1 W PA with 50% draws 2 W

from the battery which is higher than the rest of transceiver [46]. The power

efficiency of PA is defined as a ratio between average power delivered to the load

and average power drawn from DC supply. It is a measure which indicates how

effectively the power drawn from the DC supply is converted to useful power at

the output. However, there is an inverse relationship between the PA efficiency

and its linearity. Because the PA plays a key role in the increased overall power

consumption, utilizing the PA in its high efficiency region is necessary which

results in high order of non-linearity. The impacts of PA non-linearity can be

categorized into two effects: 1) spectral regrowth, which results in high ACI on

adjacent channels, and 2) amplitude compression. The common measurement

for indicating the level of PA non-linearity is 1 dB compression point. As it is

shown in fig. 1.6, in 1 dB compression point, gain of a nonlinear PA deviates

1 dB from the gain of a linear PA. fig. 1.6. .

Figure 1.6: PA 1 dB compression point [46]

For characterizing the nonlinear PA behaviour, widely used polynomial model

[51, 52] is deployed. The PA response modeled by a third-order polynomial

nonlinearity [51] is given by y(t) = a1x(t) + a3x(t)x(t)
2, where x(t) is the PA
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input, a1 and a3 are linear and third-order gains.

Note that all the RF impairments mentioned above increase the degree of non-

orthogonality and degrade the SE performance of communication systems. The RF

impairments introduction in this section was published in [53].

1.2 Motivations and and Literature Review

The aforementioned technologies have significant potential to improve the SE of future

wireless networks. However, RF impairments negatively impact the achievable the

SE gains. Therefore, the motivations and objectives of this thesis are described in

the following subsections.

1.2.1 SE Enhancement of Cellular BSs

In traditional cellular networks, the BS communicates with uplink and downlink

users in orthogonal channels. Depending on the type of technology, these orthogonal

channels are created by the use of different time-slots, frequency bands, or spread-

ing sequences. Such creations entails a loss of SE (e.g., loss in spectrum usage).

To enhance SE, GFDM-based full-duplex BSs are considered that serves uplink and

downlink users at the same time and frequency.

In principle, full-duplex BSs can double SE by simultaneously communicating with

downlink and uplink users. The users can be full-duplex or half-duplex. However, the

BSs experience SI signals (transmit signal appearing as interference on the receive

signal path), and the downlink users experience co-channel interference from uplink

users. Due to these interference effects, the actual SE gains are diminished, and

more research is needed to establish the achievable gains. Fortunately, research on

full-duplex radios is already appearing. For example, [54] proposes a protocol to esti-

mate and cancel interference terms to improve the SE. In [55], interference alignment

is deployed to address the mutual interference. Moreover, the impact of full-duplex
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radios can be incorporated into other emerging technologies such as massive MIMO.

For instance, [56] and [57] consider full-duplex massive MIMO BSs and investigate

beam-domain representation of channels and energy harvesting, respectively. How-

ever, potential SE gains of full-duplex radios will erode due to the presence of RF

impairments. They significantly degrade the SI cancellation techniques’ performance

by introducing in-band and out-of-band distortions and interference.

On the other hand, GFDM achieves higher SE in compared with OFDM. There-

fore, the integration of full-duplex and GFDM promises even more gains for cellular

BSs. However, unlike OFDM, GFDM uses non-orthogonal sub-carriers and a pulse

shaping filter covering several time-slots. Therefore, the latter may be more affected

by RF impairments than the former. Thus, is it better to use GFDM than OFDM?

In literature, impacts of RF impairments on OFDM full-duplex transceivers has been

widely studied. References [27] and [8] clearly show that PN impairs SI cancellation,

e.g., 30 dB SI increase due to PNs of two independent oscillators (for up/down con-

versions). Reference [50] proposes widely-linear digital SI cancellation to compensate

for IQ imbalances. Furthermore, the SI and desired channels can be estimated under

IQ imbalance [58], and an optimal pilot matrix is proposed. CFO estimation given

IQ imbalances is studied in [59]. The collective impact of PN and IQ imbalance is

investigated in [60]; it is found that with perfect digital domain cancellation, the av-

erage SI power increases linearly with 3-dB PN bandwidth and IQ IRR. Moreover,

[51] develops the maximum likelihood estimates of the intended channel, SI channel

and RF impairments including the IQ imbalance, PA non-linearity and PN.

On the other hand, the impacts of RF impairments on GFDM half-duplex radios

have been somewhat investigated in literature. For example, the collective impact of

timing offset, CFO and PN are studied in [31], and an optimal filter in presence of

CFO is designed in [61]. Joint channel and IQ imbalance estimation is considered

in [33], which develops an IQ imbalance compensation scheme. he CFO estimation

problem for GFDM system is studied in [32, 62] and CFO cancellation techniques

18



are proposed. In addition, for GFDM full-duplex radios, such studies are few and far

between. For instance, [63] proposes a digital interference cancellation scheme and

derives SI power. But it does not consider analog SI cancellation nor analyze the

impacts of the RF impairments.

To be specific, previous studies demonstrate that full-duplex wireless and GFDM

each by itself enhance the SE, while RF impairments limit its SE gains. However,

none of these works investigate GFDM-based full-duplex BSs in the presence of the

RF impairments. Motivated by these observations, the first objective is to design

an GFDM full-duplex BS by considering analog and digital SI cancellations, RF

impairments, and both uplink and downlink transmissions.

1.2.2 SE Enhancement of Secondary Links

As discussed in Section 1.1.3, in cognitive radios, unlicensed SUs may access the

PU spectrum in three different modes. In the underlay and overlay modes, they

simultaneously access licensed spectrum with active PUs, but ensure that the resulting

interference on PUs is less than a specified interference threshold. However, in these

modes, SU must constrain their transmit power levels, limiting the achievable SU

rates. On the other hand, in the interweave mode, the SUs access spectrum holes

or white spaces, which are free frequency bands in a specific location in which the

licensed PUs are not transmitting temporarily. Thus in this case, SUs do not have

stringent power constraints. Experiments indicate that conventional static policies

lead to spectrum utilization levels varying between 15 % to 85 % [64], thus giving rise

to spectrum holes. SUs in the interweave mode periodically monitor the spectrum,

detect the occupancy, and then communicate opportunistically over the spectrum

holes. The interweave mode effectively uses the underutilized spectrum, e.g., TV

white spaces in IEEE 802.11af and IEEE 802.22 standards [65]. Therefore, this thesis

considers interweave cognitive radio networks.

One of the main challenge for interweave scenario is the accurate and dynamic sens-
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ing of spectrum holes. Two common sensing methods are energy detection and cyclo-

stationary detection [66, 67]. Studies [68, 69] investigate these methods for GFDM

amd OFDM systems. [68] illustartes GFDM has a better complementary receiver

operating characteristic compared to OFDM based on energy detection method. In

addition, reference [69] shows signal detection improves with GFDM due to its cy-

clostationary autocorrelation properties compared to OFDM. In light of these advan-

tages, GFDM appears as a suitable candidate for interweave cognitive radio networks

in terms of spectrum sensing. Furthermore, for both OFDM and GFDM systems,

power allocation problem for maximizing the rate of secondary link under constraints

of interference thresholds is investigated in [70–74]. The resource allocation for OFDM

cognitive radio is first considered in [70], and other heuristic and fast resource alloca-

tion methods are proposed in[71, 72]. Furthermore, in [73], GFDM power allocation

in cognitive radio is solved via genetic algorithms. In [74], cognitive radio resource

allocation is done by particle swarm optimization. However, although the optimiza-

tion problem is not convex due to the interference on subcarriers, the dual Lagrange

multiplier method is used as analytical solution.

On the other hand, in the interweave networks, the secondary link’s performance

depends on the RF impairments, resulting in in-band distortion, self-interference,

noise, and ACI on neighboring PUs. Although GFDM, which uses non-orthogonal

sub-carriers to reduce out-of-band emissions, helps to reduce ACI, the drawback is

the in-band distortion. Moreover, if the SUs increases their transmit powers, then

the ACI constraints could be violated. Therefore, the question is this: Is it better

to use GFDM than OFDM for interweave cognitive radio networks? Besides, all of

aforementioned works consider half-duplex system for secondary link which results

in low SE. Since the SE of the secondary link is limited by ACI constraints on PUs,

full-duplex can help to increase the secondary link SE by simulations transmission

between secondary nodes in the spectrum hole. In sum, the secondary link SE depends

on many tightly coupled, conflicting factors and it seems that deploying full-duplex
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GFDM systems can improve it. Motivated by these observations, the second objective

is to develops interweave cognitive GFDM full-duplex radios for achieving high SE

by considering practical RF impairments, active SI cancellation in analog and digital

domains, and the ACI constraints.

1.2.3 RF Impairment Compensation for GFDM Systems

As discussed before, RF impairments degrade the SE of non-orthogonal systems by

introducing interference terms. In GFDM systems, they increase the ICI and ISI

terms which reduce the SNR, increases the BER, and limit the data rate. Among

the considered RF impairments, PN is more critical since it is time varying which

destroys coherency between the channel estimate and the actual channel gain. For

PN compensation, one solution is to eliminate PN via hardware improvements. But

that requires stringent constraints on the fabrication of RF components, increasing

the cost [26]. Therefore, to enhance the SE in GFDM systems, the impacts of the PN

impairment must be compensated for; which is typically performed in two phases: (1)

in this phase, PN impairment is compensated for channel estimation and (2) in this

phase, channel estimate from the first stage and further PN impairment compensation

are applied for data detection. Therefore, this objective aims to develop efficient

algorithms for PN estimation and compensation for the accurate channel estimation

and data detection in GFDM systems.

The impacts of PN on OFDM have been widely investigated [75–77], and PN es-

timation and compensation techniques have been developed. Thus, [78] develops an

least-squares (LS) filter for PN compensation. In [79, 80], the PN process is pa-

rameterized with a sinusoidal waveform to develop an LS estimator. In contrast,

linear-interpolation schemes [81, 82] improves PN estimation accuracy. Moreover,

the estimator [83] uses a codebook, which is selected by minimizing the Euclidean

distance between the known pilot symbols and the signal constellation. Additionally,

the estimators in [84, 85] exploit the PN spectrum’s geometrical structure. However,
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the aforementioned OFDM works assume perfect channel state information at the

receiver, an unrealistic assumption. Thus, channel estimation algorithms are also

necessary and have been widely investigated. For instance, [86] investigates joint

channel estimation and PN suppression, [87] does so with a power series for PN,

or [88] does by using sequential Monte-Carlo and the expectation-maximization ap-

proach. Similar estimators that perform time-domain interpolation utilize data and

pilot symbols [89, 90]. Finally, [91] uses the expectation conditional maximization

method for joint channel, CFO and PN estimation.

Furthermore, the problem of filter bank multicarrier (FBMC) channel estimation

has been extensively studied [92–94]. For example, [92] develops an LS estimator that

uses pilots but [94] deploys superimposed pilots. Moreover, PN impacts on FBMC

systems are studied [95], showing that PN degrades the quality of channel estimation.

Therefore, it develops an LS PN compensation algorithm that uses pilots.

Although PN compensation has been widely investigated for OFDM, this is not

the case for GFDM. For example, GFDM studies [35, 39, 96] address channel estima-

tion only, without considering PN. Likewise, [97–99] consider joint channel and CFO

estimation only. Similarly, [33, 100, 101] compensate for IQ imbalance in GFDM. In

addition, [102] compensates for IQ imbalance and PN in multi-carrier systems, which

encompasses GFDM as a special case. The focus of [102] differs from this thesis.

Moreover, [102] does not derive the Cramér-Rao lower bounds (CRLBs), nor analyze

the SINR and sum-rate of GFDM. To the best of our knowledge, joint channel esti-

mation and PN compensation for GFDM systems have not been investigated before

the work reported in this thesis.

Moreover, researchers are massively interested in deep learning (DL) networks to

improve the performance of classical estimators [103–109]. The advantages of DL-

based estimators are two fold. First, they eliminate the iterative process of the clas-

sical estimators. Second, they can improve the MSE performance without requiring

extra statistical information. References [103, 104] thus develop a DL algorithm for
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OFDM channel estimation. This algorithm models the time-frequency response of

the channel as a two-dimensional (2D) image and uses a convolutional neural net-

work (CNN). References [106, 107] investigate DL-based channel estimation for mas-

sive multiple-input multiple-output (MIMO) systems. Furthermore, [108] proposes

an end-to-end fully connected deep neural network (DNN) architecture for channel

estimation and data detection in OFDM systems. Moreover, [109] designs a CNN

framework for joint OFDM channel estimation and data detection.

However, to the best of our knowledge, no work has investigated DL-based PN

compensation for channel estimation and data detection for multicarrier systems, or-

thogonal (OFDM) or non-orthogonal (GFDM), before. Therefore, the third objective

aims to propose algorithms for PN compensation GFDM systems and develop DL

algorithms for enhancing the performance.

1.2.4 RF Impairment Compensation for MIMO-GFDM Full-
Duplex Systems

The third object (Section 1.2.3) considers PN compensation for GFDM systems.

However, the impacts of all RF impairments on the GFDM full-duplex systems are

more crucial, and they must be compensated for. To be specific, RF impairments

degrade the performance of the SI cancellation techniques in the full-duplex systems

and also enhance the ICI and ISI in GFDM systems by increasing degree of non-

orthogonality.

To this end, [110, 111] study RF impairment compensation in OFDM-based full-

duplex systems. Authors in [110] investigate pilot-aided PN estimation and compen-

sation in OFDM-based full-duplex systems under transmitter and receiver oscillator

PN. Two techniques are proposed: 1) frequency-domain technique based on LS esti-

mator, and 2) low-complexity time-domain ICI suppression technique based on the

Minimum mean square error (MMSE) estimator. Moreover, at low SNR scenarios,

the latter achieves a maximum of 6 dB more SI cancellation than the former. How-
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ever, the PN is estimated in [110] by considering the intended signal as an additive

noise which considerably reduces the transmission throughput. Thus, authors in

[111] incorporate the intended signal in the estimation process and jointly estimate

the transmitter non-linearities, PN, and both the SI and intended channels at the

baseband. To handle the time-varying PN estimation problem, the basis expansion

model (BEM) is adopted to transform the problem to estimate a set of time-invariant

coefficients. Then, an estimator is developed to estimate BEM coefficients by us-

ing the known SI signal, known pilot symbols, and unknown data symbols received

from the other transmitter. The proposed methods achieve a superior SI cancellation

performance in OFDM-based full-duplex systems.

On the other hand, reference [112] investigate RF impairments in multiple-input

multiple-output (MIMO)-OFDM full-duplex systems. Since full-duplex wireless en-

ables simultaneous transmission, and reception and MIMO transmits multiple streams

over the same frequency band [9], integration of full-duplex and MIMO achieves higher

SE. However, it is shown that MIMO full-duplex is especially vulnerable to RF im-

pairments due to using a separate RF chain for each antenna. Hence, SI suppression

techniques in the presence of RF impairments are critical. Therefore, authors in [112]

propose a maximum-a-posteriori (MAP)-based algorithm for joint channel and PN

estimation in MIMO-OFDM full-duplex systems.

In sum, RF compensation has been investigated for OFDM-based single-input

single-output (SISO) and MIMO full-duplex systems. However, no work addresses

RF impairment compensation for the GFDM-based systems. Therefore, the fourth

objective aims to develop an efficient algorithm for joint channel and RF impairments

estimation in MIMO-GFDM full-duplex systems. PN and IQ imbalance impairments

for each transmit and receive antennas will be considered. Moreover, to enhance the

performance of the estimator, DL-based network will be developed.
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1.3 Thesis Outline

The outline of this thesis is as follows. Chapter 1 provides the introduction, mo-

tivation, and contributions. The novel contributions of the thesis are provided in

Chapters 2 to 5 and highlighted next. chapter 6 provides the conclusion and the

discusses possible future research.

1.3.1 Novel Contributions

• In Chapter 2, SE enhancement of cellular BSs is investigated by considering

a GFDM-based full-duplex transceiver for BS that serves uplink and downlink

users at the same time and frequency. The GFDM full-duplex transceiver is

fully modeled by considering both analog and digital SI cancellation stages

and RF impairments including PN, CFO and IQ imbalance. In both uplink

and downlink, power analysis is conducted and SIRs are derived. It is shown

that GFDM transceiver is more sensitive to the RF impairments than OFDM

transceiver. Thus, to mitigate this problem, optimal receiver filters to maximize

the SIR of both uplink and downlink are derived. In addition, the rate region

is analyzed by maximizing the uplink rate under the constraint of constant

downlink rate.

• In Chapter 3, SE enhancement of secondary links in cognitive radios by de-

ploying GFDM-based full-duplex transceivers is investigated. In this system,

the secondary link operates in a spectrum hole whose lower and upper adjacent

bands are active PUs. Powers of residual SI, desired signal and noise are de-

rived in closed form. Furthermore, the PSD of the transmit signal is derived

and is used to quantify the ACI on the PU channels. Finally, The sum rate of

the SU link is maximized under the constraints of maximum tolerable interfer-

ence power on PU bands. Since this problem is non-convex, successive convex

approximations is deployed to convert the problem to standard geometric pro-
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gramming (GP).

• In Chapter 4, PN compensation in both stages of channel estimation and data

detection in GFDM systems is studied. Efficient joint channel and PN estimator

and also closed-form algorithm for joint data detection and PN compensation

are proposed. To gauge the accuracy of the channel and PN estimators, their

CRLBs are derived. Moreover, to enhance the performance of the proposed

estimators and also replaces their iterative procedure, DL frameworks are de-

veloped, which are trained offline using simulation data and then are exploited

for online PN compensation.

• In Chapter 5, joint channel, PN, and IQ imbalance estimation in MIMO-GFDM

full-duplex systems is investigated. A BEM is developed for approximating the

time varying equivalent channels by using a set of elementary functions and

time-invariant coefficients. Moreover, a pilot-aided estimator for joint estima-

tion of the SI channels, intended channels, PN, and IQ imbalance is proposed.

Finally, a DL network is developed to enhance the performance of the proposed

estimator.

1.3.2 Notations

Gaussian variableX ∼ N(µ, σ2) has mean µ and variance σ2. The [n,m]-th element of

matrix A is A[n,m]. The N-point DFT (discrete fourier transform) matrix is denoted

by FN , while IN and 0N are is the identity and all zero matrix matrices of size N×N .

The superscripts (·)∗, (·)T , (·)H and (·)−1 indicate the complex conjugation, transpose,

Hermitian transpose and matrix inversion. Circular convolution between two vectors

x1 ∈ C1×N and x2 ∈ C1×N is defined as x1[n]⊛x2[n] =
∑︁N−1

k=0 x1[n]x2[n−k]. Moreover,

A ◦ B indicates the Hadamard product of matrices A and B. The diagonal matrix

formed by vector x is diag(x). ℜ{z} and ℑ{z} denote the real and imaginary parts

of z. T{A} is the trace of A, and E{·} indicates the statistical expectation. The rows
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of circulant matrix A are formed by circular right shifts of the elements of vector a.
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Chapter 2

SE Enhancement of Cellular BSs

In traditional cellular networks, the BS communicates with uplink and downlink

users in orthogonal channels, different time-slots, or frequency bands, which leads to

decreased SE (e.g., loss in spectrum usage). To enhance SE, this chapter considers

a GFDM-based full-duplex BS that serves uplink and downlink users at the same

time and frequency – Figure 2.1. Since the main goal is to provide a comprehensive

modeling and analysis of the GFDM full-duplex transceiver with the RF impairments

including PN, CFO and IQ imbalance, a cellular network with one BS and two users

is considered. Note that this chapter seeks SE improvement by implementing full-

duplex transmission in the BS level. However, since a full-duplex transceiver requires

a more complex SI cancellation system, the users are assumed simple half-duplex

nodes.

Full-duplex 

Base Station

SI

U2 U1

Figure 2.1: GFDM-based full-duplex BS with uplink and downlink users.
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The BS transceiver gets the uplink user signal and leaked own SI signal. More-

over, the received downlink signal contains the BS intended signal and the uplink

co-channel interference signal. These SI, desired and interference channels are mod-

eled as frequency selective, a natural assumption for high data rate systems, where

channels become frequency selective. The BS has two independent local oscillators

for up/down conversions and both of them incur IQ imbalances. Moreover, the uplink

user has no RF impairments and downlink user suffers from CFO mismatch only.

More specifically, the following contributions are made in this chapter:

• This chapter fully models the GFDM full-duplex transceiver with PN, CFO and

IQ imbalance. Both analog and digital SI cancellation stages are included to

develop a complementary digital SI cancellation method.

• In the uplink, residual SI power after analog and digital SI cancellations and

desired signal power given the RF impairments are derived. Furthermore, in the

downlink, desired signal and co-channel interference signal powers are derived.

• This chapter also derives the SIR for both uplink and downlink. When com-

paring GFDM and OFDM, it is illustrated that the GFDM transceiver is more

sensitive to the RF impairments than the OFDM transceiver. To mitigate this

problem, optimal receiver filters to maximize the SIR of the GFDM transceiver

are designed.

• The rate region is an important concept and refers to the ordered pair of the

downlink data rate and uplink data rate. In this problem, these two are mu-

tually dependent because the transmit powers affect both SI and co-channel

interference. Furthermore, the rate region by maximizing the uplink rate un-

der the constraint of constant downlink rate is derived. An algorithm for the

rate-region computation is also developed.

• All the theoretical derivations are verified with simulation results. Full-duplex
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Figure 2.2: Block diagram of BS full-duplex GFDM transceiver and uplink and down-
link users.

GFDM and OFDM transceivers are comparatively evaluated. Note that the

collective impact of PN, CFO and IQ imbalance has not been investigated pre-

viously before the work reported in this thesis.

The results of this chapter were published in [113, 114].

2.1 System Model

The details of the considered system in Figure 2.1 are given in Figure 2.2. The con-

sidered system consists of a full-duplex BS equipped with single separate transmit

and receive antennas for serving an uplink user U2 and a downlink user U1 , simulta-

neously. The system suffers from PN, CFO and IQ imbalance. The U2 transmitter

has no PN nor IQ imbalance impairments. Moreover, the U1 receiver has no PN and

IQ imbalance but has a CFO mismatch. These simplifying assumptions are made in

order to isolate and focus on the effects of RF impairments and SI cancellation on

the GFDM transceiver.

2.1.1 Uplink Transmission

The BS GFDM transceiver generates the transmit signal x[n] in (1.2) for M time-

slots with K subcarriers. The analog baseband signal, x(t), is passed through the IQ
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mixer. I-and Q-branch amplitude and phases mismatches create an undesired signal,

which is the mirror image of the original signal. Thus, the IQ mixer output may be

written as [50]

xIQ(t) = (gTx,dx(t) + gTx,Ix
∗(t))ejϕTx(t), (2.1)

where gTx,d and gTx,I are the transmitter IQ mixer responses for the direct and image

signals, respectively, and ϕTx(t) is random PN of the local oscillator of the trans-

mitter side. The transmit signal is amplified with a high gain amplifier and sent

over the wireless channel. However, part of it appears as SI in the BS local receiver.

Consequently, the received signal in BS from U2 could be expressed as

ŷ(t) = s(t) ∗ h2(t) + xIQ(t) ∗ hSI(t) + w2(t), (2.2)

where s(t) is uplink transmit signal from U2 to BS, h2(t) is the uplink multipath

channel, hSI(t) is the multipath coupling channel between the local transmitter and

the receiver of BS, and w2(t) is additive white Gaussian noise (AWGN) with zero

mean and variance N0. The samples of GFDM signal s(t) may be expressed by (1.2)

with αs being the average transmit power and with i.i.d. input symbols of dsk,m.

To suppress the SI signal, active analog cancellation is applied by subtracting the

reconstruction signal. Thus, the resulting signal may be expressed as

y(t) = s(t) ∗ h2(t) + xIQ(t) ∗ hRSI(t) + w2(t), (2.3)

where hRSI(t) = hSI(t)− hALC(t) is residual SI channel where hALC(t) is estimate of

the the multipath coupling channel Empirically, 30 dB SI attenuation is possible with

active analog SI cancellation [8]. Next, y(t) goes through the receiver IQ mixer which,

similar to transmitter, has IQ imbalances and produces the image signal. Moreover,

this model considers CFO between the local oscillators of the transmitter and receiver

of BS. Thus, the signal at the output of the IQ mixer is written as

yIQ(t) = gRx,dy(t)e
−jϕRx(t)ej2π∆f t + gRx,Iy

∗(t)ejϕRx(t)e−j2π∆f t, (2.4)

31



where gRx,d and gRx,I are the receiver IQ mixer responses for the direct and image

signals. Moreover, ϕRx(t) is random PN of the local oscillator of the receiver side and

∆f indicates the difference between carrier frequency of the receiver and transmitter

local oscillators. According to (2.4) and assuming L-tap propagation channels (h[n] =∑︁L−1
l=0 hlδ[n− l]), the sampled signal could be expressed as

yIQ[n] =

(︃ L−1∑︂
l=0

hIRSI [n, l]x[n− l] + hQRSI [n, l]x
∗[n− l] + hI2[n, l]s[n− l]+

hQ2 [n, l]s
∗[n− l]

)︃
+ wI

2[n] + wQ
2 [n],

(2.5)

where equivalent channel responses for individual signal components can be written

as

hIRSI [n, l] =gTx,dgRx,dhRSI,le
j(ϕTX [n−l]−ϕRX [n])e

j2πϵn
K + g∗Tx,IgRx,Ih

∗
RSI,l

e−j(ϕTX [n−l]−ϕRX [n])e
−j2πϵn

K

hQRSI [n, l] =gTx,IgRx,dhRSI,le
j(ϕTX [n−l]−ϕRX [n])e

j2πϵn
K + g∗Tx,dgRx,Ih

∗
RSI,l

e−j(ϕTX [n−l]−ϕRX [n])e
−j2πϵn

K

hI2[n, l] =gRx,dh2,le
−jϕRX [n]e

j2πϵn
K hQ2 [n, l] = gRx,Ih

∗
2,le

jϕRX [n]e
−j2πϵn

K

wI
2[n] =gRx,de

−jϕRX [n]e
j2πϵn

K w2[n] wQ
2 [n] = gRx,Ie

jϕRX [n]e
−j2πϵn

K w∗
2[n],

(2.6)

where ϵ is the normalized CFO by subcarrier spacing. Before deploying active dig-

ital cancellation, the samples are sent to GFDM demodulator where the estimated

symbol at k′-th subcarrier and m
′-th time-slot is ˆ︁ds

k′ ,m′ according to (1.4) with re-

ceiver filter impulse response f [n]. Finally, to further decrease the residual SI signal,

classical active digital cancellation techniques [50] can be used. This method utilizes

the replica of transmitted symbols, dk′,m′ , and estimation of the equivalent residual

SI channel, ĥ
I

RSI [n, l], and then generates and subtracts digital cancellation symbols

from the demodulated symbols. Furthermore, [50] shows that after the classical active

digital cancellation, conjugate SI signal is the dominant source of distortion. Thus,

it proposed widely-linear digital SI cancellation method[50] in which SI image com-

ponents are also attenuated. This method can be done in similar manner as classical
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active digital cancellation by this difference that the replica of conjugate of the trans-

mitted symbols, d∗k′,m′ , and estimation of the equivalent image residual SI channel,

ĥ
Q

RSI [n, l], are utilized to generate digital cancellation symbols. Thus, it is adopted for

full-duplex GFDM and refer to the combination of classical active digital cancellation

and widely-linear digital SI cancellation as complementary active digital cancellation.

The output of complementary active digital cancellation could be expressed as

ˆ︁ds,C−DLC

k′ ,m′ =
(︁
RSI

k′,m′ −RDLC
k′,m′

)︁
+
(︂
RSI,im

k′,m′ −RDLC,i
k′,m′

)︂
+Rs

k′,m′ +Rs,im
k′,m′ + weq

k′,m′ + weq,im
k′,m′ ,

(2.7)

where RSI
k′,m′ , RSI,im

k′,m′ , Rs
k′,m′ , Rs,im

k′,m′ , weq
k′,m′ and weq,im

k′,m′ are corresponding terms for SI

signal, desired signal and the equivalent noise after GFDM demodulator. Moreover,

RDLC
k′,m′ and RDLC,i

k′,m′ are classical digital active cancellation and widely-linear digital SI

cancellation terms, respectively, which are written as

RDLC
k′,m′=

√
αdk′,m′

L−1∑︂
l=0

MK−1∑︂
n=0

ĥ
I

RSI [n, l]fm′ [n]gm′ [n−l]e
−j2πk

′
l

K

RDLC,i
k′,m′ =

√
αd∗k′,m′

L−1∑︂
l=0

MK−1∑︂
n=0

ĥ
Q

RSI [n, l]fm′ [n]g∗m′ [n−l]e
−j2πk

′
(2n−l)

K ,

(2.8)

where ĥ
I

RSI [n, l] and ĥ
Q

RSI [n, l] indicate equivalent channel estimation of the linear

SI signal and the conjugate SI signal, respectively. Note that output of the classi-

cal active digital cancellation is derived by, ˆ︁ds,DLC

k′ ,m′ = ˆ︁ds,C−DLC

k′ ,m′ + RDLC,i
k′,m′ . Clearly,

the estimated symbol in (2.7) contains ICI and ISI terms from SI signal and uplink

transmitted signal, which are caused by the RF impairments and non-orthogonality

of GFDM.

2.1.2 Downlink Transmission

The signal received by U1 in downlink may be written as

r(t) = xIQ(t) ∗ h1(t) + s(t) ∗ h3(t) + w1(t), (2.9)

where h1(t) is downlink multipath channel, h3(t) is the channel between downlink and

uplink users, and w1(t) is the additive Gaussian noise with zero mean and variance
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N0. This study assumes that the normalized CFO by subcarrier spacing between the

oscillators of BS and U1 transmitters is equal to ϵ. With the L-tap channels, the

discrete samples of the received signal become

rCFO[n] =

(︃ L−1∑︂
l=0

hI1[n, l]x[n− l] + hQ1 [n, l]x
∗[n− l] + h3,ls[n− l]

)︃
+ w1[n] (2.10)

where the equivalent channel responses are given by

hI1[n, l] = gTx,dh1,le
jϕTX [n−l]e

j2πϵn
K hQ1 [n, l] = gTx,Ih1,le

jϕTX [n−l]e
j2πϵn

K . (2.11)

Thus, signal (2.10) goes through GFDM demodulator and the estimated symbol

at k′-th subcarrier and m′-th time-slot is

ˆ︁dk′ ,m′ =
MK−1∑︂
n=0

(rCFO[n])wm′ [n]e
−j2πk

′
n

K = Ud
k′,m′ + Ud,im

k′,m′ + U s
k′,m′ +N eq

k′,m′ , (2.12)

where wm [n] = w[n−mK]MK is circularly shifted version of receiver filter impulse

response w[n]. Moreover, Ud
k′,m′ and Ud,im

k′,m′ are corresponding terms for downlink

signal and U s
k′,m′ is corresponding term to interference signal from U2 on U1 . Finally,

N eq
k′,m′ indicates the equivalent noise. All of these terms could be derived by utilizing

(2.10), (2.11) and (2.12).

2.2 Signal Power Analysis

This section derives the powers of desired signal, interference signal and noise in both

downlink and uplink. It assumes two separate up/down conversion oscillators of the

BS. This will result in two separate PN processes. Indeed, if there is a physical

separation in the transmitter and receiver of BS, then this model is appropriate.

Moreover, single common local oscillator for both up/down conversions has also been

considered for compact full-duplex transceivers [8].

2.2.1 Uplink Transmission

In this section, the power of the residual SI signal, the power of desired signal, and

the power of the equivalent noise are derived.
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Residual SI signal power

This is derived using standard models for the residual SI channel and PN. It is assumed

that hRSI [n] =
∑︁L−1

l=0 hRSI,lδ[n− l] is a wide-sense stationary uncorrelated scattering

(WSSUS) process. WSSUS processes are commonly used for modeling multipath fad-

ing channels, e.g., to describe the short-term variations. The WSSUS model allows the

channel correlation function to be time-invariant and the paths with different delays

to be uncorrelated. These properties have been observed empirically. For this reason,

the system model assumes WSSUS processes for all wireless channels. Accordingly,

the taps hRSI,l are mutually independent, Eh[hRSI,l] = 0 and Eh [|hRSI,l|2] = σ2
RSI,l,

l = 0, 1, ..., L − 1 [8]. Furthermore, Brownian motion free-running oscillators [31]

generate PN. The autocorelation function of ϕ[n] may be expressed as

Eϕ

[︁
ejϕ[n1]e−jϕ[n2]

]︁
= e−2|n1−n2|πβTs . (2.13)

Moreover, complex data symbols are uncorrelated (Ed[dk1,m1d
∗
k2,m2

] = δ[k1−k2]δ[m1−

m2]). Moreover, the multipath fading channels, transmitted data and PN are indepen-

dent random processes. By utilizing them, the variance of the residual SI after active

analog cancellation is given by σSI−ALC
k′,m′ = E

[︁
|RSI

k′,m′|2
]︁
= Eh

[︁
Eϕ

[︁
Ed

[︁
|RSI

k′,m′ |2
]︁]︁]︁

,

which after straightforward manipulation, is derived as

σSI−ALC
k′,m′ = α

L−1∑︂
l=0

MK−1∑︂
n1=0

MK−1∑︂
n2=0

fm′ [n1]f
∗
m′ [n2]e

−4|n1−n2|πβTs

(︃
|gTX,dgRX,d|2e

j2π(n1−n2)ϵ
K + |gTX,IgRX,I |2e

−j2π(n1−n2)ϵ
K

)︃
×

K−1∑︂
k=0

M−1∑︂
m=0

σ2
RSI,lgm[n1 − l]g∗m[n2 − l]e

j2π(n1−n2)(k−k
′
)

K .

(2.14)

The power of the residual SI after complementary active digital cancellation can
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be defined as σSI−DLC
k′,m′ = E

[︁
|RSI

k′,m′ −RDLC
k′,m′|2

]︁
which is given by

σSI−DLC
k′,m′ = α

MK−1∑︂
n1=0

MK−1∑︂
n2=0

fm′ [n1]f
∗
m′ [n2]e

−4|n1−n2|πβTs

(︃
|gTX,dgRX,d|2e

j2π(n1−n2)ϵ
K + |gTX,IgRX,I |2e

−j2π(n1−n2)ϵ
K

)︃
×
{︃[︃ L−1∑︂

l=0

K−1∑︂
k=0

M−1∑︂
m=0

k ̸=k′&m ̸=m′

σ2
RSI,lgm[n1 − l]g∗m[n2 − l]e

j2π(n1−n2)(k−k
′
)

K

]︃

+

[︃
σ2
eegm′ [n1 − l]g∗m′ [n2 − l]

]︃}︃
,

(2.15)

where σ2
ee is the channel estimation error variance, which is modeled as σ2

ee = t × κ

where t and κ indicate active analog cancellation and active digital cancellation sup-

pression, respectively [8]. Note that (2.14) and (2.15) depend on multipath profile,

3-dB PN bandwidth, normalized CFO, IQ imbalance coefficients, number of sub-

carriers and time-slots and GFDM receiver and transmitter filters. Thus, all these

parameters affect the efficiency of analog and digital SI cancellations. Similarly, the

conjugate-residual-SI signal power after active analog cancellation and after comple-

mentary active digital cancellation could be formulated as

σSI−im−ALC
k′,m′ = α

L−1∑︂
l=0

MK−1∑︂
n1=0

MK−1∑︂
n2=0

fm′ [n1]f
∗
m′ [n2]e

−4|n1−n2|πβTs

(︂
|gTX,IgRX,d|2e

j2π(n1−n2)ϵ
K + |gTX,dgRX,I |2e

−j2π(n1−n2)ϵ
K

)︂
×

K−1∑︂
k=0

M−1∑︂
m=0

σ2
RSI,lg

∗
m[n1 − l]gm[n2 − l]e

−j2π(n1−n2)(k+k
′
)

K ,

(2.16)

and
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σSI−im−DLC
k′,m′ = α

MK−1∑︂
n1=0

MK−1∑︂
n2=0

fm′ [n1]f
∗
m′ [n2]e

−4|n1−n2|πβTs

(︂
|gTX,IgRX,d|2e

j2π(n1−n2)ϵ
K + |gTX,dgRX,I |2e

−j2π(n1−n2)ϵ
K

)︂
×
{︃[︃ L−1∑︂

l=0

K−1∑︂
k=0

M−1∑︂
m=0

k ̸=k′&m ̸=m′

σ2
RSI,lg

∗
m[n1 − l]gm[n2 − l]e

−j2π(n1−n2)(k+k
′
)

K

]︃

+

[︃
σ2
eeg

∗
m′ [n1 − l]gm′ [n2 − l]e

−j4π(n1−n2)k
′

K

]︃}︃
,

(2.17)

where σSI−im−ALC
k′,m′ = E

[︂
|RSI,im

k′,m′ |2
]︂

and σSI−im−DLC
k′,m′ = E

[︂
|RSI,im

k′,m′ −RDLC,i
k′,m′ |2

]︂
. Again,

the results depend on multiple system parameters, and hence provide the means and

flexibility of system performance evaluations for different configurations. Following

(2.15) and (2.17), total power of residual SI signal after complementary active digital

cancellation may be expressed as

σSI
k′,m′ = σSI−DLC

k′,m′ + σSI−im−DLC
k′,m′ . (2.18)

Desired uplink signal power

By substituting k = k′ and m = m′, the desired symbol could be extracted from

Rs
k′,m′ as

ds−up
k′,m′ =

√
αsd

s
k′,m′

L−1∑︂
l=0

MK−1∑︂
n=0

hI2[n, l]fm′ [n]gm′ [n− l]e
−j2πk

′
l

K . (2.19)

Thus, from (2.19), interference signal could be expressed as Rss
k′,m′ = Rs

k′,m′−ds−up
k′,m′ .

A WSSUS uplink channel h2[n] =
∑︁L−1

l=0 h2,lδ[n−l] is assumed. Thus h2,l are mutually

independent, E[h2,l] = 0 and E [|h2,l|2] = σ2
2,l, l = 0, 1, ..., L−1. Therefore, the variance

of the desired symbol could be expressed as

σs
k′,m′ = E

[︁
|ds−up

k′,m′|2
]︁
= αs|gRX,d|2

L−1∑︂
l=0

MK−1∑︂
n1=0

MK−1∑︂
n2=0

σ2
2,l

e−2|n1−n2|πβTsfm′ [n1]f
∗
m′ [n2]gm′ [n1 − l]g∗m′ [n2 − l]e

j2π(n1−n2)ϵ
K .

(2.20)

The interference signals could be considered as Rss
k′,m′ and Rs,im

k′,m′ . The variance of
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the first-term could be calculated as
σRss

k′,m′ = E
[︁
|Rs

k′,m′ − ds−up
k′,m′|2

]︁
= E

[︁
|Rs

k′,m′|2
]︁
+ E

[︁
|ds−up

k′,m′ |2
]︁

− 2real
(︁
E
[︁
R∗s

k′,m′d
s−up
k′,m′

]︁)︁
= E

[︁
|Rs

k′,m′|2
]︁
+ E

[︁
|ds−up

k′,m′ |2
]︁

− 2E
[︁
|ds−up

k′,m′ |2
]︁
= σRs

k′,m′ − σs
k′,m′

(2.21)

where σRs

k′,m′ = E
[︁
|Rs

k′,m′ |2
]︁

is equal to

σRs

k′,m′ = αs|gRX,d|2
L−1∑︂
l=0

MK−1∑︂
n1=0

MK−1∑︂
n2=0

K−1∑︂
k=0

M−1∑︂
m=0

σ2
2,le

−2|n1−n2|πβTs

fm′ [n1]f
∗
m′ [n2]gm[n1 − l]g∗m[n2 − l]e

j2π(n1−n2)(ϵ+k−k
′
)

K .

(2.22)

Moreover, the variance of the second term could be expressed as

σRs,im

k′,m′ = αs|gRX,I |2
L−1∑︂
l=0

MK−1∑︂
n1=0

MK−1∑︂
n2=0

K−1∑︂
k=0

M−1∑︂
m=0

σ2
2,le

−2|n1−n2|πβTs

fm′ [n1]f
∗
m′ [n2]g

∗
m[n1 − l]gm[n2 − l]e

−j2π(n1−n2)(ϵ+k+k
′
)

K .

(2.23)

Obviously, derived results are function of system parameters including amount of

PN, CFO, IQ imbalance, channel propagation and GFDM parameters. The total

power of the interference signal is given by

σs,i
k′,m′ = σRs

k′,m′ + σRs,im

k′,m′ − σs
k′,m′ . (2.24)

Equivalent noise power

Since additive Gaussian noise is CN (0, N0), the variance of direct equivalent noise

weq
k′,m′ in (2.7) is given by

σweq

k′,m′ = E
[︁
|weq

k′,m′ |2
]︁
= |gRX,d|2N0

MK−1∑︂
n=0

|fm′ [n]|2. (2.25)

Similarly, the power of image equivalent noise weq,im
k′,m′ in (2.7) is written as

σweq,im

k′,m′ = E
[︁
|weq,im

k′,m′ |2
]︁
= |gRX,I |2N0

MK−1∑︂
n=0

|fm′ [n]|2. (2.26)

According to (2.25) and (2.26), noise power depends on IQ coefficient, noise vari-

ance and the receiver filter. Moreover, they are independent of subcarrier index.

Finally, the total noise power can be written as

σw
k′,m′ = σweq

k′,m′ + σweq,im

k′,m′ . (2.27)
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2.2.2 Downlink Transmission

Here, the power of the downlink signal and interference signal between the two users

and noise are derived in closed-form. According to the WSSUS model for downlink

channel h1[n] =
∑︁L−1

l=0 h1[l]δ[n − l], h1,l are mutually independent, E[h1,l] = 0 and

E [|h1,l|2] = σ2
1,l, l = 0, 1, ..., L− 1.

Desired downlink signal power

According to (2.12), desired downlink symbol can be extracted from Ud
m′,k′ by substi-

tuting k = k′ and m = m′ as

ds−down
k′,m′ =

√
αdk′,m′

L−1∑︂
l=0

MK−1∑︂
n=0

hI1[n, l]wm′ [n]gm′ [n− l]e
−j2πk

′
l

K . (2.28)

The variance of the desired downlink symbol is thus written as

σd
k′,m′ = E

[︁
|ds−down

k′,m′ |2
]︁
= α|gTX,d|2

L−1∑︂
l=0

MK−1∑︂
n1=0

MK−1∑︂
n2=0

σ2
1,l

e−2|n1−n2|πβTswm′ [n1]w
∗
m′ [n2]gm′ [n1 − l]g∗m′ [n2 − l]e

j2π(n1−n2)ϵ
K .

(2.29)

Now by subtracting the desired downlink symbol in (2.28), interference signals may

be considered as Ud
k′,m′−ds−down

k′,m′ and Ud,im
k′,m′ . Similar to (2.21) and according to (2.10),

(2.11) and (2.12), the variance of the first term could be calculated as σUd

k′,m′ − σd
k′,m′

where σUd

k′,m′ = E
[︁
|Ud

k′,m′ |2
]︁

is given by

σUd

k′,m′ = α|gTX,d|2
L−1∑︂
l=0

MK−1∑︂
n1=0

MK−1∑︂
n2=0

K−1∑︂
k=0

M−1∑︂
m=0

σ2
1,le

−2|n1−n2|πβTs

wm′ [n1]w
∗
m′ [n2]gm[n1 − l]g∗m[n2 − l]e

j2π(n1−n2)(ϵ+k−k
′
)

K .

(2.30)

Furthermore, the variance of the second term is given by

σUd,im

k′,m′ = α|gTX,I |2
L−1∑︂
l=0

MK−1∑︂
n1=0

MK−1∑︂
n2=0

K−1∑︂
k=0

M−1∑︂
m=0

σ2
1,le

−2|n1−n2|πβTs

wm′ [n1]w
∗
m′ [n2]g

∗
m[n1 − l]gm[n2 − l]e

j2π(n1−n2)(ϵ−k−k
′
)

K .

(2.31)

Thus, the total power of the interference signal is given by

σd−i
k′,m′ = σUd

k′,m′ + σUd,im

k′,m′ − σd
k′,m′ . (2.32)
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The results clearly show that power of different components of desired downlink signal

are dependent of phase 3-dB PN bandwidth, CFO parameter, IQ imbalance coeffi-

cients, multipath profile of channels and GFDM parameters.

Co-channel interference signal power

Again the WSSUS model is assumed for co-channel interference channel between the

uplink user and the downlink user, which is expressed as h3[n] =
∑︁L−1

l=0 h3,lδ[n − l].

Thus, the taps h3,l are mutually independent, E[h3,l] = 0 and E [|h3,l|2] = σ2
3,l, l =

0, 1, ..., L − 1. Following (2.10), (2.11) and (2.12), the variance of the interference

signal from U2 onto U1 can be expressed as

σUs

k′,m′ = αs

L−1∑︂
l=0

MK−1∑︂
n1=0

MK−1∑︂
n2=0

K−1∑︂
k=0

M−1∑︂
m=0

σ2
3,lwm′ [n1]w

∗
m′ [n2]

gm[n1 − l]g∗m[n2 − l]e
j2π(n1−n2)(ϵ+k−k

′
)

K .

(2.33)

This co-channel interference (2.33) is a function of multipath profile of channel be-

tween the two users, the normalized CFO and the transmit and receive filters of

GFDM.

Equivalent noise power

Since additive noise is distributed as N (0, N0), the variance of equivalent noise in

(2.12) may be expressed as

σNeq

k′,m′ = E
[︁
|N eq

k′,m′|2
]︁
= N0

MK−1∑︂
n=0

|wm′ [n]|2. (2.34)

Similar to the case of uplink transmission, the power of equivalent noise depends on

the variance of noise and summation of the receiver filter coefficients and is indepen-

dent of the index of the subcarrier.

2.3 SIR Formulation and Filter Optimization

Here, SIRs for both downlink and uplink are derived, and SIR-maximizing optimal

receiver filters for BS and U1 are proposed.
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2.3.1 Uplink Transmission

From (2.18), (2.20) and (2.24), the SIR of the estimated symbol in the k′-th subcarrier

and the m′-th subsymbol is written as

Γup
k′,m′ =

σs
k′,m′

σSI
k′,m′ + σs,i

k′,m′

. (2.35)

Since it uses non-orthogonal waveforms, one can expect GFDM to perform worse

than OFDM in the presence of RF impairments. This suggests that it should achieve

lower SIR than OFDM. Fortunately, the performance of GFDM can be improved by

exploiting the degrees of freedom inherent in receiver prototype filter f [n]. However,

the SIR depends on both transmit and receive filter prototypes (g[n] and f [n]). To

retain the benefits of GFDM, such as lower out-of-band emissions, g[n] is fixed to be

a conventional filter of raised cosine type.

Following that, receiver filter {f [n]} to maximize the SIR given RF impairments

can be optimized. Denote fk′,m′ = Sk′Mm′M f0,0 ∈ CMK×1 contains samples of

fk′,m′ [n] = fm′ [n]e
−j2πk

′
n

K in (1.4), where f0,0 ∈ CMK×1 is the column vector in-

cluding receiver filter f [n] samples, Mm′M ∈ CMK×MK circularly shifts f0,0 and

Sk′ = diag
(︂[︂

1, e
−j2πk′

K , ..., e
−j2πk′(MK−1)

K

]︂)︂
∈ CMK×MK is the subcarrier mapping ma-

trix. It is worth mentioning that (1.4) could be expressed as d̂
s

k′,m′ = yIQfk′,m′

where yIQ ∈ C1×MK contains yIQ[n]. Moreover, the derived variances in matrix

form can be written as σs
k′,m′ = αsf

H
k′,m′Vs

k′,m′fk′,m′ , σSI
k′,m′ = αfHk′,m′VSIfk′,m′ and

σs,i
k′,m′ = αs

(︁
fHk′,m′VRfk′,m′ − fHk′,m′Vs

k′,m′fk′,m′
)︁

where

V s
k′,m′ [n2, n1] =

L−1∑︂
l=0

|gRX,d|2σ2
2,le

−2|n1−n2|πβTsgm′ [n1 − l]g∗m′ [n2 − l]e
j2π(n1−n2)(ϵ+k′)

K .

(2.36)
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V SI [n2, n1] = e−4|n1−n2|πβTs

{︃[︃ L−1∑︂
l=0

K−1∑︂
k=0

M−1∑︂
m=0

k ̸=k′&m̸=m′

σ2
RSI,lgm[n1 − l]g∗m[n2 − l]

(︂
|gTX,dgRX,d|2e

j2π(n1−n2)(ϵ+k)
K + |gTX,IgRX,I |2e

−j2π(n1−n2)(ϵ−k)
K + |gTX,IgRX,d|2

e
j2π(n1−n2)(ϵ−k)

K + |gTX,dgRX,I |2e
−j2π(n1−n2)(ϵ+k)

K

)︂]︃
+

[︃
σ2
eegm′ [n1 − l]g∗m′ [n2 − l](︂

|gTX,dgRX,d|2

e
j2π(n1−n2)(ϵ+k

′
)

K + |gTX,IgRX,I |2e
−j2π(n1−n2)(ϵ−k

′
)

K + |gTX,IgRX,d|2e
j2π(n1−n2)(ϵ−k

′
)

K

+ |gTX,dgRX,I |2e
−j2π(n1−n2)(ϵ+k

′
)

K

)︂]︃}︃

(2.37)

V R[n2, n1] =
L−1∑︂
l=0

K−1∑︂
k=0

M−1∑︂
m=0

σ2
2,lgm[n1 − l]g∗m[n2 − l]e−2|n1−n2|πβTs

(︂
|gRX,d|2e

j2π(n1−n2)(ϵ+k)
K + |gRX,I |2e

−j2π(n1−n2)(ϵ+k)
K

)︂
.

(2.38)

Now, in order to find f0,0 that maximizes SIR, the SIR is rewriten in matrix form

as

Γup =
αs

∑︁K−1
k′=0

∑︁M−1
m′=0 f

H
k′,m′Vs

k′,m′fk′,m′∑︁K−1
k′=0

∑︁M−1
m′=0 f

H
k′,m′Vfk′,m′ − αsfHk′,m′Vs

k′,m′fk′,m′
=

fH0,0T1f0,0

fH0,0(T2 −T1)f0,0
(2.39)

where V = αVSI + αsV
R , T1 = αs

∑︁K−1
k′=0

∑︁M−1
m′=0M

H
m′MSH

k′V
s
k′,m′Sk′Mm′M and

T2 =
∑︁K−1

k′=0

∑︁M−1
m′=0M

H
m′MSH

k′VSk′Mm′M . Therefore, the filter design problem for

maximizing the SIR could be formulated as

fopt0,0 = arg max
x

xHT1x

xH(T2 −T1)x

s.t. ||x||2 = 1

(2.40)

where x ∈ CMK×1 and ||x|| indicates norm of x. To solve this, first consider the

Cholesky factorization as T2 −T1 = LLH . This can be substituted in (2.40) to yield

xHT1x

xH(T2 −T1)x
=

xHT1x

xH(LLH)x
=

yHL−1T1L
H−1y

yHy

where y = LHx. The above ratio is known as the Rayleigh quotient [115]. It can

be readily shown that the Rayleigh quotient reaches its maximum value when y is
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the corresponding eigenvector of the maximum eigenvalue of L−1T1L
H−1. But, this

eigenvalue remains the same if LH−1L−1T1 = (T2−T1)
−1T1. Therefore, the optimal

receiver filter is given by [116]

fopt0,0 ∝ max
[︁
eigenvector

(︁
(T2 −T1)

−1T1

)︁]︁
. (2.41)

Thus, this optimal receiver filter maximizes the SIR of the GFDM full-duplex under

the RF impairments after active analog cancellation and complementary digital linear

cancellation.

2.3.2 Downlink Transmission

Due to the full duplex operation of the BS, uplink and downlink transmissions occupy

same frequency and time slots. Thus, interference from U2 in uplink on U1 in downlink

decreases the performance of the downlink. The uplink section has proposed the SIR-

maximizing receiver filter. However, with two stage SI cancellations, residual SI as a

main source of interference on the desired uplink signal is eliminated. But since there

is no interference cancellation in the downlink, receiver filter design alleviates the

effects of interference signal from other user. By utilizing (2.30), (2.31) and (2.33),

SIR for the k′-th subcarrier and m′-th subsymbol can be expressed as

Γdown
k′,m′ =

σd
k′,m′

σd−i
k′,m′ + σUs

k′,m′

. (2.42)

Similar to the uplink case, the variance terms in (2.42) can be written as a function

of the receiver filter. Let us denote wk′,m′ = Sk′Mm′Mw0,0 ∈ CMK×1 where w0,0 ∈

CMK×1 is the column vector including receiver filter w[n] samples. The variances could

be expressed in matrix form as σd
k′,m′ = αwH

k′,m′ηdk′,m′wk′,m′ , σUs

k′,m′ = αsw
H
k′,m′ηswk′,m′

and σd−i
k′,m′ = α

(︁
wH

k′,m′ηd,ifk′,m′ −wH
k′,m′ηdk′,m′wk′,m′

)︁
where

ηdk′,m′ [n2, n1] =
L−1∑︂
l=0

|gTX,d|2σ2
1,le

−2|n1−n2|πβTsgm′ [n1 − l]g∗m′ [n2 − l]e
j2π(n1−n2)(ϵ+k′)

K ,

(2.43)
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ηs[n2, n1] =
L−1∑︂
l=0

K−1∑︂
k=0

M−1∑︂
m=0

σ2
3,lgm[n1 − l]g∗m[n2 − l]e

j2π(n1−n2)(ϵ+k)
K , (2.44)

and

ηd−i
m′ [n2, n1] =

L−1∑︂
l=0

K−1∑︂
k=0

M−1∑︂
m=0

σ2
1,lgm[n1 − l]g∗m[n2 − l]

e−2|n1−n2|πβTs

(︂
|gTX,d|2e

j2π(n1−n2)(ϵ+k)
K + |gTX,I |2e

j2π(n1−n2)(ϵ−k)
K

)︂
.

(2.45)

By utilizing (2.43), (2.45) and (2.44), the SIR of the downlink can be written as

Γdown =
α
∑︁K−1

k′=0

∑︁M−1
m′=0w

H
k′,m′ηdk′,m′wk′,m′∑︁K−1

k′=0

∑︁M−1
m′=0w

H
k′,m′ηTwk′,m′ − αwH

k′,m′ηdk′,m′wk′,m′
=

wH
0,0T3w0,0

wH
0,0(T4 −T3)w0,0

(2.46)

where ηT = αsη
s + αηd−i , T3 = α

∑︁K−1
k′=0

∑︁M−1
m′=0M

H
m′MSH

k′η
d
k′,m′Sk′Mm′M and T4 =∑︁K−1

k′=0

∑︁M−1
m′=0M

H
m′MSH

k′η
TSk′Mm′M . Following (2.40) and (2.46), optimal uplink re-

ceiver filter is given by

wopt
0,0 ∝ max

[︁
eigenvector

(︁
(T4 −T3)

−1T3

)︁]︁
. (2.47)

2.4 Achievable Rate Region

The achievable rate region is the pair (Rd, Ru) where Ru is the uplink data rate, and

Rd is the downlink data rate. In cellular systems, data rates are typically asymmetric

(Rd ≫ Ru). Thus, it is necessary to consider the rate region of the two directions,

and the individual transmission rate of each direction must be evaluated. However,

Rd and Ru are mutually dependent because the transmit powers affect both SI and

co-channel interference. Therefore, the rate region can be obtained by maximizing

the uplink rate under the constraint of constant downlink rate.

Here, both downlink and uplink rates are expressed and their rates are formulated.

By using residual SI power after complementary digital linear cancellation (2.18),

desired signal (2.20) and equivalent thermal noise (2.27) for uplink in Section 2.2.1,

and Similarly, according to derived expressions (2.29)-(2.34) for downlink in Section

2.2.2, SINR of uplink and downlink can be formulated as
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Algorithm 1 Maximum uplink rate for a downlink target rate.
1: Set maximum allowable power Pmax.
2: Compute Rth = Rd(Pmax, Pmax) using (2.49).
3: If Rc ≤ Rth, set αopt = Pmax and find αopt

s = Pmax via bisection method until
Rd(α, αs) = Rc and stop.
4: If Rc > Rth, set αopt

s = Pmax and find αopt = Pmax via bisection method until
Rd(α, αs) = Rc and stop.

Υup
k′,m′ =

σs
k′,m′

σSI
k′,m′ + σs,i

k′,m′ + σw
k′,m′

=
αsA

up
k′,m′

αsB
up
k′,m′ + αCup

k′,m′ +Dup
k′,m′

Υdown
k′,m′ =

σd
k′,m′

σd−i
k′,m′ + σUs

k′,m′ + σNeq

k′,m′

=
αAdown

k′,m′

αBdown
k′,m′ + αsCdown

k′,m′ +Ddown
k′,m′

(2.48)

whereAup
k′,m′ = fHk′,m′Vs

k′,m′fk′,m′ , Bup
k′,m′ = fHk′,m′(VR −Vs

k′,m′)fk′,m′ , Cup
k′,m′ = fHk′,m′VSIfk′,m′ ,

Dup = σw
k′,m′ , Adown

k′,m′ = wH
k′,m′ηdk′,m′wk′,m′ , Bdown

k′,m′ = wH
k′,m′(ηd−i − ηdk′,m′)wk′,m′ , Cdown

k′,m′ =

wH
k′,m′ηswk′,m′ and Ddown = σNeq

k′,m′ . According to (2.48), the uplink and downlink

achievable rates may be expressed as

Ru(α, αs) =
K−1∑︂
k′=0

M−1∑︂
m′=0

log2
(︁
1 + Υup

k′,m′

)︁
Rd(α, αs) =

K−1∑︂
k′=0

M−1∑︂
m′=0

log2
(︁
1 + Υdown

k′,m′

)︁
.

(2.49)

Note that both uplink and downlink rates are dependent of system parameters,

and different configurations could be considered for evaluating their performance.

Following (2.49), the optimized rate region is formulated as

max
α,αs

Ru(α, αs) (2.50a)

s.t. Rd(α, αs) = Rc (2.50b)

α ≤ Pmax, αs ≤ Pmax (2.50c)

where Rc is a constant and Pmax indicates maximum allowable power that can be

consumed in uplink and downlink transmissions. The problem (2.50) is not convex

in general because the objective function Ru(α, αs) is the logarithm of a rational

function. However, it can be solved optimally by utilizing the following property.
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Figure 2.3: Average residual SI power versus 3-dB PN bandwidth, normalized CFO
and IRR.

Proposition 1 : Given the target rate constraint Rd(α, αs) = Rc, Ru(α, αs) is mono-

tonically increasing over αs. Thus, the optimization problem (2.50) is equivalent to

maximizing αs under the same constraints. Define Rth = Rd(Pmax, Pmax) as the

threshold rate. The solution of equivalent problem is equal to αopt
s = Pmax when

Rc ≤ Rth and otherwise is αopt = Pmax.

Proof: See Appendix A.1.

Proposition 1 is exploited to develop Algorithm 1, which deploys the bisection

method to optimally solve (2.50).

2.5 Simulation Results

Here, the derived uplink and downlink expressions are verified with simulation results.

Moreover, GFDM full-duplex and OFDM are both evaluated and compared in the

presence of PN, CFO and IQ imbalance. It should be emphasized that the deriva-

tions make no restrictive assumptions on 3-dB PN bandwidth, normalized CFO, IRR,

GFDM parameters and the channel delay profile. In other words, the derived results

are valid for arbitrary scenarios. However, the following specific parameter values

are considered. For both GFDM and OFDM, the CP is equal to the length of the

channel, and the number of subcarriers is 32. Additionally, GFDM uses M = 5 time
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slots and a root raised-cosine filter with the roll-off factor 0.1. Sampling frequency is

equal to 15.36 MHz [8]. Each wireless channel has five (L = 5) independent Rayleigh

fading taps. The power delay profile of SI channel in [8] is utilized which is -30 dB, -65

dB, -70 dB and -75 dB for delays of 0, 1, 2 and 4 samples. Note that 30 dB antenna

separation results in -30 dB attenuation of the main tap. Without loss of general-

ity, SI channel hSI [n] is 10 dB stronger than interference channel between two users

h3[n]. The multipath downlink channel between BS transmitter and U1 has power

profile of [−30,−55,−60,−65,−70] dBs. Moreover, downlink channel h1[n] is 20 dB

stronger than uplink h2[n] channel. The same IQ imbalance level, IRRTx = IRRRx,

is considered for both transmitter and receiver. Consider 30 dB and 50 dB analog

and digital SI cancellations, respectively. Therefore, effective channel estimation er-

ror variance is equal to 80 dB. Furthermore, the noise variance is -60 dB, and the

maximum allowable power is -10 dB. The theoretical results are shown with dash

lines.

2.5.1 Full-duplex OFDM results

GFDM is a general form of OFDM. Thus, in the signal model (1.2), by setting number

of time-slots is equal to one, M = 1, and prototype filter g[n] is equal to rectangular

pulse shape, GFDM reduces to OFDM. Therefore, all the derived expressions can

also be used for full-duplex OFDM

2.5.2 SI Signal Power

Next, the residual SI power analysis (2.18) is verified by simulation results. Moreover,

the comparative OFDM results are also shown. GFDM with zero-forcing receiver

(legend GFDM-ZF) with α = 0 dB is assumed.

In Figure 2.3, average residual SI is plotted versus the 3-dB PN bandwidth, normal-

ized CFO and IQ imbalance for GFDM-ZF. Solid and dashed lines represent GFDM

and OFDM, respectively. There are five markers per each line. These represent the
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Figure 2.4: Uplink SIR versus 3-dB PN bandwidth, normalized CFO and IRR.

simulated points. For clarity, more simulation points are not shown. GFDM with

active analog cancellation (legend GFDM-ALC) is considered in (2.14) and (2.16).

Also considered is GFDM with both active digital cancellation and complementary

digital linear cancellation (legends GFDM-DLC and GFDM-C-DLC) in (2.15) and

(2.17).

First of all, the simulation results fully match the derived residual SI power. This

match points to an independent verification of the validity of the derivations.

This figure also alludes to how the three cancellation techniques will be affected

the RF impairments. Observe that C-DLC is slightly more effective than DLC. The

former employs conjugate residual SI cancellation, which improves the performance

significantly. Also note that ALC achieves the worst performance among the three

techniques.

In Figure 2.3a, for fixed values of CFO ϵ = 0.1 and 2.5 dB IQ imbalance, residual

SI is plotted as a function of PN β. This figure depicts the effects of PN on the

performance of the three SI cancellation techniques. For instance, the performance

of ALC is not sensitive to a PN increase. However, the situation is different for

both DLC and C-DLC. For the range 1 ≤ β ≤ 104, both remain roughly constant

regardless of β, but their performance degrades beyond that. However, this limit is

less than that of ALC.
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In Figure 2.3b, PN is set at 10 Hz and IQ imbalance at 2.5 dB and change CFO

ϵ. This figure depicts the effects of CFO on the performance of the SI cancellation

techniques. With increasing ϵ, the residual SI power after either DLC or C-DLC

increases and approaches that after ALC. According to (2.14)-(2.17), 3-dB PN band-

width, β, and normalized CFO, ϵ, appear in the exponential terms, and the trends

in Figure 2.3a and Figure 2.3b for higher values of β and ϵ can be due to these

exponential terms.

Figure 2.3c shows that residual SI increases with increasing IQ imbalance. In this

figure, β = 10 Hz and ϵ = 0.1 are fixed and IRR is changed. This figure depicts

the effects of IQ imbalance on the performance of the SI cancellation techniques.

Clearly, all of them rapidly degrade with the increasing IQ imbalance. Finally, OFDM

achieves lower residual SI than GFDM does. The reason may be that non-orthogonal

subcarriers of GFDM leads to more interference.

2.5.3 Uplink and Downlink SIR

This verifies the uplink and downlink SIR expressions (2.35) and (2.42) via simu-

lations. Moreover, GFDM with the optimal SIR-maximizing receiver filter (legend

GFDM-optimal) is compared against GFDM with matched filter receiver (legend

GFDM-MF) and GFDM-ZF. The optimal filter is derived for the parameter values

β = 50 Hz, ϵ = 0.2, and IRR=-37.5 dB, and this derived filter is used for all other

parameter values. The average transmit powers in uplink and downlink are assumed

equal, i.e., α = αs.

Figure 2.4 plots the uplink SIR as a function of 3-dB PN bandwidth, normal-

ized CFO and IRR. GFDM-MF, GFDM-ZF, GFDM with optimal receiver filters

and OFDM are compared. Solid and dashed lines represent GFDM and OFDM, re-

spectively. There are four or five marker points per each line. These represent the

simulated points. For clarity, more simulation points are not shown.

In all of the three sub figures, theoretical uplink SIR (2.35) and numerical simula-
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Figure 2.5: Downlink SIR versus 3-dB PN bandwidth, normalized CFO and IQ im-
balance.

tion result match perfectly. This fact points to the validity of the derivations.

Figure 2.4a illustrates SIR versus PN (β) for a 20% CFO and -37.5 dB IQ im-

balance. Obviously, the GFDM-optimal degrades the most with increasing PN β.

It is seen that GFDM-optimal always achieve higher SIR than the others, e.g., for a

10 Hz PN, 25 dB higher SIR than full-duplex OFDM. A surprising observation is that

OFDM achieves higher SIR GFDM-MF and GFDM-ZF. The reason is that GFDM

uses non-orthogonal subcarriers, which generate some mutual interference, which will

penalize the SIR measure. Clearly, ZF and MF strategies are not sufficient to mitigate

this effect. This however can be reversed by the use of optimal receiver filters.

In Figure 2.4b, the SIR is plotted as a function of CFO for a 50 Hz PN and -37.5

dB IQ imbalance. GFDM-ZF, GFDM-MF and OFDM reduce SIR for large CFOs.

However, these methods are outperformed by the optimal-filter based GFDM, e.g.,

for CFO ϵ = 0.2, it achieves 20 dB more SIR than OFDM. Although the optimal

filter and GFDM achieves lower SIR than OFDM for small CFO , e.g. ϵ = 0.1, since

this fitter was optimized for ϵ = 0.2. However, the receiver filter can be optimized for

lower CFO to improve the SIR.

Figure 2.4c represents the SIR versus IQ imbalance (measured by IRR) for fixed PN

(β = 50 Hz) and CFO (ϵ = 0.2). In all cases, increasing IQ imbalance degrades the
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SIR. Furthermore, GFDM-optimal outperforms OFDM, e.g., 17 dB gain is possible

at -30 dB IQ imbalance.

Figure 2.5 plots the downlink SIR as a function of 3-dB PN bandwidth, normal-

ized CFO and IRR. GFDM-MF, GFDM-ZF, GFDM with optimal receiver filters

and OFDM are compared. Solid and dashed lines represent GFDM and OFDM, re-

spectively. There are four or five marker points per each line. These represent the

simulated points. For clarity, more simulation points are not shown.

This figure shows a perfect match between theoretical (2.42) and simulations

results. In all cases, OFDM achieves higher SIR than GFDM-MF and GFDM-

ZF. Figure 2.5a shows SIR versus PN β for CFO (ϵ = 0.2) and IQ imbalance

(IRR = −37.5 dB). Increasing PN (β) decreases SIR in all cases. However, the

solution is to use optimal filter based GFDM, which outperforms the others and sig-

nificantly increase the SIR, e.g., for β = 10 Hz, it achieves an SIR 4 dB higher than

OFDM.

Figure 2.5b illustrates the SIR as a function of normalized CFO for PN (β = 50 Hz)

and IQ imbalance (IRR = −37.5 dB). For GFDM-MF and GFDM-ZF and OFDM,

increasing CFO (ϵ) directly amounts to the decrease of SIR. However, similar to

Figure 2.5a, GFDM-optimal alleviates this problem and achieves higher SIR than

others, e.g. for ϵ = 0.2, it achieves 4 dB more than OFDM. Similar to Figure 2.4, by

adjusting optimized point over the range of small CFO, the SIR can be improved.

In Figure 2.5c, the SIR is plotted versus IQ imbalance measured by IRR for PN

(β = 50 Hz) and CFO (ϵ = 0.2). In all cases, more IQ imbalance (higher values of

the IRR) degrades the SIR. However, this problem can be mitigated by the use of the

optimal filters, which achieves higher SIR than OFDM. For example, for a -30 dB IQ

imbalance, GFDM-optimal achieves 4 dB more in SIR than OFDM.

The main lesson of Figure 2.4 and Figure 2.5 is that RF impairments degrade

the performance of GFDM-MF and GFDM-ZF much more than that of OFDM.

This makes sense since GFDM relies on non-orthogonal waveforms. Fortunately, this
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Figure 2.6: Rate regions parameterized by 3-dB PN bandwidth, normalized CFO and
IRR.

problem can be rectified with use of the proposed GFDM optimal receiver filters in

both uplink and downlink. Indeed, in uplink, the optimal filter reduces the influence

of residual SI power and self-interference caused by RF impairments. Moreover, in

downlink, since no SI cancellation is employed, receiver filter design can be used to

suppress the uplink-user interference and achieve higher SIR.
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Figure 2.7: Receiver filters

Moreover, Figure 2.7 illustrates the receiver filters for MF, ZF and proposed optimal

filter (2.41) in the BS receiver. The number of subcarriers is 32, the number of
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subsymbols is 5, and the transmitter filter is a root raised-cosine filter with the roll-

off factor 0.1. In addition, β = 50 Hz, ϵ = 0.2, and IRR=-37.5 dB. Note that the

optimized filter is designed to maximize the SIR.

2.5.4 Achievable Rate Region

Figure 2.6 shows the rate regions parameterized by PN bandwidth, normalized CFO

and IQ imbalance. The solid lines and dashed lines represent GFDM and OFDM.

This figure includes analytical results only, no simulations. "G" and "O" stands for

GFDM and OFDM. Since it was found earlier that OFDM outperforms GFDM with

ZF and MF filters, only GFDM with optimal uplink and downlink filters (2.41) and

(2.47) is compared with OFDM.

In Figure 2.6a, the rate region is evaluated for CFO (ϵ = 0.2) and IQ imbalance

(-37.5 dB) and for PN values β = 100, 104 Hz. Obviously, higher PN results in lower

maximum uplink rate. Moreover, GFDM-Optimal achieves higher uplink rate than

OFDM, e.g., for downlink rate of 1.5 bps/Hz and 1 Hz PN, the uplink rate increases

500% over OFDM.

In Figure 2.6b, the rate region is evaluated for fixed PN (50 Hz) and IQ imbalance

(−37.5 dB) and two values of CFO ϵ = 0.2, 0.3. Clearly, increasing CFO ϵ decreases

the uplink rate, but this trend can be countered by the optimal filter. For example,

with Rc = 1.5 bps/Hz and ϵ = 0.2, the optimal filter based GFDM achieves an uplink

rate 300% more than OFDM. Finally, Figure 2.6c considers PN (β = 50 Hz) and

CFO (ϵ = 0.2) and IRR=-30,-10 dB. Similar to the two other cases, the maximum

uplink rate decreases with more IQ imbalance, and the optimal filters provide higher

rates, e.g., Rc = 1.5 bps/Hz and IRR=-30 dB, achievable uplink rate for the optimal

filter is five times greater than OFDM. All of these results indicate the benefits of the

optimal receiver filter.
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2.6 Conclusion

This chapter investigated a GFDM full-duplex BS in the presence of three common

RF impairments – PN, CFO and IQ imbalance. The purpose of the investigation is to

provide a comprehensive and comparative evaluation of GFDM, a potential alterna-

tive to OFDM in future communication standards. To this end, this study considered

a simple network of a full-duplex BS and half-duplex uplink and downlink users. This

network helps to delineate the interplay among the various forms of interference sig-

nals and to determine their overall impact. In the uplink, this chapter investigated

both analog and digital SI cancellations and derived residual SI and desired signal

powers in closed-form. For the downlink, this chapter derived both desired signal

and co-channel interference powers. For both uplink and downlink, the SIR, receiver

filters for maximizing the SIR, the rates, and the closed-form optimized rate region

were derived. A computational algorithm for the rate region was developed. This

chapter presented simulation results to verify the analytical derivations.

The results cast light on the impact of the RF impairments on the performance

of the SI cancellation methods. Active analog cancellation is less sensitive to these

impairments, but active digital cancellation and complimentary digital linear cancel-

lation can be highly sensitive. GFDM then performs worse than OFDM. The reason is

that GFDM uses non-orthogonal sub-carriers, and their interaction with RF impair-

ments ends up generating more interference. However, the good news is that GFDM

has built-in degrees-of-freedom due to the transmit and receive side filters. They can

be optimized to mitigate the effects of RF impairments. For example, GFDM with

optimal filters readily outperforms GFDM-MF or OFDM-ZF in terms of SIR and

rates. Furthermore, while OFDM outperforms GFDM in terms of rate and SIR in

some scenarios, the optimal filter based GFDM sometimes provides 500% more rate

than OFDM.

This work has several limitations. While this work investigated the three most
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common RF impairments, several other impairments were not considered. For exam-

ple, timing offset strongly affects the SI cancellation methods and increases residual

SI power, which could thus be investigated. Moreover, this work was limited to a sin-

gle cell system. However, practical cellular networks consist of multiple cells and are

subject to both inter-cell and intra-cell interference signals. It is imperative to inves-

tigate how the multi-cell interference will affect the performance of GFDM full-duplex

BSs.
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Chapter 3

SE Enhancement of Secondary Links

Chapter 2 demonstrates that a well-designed GFDM full-duplex transceiver with op-

timal receiver filter will outperform OFDM one in the presence of RF impairments.

This chapter, to even more efficiently utilize the spectrum, aims to integrate full-

duplex GFDM and cognitive radio networks. As discussed in Section 1.1.3, in cogni-

tive networks, unlicensed SUs may access the PU spectrum in three different modes,

including underlay, overlay and interweave. In the two first modes, SU will have to

constrain their transmit power levels, limiting the achievable SU rates. However, in

the interweave mode, the SUs access spectrum holes or white spaces, which are free

frequency bands in a specific location in which the licensed PUs are not transmitting

temporarily [117]. Thus in this case, SUs do not have stringent power constraints.

SUs in the interweave mode periodically monitor the spectrum, detect the occupancy

in the different parts of the system, and then communicate opportunistically over the

spectrum holes with minimal interference.

Nevertheless, in the interweave mode, SUs do not have complete freedom to choose

their power levels. In Figure 3.1, the number of active PUs are high, and so spectrum

holes are placed in a highly congested spectral region [52]. Without loss of general-

ity, consider a secondary link operating over spectrum hole sh1 in Figure 3.1. This

spectrum hole is surrounded by two active PUs in upper and lower adjacent chan-

nels, PUr and PUl, respectively. Thus, SUs transmitting in sh1 must ensure that the
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leakage from their transmissions on to PUr and PUl is below a threshold level (the

ACI threshold). Note that it is sufficient consider only the two neighboring channels.

Since the PSD of the SU signals is rapidly decreasing with the increasing frequency

separation [52].

PUl Sh1 PUr Sh2

Spectrum holeOccupied Spectrum
f

Figure 3.1: Occupied spectrum by PUs and spectrum holes.

Despite the restriction of the ACI thresholds, implementing GFDM full-duplex

SUs over sh1 can increase the data rate. However, the impacts of RF impairments

must be considered since they degrade the SI cancellation performance and introduce

in-band and out-of-band interference. For this reason, this chapter investigates the

performance of full-duplex GFDM transceivers operating over sh1 in the presence of

PN, IQ imbalance, CFO, and a nonlinear PA. Moreover, to maximize the secondary

link’s SE, this chapter studies the power allocation problem for maximizing the sec-

ondary sum-rate given the ACI thresholds. For the GFDM full-duplex SU nodes,

analog domain and digital domain SI cancellations are considered and two oscillator

setups are studied: 1) two independent oscillators for local transmitter and receiver

and 2) one common shared oscillator. In the former one, the transmitter and receiver

experience different PN processes, while in the former one, the PN process for both

is the same. It is shown that the commonly shared oscillator cancels more PN than

two independent oscillators.

More specifically, the following contributions are made:

• A system model is established in which GFDM-based full-duplex secondary link

operates in a spectrum hole whose lower and upper adjacent bands are active

PUs. This chapter theoretically models GFDM full-duplex transceivers in de-

tail based on well-known GFDM modulator/demodulator structures, existing
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SI cancellation methods and practical RF impairments models. Active ana-

log and digital cancellation techniques and RF impairments including PN, IQ

imbalance, CFO, and nonlinear PA are addressed.

• Powers of residual SI, desired signal and noise are derived in closed form. More-

over, SINR is derived. Furthermore, this chapter derives the PSD of the trans-

mit signal and uses it to quantify the ACI on the PU channels.

• The sum rate of the SU link is maximized under the constraints of maximum

tolerable interference power on PU bands. Since this problem is non-convex,

successive convex approximations is deployed to convert the problem to stan-

dard geometric programming (GP). Note that deriving the sum rate and solving

the power allocation problem have not done before the work reported in this

thesis.

• The resulting problem is solved via common CVX tool [118]. All the theoretical

derivations are verified with simulation results. To determine the performance

gains of full-duplex GFDM, full-duplex OFDM results are presented. Note

that even for full-duplex OFDM, the interweave cognitive network has not been

investigated previously.

The results of this chapter were published in [119–121].

3.1 System Model

The full-duplex cognitive radio link in Figure 3.2 uses GFDM and has two full-duplex

nodes (as SU1 and SU2) in the presence of PN, IQ imbalance, CFO and nonlinear

PA. As mentioned before, the effects of the transmissions of SU1 and SU2 must not

exceed the ACI thresholds.

The channel coefficient SUi to SUj is hij, i, j ∈ {1, 2} and i ̸= j. The channel

coefficient hii, i ∈ {1, 2} represents the SI channel at SUi. Furthermore, hl,i and
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Figure 3.2: The full-duplex cognitive radio link over the spectrum hole.

hr,i, i ∈ {1, 2}, represent the channels between SUi and lower and upper active PUs,

respectively.

Without loss of generality, this chapter takes SU1 to analyze the signal model

and SI cancellation process in detail.SU1 transmits GFDM signal x1[n], which is

expressed by (1.2) with the average transmit power p1 and with i.i.d. input symbols

of d1k,m. After digital to analog converter, the analog GFDM baseband signal x1(t)

goes through the IQ mixer, which has certain non-zero IQ imbalance. Thus, the IQ

and PN impaired signal may be written as [50]

yIQ1 (t) = (gTx,dx1(t) + gTx,Ix
∗
1(t))e

jϕTx,1(t), (3.1)

where gTx,d and gTx,I are the transmitter IQ mixer responses for the direct and image

signals, respectively, and ϕTx,1(t) is random PN of the local oscillator of the SU1 local

transmitter. Moreover, the PA response is modeled by a third-order Hammerstein

nonlinearity [51] as

y1(t) = a1y
IQ
1 (t) + a3y

IQ
1 (t)|yIQ1 (t)|2, (3.2)

where a1 and a3 are linear and third-order gains. Moreover, yIQ1 (t)|yIQ1 (t)|2 can

be approximated by (gTx,dxPA,1(t) + gTx,Ix
∗
PA,1(t))e

jϕTx,1(t) [51], where xPA,1(t) =

x1(t)|x1(t)|2. Note that Hammerstein model is widely used in literature for character-

izing a nonlinear PA [50–52, 122]. Moreover, a third order polynomial is considered

since it is the strongest nonlinearity and model the behaviour of nonlinear PA pre-
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cisely [52]. The central limit theorem tells us that, when MK → ∞, the GFDM

signal sample Gaussian distributed [120]. Thus, following the Bussgang theorem [52,

120], the output of the Hammerstein nonlinear PA can be written as summation of a

linear scaling of the input signal and nonlinear distortion noise.

The output signal y1(t) is transmitted to SU2 through wireless channel h12(t) and

a part of it leaks to the SU1 local receiver through the SI channel h11(t). Thus, the

received signal at the local receiver of SU1, including the SI signal and the signal-of-

interest from SU2, is given by

r1(t) = y2(t) ∗ h21(t) + y1(t) ∗ h11(t) + n1(t), (3.3)

where y2(t) is the desired transmitted signal from SU2, and n1(t) is a circular sym-

metric complex Gaussian noise with zero mean and variance σ2
n. By assuming IQ

mixer responses of SU2 same as SU1, y2(t) may be written as

y2(t) = a1y
IQ
2 (t) + a3y

IQ
2 (t)|yIQ2 (t)|2, (3.4)

where yIQ2 (t) is equal to

yIQ2 (t) = (gTx,dx2(t) + gTx,Ix
∗
2(t))e

jϕTx,2(t), (3.5)

where ϕTx,2(t) is random PN of the local oscillator of the SU2 local transmitter and

x2(t) is the analog GFDM baseband signal similar to (1.2) with the average transmit

power p2 and i.i.d input symbols of d2k,m.

At the first stage of SU1 local receiver, active analog cancellation is employed to

suppress the strong SI signal by subtracting the analog reconstruction signal. Thus,

the resulting signal may be written in general form as

r̂1(t) = y2(t) ∗ h21(t) + y1(t) ∗ h1(t) + n1(t), (3.6)

where h1(t) = h11(t) − hALC(t) is the residual SI channel and hALC(t) is estimate

of the SI channel [51]. Note that analog SI cancellation typically achieves 30 dB
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attenuation [8]. Following the active analog cancellation, attenuated received signal

r̂1(t) goes through the receiver IQ mixer. By taking into account the IQ imbalance

and CFO between the local oscillators of the transmitter and receiver of SU1, the

output signal may be expressed as

rIQ,1(t) =gRx,dr̂1(t)e
−jϕRx,1(t)ej2π∆f t + gRx,I r̂

∗
1(t)e

jϕRx,1(t)e−j2π∆f t, (3.7)

where gRx,d and gRx,I are the receiver IQ mixer responses for the direct and image

signals. ϕRx,1(t) is random PN of the local oscillator of SU1 local receiver and ∆f

indicates the difference between carrier frequency of the receiver and transmitter local

oscillators. Notice that oscillator of SU1 receiver and SU2 transmitter are indepen-

dent of each other. However, in this chapter, two different scenarios are considered for

oscillators of SU1 transmitter and receiver: 1) two separate oscillators where ϕTx,1(t)

and ϕRx,1(t) are statistically independent random processes and 2) single shared os-

cillator where ϕTx,1(t) = ϕRx,1(t).

Following the IQ mixer, the baseband analog signal rIQ,1(t) is then converted to

discrete samples. h21[n] and h1[n] are modeled by multipath fading channels with

L1 and L2 paths (h21[n] =
∑︁L1−1

l1=0 h21,l1δ[n − l1] and h1[n] =
∑︁L2−1

l2=0 h1,l2δ[n − l2]),

respectively. The sampled is expressed as

rIQ[n] =

L1−1∑︂
l1=0

a1

(︂
hI21[n, l1]x2[n− l1] + hQ21[n, l1]x

∗
2[n− l1]

)︂
+ a3

(︁
hI21[n, l1]xPA,2[n− l1]+

hQ21[n, l1]x
∗
PA,2[n− l1]

)︁
+

L2−1∑︂
l2=0

a1

(︂
hI1[n, l2]x1[n− l2] + hQ1 [n, l2]x

∗
1[n− l2]

)︂
+ a3

(︁
hI1[n, l2]

xPA,1[n− l2] + hQ1 [n, l2]x
∗
PA,1[n− l2]

)︁
+ nI

1[n] + nQ
1 [n]

,

(3.8)

where equivalent desired and residual SI channels responses and equivalent noise
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components for the individual signal components can be written as

hI21[n, l1] =gTx,dgRx,dh21,l1e
j(ϕTX,2[n−l1]−ϕRX,1[n])e

j2πϵn
K +

g∗Tx,IgRx,Ih
∗
21,l1

e−j(ϕTX,2[n−l1]−ϕRX,1[n])e
−j2πϵn

K

hQ21[n, l1] =gTx,IgRx,dh21,l1e
j(ϕTX,2[n−l1]−ϕRX,1[n])e

j2πϵn
K +

g∗Tx,dgRx,Ih
∗
21,l1

e−j(ϕTX,2[n−l1]−ϕRX,1[n])e
−j2πϵn

K

hI1[n, l2] =gTx,dgRx,dh1,l2e
j(ϕTX,1[n−l2]−ϕRX,1[n])e

j2πϵn
K +

g∗Tx,IgRx,Ih
∗
1,l2
e−j(ϕTX,1[n−l2]−ϕRX,1[n])e

−j2πϵn
K

hQ1 [n, l2] =gTx,IgRx,dh1,l2e
j(ϕTX,1[n−l2]−ϕRX,1[n])e

j2πϵn
K +

g∗Tx,dgRx,Ih
∗
1,l2
e−j(ϕTX,1[n−l2]−ϕRX,1[n])e

−j2πϵn
K

nI
1[n] =gRx,de

−jϕRX,1[n]e
j2πϵn

K n1[n]

nQ
1 [n] =gRx,Ie

jϕRX,1[n]e
−j2πϵn

K n∗
1[n],

(3.9)

where ϵ represents the CFO which is normalized by subcarrier spacing (labeled as

normalized CFO). Obviously, the digital baseband signal (3.8) contains not only linear

components but also its complex conjugate. Then, the resulted samples are sent to

GFDM demodulator which the transmitted symbol from SU2 at k′-th subcarrier and

m
′-th time-slot is detected by

ˆ︁d2
k′ ,m′ =

MK−1∑︂
n=0

(rIQ[n])fm′ [n]e−j2π k′
K
n = R21

k′,m′ +R1
k′,m′ + weq,I

k′,m′ + weq,Q
k′,m′ , (3.10)

where f
m′ [n] = f [n−m′K]MK is circularly shifted version of receiver filter impulse re-

sponse f [n]. Moreover, R21
k′,m′ = R21,I

k′,m′+R
21,Q
k′,m′+R

21,PA,I
k′,m′ +R21,PA,Q

k′,m′ is a corresponding

term of the received signal from SU2 transmitter after GFDM demodulation, where

R21,I
k′,m′ , R

21,Q
k′,m′ , R

21,PA,I
k′,m′ , R21,PA,Q

k′,m′ are intended signal components in (3.8) applied to

GFDM demodulator. Furthermore, R1
k′,m′ = R1,I

k′,m′ + R1,Q
k′,m′ + R1,PA,I

k′,m′ + R1,PA,Q
k′,m′ is a

corresponding term of the residual SI signal from SU1 receiver after GFDM demod-

ulation, where R1,I
k′,m′ , R

1,Q
k′,m′ , R

1,PA,I
k′,m′ , R

1,PA,Q
k′,m′ residual SI signal components in (3.8)

applied to GFDM demodulator. Finally, weq,I
k′,m′ and weq,Q

k′,m′ are corresponding linear
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and conjugate equivalent noise terms. The samples (3.8) go into the GFDM demod-

ulator.

At the output the GFDM demodulator, active digital cancellation is applied by

deploying the replica of transmitted symbols and their conjugate, d1k′,m′ and d∗1k′,m′ ,

and estimation of the linear equivalent residual SI channel and conjugate equivalent

residual SI channel, ĥ
I

1[n, l2] and ĥ
Q

1 [n, l2]. The output of active digital cancellation

may thus be expressed as

ˆ︁d2,DLC

k′ ,m′ = d2,sk′,m′ + d21k′,m′ + dRSI,1
k′,m′ + weq,I

k′,m′ + weq,Q
k′,m′ , (3.11)

where d21k′,m′ = R21
k′,m′−d2,sk′,m′ is interference of SU2, dRSI,1

k′,m′ = R1
k′,m′−RDLC,I

k′,m′ −RDLC,Q
k′,m′

is residual SI of SU1, and d2,sk′,m′ is the desired symbol which is extracted from R21
k′,m′

as

d2,sk′,m′ =
√
p2d

2
k′,m′

L1−1∑︂
l1=0

MK−1∑︂
n=0

(a1 + 2Ka3p2γ[n− l1])hI21[n, l1]fm′ [n]gm′ [n− l1]e
−j2πk

′
l1

K ,

(3.12)

where γ[n] =
∑︁M−1

m=0 |gm[n]|2.

Proof: See Appendix B.1.

Moreover, RDLC,I
k′,m′ and RDLC,Q

k′,m′ are linear and conjugate active digital cancellation

symbols, which are generated by

RDLC,I
k′,m′ =

√
p1d

1
k′,m′

L2−1∑︂
l2=0

MK−1∑︂
n=0

ĥ
I

1[n, l2](a1 + 2Ka3p1

γ[n− l2])fm′ [n]gm′ [n− l2]e−j2π k′
K
l2

RDLC,Q
k′,m′ =

√
p1d

∗1
k′,m′

L2−1∑︂
l2=0

MK−1∑︂
n=0

ĥ
Q

1 [n, l2](a1 + 2Ka3p1

γ[n− l2])fm′ [n]g∗m′ [n− l2]e−j2π k′
K
(2n−l2).

(3.13)

Proof: See Appendix B.2.

In (3.11), non-orthogonal subcarriers of GFDM and and residual SI signal due to

RF impairments cause inter carrier interference and inter symbol interference.
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3.2 Power Analysis and SINR Derivation

Here, the SINR of the desired signal transmitted from SU2 to SU1 given the RF

impairments is analyzed. For this goal, the power levels of different components in

(3.11) are extracted including the desired signal, interference signal, residual SI signal

and AWGN. Note that two distinct oscillator configurations for local transmitter and

receiver of SU1 are studied in detail, namely 1) two separate oscillators and 2) single

shared oscillator. The free-running oscillator model with Brownian motion [31] is

used to generate PN [ϕ[n+1]− ϕ[n]] ∼ N (0, 4πβTs), where ϕ[n] is Brownian motion

with 3-dB bandwidth of β and the autocorrelation of ϕ[n] is

E
[︁
ejϕ[n1]e−jϕ[n2]

]︁
= e−2|n1−n2|πβTs , (3.14)

Furthermore, all the channels (hij, hii, hl,i and hr,i) are WSSUS processes. Each is

a mutually independent set of multipath components.

3.2.1 Power of the desired symbol

Let E[h21,l1 ] = 0 and E [|h21,l1|2] = σ2
21,l1

, l1 = 0, ...., L1. The power of the desired

symbol d2,sk′,m′ , derived in (3.12), is given by p2,sk′,m′ = E
[︁
|d2,sk′,m′|2

]︁
= p2T

2,s,1
k′,m′ +p22T

2,s,2
k′,m′ +

p32T
2,s,3
k′,m′ , T 2,s,1

k′,m′ , T 2,s,2
k′,m′ and T 2,s,3

k′,m′ are derived as

T 2,s,1
k′,m′ = |a1|2

L1−1∑︂
l1=0

MK−1∑︂
n1=0

MK−1∑︂
n2=0

σ2
21,l1

fm′ [n1]f
∗
m′ [n2]

e−4|n1−n2|πβTs

(︃
|gTX,dgRX,d|2e

j2π(n1−n2)ϵ
K + |gTX,IgRX,I |2

e
−j2π(n1−n2)ϵ

K

)︃
gm′ [n1 − l1]g∗m′ [n2 − l1],

(3.15)

T 2,s,2
k′,m′ = 4Kℜ[a1a∗3]

L1−1∑︂
l1=0

MK−1∑︂
n1=0

MK−1∑︂
n2=0

σ2
21,l1

fm′ [n1]f
∗
m′ [n2]

e−4|n1−n2|πβTs

(︃
|gTX,dgRX,d|2e

j2π(n1−n2)ϵ
K + |gTX,IgRX,I |2

e
−j2π(n1−n2)ϵ

K

)︃
gm′ [n1 − l1]g∗m′ [n2 − l1]γ[n1 − l1],

(3.16)
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and

T 2,s,3
k′,m′ = 4K2|a3|2

L1−1∑︂
l1=0

MK−1∑︂
n1=0

MK−1∑︂
n2=0

σ2
21,l1

fm′ [n1]f
∗
m′ [n2]

e−4|n1−n2|πβTs

(︃
|gTX,dgRX,d|2e

j2π(n1−n2)ϵ
K + |gTX,IgRX,I |2

e
−j2π(n1−n2)ϵ

K

)︃
gm′ [n1 − l1]g∗m′ [n2 − l1]γ[n1 − l1]γ[n2 − l1].

(3.17)

Proof: See Appendix B.3.

Note that oscillators in SU2 transmitter, ϕTx,2(t), and SU1 receiver, ϕRx,1(t), are

independent. Clearly, the power of the desired symbol depends on the impairments

including PN, IQ imbalance, CFO and nonlinear PA.

3.2.2 Interference Powers

The power of interference terms in output of active digital cancellation (3.11) caused

by the desired signal, d21k′,m′ = R21
k′,m′ − d2,sk′,m′ , should be derived. It can be readily

shown in Appendix A that, d21k′,m′ and d2,sk′,m′ are independent. Thus, total interference

power can be derived by p21k′,m′ = p21,tk′,m′−p2,sk′,m′ , where p21,tk′,m′ = E
[︁
|R21

k′,m′ |2
]︁
. Due to the

independence among complex data, channel coefficients and PN terms, after vanishing

several cross terms that are equal to zero, p21,tk′,m′ = p2T
21,t,1
k′,m′ +p22T

21,t,2
k′,m′ +p32T

21,t,3
k′,m′ , where

T 21,t,1
k′,m′ , T 21,t,2

k′,m′ and T 21,t,3
k′,m′ are derived as

T 21,t,1
k′,m′ = K|a1|2

L1−1∑︂
l1=0

MK−1∑︂
n=0

MK−1∑︂
m1,m2=0

σ2
21,l1

fm′ [n]f(m′+m1)M [n]

e−4πβTsm1K(|gTX,d|2 + |gTX,I |2)
(︃
|gRX,d|2e

j2πϵ(n−ζ[n,m1])
K +

|gRX,I |2e−
j2πϵ(n−ζ[n,m1])

K

)︃
gm2 [n− l1]g(m2+m1)M [n− l1],

(3.18)

T 21,t,2
k′,m′ = 4K2ℜ[a1a∗3]

L1−1∑︂
l1=0

MK−1∑︂
n=0

MK−1∑︂
m1,m2,m3=0

σ2
21,l1

fm′ [n]

f(m′+m1)M [n]e−4πβTsm1K(|gTX,d|2 + |gTX,I |2)
(︃
|gRX,d|2

e
j2πϵ(n−ζ[n,m1])

K + |gRX,I |2e−
j2πϵ(n−ζ[n,m1])

K

)︃
gm2 [n− l1]

g(m1+m2)M [n− l1]|g(m1+m3)M [n− l1]|2,

(3.19)
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and

T 21,t,3
k′,m′ = K3|a3|2

L1−1∑︂
l1=0

MK−1∑︂
n=0

MK−1∑︂
m1,m2,m3,m4=0

σ2
21,l1

fm′ [n]

f(m′+m1)M [n]e−4πβTsm1K(|gTX,d|2 + |gTX,I |2)
(︃
|gRX,d|2

e
j2πϵ(n−ζ[n,m1])

K + |gRX,I |2e−
j2πϵ(n−ζ[n,m1])

K

)︃
gm3 [n− l1]

g(m3+m1)M [n− l1]gm4 [n− l1]g(m1+m2)M [n− l1]
(︃
4gm4 [n− l1]

g(m1+m2)M [n− l1] + 2gm2 [n− l1]g(m1+m4)M [n− l1]]
)︃
.

(3.20)

Proof: See Appendix B.4.

Throughout the chapter, (x)M denotes the operation x modulo M and ζ[n,m1] =

(n−m1K)MK . To reduce complexity, we deploy
K−1∑︁
k=0

e−j2π
k(n1−n2)

K = K
M−1∑︁
t=0

δ(n1 − n2 − tK).

Obviously, the interference power terms depend on the desired channel multipath pro-

file, 3-dB PN bandwidth, IQ imbalance coefficients, normalized CFO, nonlinear PA

coefficients and GFDM parameters.

3.2.3 Power of the Residual SI Signal

Next, the power of residual SI after active digital cancellation is derived. In Chap-

ter 2, the same is done for separate oscillator for transmitter and receiver of SU1

without considering nonlinear PA. First, the power of active digital cancellation

symbols in (3.13) is derived. Note that E[h1,l2 ] = 0 and E [|h1,l2|2] = σ2
1,l2

. The

sum power of two active digital cancellation symbols in (3.11) can be written as

p11,sk′,m′ = E
[︂
|RDLC,I

k′,m′ +RDLC,Q
k′,m′ |2

]︂
. Since RDLC,I

k′,m′ and RDLC,Q
k′,m′ are independent, p11,sk′,m′ =

E
[︂
|RDLC,I

k′,m′ |2
]︂
+ E

[︂
|RDLC,Q

k′,m′ |2
]︂
= p1T

11,t,1
k′,m′ + p21T

11,t,2
k′,m′ + p31T

11,t,3
k′,m′ , where T 11,t,1

k′,m′ , T 11,t,2
k′,m′

and T 11,t,3
k′,m′ , after a straightforward manipulation, are expressed by
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T 11,t,1
k′,m′ = |a1|2

L2−1∑︂
l2=0

MK−1∑︂
n1=0

MK−1∑︂
n2=0

σ2
1,l2
fm′ [n1]f

∗
m′ [n2]Λ

l2
n1,n2(︃

|gTX,dgRX,d|2e
j2π(n1−n2)ϵ

K + |gTX,IgRX,I |2e
−j2π(n1−n2)ϵ

K +

|gTX,IgRX,d|2e
j2π(n1−n2)(ϵ−2k′)

K + |gTX,dgRX,I |2e
−j2π(n1−n2)(ϵ+2k′)

K

)︃
gm′ [n1 − l2]g∗m′ [n2 − l2],

(3.21)

T 11,t,2
k′,m′ = 4Kℜ[a1a∗3]

L2−1∑︂
l2=0

MK−1∑︂
n1=0

MK−1∑︂
n2=0

σ2
1,l2
fm′ [n1]f

∗
m′ [n2]

Λl2
n1,n2

(︃
|gTX,dgRX,d|2e

j2π(n1−n2)ϵ
K + |gTX,IgRX,I |2e

−j2π(n1−n2)ϵ
K +

|gTX,IgRX,d|2e
j2π(n1−n2)(ϵ−2k′)

K + |gTX,dgRX,I |2e
−j2π(n1−n2)(ϵ+2k′)

K

)︃
gm′ [n1 − l2]g∗m′ [n2 − l2]γ[n1 − l2],

(3.22)

and

T 11,t,3
k′,m′ = 4K2|a3|2

L2−1∑︂
l2=0

MK−1∑︂
n1=0

MK−1∑︂
n2=0

σ2
1,l2
fm′ [n1]f

∗
m′ [n2]Λ

l2
n1,n2(︃

|gTX,dgRX,d|2e
j2π(n1−n2)ϵ

K + |gTX,IgRX,I |2e
−j2π(n1−n2)ϵ

K +

|gTX,IgRX,d|2e
j2π(n1−n2)(ϵ−2k′)

K + |gTX,dgRX,I |2e
−j2π(n1−n2)(ϵ+2k′)

K

)︃
gm′ [n1 − l2]g∗m′ [n2 − l2]γ[n1 − l2]γ[n2 − l2],

(3.23)

where Λl2
n1,n2 is a single function for representing PN term given by

Λl2
n1,n2 = E[ej(ϕTX,1[n1−l2]−ϕRX,1[n1]−ϕTX,1[n2−l2]+ϕRX,1[n2])] =

e−
1
2
E[|ϕTX,1[n1−l2]−ϕRX,1[n1]−ϕTX,1[n2−l2]+ϕRX,1[n2]|2].

(3.24)

After finding the power of active digital cancellation symbols in (3.21)-(3.23),

the power of residual SI is derived. According to independency between dRSI,1
k′,m′ and

RDLC,I
k′,m′ +RDLC,Q

k′,m′ in (3.11) , the power of residual SI, dRSI,1
k′,m′ = R1

k′,m′−RDLC,I
k′,m′ −RDLC,Q

k′,m′ ,

is equal to p1k′,m′ = p1,tk′,m′−p11,sk′,m′ , where p1,tk′,m′ =
[︁
|R1

k′,m′|2
]︁
. Due to several cross terms

that are equal to zero, it is found that p1,tk′,m′ = p1T
1,t,1
k′,m′ + p21T

1,t,2
k′,m′ + p31T

1,t,3
k′,m′ , where by

using output of active digital cancellation (3.11), T 1,t,1
k′,m′ , T 1,t,2

k′,m′ and T 1,t,3
k′,m′ are derived

by
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T 1,t,1
k′,m′ = K|a1|2

L2−1∑︂
l2=0

MK−1∑︂
n=0

MK−1∑︂
m1,m2=0

σ2
1,l2
fm′ [n]f(m′+m1)M [n]

Λl2
n,Kn+m1

(|gTX,d|2 + |gTX,I |2)
(︃
|gRX,d|2e

j2πϵ(n−ζ[n,m1])
K +

|gRX,I |2e−
j2πϵ(n−ζ[n,m1])

K

)︃
gm2 [n− l2]g(m2+m1)M [n− l2],

(3.25)

T 1,t,2
k′,m′ = 4K2ℜ[a1a∗3]

L2−1∑︂
l2=0

MK−1∑︂
n=0

MK−1∑︂
m1,m2,m3=0

σ2
1,l2
fm′ [n]

f(m′+m1)M [n]Λl2
n,Kn+m1

(|gTX,d|2 + |gTX,I |2)
(︃
|gRX,d|2

e
j2πϵ(n−ζ[n,m1])

K + |gRX,I |2e−
j2πϵ(n−ζ[n,m1])

K

)︃
gm2 [n− l2]

g(m1+m2)M [n− l2]|g(m1+m3)M [n− l2]|2,

(3.26)

and

T 1,t,3
k′,m′ = K3|a3|2

L2−1∑︂
l2=0

MK−1∑︂
n=0

MK−1∑︂
m1,m2,m3,m4=0

σ2
1,l2
fm′ [n]

f(m′+m1)M [n]Λl2
n,Kn+m1

(|gTX,d|2 + |gTX,I |2)
(︃
|gRX,d|2

e
j2πϵ(n−ζ[n,m1])

K + |gRX,I |2e−
j2πϵ(n−ζ[n,m1])

K

)︃
gm3 [n− l2]

g(m3+m1)M [n− l2]gm4 [n− l2]g(m1+m2)M [n− l2]
(︃
4gm4 [n− l2]

g(m1+m2)M [n− l2] + 2gm2 [n− l2]g(m1+m4)M [n− l2]]
)︃
.

(3.27)

Now, (3.24) is derived for the two oscillator configurations.

Two separate oscillators

Thus, the transmitter and receiver of SU1 will have independent Brownian motion

processes ϕTx,1(t) and ϕRx,1(t). Therefore, two PN difference terms ϕTX,1[n1 − l2] −

ϕTX,1[n2 − l2] and ϕTX,1[n2] − ϕTX,1[n1] in (3.24) are mutually independent normal

random variables. Then, by using the presented PN function in (3.14), (3.24) can be

written as

Λl2,ind
n1,n2 = e−4|n1−n2|πβTs . (3.28)
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One common shared oscillator

We now have ϕTx,1(t) = ϕRx,1(t) = ϕ1(t). In this configuration, for every pair of

n1 and n2 for every value of l2, we should find two non-overlapped groups of the

PN differences in time. According to the properties of Wiener processes, they will

be independent, and we can use (3.14) to find (3.24). After several manipulations,

(3.24) for the common oscillator case is derived as

Λl2,comm
n1,n2 =

⎧⎨⎩e
−4|n1−n2|πβTs |n1 − n2| < l2

e−4l2πβTs |n1 − n2| ≥ l2

. (3.29)

By inserting (3.28) and (3.29) in (3.21)-(3.23) and (3.25)-(3.27), power of residual

SI for the case of independent oscillator and common shared oscillator are derived, re-

spectively. Obviously, derived expression in (3.21)-(3.23) and (3.25)-(3.27) is function

of system parameters and can be derived for any arbitrary configurations.

3.2.4 Power of AWGN

Next, the power of equivalent noise components in (3.11) is derived. With AWGN

n1[n] ∼ N (0, σ2
n), the variance of linear equivalent noise weq,I

k′,m′ in (3.11) is given by

σn,I
k′,m′ = E

[︂
|weq,I

k′,m′ |2
]︂
= |gRX,d|2σ2

n

MK−1∑︂
n=0

|fm′ [n]|2. (3.30)

Similarly, the power of conjugate equivalent noise weq,Q
k′,m′ in (3.11) is written as

σn,Q
k′,m′ = E

[︂
|weq,Q

k′,m′ |2
]︂
= |gRX,I |2σ2

n

MK−1∑︂
n=0

|fm′ [n]|2. (3.31)

Variances in (3.30) and (3.31) show that noise power depends on IQ imbalance

coefficients, noise variance and the receiver filter. Thus, the total noise power can be

written as σn
k′,m′ = σn,I

k′,m′ + σn,Q
k′,m′ .
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3.2.5 SINR Formulation

Finally, following the (3.15)-(3.17),(3.21)-(3.23) and (3.25)-(3.27), (3.30) and (3.31),

the SINR associated with the desired signal transmitted from SU2 to SU1 may be

formulated as

Γ21
k′ ,m′ =

p2,sk′,m′

p21k′,m′ + p1k′,m′ + σn
k′,m′

=∑︁3
a=1 p

a
2T

2,s,a
k′,m′(︁∑︁3

a=1 p
a
2T

21,s,a
k′,m′ + pa1T

11,s,a
k′,m′

)︁
+ σn

k′,m′

,

(3.32)

where T 2,s,a
k′,m′ = T 21,t,a

k′,m′ − T 2,s,a
k′,m′ and T 11,s,a

k′,m′ = T 1,t,a
k′,m′ − T 11,t,a

k′,m′ , a = 1, 2, 3. Clearly, (3.32)

is a function of system parameters and specially average transmit power of SU1, p1

and that of SU2, p2.

3.3 ACI Derivation

Here, the ACI, caused by out-of-band emission of the two full-duplex nodes SU1 and

SU2, on the lower and upper neighboring PUs is investigated. To do that, recall that

the channels between SUi and lower and upper active PUs, hl,i and hr,i, i ∈ {1, 2}, are

frequency selective channels. It is assumed that they are constant over each frequency

bin in frequency domain. To derive ACI caused by SU1, we first need to derive the

PSD of the SU1 transmitted output y1(t) in (3.5). By using the nonlinear PA output

(3.2), the autocorrelation function of y1(t), Ry1y1(t, τ) = E[y1(t)y∗1(t− τ)], can be

written as

Ry1y1(t, τ) = e−2|τ |πβTs
(︁
|gTx,d|2 + |gTx,I |2

)︁
RZ1,Z1(t, τ), (3.33)

where Z1(t) = a1x1(t) + a3xPA,1(t) and RZ1Z1(t, τ) = E [Z1(t)Z
∗
1(t− τ)]. Refer-

ence [120] proved that RZ1Z1(t, τ) is a cyclostationary process with the property of

RZ1Z1(t, τ) = RZ1Z1(t + MTs, τ). By taking the expectation over one period, the

average autocorrelation function can be derived R̄Z1Z1(t, τ). By taking its Fourier

transform, the PSD of Z1(t) has been given as [120]
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SZ1Z1(f) = p1η1(f) + p1
2η2(f) + p1

3η3(f), (3.34)

where η1(f), η2(f) and η3(f) are derived in [120]. By taking Fourier transform of

autocorrelation in (3.33) the PSD of y1(t) may be expressed by Sy1y1(f) = p1S1,1(f)+

p21S1,2(f) + p31S1,3(f), where S1,1(f), S1,2(f) and S1,3(f) may be written as

S1,i(f) =
4πβTs (|gTx,d|2 + |gTx,I |2)

(2πβTs)2 + 4π2f 2
⊗ ηi(f), i = 1, 2, 3. (3.35)

By using the PSD of SU1 transmit output y1(t) (3.35), the ACI generated by SU1

on lower and upper channels can be derived as Pl,1 = p1ψl1,1 + p21ψl1,2 + p31ψl1,3 and

Pr,1 = p1ψr1,1 + p21ψr1,2 + p31ψr1,3, respectively, where ψl,i and ψr,i, i = 1, 2, 3, may be

expressed as

ψl1,i =
2K∑︂

d=K+1

Hl,1(d−K)

fd+1/(2Ts)∫︂
fd−1/(2Ts)

S1,i(f)df

ψr1,i =
2K∑︂

d=K+1

Hr,1(d−K)

−fd+1/(2Ts)∫︂
−fd−1/(2Ts)

S1,i(f)df,

(3.36)

where fd = K+2d+1
2Ts

, and Hl,1(d) and Hr,1(d) are channel gain of hl,1(t) and hr,1(t),

respectively, in d−th frequency bin. Similarly, the ACI of SU2 on the lower and upper

channels could be derived.

3.4 Sum Rate Maximization

Now, the maximization of the sum rate of the full-duplex link given the ACI con-

straints on lower and upper neighboring channels of the spectrum hole is formulated.

By utilizing the derived SINR expression (3.32), the achievable rates of SU1 and SU2

are formulated as follows:

R21(p1, p2) =
K−1∑︂
k′=0

M−1∑︂
m′=0

log2(1 + Γ21
k′ ,m′ )

R12(p1, p2) =
K−1∑︂
k′=0

M−1∑︂
m′=0

log2(1 + Γ12
k′ ,m′ ),

(3.37)
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where these rates are specified in the the units of bits/second per Hertz or bps/Hz.

Note that rates of SU1 and SU2 depend on all the system parameters. Thus, these

expressions allow for comparative performance evaluations of different parameter con-

figurations. Moreover, impacts of RF impairments on the system performance can

be qualified and measured, and thus design guidelines can be developed. By utilizing

the ACI expressions (3.36) and the above rates (3.37), the sum-rate maximization

problem may be formulated as

max
p1,p2

R21(p1, p2) +R12(p1, p2) (3.38)

s.t. p1 ≤ Pmax, p2 ≤ Pmax,∑︁3
a=1 p

a
1ψl1,a < Il,max,

∑︁3
a=1 p

a
1ψr1,a < Ir,max,∑︁3

a=1 p
a
2ψl2,a < Il,max,

∑︁3
a=1 p

a
2ψr2,a < Ir,max

(3.39)

where Pmax is the maximum allowable transmit power, Il,max and Ir,max are the max-

imum tolerable interference power on the lower and upper PUs from each full-duplex

node, respectively. The constraints force that the average transmit power of SU1 and

SU2 should be lower than

p1 < P ′
1,max =min

{︃
Pmax, root

+(
3∑︂

a=1

pa1ψl1,a − Il,max), root
+(

3∑︂
a=1

pa1ψr1,a − Ir,max)

}︃

p2 < P ′
2,max =min

{︃
Pmax, root

+(
3∑︂

a=1

pa2ψl12,a − Il,max), root
+(

3∑︂
a=1

pa2ψr2,a − Ir,max)

}︃
(3.40)

where root+(f(x)) stands for the set of the real positive roots of f(x) = 0. Because of

the interference constraints, the problem (3.38) is not convex. Non-convex problems

are in general very tough to handle. Thus, a series of successive convex approximations

is deployed until convergence. To do that, the denominator and nominator of SINR

are approximated with affine functions based on first-order Taylor series expansion

as f(x(t)) = f(x(t− 1)) + f
′
(x(t− 1))(x(t)− x(t− 1)), where t is the iteration index

and x(t− 1) is the optimal solution of t− 1 iteration [123]. Therefore, SINRs of SU2
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and SU1 are approximated by

Γ̃
21

k
′
,m

′ (t) =
A2

k′,m′(t− 1)p2(t) + E2
k′,m′(t− 1)

B2
k′,m′(t− 1)p2(t) + C1

k′,m′(t− 1)p1(t) + F 2
k′,m′(t− 1)

Γ̃
12

k′ ,m′ (t) =
A1

k′,m′(t− 1)p1(t) + E1
k′,m′(t− 1)

B1
k′,m′(t− 1)p1(t) + C2

k′,m′(t− 1)p2(t) + F 1
k′,m′(t− 1)

.

(3.41)

Proof: See Appendix B.5.

Now the sum rate optimization problem is given as

max
p1,p2

K−1∑︂
k′=0

M−1∑︂
m′=0

log2(1 + Γ̃
21

k′ ,m′ ) +
K−1∑︂
k′=0

M−1∑︂
m′=0

log2(1 + Γ̃
12

k′ ,m′ ) (3.42)

s.t. p1 ≤ P
′
1,max, p2 ≤ P

′
2,max. (3.43)

Then, (3.42) is converted into a minimization problem, and after that transform it

to a logarithm of a multiplication terms as

min
p1,p2

log
M−1∏︂
k′=0

K−1∏︂
m′=0

(1 + Γ̃
21

k′ ,m′ )−1 + log
M−1∏︂
k′=0

K−1∏︂
m′=0

(1 + Γ̃
12

k′ ,m′ )−1. (3.44)

To write fractional terms of (3.44) in the form of posynomial functions, the arithmetic-

geometric mean approximation (AGMA) can be used [118]. In this method, a fraction

of two posynomial functions, F (x) =

Nf∑︁
k=1

fk(x)

Ng∑︁
i=1

gi(x)

, is converted to the posynomial function

as

F̃ (x(t)) =

Nf∑︂
k=1

fk(x)

(︄
Ng∏︂
i=1

(︃
gi(x(t))

ηi(t)

)︃ηi(t)
)︄
, (3.45)

where ηi(t) = gi(t−1)
Ng∑︁
i′=1

gi′ (t−1)

. Therefore, by using the AGMA, two sum rate components

in (3.44) are converted to (3.46).

The optimal powers are given by
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min
p1(t),p2(t)

M−1∏︂
k′=0

K−1∏︂
m′=0

(︃
B2

k′,m′(t− 1)p2(t) + C1
k′,m′(t− 1)p1(t) + F 2

k′,m′(t− 1)

)︃(︃
B1

k′,m′(t− 1)

p1(t) + C2
k′,m′(t− 1)p2(t) + F 1

k′,m′(t− 1)

)︃
(∆1(t− 1))

−
E2
k′,m′ (t−1)+F2

k′,m′ (t−1)

∆1(t−1)

(∆2(t− 1))
−

E1
k′,m′ (t−1)+F1

k′,m′ (t−1)

∆2(t−1) (
p2(t)∆1(t− 1)

p2(t− 1)
)
−

p2(t−1)(A2
k′,m′+B2

k′,m′ )

∆1(i−1)

(
p1(t)∆2(t− 1)

p1(t− 1)
)
−

p1(t−1)(A1
k′,m′+B1

k′,m′ )

∆2(i−1)

(
p1(t)∆1(t− 1)

p1(t− 1)
)
−

p1(t−1)C1
k′,m′

∆1(t−1)

(
p2(t)∆2(t− 1)

p2(t− 1)
)
−

p2(t−1)C2
k′,m′

∆2(t−1)

,

(3.46)

where the two delta terms in (3.46) are given by

∆1(t) = (A2
k′,m′(t) +B2

k′,m′(t))p2(t) + C1
k′,m′(t)p1(t) + E2

k′,m′(t)

+ F 2
k′,m′(t)

∆2(t) = (A1
k′,m′(t) +B1

k′,m′(t))p1(t) + C2
k′,m′(t)p2(t) + E1

k′,m′(t)

+ F 1
k′,m′(t).

(3.47)

Since problem (3.46) is a GP, Algorithm 2 can solve with the constraints of (3.43)

by utilizing the CVX tool [118], which uses an interior point method. The number of

iterations is log(c/t0β)
log(η)

, where c, t0, 0 < β < 1 and η are the number of constraints, the

initial point to approximate the accuracy, the stopping criterion and the updating

parameter, respectively. The computation required for the AGMA in each iteration

in the problem is KM , and the total computational complexity is KM log(2/t0β)
log(η)

. The

full algorithm is given above.

3.5 Simulation Results

Here, first, the residual SI powers for both cases of Case 1- two independent oscillators

and Case 2- single shared oscillator in (3.24)-(3.29) are verified via simulation results.
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Algorithm 2 Sum Rate Maximization Algorithm
2: Set t ← 1 and initialize p1(0) = p2(0) = Pmax and Calculate ∆1(0) and ∆2(0) by
(3.47) .
3: do while |p1(t)− p1(t− 1)| ≤ ϱ and |p2(t)− p2(t− 1)| ≤ ϱ and t < Imax

4: Derive p1(t) and p2(t) by solving (3.46) given constraints (3.43).
5: Update ∆1(t) and ∆2(t) by p1(t) and p2(t) by using (3.47).
6: t← t+ 1 7: end do 8: return

The following results are given for both GFDM and OFDM. First, the SINR expres-

sion (3.32) is computed. Second, the PSD of transmitted signal (3.35) is verified with

simulation results and adjacent channel power ratio (ACPR). Third, the sum rate

maximization of the full-duplex link (3.46) given PU interference constraints (3.43)

is solved for several different scenarios.

3.5.1 System Parameters

GFDM and OFDM

Note that GFDM includes OFDM as a special case. Thus, by setting M = 1, and

prototype filter g[n] equal to rectangular pulse shape, we get OFDM. Therefore, all

the derived expressions can also be used for OFDM.

The considered parameters for simulating GFDM have K = 32 subcarriers, M = 5

time-slots, root raised-cosine filter with the roll-off factor 0.1 and zero forcing receiver

[31] for GFDM. OFDM also uses 32 subcarriers. Sampling time is equal to 100 ns [8]

and the CP for both GFDM and OFDM is equal to the length of the channel.

PA Non-linearity

linear and non-linear PAs are considered: (1) linear, denoted by PA1, with the poly-

nomial coefficients a1 = 15.0008 + j0.0908 and a3 = 0 and, (2) nonlinear, denoted by

PA2 with {a1, a3 = −23.0826+ j3.3133}. Variance of the noise is 0 dB and maximum

allowable power is equal to PA 1- dB compression point, Pmax = P1dB = 23 dBm,

that is derived from [120].
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Channel Models

ITU outdoor channel model A is considered for generating multi-path components of

h21(t) = h12(t) with power delay profile of 0 dB, -1 dB, -9 dB, -10 dB, -15 dB and

-20 dB for delays of 0, 3, 7, 11, 17 and 25 samples. Furthermore, The power delay

profile of SI channel in [8] is utilized for h11(t) = h22(t) which is 0 dB, -35 dB, -

40 dB and -45 dB for delays of 0, 1, 2 and 4 samples. Moreover, interference channels

between two nodes and PUs in lower and upper channels are generated from a 6-tap

multipath model with exponential power profile σ2
i =

∑︁6
k=0 exp(i− k)/2, i = 0, ..., 6.

Moreover, in Figure 3.3-Figure 3.7, simulation results are shown with markers.

Moreover, theoretical results for linear PA1 and nonlinear PA2 are indicated with

solid and dotted lines, respectively.

Note that GFDM with a linear PA has lower out-of-band emissions compared with

OFDM. Moreover, this advantage is retained in the presence of nonlinear PA [120].

Moreover, GFDM offers flexible design of its prototype filter to further reduce out-

of-band emissions [99]. However, digital predistortion [124] and crest factor reduc-

tion[125] techniques can be deployed for both GFDM and OFDM to reduce nonlinear

interference. Since these techniques increase the complexity of the system, this work

compares conventional GFDM and OFDM only. However, digital pre-distorion and

crest-factor reduction are potential future works.

To verify the accuracy of the derived expressions, simulations of residual SI power

analysis (3.24)-(3.29) and SINR (3.32) are plotted. Furthermore, the SINRs of GFDM

and OFDM are compared.

3.5.2 Power Analysis

Figure 3.3 shows the SU1 residual SI power in (3.24)-(3.29) versus 3-dB PN bandwidth

for two cases; Case 1- two independent oscillators in (3.28) or Case 2 single shared

oscillator (3.29). Node SU1 uses p1 = 17 dBm transmit power and GFDM. The set

of IQ imbalance and CFO parameters are indicated by the legend (IRR dB, ϵ).
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To evaluate the system performance given the RF impairments, three scenarios for

Case 1 are investigated; 1) linear PA with no IQ imbalance and CFO (legend C1-PA1

(-∞,0)), 2) linear PA with IQ imbalance and CFO (legend C1- PA1 (-37.5,0.05)), and

3) nonlinear PA with IQ imbalance and CFO (legend C1- PA2 (-37.5,0.05)). Similarly,

aforementioned scenarios are considered for Case 2 with this exception that CFO is

equal zero for all cases. The observations have been summarized as follows:

• The simulation results for residual SI power fully match with the derived residual

SI power in (3.24)-(3.29) for both Case 1 (3.28) and Case 2 (3.29).

• Promisingly, residual SI power for Case 2 is significantly lower than that for Case

1 in all cases, e.g. when PA1 (-∞,0) and β = 10 kHz, Case 2 achieves 40 dB

lower residual SI power. This due to the fact that Case 2 cancels more PN by

receiver oscillator than Case 1. Furthermore, CFO disappears for Case 2, which

decreases residual SI power, e.g. when PA1 (-37.5,0.02) and β = 10 kHz, 30 dB is

difference between two oscillator setups. Note that [8] demonstrated that Case2

is more beneficial for OFDM full-duplex transceivers given PN impairment.

However, the results clearly confirm that Case 2 preserve its beneficial in the

presence of other RF impairments and is a realistic scenario for compact GFDM

and OFDM full-duplex transceivers.

• Moreover, since SU1 average transmit power p1 = 17 dBm is lower than P1dB =

23 dBm, PA2 works in linear region. Therefore, interference terms due to the

nonlinearity are negligible and residual SI power for both PAs are equal. But,

in Case 2, a gap exists between the nonlinear PA and the linear PA results,

e.g., for Case 2 with (-37.5,0) and β = 10 kHz, 14 dB gap exists between PA1

and PA2. The reason is that receiver oscillator cannot perfectly eliminate the

nonlinear PA terms. On the other hand, in Case 1, PA1 achieves lower residual

SI power than PA2 but the gap between them is not as high as Case 2.
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By using the derived residual SI power expressions (3.21)-(3.27), for illustrating

impacts of RF impairments especially nonlinear PA on SI digital cancellation, active

digital cancellation capability (G) is defined as the ratio between residual SI power

before and after active digital cancellation

G =
1

MK

∑︁K−1
k′=0

∑︁M−1
m′=0 p

1,t
k′,m′∑︁K−1

k′=0

∑︁M−1
m′=0 p

1
k′,m′

. (3.48)

Figure 3.4 represents SU1 active digital cancellation capability (G) in (3.48) versus

average transmit power p1 for the two oscillator setups. SU1 uses GFDM. In this

figure, the set of phase noise, IQ imbalance and CFO parameters are indicated by

the legend (β [kHz],IRR dB, ϵ). Three scenarios have been investigated for Case 1;

1) linear PA with PN (legend PA1 (10,-∞,0)), 2) linear PA with PN, IQ imbalance

and CFO (legend PA1 (10, -37.5,0.05)), and 3) nonlinear PA with PN, IQ imbalance

and CFO (legend PA2 (10, -37.5,0)). Same scenarios are considered for Case 2 which

CFO is equal to zero. The observations have been summarized as

• With linear PA1, G does not depend on the average transmit power. Thus, G

remains constant for different transmit power levels. But this property does

not hold for nonlinear PA2. With increasing average transmit power approach-

ing 23 dBm, active digital cancellation capability (G) decreases. Thus, with a

non-linear PA, nonlinear interference terms are not negligible and reduce the

capability of active digital cancellation.

• Similar to Figure 3.3, a single oscillator (Case 2) outperforms the use of two

(Case 1) in terms of digital cancellation capability (G), e.g. when PA1 (10,

-37.5,0.05) with p1 = 21 dBm, 20 dB is difference between the two oscillator se-

tups. Furthermore, RF impairments reduce digital cancellation capability (G).

Furthermore, since nonlinear interference terms are dominant in higher average

transmit power, e.g. p1 = p1dB = 23 dBm, digital cancellation capabilities of

these two oscillator setups converge to the same value. Thus, nonlinear PA

plays a main role in decreasing the digital cancellation capability.
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It is notable that Figure 3.3 and Figure 3.4 illustrate that the single oscillator (Case

2) outperforms the use of two (Case 1) in the presence of RF impairments. Thus, the

single oscillator option is promising for full-duplex transceivers, and it is exclusively

deployed for the remaining figures.

3.5.3 SINR Analysis

Figure 3.5 shows the SINR of SU1 in (3.32) versus average transmit power. The

average transmit power of SU1 and SU2 are equal (p1 = p2 = p). Moreover, the

parameters of RF impairments are the same for both nodes. Furthermore, SINR

results for OFDM are presented. Three scenarios have been investigated for OFDM

and GFDM; 1) linear PA with PN (legend PA1 (10,-∞,0)), 2) linear PA with PN

and IQ imbalance (legend PA1 (10, -37.5,0)), and 3) nonlinear PA with PN and IQ

imbalance (legend PA2 (10, -37.5,0)). Note that since Case 2 is utilized, CFO does not

exist. Furthermore, the PSD is estimated via the averaged periodogram algorithm

with 50% overlap and the Hanning window [52]. The observations of Figure 3.5 have
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been summarized as follows:

• The theoretical (3.32) and simulated results match perfectly. This match veri-

fies the accuracy of the derived expressions of desired symbol in (3.15)-(3.17),

interference terms in (3.18)-(3.20) and thermal noise in (3.30) and (3.31).

• It is well known that GFDM confers the advantages of filter bank implemen-

tation and low peak-to-average power ratio [30]. Thus, one may expect that

GFDM outperforms OFDM in terms of SINR. Unfortunately, this is not true,

and there is about a 4 dB gap between OFDM and GFDM results. This is be-

cause non-orthogonality of GFDM causes more ICI and ISI terms and increases

residual SI power. Furthermore, interference terms from SU2 with GFDM is

higher than OFDM. Therefore, SINR of of the SU link using GFDM is lower

than that using OFDM. However, for both OFDM and GFDM, the RF impair-

ments reduce the SINR.

• Observe that, in all cases, when linear PA1 is deployed, by increasing the av-

erage transmit power, SINR increases. The reason is that by increasing power,

the effect of thermal noise in SINR (3.32) decreases. On the other hand, when

nonlinear PA2 is utilized, by increasing average transmit power and approach-

ing to p1dB = 23 dBm, SINR power monotonically decreases. It is due to the

fact that nonlinear interference terms in nominator and denominator of SINR

(3.32) are function of square and cube of power. Thus, in higher average trans-

mit power, PA2 works in nonlinear region and the interference terms are not

negligible. In result, they reduce the power of desired terms and increase the

power of interference and residual SI terms.

Next the derived PSD of transmitted signal from SU1 in (3.35) is verified by sim-

ulation results. Moreover, we compare the ACPR of GFDM and OFDM.
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3.5.4 PSD Analysis and ACPR

In Figure 3.6, PSD of transmitted signal from SU1 in (3.35) is plotted versus the

frequency in the presence of PN, IQ imbalance, and nonlinear PA. To show the effect

of PA nonlinearity, the average transmit power is equal to p1 = psat = 27 dB (that is

derived from [120]) and PAs operate in the nonlinear region. GFDM is deployed in the

transmitter of SU1. Three scenarios similar to the ones in Figure 3.5 are considered.

The observations are summarized as follows:

• The simulation results verify the derived PSD of the transmit signal of SU1

(3.35) in the presence of RF impairments.

• PSD is typically utilized to characterize broadband random signals and esti-

mates the frequency content of the signal. PSD enables the evaluates in-band

and out-of-band emissions (e.g., interference). Figure 3.6 shows that RF impair-

ments increase the out-of-band emission, increasing the interference on neigh-

boring PUs. Especially, nonlinear PA causes spectrum regrowth due to out-of-

band interference terms. These terms are function of square and cube of average

transmit power and when the PA operates in the nonlinear region, their effects

are much more severe, e.g. when (10,-37.5,0), out-of-band emission of PA2 is

-6 dB higher than PA1.

By using PSD of SU1 output signal (3.35), to show the impacts of RF impairments

on the out-of-band emission, the ACPR is defined as

ζ =

B2∫︁
B1

Sy1y1(f)df

B1∫︁
−B1

Sy1y1(f)df

(3.49)

where [B1, B2] is a frequency interval of upper adjacent channel and [−B1, B1] is a

frequency interval of the main channel. In Figure 3.6, B1 = 5 MHz and B2 = 15 MHz.

It is interesting to find how out-of-band emissions depend on the multicarrier mod-

ulation format used by the transceivers. Thus, Figure 3.7 plots the ACPR for GFDM
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Figure 3.6: PSD of SU1 output signal versus frequency

and OFDM versus transmit power of SU1. Three scenarios as per Figure 3.5 are

considered. The observations are summarized as follows.

• Because GFDM uses non-orthogonal subcarriers, it has higher out-of-band emis-

sions than OFDM. But GFDM achieves lower ACPR in all cases, e.g., when PA1

(10,-∞,0) and the transmit power of SU1 is 21 dBm, ACPR of OFDM is ap-

proximately 7 dB higher than GFDM. The reason is that GFDM has a filter

bank structure, which reduces the out-of-band emission. Although [30] con-

firmed this, the present work illustrates that GFDM preserves this advantage

even in the presence of the RF impairments and thus has lower interference on

neighboring PUs.

• As seen in Figure 3.6, RF impairments including PN and IQ imbalance increase

ACPR and out-of-band emission, e.g., when p1 = 21 dBm, there is 8 dB gap

between PA1 (10,-37.5,0) and PA1 (10,-∞,0). Furthermore, the RF impairments

decrease the gap between ACPR of OFDM and GFDM, e.g. at PA1 (10,-∞,0),

the gap is 7 dB, whereas when PA1 (10,-37.5,0), the gap is 2.3 dB.

83



18 20 22 24 26

-30

-24

-22

-20

-18

-16

SU1 average transmit power, p1 [dBm]

A
C

P
R

[d
B

]

G-PA1 (10, - ∞, 0) O-PA1 (10, - ∞, 0)
G-PA1 (10, - 37.5, 0) O-PA1 (10, - 37.5, 0)
G-PA2 (10, - 37.5, 0) O-PA2 (10, - 37.5, 0)
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• On the other hand, when linear PA is deployed, the ACPR is independent of

average transmit power and the gaps between GFDM and OFDM results is

constant. However, when nonlinear PA2 is deployed, by approaching to PA 1-

dB compression point, ACPR monotonically increases and out-of-band emission

on neighboring channel boosts since the power of nonlinear terms increases.

Moreover, by approaching to PA 1- dB compression point, the gap between

GFDM and OFDM decreases.

While OFDM outperforms GFDM in terms higher SINR (Figure 3.5), the converse

holds from the perspective of out-of-band emissions (Figure 3.7). The SINR impacts

the secondary link rate while out-of-band emission translates into interference on

neighboring PU channels, a critical problem in cognitive radio networks. In the next

section, the trade-off between these two effects is investigated.

3.5.5 Sum Rate Maximization

Figure 3.8 represents the optimized sum rate of SU link in (3.46) under ACI con-

straints in (3.43). For comparative purposes, the optimized sum rate results of full-
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Ith.
duplex OFDM is presented. Moreover, SU1 and SU2 are identical in the sense that

they both have the same RF impairments. Furthermore, maximum tolerable interfer-

ence on the lower and upper PUs is the same, Il,max = Ir,max = Ith. Three scenarios as

in Figure 3.5 are considered for GFDM and OFDM. The observations are explained

as follows:

• On one hand, when the maximum tolerable interference power is high, e.g.,

Ith = 0 dB, the ACI constraint is not dominant and since full-duplex OFDM

has higher SINR, it achieves higher sum rate. On the other hand, when the

maximum tolerable interference power is tight, full-duplex GFDM can achieve

higher sum rate since it has lower out-of-band emissions than OFDM, e.g.,

when PA1 (10, -∞,0), at Ith = −36 dB, the optimized sum rate of full-duplex

GFDM is more than double that of full-duplex OFDM. It is notable that the

critical requirement for realizing SU link in the spectrum hole is low ACI on

neighboring PUs. Thus, full-duplex GFDM, which has lower ACI, offers more

data rates when exploiting the spectrum hole.
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• However, RF impairments decrease the sum rate for GFDM and OFDM. For

example, the when 3-dB PN bandwidth, IQ imbalance and CFO increase, the

optimized sum rate in all cases decrease, due to increasing residual SI, ICI and

ISI. Moreover, nonlinear PA2 achieves lower sum rate in compared with linear

PA1, due to in-band and out-of-band nonlinear interference terms.

Next the performance of the proposed algorithm in (3.46) is compared with two

benchmarks : (1) Non-optimized algorithm; the transmit powers of SU1 and SU2 are

set to maximum powers P ′
1,max and P

′
2,max in (3.40), respectively, and the sum rate

in (3.38) is derived without any optimization and (2) Exhaustive search; the sum

rate in (3.38) under ACI constraints in (3.43) is calculated for all possible SU1 and

SU2 average transmit powers. For exhaustive search, we examine 10000 × 10000

(p1,p2) sets that are generated between zero and maximum powers P ′
1,max and P ′

2,max

in (3.40). Moreover, different RF impairments are considered for SU1 and SU2 to

understand how the proposed algorithm deals with different parameter configurations.

The nonlinear PA2 with PN 10 [kHz] are considered for both SU1 and SU2. The IQ

imbalance of SU2 and the receiver of SU1 is equal to -37.5 dB and the only difference

is the IQ imbalance of SU1 transmitter which is equal to -17.5 dB. As can be seen, the

proposed algorithm outperforms the non-optimized algorithm. On the other hand,

the optimality gap (i.e., between the proposed algorithm and the exhaustive search),

which is caused by approximation in (3.41), is almost negligible. Note that when

the ACI threshold decreases, the optimality gap almost vanishes. This is because,

smaller thresholds result in smaller transmit power allocations, and consequently, the

impacts of nonlinear terms decrease. Thus, the error of the approximation in (3.41)

is negligible.
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3.6 Conclusion

This chapter has investigated the performance of full-duplex GFDM transceivers op-

erating over a spectrum hole (whose lower and upper adjacent bands are PU active)

in the presence of PN, IQ imbalance, CFO, and nonlinear PA. Both analog and digi-

tal SI cancellation techniques were considered and the residual SI power was derived

for two cases - (1) two independent oscillators per transceiver and (2) single shared

oscillator per transceiver. In addition, the powers of desired signal, interference signal

and equivalent noise, SINR and the PSD are derived. The power allocation was deter-

mined to maximize the sum rate of the secondary link. For this, a series of successive

convex approximations is deployed to reach a standard geometric programming prob-

lem. Moreover, it is shown that the gap between the proposed algorithm and an

exhaustive search is negligible.

Some insights and implications of the findings are as follows.

1. Since simulation results fully match the derived analytical expressions, they have
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been validated. Thus, they may help us to quantify the tolerance of the system

toward RF impairments and may also lead to RF circuit design guidelines and

more.

2. In the presence of RF impairments, the single-shared oscillator setup signifi-

cantly decreases the residual SI compared with that of two independent oscilla-

tors. Thus, the single setup may be beneficial for for up and down conversions

in full-duplex transceivers.

3. Moreover, this chapter extensively evaluated the impacts of RF impairments

on a GFDM full-duplex link operating over a spectrum hole. The results show

that RF impairments increase the residual SI power and out-of-band emissions.

These results provide practical guidance for designing full-duplex GFDM links

in secondary networks subject to interference constraints.

4. Finally, this study finds that the full-duplex GFDM link achieves significantly

higher rates than the full-duplex OFDM link. For instance, the sum rate gains as

high as 100% are sometimes achieved. Therefore, given RF impairments, GFDM

is a potential candidate for realizing full-duplex links in secondary networks.

This chapter focused on the ability of full-duplex GFDM transceivers to handle RF

impairments and non-linear PA effects for a link over a spectrum hole. Cognitive and

full-duplex radios offer a clear path for addressing the spectrum crunch. Hence, they

offer invaluable developments for the emerging 5G and beyond wireless standards.

This work has several limitations. First, the assumption of perfect spectrum sens-

ing may not hold in practical settings, and spectrum sensing errors will affect both

the sum rate and interference levels on the primary users and also introduce primary

interference on secondary receivers. These factors will then impact the throughput

maximization of the secondary link. Spectrum sensing techniques include energy de-

tection and others (see [67, 126, 127] and references therein). The impacts of dynamic
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spectrum sensing and sensing errors for the considered system should thus be inves-

tigated. Second, this study considered only a few constraints, such as the maximum

allowable transmit power and ACI constraints on the neighboring PUs. Therefore,

additional constraints that involve spectrum sensing errors and also quality of service

parameters of primary users can be considered for system level optimization.
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Chapter 4

RF Impairment Compensation for
GFDM Systems

As shown before, RF impairments can induce interference and thus degrade the per-

formance of non-orthogonal systems. In GFDM systems, they can increase the ICI

and ISI terms. Among the considered RF impairments, PN is more critical since time

variations destroy the coherency between the channel estimate and the actual channel

gain. Therefore, this chapter addresses the following problem: how can we efficiently

execute joint channel estimation, PN compensation, and data detection for GFDM?

This problem is essential and challenging. In particular, because of its non-orthogonal

subcarriers, GFDM is limited by inherent ICI and ISI terms, which PN boosts. That

is why PN compensation for GFDM is essential. This fact motivates the development

of PN estimation and compensation algorithms.

The estimation process has two stages focusing on 1) channel estimation, and 2)

data detection. Both stages compensate for PN. The first stage performs channel

estimation. The second stage uses these estimates to detect each subsequent sym-

bols’ data. Moreover, to reduce the complexity of PN estimation, the interpolation

techniques from [89] are deployed, which were initially designed for OFDM receivers,

for GFDM systems.

Specifically, this chapter makes the following contributions:

• An efficient channel and PN estimator based on the non-linear least squares
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(NLS) approach for the first stage is proposed. Moreover, for the second stage,

this chapter proposes two algorithms for joint data detection and PN compen-

sation: 1) iterative linear LS algorithm, and 2) closed-form LS algorithm. All

algorithms utilize pilot symbols and deploy time interpolation to reduce com-

putational complexity.

• To enhance the performance of the proposed estimators and also replaces their

iterative procedure, DL frameworks are developed, which are trained offline

using simulation data and then are exploited for online PN compensation.

• To quantify the impacts of PN, the effective SINR for three cases is derived: 1)

ideal compensation of PN, 2) no compensation for PN, and 3) compensation of

PN with the proposed algorithm.

• To gauge the accuracy of the channel and PN estimators, this chapter derives

their Cramér-Rao lower bounds (CRLBs). The CRLB is a lower bound on the

mean-squared error (MSE) of an unbiased estimator [128]. A trade-off exists

between the accuracy and complexity of the estimators. Thus, their complexity

analysis is provided.

• Finally, extensive numerical and theoretical results are presented. These con-

sider MF and ZF GFDM receivers and compare their performances. Impor-

tantly, it is shown that the proposed estimators significantly reduce GFDM

receivers’ sensitivity to PN impairments.

The results of this chapter were published in [129, 130].

4.1 System Model

Figure 4.1 shows the GFDM block diagram with PN.

A quasi-static frequency selective channel constant during a GFDM packet is con-

sidered which changes from packet to packet [91]. Each packet has Nb + 1 GFDM
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Figure 4.1: GFDM block diagram with PN.

symbols, where Nb may be selected depending on the wireless channel’s coherence

time. In contrast, PN varies from one symbol to another, and thus symbol-wise esti-

mation of PN is needed, a necessity for accurate data detection. In contrast, a single

channel estimate can be used for all symbols in a packet. In the GFDM packet (Fig-

ure 4.2), blue circles and red squares indicate pilot and data symbols, respectively.

The first symbol is a GFDM pilot block, which is known at the receiver. The remain-

ing symbols are comb-type symbols in the payload portion of the packet (data and

pilot subcarriers).

GFDM Packet

Block Comb 1 Comb 𝑵𝒃

Figure 4.2: Timing of symbols within a GFDM packet.

In each GFDM symbol, the received baseband signal after the removal of CP may

be expressed as [8]

y[n] = ejϕ[n](h[n]⊛ x[n]) + w[n], n = 0, 1, ..., N − 1, (4.1)

where ϕ[n] is the random PN of the local oscillator, h[n] is the equivalent discrete-

time baseband channel impulse response with length Lch, x[n] is the GFDM signal in

(1.2), and w[n] is AWGN with variance σ2
w. The channel is modeled as a quasi-static,

frequency-selective fading channel [33]. The channel length is shorter than the CP

(Lch − 1 ≤ Lcp).

In addition, to model PN, the standard free-running oscillator with a Brownian

motion process is deployed. Following the above details, the output samples in fre-

quency domain can be derived by taking the DFT of the received baseband signal
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y[n] (4.1) as

Y [l] = J [l]⊛ (H[l]X[l]) +Wn[l], l = 0, 1, ..., N − 1, (4.2)

where

• J [l] = 1
N

∑︁N−1
n=0 e

jϕ[n]e−j 2πln
N is the frequency response of PN,

• H[l] =
∑︁Lch−1

n=0 h[n]e−j 2πln
N is the channel frequency response,

• X[l] =
∑︁N−1

n=0 x[n]e
−j 2πln

N is the transmitted GFDM symbols in the frequency

domain,

• Wn[l] =
∑︁N−1

n=0 w[n]e
−j 2πln

N is the frequency response of AWGN.

The channel coefficientsH[l] are circularly symmetric Gaussian variables with mean

zero and variance σ2
h = E{|H[l]|2} [33, 89]. To reveal the impact of PN, circular

convolution (4.2) must be expanded. This expansion yields the received signal (4.2)

as

Y [l] = J [0]H[l]X[l] +
N−1∑︂
r=1

J [(l − r)N ]H[r]X[r] +Wn[l], (4.3)

where (l−r)N stands for ((l−r)modN). Equation (4.3) indicates that PN causes two

types of distortions: 1) common phase error, J [0], and 2) ICI, which is the second

term of (4.3). By using matrix notation, (4.3) can be compactly represented as

y = JHx +Wn, (4.4)

where

• y = [Y [0], ..., Y [N − 1]]T ∈ CN×1 is received signal vector,

• J =

⎡⎢⎢⎢⎢⎢⎢⎣
J [0] J [N − 1] · · · J [1]

J [1] J [0] · · · J [2]
...

... . . . ...

J [N − 1] J [N − 2] · · · J [0]

⎤⎥⎥⎥⎥⎥⎥⎦ ∈ CN×N is circulant PN matrix,
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• H = diag([H[0], ..., H[N − 1]]) ∈ CN×N is the channel frequency response ma-

trix,

• x = FNAd = [X[0], ..., X[N − 1]]T ∈ CN×1 is the GFDM data vector and A is

the GFDM modulator,

• Wn = [Wn[0], ...,Wn[N − 1]]T ∈ CN×1 is the additive white Gaussian noise

vector.

If there is no PN, J becomes the identity matrix.

4.2 Joint Channel Estimation and PN Compensa-
tion

To detect the data vector x in (4.4), channel matrix H and PN matrix J are required.

However, in practice, the receiver does not know them and must estimate them. This

scenario is widely investigated (e.g., for OFDM systems see [131–133] and references

therein). Thus, this chapter proposes three algorithms. Algorithm 3 uses one block-

type pilot GFDM symbol for joint channel and PN estimation in the first stage of the

estimation process. In the second stage, Algorithm 4 or Algorithm 5 can be used for

data detection. They both utilize comb-type GFDM symbols to for PN compensation

and data detection. Note that the channel estimate from Stage 1 is used in Stage

2; and thus last two algorithms use the output from Algorithm 3. This usage is

possible because wireless channels are usually slowly varying compared to PN, which

may change significantly from one GFDM symbol to another. Thus, previous PN

estimates cannot detect the data symbols in the payload portion of the packet and

must be estimated per symbol for accurate data detection. However, the first stage’s

channel estimate can be used during the whole packet.

94



4.2.1 Joint Channel and PN Estimation

Herein, this chapter proposes Algorithm 3 for joint estimation of channel coefficients

and PN. It deploys one block-type pilot symbol, i.e., all N = MK subsymbols are

known at the receiver. The output (4.4) motivates the following optimization problem

for this estimation:

min
H,J
||y− JHx||2. (4.5)

This problem (4.5) can be solved via the LS approach [134]. That is, H and J

are estimated by minimizing the squared Euclidean distance between the observation

vector y and the reconstructed noiseless observation JHx [134]. LS problems can be

linear (standard) or non-linear, depending on whether the cost function is a linear

function of the unknown parameters or not [135]. While the linear case has a closed-

from solution, the non-linear case is solved through successive iterative algorithms

and by linearizing the non-linear cost function [135]. Clearly, the problem at hand

(4.5) is non-linear function of the entries of H and J because of the matrix product.

This fact motivates an NLS estimator. To this end, the proposed algorithm exploits

two ideas:

1. To save computational complexity, this chapter first reduces the number of

unknown channel and PN parameters, 2N−1, by relating the frequency response

of channel to its time response and by interploating PN.

2. The resulting NLS problem is approximated by the linear one. With this idea,

this chapter develops an iterative channel and PN estimator.

Step 1: To this end, the received signal in frequency domain (4.4) is written as

y = J′H′x +Wn, (4.6)
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where
H′ = J [0]H = diag([H ′[0], ..., H ′[N − 1]]) ∈ CN×N

J′ =
1

J [0]
J =

⎡⎢⎢⎢⎢⎢⎢⎣
J ′[0] J ′[N − 1] · · · J ′[1]

J ′[1] J ′[0] · · · J ′[2]
...

... . . . ...

J ′[N − 1] J ′[N − 2] · · · J ′[0]

⎤⎥⎥⎥⎥⎥⎥⎦ ∈ CN×N ,
(4.7)

where H ′[l] = J [0]H[l] l = 0, 1, ..., N − 1, J ′[0] = 1 and J ′[l] = J [l]/J [0], l =

1, ..., N − 1. Moreover, J′ is circulant matrix which is formed by elements of J̃ =

[J ′[0], J ′[1], ..., J ′[N − 1]]T ∈ CN×1.

Note that there are N channel coefficients H ′[l], l = 0, ..., N − 1, and N − 1 PN

parameters J ′[l], l = 1, ..., N − 1. Since the number of known pilots, N , is less than

the number of unknown parameters, 2N−1, this problem is underdetermined and the

solution is not unique. To avoid this conundrum, the channel and PN are modeled

with fewer parameters to reduce the number of unknowns.

Channel Model

Since the channel length, Lch, is much smaller than the GFDM symbol size N , similar

to [33], we can relate channel frequency response H ′[l], l = 0, ..., N − 1, to its time

response h′[n], n = 0, ..., Lch − 1, through

h̃ = Fhh̄, (4.8)

where
h̃ = [H ′[0], ..., H ′[N − 1]]T ∈ CN×1

h̄ = [h′[0], ..., h′[Lch − 1]]T ∈ CLch×1

Fh =

⎡⎢⎢⎢⎢⎢⎢⎣
1 1 · · · 1

1 e−j 2π
N · · · e−j

2π(L−1)
N

...
... . . . ...

1 e−j
2π(N−1)

N · · · e−j
2π(N−1)(L−1)

N

⎤⎥⎥⎥⎥⎥⎥⎦ ∈ CN×Lch ,

(4.9)

where h′[l] = J [0]h[l], l = 0, 1, ..., Lch−1. Moreover, Fh contains the first Lch columns

of the DFT matrix FN . In this way, h̄ is estimated instead of h̃, which reduces the
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number of unknown parameters into Lch.

PN Model

To reduce the number of unknowns, PN is interpolated. Thus, time domain PN

components ejϕ[n], n = 0, ..., N − 1 can be interpolated from ejϕ[q(N−1)/(Q−1)], q =

0, ..., Q− 1(Q < N) as [89]

p̃ ≈ Υp̄, (4.10)

where
p̃ =

[︁
ejϕ[0], ejϕ[1], ..., ejϕ[N−1]

]︁T ∈ CN×1

p̄ =
[︁
ejϕ[0], ejϕ[(N−1)/(Q−1)]..., ejϕ[N−1]

]︁T ∈ CQ×1,
(4.11)

and Υ ∈ CN×Q is called interpolation matrix. It helps to approximate PN with fewer

time samples. Thus, instead of estimating J ′[l], l = 0, ..., N − 1, approximate PN

samples are computed. With PN component J [l] and interpolation scheme (4.10),

J̃ =
1

N
FN c̃ ≈ Fcc̄, (4.12)

where Fc =
1
N
FNΥ ∈ CN×Q, c̃ = 1

J [0]
p̃, and

J̃ = [J ′[0], J ′[1], ..., J ′[N − 1]]
T ∈ CN×1

c̄ =
1

J [0]
p̄ = [c[0], ..., c[Q− 1]]T ∈ CQ×1.

(4.13)

Therefore, c̄ can be estimated instead of J̃, which appears the number of unknown

parameters to be Q. However, since J ′[0] = 1, the number of parameters is in fact

Q− 1.

Remark 2 (Interpolation matrix Υ )

This matrix can be determined in two ways. First, if PSD of PN is unknown, a

non-optimal, interpolation matrix Υ can be constructed from linear interpolation as

[89]

ΥL[n1,m1] =⎧⎪⎨⎪⎩
m1 − (n1−1)(Q−1)

N−1
(m1−1)(N−1)

Q−1
≤ n1 − 1 ≤ m1(N−1)

Q−1
(n1−1)(Q−1)

N−1
− (m1 − 2) (m1−2)(N−1)

Q−1
≤ n1 − 1 ≤ (m1−1)(N−1)

Q−1

0, otherwise

(4.14)
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where n1 = 1, 2, ..., N and m1 = 1, 2, ..., Q. Second, if the PSD of PN is known, the

optimal interpolation matrix can be derived by minimizing the MSE of interpolating

p̃ from p̄ as

ΥO = argmin
Υ

E||p̃−Υp̄||2. (4.15)

Thus, the solution of (4.15) is the optimal interpolation matrix, which is given by

ΥO = Rp̃,p̄R
−1
p̄ , (4.16)

where Rp̃,p̄ = E{p̃p̄H} and Rp̄ = E{p̄p̄H}, which based on the autocorelation of ϕ[n]

in (3.14) and PN expressions in (4.11) can be derived as

Rp̃,p̄[n1,m1] = e−2|(n1−1)− (m1−1)(N−1)
Q−1

|πβTs

Rp̄[m1,m2] = e−2|(m1−m2)|N−1
Q−1

πβTs ,

(4.17)

where n1 = 1, 2, ..., N and m1,m2 = 1, 2, ..., Q. Thus, by substituting (4.17) in (4.16),

the optimal interpolation matrix is given. Note that, it depends on the bandwidth,

β, of PN. To determine the bandwidth, the receiver requires the PSD of PN. The

PSD of the free-running oscillator typically is the Lorenzian spectrum [136], which

can be estimated from two single point PSD measurements [137]. Therefore, it is not

unrealistic to assume that the receiver knows β through prior measurements.

Consequently, the optimization problem in (4.5) is converted to joint h̄ (4.8) and

c̄ (4.12) estimation problem as

min
h̄,c̄
||y− J′H′x||2 (4.18)

s.t. J ′[0] = 1, (4.19)

where H′ is related to h̄ by (4.8) and J′ is related to c̄ by (4.12). Thus, by relat-

ing frequency response of channel to its time response in (4.8) and also deploying

interpolation technique for approximating PN components in (4.10), the number of

unknowns parameters in (4.5) from 2N − 1 into Lch +Q− 1 in (4.18). However, the

resulting optimization problem (4.18) is non-linear with a non-convex cost function

[33, 89].
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Step 2: To solve the estimation problem (4.18), a NLS iterative estimator of

h̄ and c̄ is proposed. This algorithm employs local linearization with a first-order

approximation. First, initialize c̄ by setting ĉ0 = [1, 1, ..., 1]T ∈ CQ×1. Second, by

substituting it in (4.12) and (4.7), and deriving the J′
0, the optimal h̄ of (4.18) is

given by

ĥ0 =
(︂
FH

h XHJ′
0
HJ′

0XFh

)︂−1

FH
h XHJ′

0
Hy, (4.20)

where X = diag(x). Let ĥi−1 and ĉi−1 be the parameter estimates at the (i − 1)-th

iteration. If ∆h̄ and ∆c̄ are the estimation errors, the parameter estimates in the

i-th iteration are given by

ĥi = ĥi−1 +∆h̄ , ĉi = ĉi−1 +∆c̄. (4.21)

Furthermore,

Ĥ
′
i = Ĥ

′
i−1 +∆H′ , Ĵ

′
i = Ĵ

′
i−1 +∆J′, (4.22)

where estimation errors ∆H′ and ∆J′ are related to ∆h̄ and ∆c̄ via (4.8) and (4.12),

respectively. By substituting (4.21) and (4.22) in (4.18) and using (4.8) and (4.12),

the optimization problem (4.18) to estimate ∆h̄ and ∆c̄ is given as

min
∆h̄,∆c̄

||y− (J′
i−1 +∆J′)(H′

i−1 +∆H′)x||2

≈ min
∆h̄,∆c̄

||z−T′
i−1Fc∆c̄− Ĵ

′
i−1XFh∆h̄||2

(4.23)

s.t. G∆c̄ = 0, (4.24)

where z = y − Ĵ
′
i−1Ĥ

′
i−1x ∈ CN×1, T′

i−1 ∈ CN×N is the circulant matrix formed

by elements of Ĥ
′
i−1x, and G = [G[0], G[1], ..., G[Q − 1]] ∈ C1×Q is the first row of

Fc =
1
N
FNΥ matrix. Note that, this approximation ignores the cross term between

∆h̄ and ∆c̄. Moreover, based on the constraint in (4.24), ∆c̄[0] from parameter

estimates can be removed by substituting F′
c∆c̄′ instead Fc∆c̄ in (4.23). We have

Fc∆c̄ = F′
c∆c̄′, (4.25)
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where
∆c̄′ = [∆c′[1], ...,∆c′[Q− 1]]T ∈ CQ−1×1

F′
c = S2 −

1

G[0]
S1 ([G[1], G[2], ..., G[Q− 1]])

Fc = [S1|S2] , S1 ∈ CN×1 , S2 ∈ CN×Q−1.

(4.26)

In this way, by applying (4.25), constraint (4.24) is satisfied and optimization

problem in (4.23) can be written as

min
∆h̄,∆c̄′

||z−T′
i−1F

′
c∆c̄′ − Ĵ

′
i−1XFh∆h̄||2. (4.27)

For solving (4.27), all the parameters that should be estimated are decomposed into

their real and imaginary parts and put them together in a vector Θ ∈ C2(Lch+Q−1)×1

as

Θ =
[︁
ℜ{h̄}T ,ℑ{h̄}T ,ℜ{c̄′}T ,ℑ{c̄′}T

]︁T
. (4.28)

Thus, by deploying (4.28), the non-linear optimization problem in (4.27) is refor-

matted as a linear LS problem, given by

min
Θ
||z̄− Γ∆Θ||2, (4.29)

where z̄ =
[︁
ℜ{z}T ,ℑ{z}T

]︁T ∈ C2N×1 and matrix Γ ∈ C2N×2(Lch+Q−1) is derived

in (C.4) (Appendix C.1). The LS solution of (4.29) yields the optimal estimate of

unknown matrix ∆Θ in the i-th iteration as

∆Θ = (ΓTΓ)−1ΓT z̄. (4.30)

Accordingly, from (4.30) and (4.28), ∆h̄ and ∆c̄′ are derived. Then, by using

(4.25), ∆c̄ is derived from ∆c̄′. Finally, estimates of h̄ and c̄ will be updated by

(4.21).

The proposed joint channel and PN estimation method is summarized in Algorithm

3. It recursively works until the objective function stops improving or until it reaches

the maximum number of iterations.

Note that in Step 4 of Algorithm 3, near optimal incremental terms ∆h̄ and ∆c̄ are

derived by (4.30) through setting Θ in (4.28) as predetermined Θ̂i−1, which results
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in ||z̄ − Γ∆Θ||2
Θ=Θ̂i−1

≤ ||z̄ − Γ∆Θ||2
Θ=Θ̂i

[33, 89]. Thus, the objective function

decreases with the number of iterations and converges to a local minimum. The

convergence and accuracy of this algorithm is experimentally investigated in Section

3.5. Moreover, the output of the algorithm, which is the channel estimate, is utilized

in Algorithm 2 for data detection and and PN estimation.

Algorithm 3 Joint Channel and PN Estimation
1: Set ĉ0 = [1, 1, ..., 1]T and find the initial ĥ0 by using (4.20)
2: Set the maximum number of iteration Imax and i = 1.
3: do while |℧i − ℧i−1| ≤ ϵ, and i < Imax,
4: Derive ∆h̄ and ∆c̄ by finding ∆Θo in (4.30) .
5: Update the estimates on h̄ and c̄ by (4.21) .
6: i← i+ 1
7: end do
where ℧i = ||y− J′

iH
′
ix||2

4.2.2 Joint Data Symbol and PN Estimation

This algorithm uses comb-type GFDM symbols and uses the first-stage channel es-

timate. It performs PN compensation and data detection. Consider the vector

d = dd + dp, where dd ∈ CN×1 and dp ∈ CN×1 indicate data vector and pilots

sequence, respectively. Furthermore, one pilot subsymbol every ∆k subcarriers is

assumed for pilot sequence dp and the rest of subsymbols are zeros, which are the

position of data vector dd. Thus, the number of pilot subcarriers is Kp =
⌊︁

K
∆k

⌋︁
.

Let v = [v1, v2, ..., vP ]
T ∈ CP×1 shows the position of pilot symbols in data vector

d, where P = MKp indicates the total number of pilot symbols. Then, we have

dp = [dv1 , 0, 0, ..., 0, dv2 , ..., dvP−1 , 0, 0, ..., 0, dvP ], and dd = d−dp. Furthermore, similar

to the first stage, interpolation is employed to reduce the complexity of PN estimation.

Two algorithms are next developed for joint data and PN estimation (stage 2).

First, similar approach as in [89] is considered and an iterative algorithm to solve

the joint NLS estimation problem is proposed. This algorithm first detects GFDM

symbols, passes the output through the GFDM demodulator, and finally outputs the
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transmitted complex data symbols. Second, a closed-form LS algorithm is proposed

as well, which includes the GFDM demodulator and directly detects transmitted

complex data symbols.

Algorithm 4

The data detection and PN estimation problem can be formulated as

min
xd,c̄
||y− JH′ (xp + xd) ||2, (4.31)

where y is the observed signal, J is the circulant matrix formed by the elements of

Fcc̄ in (4.12), xd = FNAdd ∈ CN×1 and xp = FNAdp ∈ CN×1.

As with the original channel and PN estimation problem (4.5), (4.31) is solved via

the LS approach [134]. Thus, xd and c̄ by minimizing the squared distance between

the observation vector y and the reconstructed noiseless observation JH′ (xp + xd).

Note that (4.31) is a non-linear function of unknown parameters of xd and c̄ with a

non-convex cost function. Therefore, it has no closed-form solution [135]. Therefore,

similar to the first stage, an iterative algorithm is proposed. It has two steps:1)

detecting the data symbol by assuming that PN is known, 2) estimating the PN with

the detected data symbol. The algorithm runs until the predefined maximum number

of iterations is reached, or the cost function reaches a plateau.

step 1: Suppose that vector ĉi−1 (estimation of c̄ ) and PN matrix Ĵi−1 are known

in the (i−1)-th iteration. By solving the linear LS problem, the optimal data symbol

is given by

x̂d,i−1 = (H′)
−1
(︂
Ĵ
H

i−1Ĵi−1

)︂−1

Ĵ
H

i−1

(︂
Y − Ĵi−1H′xp

)︂
. (4.32)

step 2: By deploying estimated symbol in (4.32), the optimal ĉi is derived by

solving a linear LS problem as

ĉi =
(︂
FH

c T
′′H
i−1T

′′
i−1Fc

)︂−1

FH
c T

′′H
i−1Y, (4.33)

where T′′
i−1 ∈ CN×N is the circulant matrix formed by elements of H′ (x̂d,i−1 + xp).
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The iterative joint data and PN estimation is summarized in Algorithm 4. Note

that in order to correct the scaling ambiguity in H′, the common phase error J [0] is

estimated by using LS method to minimize the cost function, given by

min
J [0]

N−1∑︂
l=0

|Y [l]− J [0]H ′[l]Xp[l]|2, (4.34)

where X[l] is l-th element of vector xp. By solving the minimization problem, the

estimate of common phase error is derived as

Ĵ [0] =

∑︁N−1
l=0 H ′∗[l]X∗

p [l]Y [l]∑︁N−1
l=0 |H ′[l]|2|Xp[l]|2

. (4.35)

The proposed algorithm outputs the GFDM symbol x̂, and complex data symbols

are demodulated as d̂ = Bx̂, where B ∈ CN×N is the demodulation matrix. The

matrix depends on the type of the receiver. This chapter considers two common

GFDM receivers; namely, MF and ZF [33].

Algorithm 4 Joint Data and PN Estimation
1: Set ĉ0 = [Ĵ [0], Ĵ [0], ..., Ĵ [0]]T ∈ CQ×1

2: Set Imax and i = 1.
3: do while |ϱi − ϱi−1| ≤ ϵ, and i < Imax

4: Compute optimal data x̂i−1 by (4.32) .
5: Compute PN ĉi by (4.33) .
6: i← i+ 1
7: end do
where ϱi = ||y− JiH′ (xp + x̂d,i−1) ||2.

Algorithm 5

With the transmit GFDM signal (1.2) and (4.4), the observed signal with comb-type

GFDM symbols may be expressed as

y = FNEFH
NH′FNAd+Wn, (4.36)

where d = dd + dp, and E = diag(p̃) indicates the PN matrix in time domain. In

(4.36), the multiplication of channel and GFDM signal is converted into time domain,
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and then multiply the output with the PN matrix in time domain, and finally convert

the result to the frequency domain. After passing the observed signal (4.36) through

the PN compensator and GFDM demodulator, transmitted complex data symbols

can be detected as

d̂ = Cṗ, (4.37)

where C = BFH
N (H′)−1 FN ŷΥ ∈ CN×Q, where B ∈ CN×N is the GFDM demod-

ulation matrix and ŷ = diag(FH
Ny) ∈ CN×N is the observed signal in time do-

main. Moreover, in (4.37), the conjugate of PN p̃∗ ias approximated by using in-

terpolation matrix Υ as p̃∗ = Υṗ, where ṗ ∈ CQ×1 is the unknown vector. Let

dv
p = [dv1p , d

v2
p , ..., d

vP
p ]T ∈ CP×1 be pilot vector corresponding to pilot index set v.

Therefore, we can have

dv
p = CP ṗ, (4.38)

where CP ∈ CP×Q matrix corresponds to pilot index set v, which is derived from

matrix C in (4.37). Since dv
p and CP are known, the unknown vector ṗ can be

estimated by using linear LS estimator as

ṗ =
(︁
CH

P CP

)︁−1
CH

P d
v
p. (4.39)

By substituting the estimated ṗ in (4.37), the transmitted complex data symbols

can be obtained. This closed-form joint data and PN estimation is summarized in

Algorithm 5.

Algorithm 5 Joint Data and PN Estimation
1: Compute PN unknowns ṗ by (4.39).
2: Compute data symbols d̂ via ṗ in (4.37).
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4.3 DL-Based PN Compensation

This subsection proposes DL schemes to improve PN compensation performance for

both stages: 1) channel estimation and 2) data detection, as it is shown in fig. 4.3.

Multicarrier
Modulator

Channel

𝒆𝒋Ф(𝒕)

d x

y

መ𝐡𝐃𝐋
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መ𝐡𝐍𝐋𝐒
𝟏

ෝ𝐩𝐢
𝐃𝐋

PnDNN (PN Est.)
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𝐋𝐒−𝐃𝐋

መ𝐡𝐃𝐋

෡𝐃𝐢
𝟐𝐃−𝐋𝐒෡𝐃𝐢

𝐃𝐋

DnCNN (Data Det.)

Figure 4.3: DL-based PN compensation block diagram.

4.3.1 DL-based channel estimation

The conventional NLS Algorithm 3 in section 4.2.1 for estimating channel requires

many iterations to converge, resulting in high computational complexity. Moreover,

although it offers the advantage of requiring minimum statistical information, its

channel estimates have the MSE higher than that of other biased estimators, e.g.,

LMMSE, which deploys more statistical information (PN correlation matrix, channel

correlation matrix, and noise variance). Thus, a DL network, named ChDNN, is

developed to replace the iterative NLS estimator and improve its MSE performance

without requiring more statistical information.

The proposed ChDNN network is a fully connected DNN with L layers, including

one input layer, L−2 hidden layers, and one output layer. The NLS estimated channel,

Algorithm 3, is considered in the first iteration, ĥ
1

NLS, as the input to the ChDNN

network. Moreover, each hidden layer of the network includes multiple neurons.

The output of each hidden layer is a nonlinear function of the weighted sum of its

preceding layer’s output values. The output of the ChDNN network is the estimate
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of the channel, which can be expressed as

ĥDL = fc(ĥ
1

NLS; Θ
c) = f (L−1)

c

(︂
...f (1)

c

(︂
ĥ
1

NLS; Θ
c
1

)︂
; Θc

L

)︂
, (4.40)

where Θc =∆ {Θc
l}L−1

l=1 is the set of parameter values for the ChDNN network. Moreover,

f
(l)
c and Θc

l , l = 1, ..., L − 1, indicate the nonlinear function, and parameters of the

l-th layer including weight matrix Wc
l and bias vector bc

l , respectively. Note that

f
(l)
c

(︂
ĥ
1

NLS; Θ
c
l

)︂
= f

(l)
c

(︂
Wc

l

(︂
f (l−1)

(︂
ĥ
1

NLS; Θ
c
l−1

)︂)︂
+ bc

l

)︂
, is the output of the l-th

layer.

Before online deployment, the ChDNN network parameters, Θc, should be opti-

mized through off-line training by deploying a training set and known desired outputs.

Optimal Θc can be obtained by minimizing a loss function, defined as the MSE be-

tween the estimated channel and the actual channel. And it is expressed as

L(Θc) =
1

|H|
∑︂
h∈H

||ĥDL − h||2, (4.41)

where H indicates set of training channel samples, |H| is the size of the training set,

and h is the actual channel.

4.3.2 DL-based PN estimation and data detection

This subsection develops DL networks to enhance the PN estimation and data detec-

tion performance of Algorithm 5 in Section section 4.2.2.

PN estimation

To improve this, a fully connected DNN, named PnDNN, is developed which has L′

layers including one input, L′ − 2 hidden layers, and an output layer in addition to

an input layer. The input of PnDNN is the LS estimated PN, Algorithm 5, by using

the first stage ChDNN channel estimated ĥDL in (4.40), which is given by (4.39) as

p̂LS−DL =
(︁
CH

P,DLCP,DL

)︁−1
CH

P,DLd
v
p, (4.42)
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where CP,DL ∈ CP×Q matrix corresponds to pilot index set v, which is derived from

matrix CDL = BFH
N

(︂
FN ĥDL

)︂−1

FNdiag(FH
Ny)Υ. The output of the PnDNN net-

work is the PN estimation, which can be formulated as

p̂DL = fp(p̂
LS−DL; Θp) = f (L′−1)

p

(︁
...f (1)

p

(︁
p̂LS−DL; Θp

1

)︁
; Θp

L′

)︁
, (4.43)

where Θp =∆ {Θp
l }

L′−1
l=1 is the set of parameter values for the PnDNN , f (l)

p and Θp
l ,

l = 1, ..., L′ − 1, indicate the nonlinear function and the parameters of the l-th layer

including weight matrix Wp
l and bias vector bp

l , respectively. Through offline training,

known desired outputs and training set are deployed to optimize the parameters of

PnDNN Θp by minimizing the MSE loss function as

L(Θp) =
1

|P|
∑︂
p∈P

||p̂DL − p||2, (4.44)

where P indicates set of training PN samples, |P| is the size of the training set, and

p is the actual PN.

Data detection

By using the ChDNN estimated channel ĥDL in (4.40), PnDNN estimated PN p̂DL

in (4.43) and Algorithm 5, the complex data symbols can be derived as

d̂
LS,DL

= CDLp̂
DL. (4.45)

To improve the data detection performance, a CNN-based deep learning image

denoising algorithm, named DnCNN [138] is deployed. The adopted DnCNN is a

feed-forward residual-learning-based CNN, which has L′′ layers, including one input

layer, L′′ − 2 convolutional layers, and one output layer. The input to the DnCNN

network is real and imaginary values of noisy data matrix D̂
2D−LS ∈ CB1×B2 , which

is derived by reshaping the LS estimated data symbols d̂
LS,DL ∈ CN×1 into size of

B1 × B2, where B1B2 = N . The output of the DnCNN is the estimated transmitted
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complex data symbols, which can be expressed as

D̂
DL

= fd

(︂
D̂

2D−LS
; Θd

)︂
, (4.46)

where Θd is the set of parameter values, including filter matrices and bias vectors for

the DnCNN network, and fd is the DnCNN function. The parameter set of DnCNN is

optimized by minimizing the MSE loss function over the training set, which is defined

as

L(Θd) =
1

|D|
∑︂
D∈D

||D̂DL −D||2, (4.47)

where D indicates set of training data symbol samples, |D| is the size of the training

set, and D is the actual data symbols. Finally, the detected data matrix D̂
DL ∈

CB1×B2 in (4.46) is reshaped to vector d̂
DL ∈ CN×1.

Note that the trained PnDNN and DnCNN are deployed for all the comb-type sym-

bols in the packet. the proposed DL-based PN compensation algorithm is summarized

in Algorithm 6.

Algorithm 6 DL-Based PN Compensation
Offline: Train the DL networks ChDNN, PnDNN and DnCNN by using training sets
and actual outputs.
Online: Consider packet of multicarrier symbols
1) Estimate channel ĥDL in (4.40) using the pilot symbol,
2) stage 2: For remaining comb-type symbols in the packet, first estimate PN p̂DL,
by (4.43), and then detect data symbols d̂

DL
by (4.46)

4.4 Performance Analysis

This section investigates the impacts of PN on the effective SINR and the sum-

rate of GFDM. Moreover, the CRLB is derived to evaluate the MSE performance of

Algorithm 1. Finally, the complexity of the proposed algorithms is analyzed.

4.4.1 Effective SINR Derivation

The effective SINR can quantify the impacts of PN on GFDM performance. Thus,

this measure is derived for three different cases. These are 1) Ideal compensation for
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PN, 2) No compensation of PN, and 3) PN compensation with Algorithm 1. As is

customary, data symbols, PN, the channel coefficients, and the additive white Gaus-

sian noise terms are assumed to be independent random variables [8, 33].

Case 1: Ideal Compensation of PN

If both J and H matrices in (4.4) are perfectly known, the receiver can perform

ideal compensation. Although this case is unrealizable, it yields an upper bound of

the achievable effective SINR, which serves as a performance benchmark for any PN

compensation algorithm. To derive this bound, note that the term JHx in (4.4) is

the desired component. Thus, based on E{Wn
HWn} = σ2

w, the effective SINR can

be derived as

SINRideal =
E{xHHHJHJHx}

σ2
w

=
σ2
hσ

2
d

Nσ2
w

N−1∑︂
l1=0

(︁
|γl′1 |

2 + |γM+l′1
|2
)︁
, (4.48)

where {γ0, γ1, ..., γ2M−1} indicates the frequency response of the prototype filter and

l′1 = (l1)M .

Proof: See Appendix C.2.

As can be observed in the expression (4.48), the derived effective SINR is indepen-

dent of the 3-dB PN bandwidth β, which makes sense since PN is ideally compensated.

Case 2: No Compensation of PN

This case yields a lower bound of achievable effective SINR, which gauges the PN

compensation algorithm’s performance improvement. To this end, the effective SINR

is derived. To do that, the received signal in (4.4) is written as

y = Hx + (J [0]− 1)Hx + (J− J [0]IN)Hx +Wn. (4.49)

Similar to the derivation in (4.48), by using the signal model (4.49) and after
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straightforward mathematical manipulation, the effective SINR is given by

SINRNo =
E{xHHHHx}(︂

E{|J [0]− 1|2}+
∑︁N−1

l=1 σ2
J,l

)︂
E{xHHHHx}+ σ2

w

=
SINRideal

2(1− µ)SINRideal + 1
,

(4.50)

where σ2
J,l = E{|J [l]|2} and µ = ℜ{E{J [0]} (derived in (C.10), Appendix C.3). Note

that the constant µ depends on PN bandwidth β. For example, if the bandwidth is

zero (β = 0), µ will also be zero, and the SINR of Case 2 will be equal to that of the

ideal case (SINRNo = SINRideal). Thus, depending on the noise bandwidth, the SINR

of Case 2 is bounded as

SINRideal

2SINRideal + 1
< SINRNo ≤ SINRideal. (4.51)

Case 3: Proposed algorithms

The effective SINR achieved with the proposed PN compensation algorithm is derived.

That SINR can be compared with the upper and lower bounds from case 1 and case 2,

respectively. Thus, the effectiveness of the proposed algorithm is evaluated. To derive

the effective SINR, let Ĵ be the estimate of PN matrix J by the proposed estimation

algorithm. Thus, we can rewrite the system model (4.4) as

y = ĴHx +
(︂
J− Ĵ

)︂
Hx +Wn, (4.52)

where J and Ĵ are circulant matrices formed by the elements of j̃ = 1
N
FN p̃ and

j̃app = Fcp̄ in (4.12), respectively. Thus, the effective SINR is formulated as

SINRprop =
E{xHHH Ĵ

H
ĴHx}

E{xHHH
(︂
J− Ĵ

)︂H (︂
J− Ĵ

)︂
Hx}+ σ2

w

=
ξ1SINRideal

(1 + ξ1 − 2ℜ{ξ2}) SINRideal + 1
,

(4.53)

where ξ1 = 1
N
T{ΥRp̄Υ

H} and ξ2 = 1
N
T{Rp̃,p̄Υ

H}.

Proof: See Appendix C.4.

Note that Rp̄ and Rp̃,p̄ are derived in (4.17) and ΥL is expressed in (4.14) for linear

interpolation. Moreover, the effective SINR (4.53) derived for optimal interpolation
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matrix ΥO = Rp̃,p̄R
−1
p̄ in (4.16) can be simplified as

SINRprop,O =
ξSINRideal

(1− ξ)) SINRideal + 1
, (4.54)

where ξ = 1
N
T{Rp̃,p̄R

−1
p̄ RH

p̃,p̄}. If the length, Q, of interpolation vector equals the

number of data symbols N , p̃ = p̄ and thus Rp̃,p̄ = Rp̄. In this case, ξ = 1. Moreover,

p̄ is a subvector of p̃ and so Rp̄ is a submatrix of Rp̃,p̄. Therefore, it is true that

T{Rp̃,p̄R
−1
p̄ RH

p̃,p̄} > T{Rp̄R
−1
p̄ RH

p̄ } = Q. In this case, ξ > Q
N

. Depending on the

range of ξ, SINRprop,O may be bounded as

Q
N

SINRideal

(1− Q
N
)SINRideal + 1

< SINRprop,O ≤ SINRideal. (4.55)

4.4.2 Cramér-Rao Lower Bound (CRLB)

CRLB is a lower bound on the covariance matrix of any unbiased estimator of un-

known parameters [128]. If an unbiased estimator achieves this lower bound, the

estimator is said to be efficient. It thus achieves the smallest possible MSE among all

unbiased methods. Thus, the CRLB is widely used to evaluate the quality of estima-

tors. In the following, CRLBs are derived for the channel and PN estimates computed

during the first block-type pilot of the GFDM packet (Figure 4.2). Moreover, the N

pilot symbols are i.i.d. complex random variables with mean zero and the identical

variance. They are also independent of data symbols, channel coefficients, PN, and

additive noise.

To derive the CRLBs, the received signal (4.6) is expressed as

Y = SΘ + W̄, (4.56)

where

SΘ = J′
appH

′x , W̄ = Wn + (J′ − J′
app)H

′x, (4.57)

where J′ and J′
app are circulant matrices formed by the elements of J̃ = 1

N
FN c̃ and

J̃app = Fcc̄ in (4.12). Note that J′ − J′
app indicates the the approximation error

111



in (4.10). Similar to Appendix C.4, after straightforward derivations, the covariance

matrix of W̄ is equal to E{W̄W̄
H} = σ2

w̄IN , where σ2
w̄ can be derived as

σ2
w̄ = E{xHHH

(︁
J′ − J′

app

)︁H (︁
J′ − J′

app

)︁
Hx}+ σ2

w

= E{||J̃− J̃app||2}σ2
hσ

2
d

N−1∑︂
l1=0

(︁
|γl′1|

2 + |γM+l′1
|2
)︁
+ σ2

w

=
σ2
hσ

2
d

N

N−1∑︂
l1=0

(︁
|γl′1|

2 + |γM+l′1
|2
)︁(︃

1 +
1

N
T{ΥRp̄Υ

H}

− 2ℜ
{︃

1

N
T{Rp̃,p̄Υ

H}
}︃)︃

+ σ2
w,

(4.58)

Since Rp̄ and Rp̃,p̄ in (4.17) depend on PN bandwidth β, σ2
w̄ is a function of β.

According to the CRLB, for any unbiased estimator Θ̂ of Θ, the covariance matrix,

RΘ̂ = E{(Θ̂−Θ)(Θ̂−Θ)H}, should satisfy

RΘ̂ ≥ Ω−1

Θ̂
, (4.59)

where ΩΘ̂ ∈ C2(Lch+Q−1)×2(Lch+Q−1) is the Fisher information matrix, which is given

by

ΩΘ̂ =
2

σ2
w̄

ℜ
{︃(︃

∂SΘ

∂Θ

)︃T (︃
∂SΘ

∂Θ

)︃∗}︃
. (4.60)

Note that (4.59) implies that RΘ̂−Ω
−1

Θ̂
is positive semidefinite. However, ∂SΘ/∂Θ

is derived in (C.14) element by element (see Appendix C.5). Therefore, by substitut-

ing (C.14) in Fisher information matrix (4.60),

E{|h′[n1]− ĥ
′
[n1]|2} ≥ Ω−1

Θ̂
[n1 + 1, n1 + 1]

+Ω−1

Θ̂
[n1 + Lch + 1, n1 + Lch + 1] n1 = 0, 1, ..., Lch.

(4.61)

E{|c′[n2]−ĉ′[n2]|2} ≥ Ω−1

Θ̂
[n2 + 2Lch, n2 + 2Lch]

+Ω−1

Θ̂
[n2 + 2Lch +Q− 1, n2 + 2Lch +Q− 1]

n2 = 1, ..., Q− 1.

(4.62)
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4.4.3 Computational Complexity Analysis

This chapter analyzes the number of real-valued multiplications required for joint

channel and PN estimation in Algorithm 3 and joint data symbol and PN compen-

sation in Algorithm 4.

Table 4.1: Complexity growth of Algorithm 1

Step number Multiplications

Step 4 O(N3 + 16N2(Lch +Q) + 8N(Lch +Q)2)

Step 5 0

In Algorithm 3, the iteration process contains Step 4 and Step 5. In Step 4, un-

known matrix ∆Θ is optimally estimated via (4.30). This operation requires three

matrix multiplications and one matrix inverse. Moreover, this step also constructs Γ

matrix based on the expressions derived in Appendix A. Note that Step 5 avoids mul-

tiplications. Due to these reasons, the complexity growth is summarized in Table 4.1.

Since the maximum value of Q is equal to N and also the channel length, Lch, and

the number of time-slots M is relatively small, the computational complexity of the

proposed NLS joint channel and PN estimator is roughly in the order of K3.

Table 4.2: Complexity growth of Algorithm 2

Step number Multiplications

Step 4 O(3N3 +N2Q+NQ)

Step 5 O
(︁
N3 + 2N2Q

)︁

On the other hand, the iteration process of Algorithm 4 contains steps four and

five. In the former one, the optimal data symbol is derived by (4.32). This operation

requires six matrix multiplications and two matrix inverses. Moreover, in the latter

one, PN estimation is obtained by (4.33), which requires six matrix multiplications

and one matrix inverse. The complexity growth of the steps in each iteration is
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Table 4.3: Simulation parameters

Parameter Value

Number of subcarriers (K) 32

Number of time slots (M) 5

Modulation 16− QAM

Prototype Filter Root Raised-Cosine

Roll-off factor (rf ) 0.1

Sampling time (Ts) [8] 100 ns

Channel length (Lch) 26

Channel model [139] ITU outdoor channel A

Power delay profile [139] 0 dB, -1 dB, -9 dB, -10 dB, -15 dB and -20 dB for delays of 0,
3, 7, 11, 17 and 25 samples

CP length (Lcp) 26

Length of interpolation vector Q1 = 10; Q2 = 32

3-dB PN bandwidth β1 = 100 Hz; β2 = 1 kHz

SNR values (dB) SNR1=20; SNR2=30; SNR3=40

GFDM packet length (Nb + 1) 6

Pilot subcarrier spacing ∆k 4

Maximum iterations, Imax 3

summarized in Table 4.2. Similar to Algorithm 3, since the maximum value of Q is

equal to N and the number of time-slots M is relatively small, the computational

complexity of the estimator is roughly in the order of K3.

Finally, the proposed closed-form algorithm in Section 4.2.2, Algorithm 5, requires

nine matrix multiplications and two matrix inversions, according to (4.37) and (4.39).

The complexity of Algorithm 5 is O(N3 + 5N2Q + NQ2). Similar to Algorithm 4,

since the complexity is in order of N3, N = MK, and the number of time-slots M

is relatively small, the computational complexity of this estimator is roughly in the

order of K3. Note that this complexity of Algorithm 5 is less than that of Algorithm

4 because complexity per iteration is higher in the latter.

4.5 Simulation Results

This section measures the impacts of PN. First, the derived sum-rate and effective

SINR expressions are verified via simulation results. Next, the MSE of the joint
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Figure 4.4: Effective SINRs versus SNR for Case 1 (legend "Ideal comp."), Case 2
(legend "No comp."), and Case 3, legends "Li" and "Op" represent linear and optimal
interpolation.

channel and PN estimator (Algorithm 3) and the CRLB are evaluated and compared.

Finally, the BER of the joint data and PN estimator (Algorithm 4) is examined.

The simulation parameters are listed in Table 4.3. Each simulation result is av-

eraged over 1000 independent trials. Pilot symbols are randomly generated complex

16-QAM (quadrature amplitude modulation) symbols. Optimal pilot design for for

the considered system is an important and interesting topic and is left as future work.

All the DL networks are implemented with Keras and Tensorflow using a GPU.

The ChDNN network contains three hidden layers with 128, 64, and 32 neurons per

layer. Moreover, The PnDNN network contains two hidden layers with 128 and 64

neurons per layer. In both ChDNN and PnDNN, each hidden layer is followed by

the ReLU activation function. In addition, DnCNN is composed of 20 convolutional

layers( The first one deploys 64 filters of size 3 × 3 × 1 followed by a ReLU; Each

of the succeeding 18 layers deploys 64 filters of size 3 × 3 × 64 followed by batch-

normalization and ReLU; the last layer deploys one 3× 3× 64 filter) [138]. Moreover,

in DnCNN, the considering reformatting size for the noisy data is 32× 5 (B1 ×B2).
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Figure 4.5: MSE performance of Algorithm 3 with linear ("Li") and optimal ("Op")
interpolations.

For all networks, an adaptive moment estimation (ADAM) optimizer is exploited

for minimizing the loss functions and finding the optimal parameters. Moreover, the

training rate is set to 0.001, the batch size is 128, and the number of iterations is at

most 500. Similar to the training approach in [109], the networks are trained with

a group of SNR values ({10 dB, 20 dB, 30 dB}), 90000 data samples (30000 for each

training SNR). Moreover, the validation set consists of 9000 data samples, and the

testing set consists of 24000 data samples (4000 for each testing SNR).

4.5.1 Effective SINR Performance

In Figure 4.4, the derived SINRs for Case 1 (4.48), Case 2 (4.50), and Case 3 (4.53)

versus SINRideal in (4.48) are plotted. For these three cases, both linear and optimal

interpolation are considered. Moreover, the PN bandwidth is set as 100 Hz or 1 kHz.

Dashed lines show the theoretical results. The observations can be summarized as

follows:

• The simulation results fully match with the derived effective SINRs in (4.48),
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(4.50), (4.53).

• When the PN bandwidth increases, the effective SINRs of the last two cases

decrease, e.g., without PN compensation, and when the PN increases from 100

Hz to 1 kHz at an SNR of 30 dB, the SINR decreases by about 10 dB. In other

words, when PN increases, the power of interference terms increases, reducing

the SINR.

• Promisingly, the proposed algorithm significantly improves effective SINR. More-

over, optimal interpolation achieves higher effective SINR than linear interpola-

tion. Furthermore, a larger interpolation vector Q increases the effective SINR

in both cases, e.g., optimal interpolation with Q2 achieves an SINR more or less

that of ideal case for 100-Hz PN.

4.5.2 Channel Estimation

To examine the performance of Algorithm 3, the MSE of channel and PN estimates

in Figure 4.5a and Figure 4.5b are plotted, respectively. Both linear and optimal

interpolation are considered. Moreover, CRLB’s of these estimations confirms the

accuracy of Algorithm 3. Note that the number of iterations Imax is set at three, and

PN bandwidth is 1 kHz.

The estimators developed thus far do not use statistics of the signals and channel

gains. However, to compare the performance of Algorithm 1 with other estimators, an

iterative linear minimum mean square error (LMMSE) estimator is developed. Unlike

Algorithm 1, this estimator requires the channel correlation matrix, PN correlation

matrix and the noise variance. In (4.18), at the i-th iteration, PN ĉi−1 is assumed

given. Therefore, the LMMSE channel estimate is computed by

ĥi = σ2
hF

H
h XHJ′H

i

(︂
σ2
wIN + σ2

hJ
′
i−1XFhFH

h XHJ′H
i−1

)︂−1

y, (4.63)

where J′
i−1 is PN circulant matrix formed by elements of Fcĉi−1. By using estimate
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ĥi, LMMSE PN estimate is computed as

ĉi = Rp̄FH
c T′H

i

(︂
σ2
wIN + T′

iFcRp̄FH
c T′H

i

)︂−1

y, (4.64)

where T′
i is the circulant matrix formed by elements of Ĥ

′
ix, Ĥ

′
i = diag(Fhĥi), and

Rp̄ is PN correlation matrix in (4.17). Similar to Algorithm 1, the LMMSE estimator

recursively works until the objective function stops improving or until it reaches the

maximum number of iterations. In Figure 4.5a, for LMMSE, optimal interpolation

with Q = 32 is considered and PN bandwidth is 1 kHz.

The observations of Figure 4.5 can be summarized as follows:

• The MSE of the channel estimates closely match the CRLB (Figure 4.5a). This

match confirms that Algorithm 1 is an efficient unbiased estimator and its chan-

nel estimates can be reliably deployed for data detection.

• In addition, in low SNRs, the biased LMMSE estimator obtains lower MSE than

the Algorithm 1. However, Algorithm 1 outperforms the LMMSE estimator in

high SNRs.

• In Figure 4.5b, a gap exists between the MSE of PN estimates and the CRLB in

all cases, which is due to the use of interpolation. However, this gap decreases

when the interpolation size increases. Furthermore, the gap can be reduced by

choosing optimal interpolation rather than linear interpolation.

• Promisingly, the MSE of both channel and PN estimates decreases for larger

interpolation vectors, Q. For example, when the optimal interpolation is used,

the difference between the MSE of channel estimates for Q1 and Q2 at an SNR

of 30 dB is 3 dB. However, larger Q increases the computational complexity.

Therefore, complexity and MSE performance exhibit a trade-off.

Moreover, to verify the impacts of PN on the performance of the proposed NLS

estimator in Algorithm 3, MSE’s of estimated channel and PN versus PN bandwidth
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Figure 4.6: MSE of channel and PN estimates as a function of the PN bandwidth.

β are illustrated in Figure 4.6a and Figure 4.6b, respectively. Optimal interpolation

(Q = 32) and also SNR values 20, 30 and 40 dB are considered. Furthermore,

the number of iterations Imax is set at three. The observations from Figure 4.6 are

summarized as follows:

• From Figure 4.6a, close match between the MSE of channel estimates and CRLB

is observed. This match shows that the proposed algorithm is able to compen-

sates for the effect of different PN bandwidths.

• From Figure 4.6b, the MSE of the PN estimate and CRLB are fairly close.

However, a gap exists, which is due to the interpolation errors of PN. This points

to the trade off between the MSE performance and computational complexity.

• Unsurprisingly, when PN bandwidth increases, the MSE’s of both channel and

PN estimation increase. Moreover, for the large PN regime, the MSE becomes

more or less independent of the SNR, and the power of interference terms (due

to PN) increases and dominates the additive white noise terms.
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Figure 4.7: MSE of Algorithm 3 as a function of the number of iterations.

To gauge the convergence rate of Algorithm 3, in Figure 4.7, the MSE of channel

estimates (Algorithm 1) is plotted versus the number of iterations. The same SNR

values as per Figure 4.6 and 100 Hz and 1 kHz PN bandwidths, and optimal inter-

polation (Q = 32) are considered. For the 100-Hz PN, the algorithm converges after

two iterations for all SNRs, while just three iterations are needed for the 1 kHz PN

in high SNRs. These observations suggest that the proposed estimator is fast and

requires just three iterations to ensure convergence.

4.5.3 Data Detection

Thus far, it is shown that the proposed joint NLS channel and PN estimator obtains

satisfactory channel estimates, which can then be deployed for data detection. This is

done in Algorithm 4. It uses comb-type GFDM symbols with pilot subcarrier spacing

∆k = 4. This section considers Case 1, with perfect channel and PN knowledge,

(legend Perfect Ch. & PN ), Case 2, with perfect knowledge of channel but no

information about the PN, (legend No comp.), Case 3 – Algorithm 4 in Section 4.2.2

(legend Algorithm 4), and Case 3 – closed-form data detection algorithm in Section
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Figure 4.8: BER versus SNR for Case 1, Case 2 and Case 3 – Algorithm 4 and Case
3 – Algorithm 5 .

4.2.2 (legend Algorithm 5). Note that Case 1 yields the BER lower bound of BER and

thus serves as a performance benchmark for the proposed algorithms. On the other

hand, Case 2 yields the BER upper bound and is utilized to evaluate the improvement

of the proposed algorithms.

Moreover, Imax in Algorithm 4 is set at three and also PN bandwidths values

100 Hz and 1 kHz and optimal interpolation are considered. Furthermore, since the

ZF receiver outperforms MF one in the presence of PN, it is examined exclusively in

this figure. Note that the ZF receiver can cancel more interference terms than the

MF, which boosts the desired signal and hence improves the BER. The observations

of Figure 4.8 can be summarized as follows:

• When the PN bandwidth increases, the BER increases in all cases. Undoubtedly,

the increased PN degrades the MSE’s of channel and PN estimates (Figure 4.6).

Fortunately, this degradation is more or less completely eliminated by both

Algorithm 4 and Algorithm 5. For example, for 100 Hz PN, Algorithm 5 achieves

a BER close to that of the perfect channel and PN estimation scenario.
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Figure 4.9: BER versus SNR for Algorithm 5 with three roll-off factors.

• Promisingly, Algorithm 4 and Algorithm 5 compensate the PN effects and de-

crease the BER. In comparison with Case 1 and Case 2, they significantly im-

prove the BER; e.g., for extreme PN (1 kHz) and additive noise (SNR of 30 dB),

Algorithm 4 reduces the BER by 400% (compared to the no compensation case).

• Furthermore, Algorithm 5 outperforms Algorithm 4 and significantly decreases

the BER, e.g. for 1 kHz PN and additive noise (SNR of 30 dB), Algorithm 5

reduces the BER by 300% in comparison with Algorithm 4. Besides, Algorithm

5 is closed-form; thus, its computational complexity is less than Algorithm 4,

which requires more iterations for convergence.

• In Algorithm 5, the GFDM demodulation matrix B is a part of the data detec-

tor in (4.37). For the considered ZF receiver, the GFDM demodulator contains

filter parameters. In contrast, Algorithm 4 is independent of the GFDM demod-

ulator, since first GFDM symbols are detected and then are passed through the

demodulator. Therefore, the performance gap between two algorithms is be-

cause of including GFDM demodulation in data detection in Algorithm 5 and
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handling the GFDM interference together with PN.

Finally, to show the impacts of non-orthogonality of GFDM on the system per-

formance, in Figure 4.9, the BER versus SNR is plotted with three values of roll-off

factor rf for GFDM prototype filter g[n]. Algorithm 5, PN bandwidth β = 1 kHz

and other parameters as in Figure 4.8 are considered. Clearly, the increasing roll-off

factor degrades the BER. According to (4.37) in Algorithm 5, data detection depends

on the GFDM modulator and demodulator matrices, which in turn are constructed

based on the prototype filter. Thus, when the filter roll-off factor increases, the degree

of non-orthogonality increases, which results in more interference terms and degrades

the performance of data detection.

4.5.4 DL-based PN Compensation

In Figure 4.10, the accuracy of channel estimation for the proposed DL-based channel

estimator (ChDNN in Section 4.3.1) is compared with that of conventional estima-

tors, iterative linear LS [89], iterative NLS in Algorithm 3, iterative LMMSE in (4.63),

and perfect LS and perfect LMMSE with perfect knowledge of PN. The interpolation

factor is equal to Q2 = 32, and the maximum number of iterations for conventional

iterative estimators is set to ten. Furthermore, PN bandwidth is set to β2 = 1 kHz

which indicates a very strong PN [91]. In fig. 4.10, the proposed DL Algorithm 1

significantly reduces the MSE and outperforms the conventional estimators. Further-

more, it outperforms the perfect LS estimator in low SNRs (<30 dB). Besides, it

replaces the iterative procedure of the conventional estimators. Although it does not

require second-order statistics of channel and PN, it achieves lower MSE than the

iterative LMMSE estimator, since the neural network has learning channel statistics

implicitly.

In Figure 4.12, the data detection performance of proposed DL Algorithm 6 is

compared in terms of BER with that of the conventional estimators, iterative LS in

Algorithm 4, linear LS in Algorithm 5, and perfect LS and perfect LMMSE. Perfect
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Figure 4.10: MSE of channel estimations versus SNR for DL Algorithm 6.

refers to genie-aided ideal compensation of PN and ideal knowledge of channel. In

this figure, comb-type symbols mean one pilot subcarrier out of eight subcarriers.

Thus, four subcarriers out of a total of 32 (12.5%) are pilots. The interpolation factor

is equal to Q1 = 5, the maximum number of iterations for the conventional iterative

estimators is set to ten, and PN bandwidth is β1 = 100 Hz and β2 = 1 kHz. From

fig. 4.12, proposed DL algorithm 6 reduces the BER and outperforms the conventional

estimators. Moreover, for lower PN bandwidth β1, it nearly eliminates PN impact

and outperforms estimators that use perfect additional information. For higher PN

bandwidth β2 (indicating extreme levels of PN), the BER of all estimators increases

because of the strong impact of PN. However, the proposed DL Algorithm 6 signifi-

cantly reduces the BER, specifically in low SNRs.

Finally, to demonstrate the learning convergence, the training loss function of

DnCNN (4.47) is plotted versus the number of iterations in Figure 4.13 for OFDM

with PN bandwidth values β1 and β2, respectively.
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Figure 4.13: Training loss function (4.47) versus number of iterations.

4.6 Conclusion

This chapter investigated PN compensation for GFDM systems. First, it proposed an

estimator for joint channel and PN estimation, which utilizes the NLS approach and a

block pilot GFDM symbol. Second, it also offered an iterative LS algorithm for data

detection and PN compensation. Furthermore, to reduce computational complexity,

a closed-form LS algorithm for data detection was developed. The complexity of

all algorithms is reduced by deploying interpolation techniques and relating channel

frequency and time responses.

Moreover, the impacts of PN on GFDM are quantified via the analysis of the

SINR. The proposed algorithms improve the effective SINR. Additionally, the CRLBs
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for the channel and PN estimates were derived; and, this chapter found that their

MSE reaches the CRLB. Finally, the BER with the joint data detection and PN

compensation algorithms was evaluated. Overall, it is possible to fully compensate for

the impacts of PN and thus reduce GFDM receivers’ sensitivity to RF impairments.

Moreover, this chapter proposed a DL-based algorithm for PN compensation. The

major advantages of it are eliminating the need for extraneous statistical informa-

tion and avoiding the iterations of conventional estimators. For channel estimation

part of the algorithm, his chapter developed a fully connected DNN, named ChDNN.

ChDNN jointly performs channel estimation and PN compensation, significantly re-

duces the MSE of channel estimates, and outperforms conventional estimators. For

data detection part of the algorithm, his chapter developed a fully connected DNN,

named PnDNN, for PN estimation and deploy DnCNN for data detection by treating

the noisy data as a 2D image. The simulation results show that the proposed DL

algorithm outperforms the conventional estimators and achieves a 6 dB reduction in

the MSE of channel estimates and 45% improvement in BER.

This work has the following limitations. First, the pilot design problem has not

been addressed in this work, and thus optimal pilot designs that use the MSE or a

similar measure can be developed. Second, this work only considered PN impairment

while other RF impairments such as CFO and IQ imbalance can be incorporated

with the proposed algorithms, and further afield, they may also be compensated for

full-duplex transceivers.

126



Chapter 5

RF impairment compensation for
MIMO-GFDM full-duplex systems

As shown before, RF impairments introduce interference terms and are able to de-

grade the performance of the non-orthogonal systems. In full-duplex wireless, they

can degrade the performance of the SI cancellation techniques and in GFDM systems,

they result in higher ICI and ISI terms. Chapter 4 investigates PN compensation for

GFDM systems in both channel estimation and data detection. However, impacts of

RF impairments on the GFDM full-duplex systems are more critical. Moreover, the

considered GFDM system in Chapter 4 has single antenna, while this chapter aims to

integrate MIMO with the GFDM full-duplex system. Since full-duplex wireless en-

ables simultaneous transmission, and reception and MIMO transmits multiple streams

over the same frequency band [9], integration of full-duplex and MIMO achieves SE.

Therefore, this chapter investigates joint channel, PN, and IQ imbalance estima-

tion in MIMO-GFDM full-duplex systems. A pilot-aided LMMSE-based algorithm

for joint estimation of the SI channels, intended channels, PN, and IQ imbalance is

proposed. Equivalent SI and intended channels is derived by combining the channels

and the impairments’ parameters, which are time varying since PN rapidly varies

from one symbol to another. A BEM for approximating the time-varying equiva-

lent channels is developed by using a set of elementary functions and time-invariant

coefficients. To estimate these BEM coefficients, an LMMSE estimator is proposed.
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Moreover, researchers are massively interested in DL networks to improve the per-

formance of channel estimation [103, 106, 130, 140]. Inspired by this trend, we will

develop a DL network to enhance the performance of the proposed LMMSE estimator

in this article. The input of the trained DL network is the estimated BEM coefficients

(the output of the LMMSE estimator) and the output is the final estimated BEM

coefficients. We train the DL network offline with simulation data, including LMMSE

BEM estimated coefficients as the input and identical BEM coefficients as the out-

put. Through extensive simulation, we demonstrate that the proposed DL-LMMSE

algorithm (combination of the LMMSE estimator and the DL network) improves the

mean-squared error (MSE) performance and outperforms the conventional estimators.

5.1 System Model

fig. 4.3 shows the considered multicarrier MIMO full-duplex system. Each full-duplex

node has Nt ≥ 1 transmit antennas and Nr ≥ 1 receive antennas. One of the practical

applications of this system is in the wireless back-haul links for connecting multiple

macro-cell MIMO BCs [141]. Each full-duplex node partially suppresses SI in the RF

stage by well-known techniques [9]. Therefore, the baseband signal contains residual

SI. Thus, residual SI compensation requires accurate SI channel estimation.

Node A Node B

TX 1

RX 1

TX 𝑁𝑡

RX 𝑁𝑟

TX 1

TX 𝑁𝑡

RX 1

RX 𝑁𝑟

Intended channel SI channel

Figure 5.1: Two-way MIMO full-duplex system.
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5.1.1 Signal Model

Without loss of generality, this chapter takes Node A as an example to analyze the

signal model. With frequency-selective multipath channels, PNs, and IQ imbalances,

the received samples of the m-th multicarrier symbol at the r-th receive antenna of

Node A can be formulated as

yr,m[n] =

(︃ Nt∑︂
t=1

L−1∑︂
l=0

hd,It,r,m[n, l]x
d
t,m[n− l] + hd,Qt,r,m[n, l]

xd
∗

t,m[n− l]
)︃
+

(︃ Nt∑︂
t=1

L−1∑︂
l=0

hSI,It,r,m[n, l]x
SI
t,m[n− l] + hSI,Qt,r,m[n, l]

xSI
∗

t,m [n− l]
)︃
+ wr,m[n], n = 0, 1, ..., N − 1,

(5.1)

where xdt,m[n] indicates the m-th intended multicarrier signal transmitted from t-th

transmit antenna of Node B to Node A, and xSIt,m[n] indicates the m-th SI multicarrier

signal leaked from the t-th transmit antenna of Node A to its receiver. In addition,

wr,m[n] is the AWGN term with a variance of σ2
n. Moreover, the equivalent intended

channels and residual SI channels are given by

hd,It,r,m[n, l] = hlt,r,mg
T
1 g

R
1 e

jϕt,r,m[n,l] + hl
∗

t,r,mg
T ∗

2 gR2 e
−jϕt,r,m[n,l]

hd,Qt,r,m[n, l] = hlt,r,mg
T
2 g

R
1 e

jϕt,r,m[n,l] + hl
∗

t,r,mg
T ∗

1 gR2 e
−jϕt,r,m[n,l]

hSI,It,r,m[n, l] = h̊
l

t,r,mg
T
1 g

R
1 e

jϕ̊t,r,m[n,l] + h̊
l∗

t,r,mg
T ∗

2 gR2 e
−jϕ̊t,r,m[n,l]

hSI,Qt,r,m[n, l] = h̊
l

t,r,mg
T
2 g

R
1 e

jϕ̊t,r,m[n,l] + h̊
l∗

t,r,mg
T ∗

1 gR2 e
−jϕ̊t,r,m[n,l],

(5.2)

where hlt,r,m indicates the l-th tap gain of the intended channel between the t-th

transmit antenna of Node B and the r-th receive antenna of Node A, and h̊
l

t,r,m

indicates the l-th tap gain of the residual SI channel between the t-th transmit antenna

of Node A and its r-th receive antenna. Note that all the channels are modeled as

wide-sense stationary uncorrelated scattering processes, E{hlt,r,mhl
∗
t,r,m} = σ2

d,l and

E{h̊
l

t,r,mh̊
l∗

t,r,m} = σ2
SI,l. Moreover, gi1 and gi2, i = {T,R}, indicate IQ mixer responses

for the direct and image signals, respectively. Furthermore, ϕt,r,m[n, l] = ϕt,m[n −

l] − ϕ̊r,m[n] and ϕ̊t,r,m[n, l] = ϕ̊t,m[n − l] − ϕ̊r,m[n] are equivalent PNs of the m-th
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symbol, where ϕt,m[n] indicates random PN of the t-th transmitter of Node B, and

ϕ̊i,m[n], i = {t, r}, shows random PN of the i-th transmitter or receiver of Node A.

The standard free-running oscillator with a Brownian motion process has been used

for modeling the PNs.

5.1.2 BEM

BEM is commonly deployed to approximate a function with a decomposition over a

set of elementary functions [142]. The equivalent channels in (5.1) by using BEMs

can be approximated by

hd,It,r,m[n, l] =

Q∑︂
q=1

cd,Iq,t,r[l]bq,m[n]

hd,Qt,r,m[n, l] =

Q∑︂
q=1

cd,Qq,t,r[l]bq,m[n]

hSI,It,r,m[n, l] =

Q∑︂
q=1

cSI,Iq,t,r [l]bq,m[n]

hSI,Qt,r,m[n, l] =

Q∑︂
q=1

cSI,Qq,t,r [l]bq,m[n],

(5.3)

where cd,Iq,t,r[l], c
Q,I
q,t,r[l], c

SI,I
q,t,r [l] and cSI,Qq,t,r [l] are the corresponding unknown coefficients

related to the channels. And bq,m[n] is the q-th known basis function of the deployed

BEM with an order of Q. In the following section, an estimator for the unknown

BEM coefficients is proposed.

5.2 Channel Estimation

Without loss of generality, consider a packet of Nb symbols (data and pilots). The

index set for pilots in the packet is shown by Mp = {m1, ...,mP}. Furthermore, quasi-

static, frequency selective channels are assumed, that is, they are constant during the

packet [91]. However, the equivalent channels in (5.1) are time-varying since the

PNs vary from one symbol to another. a widely used complex exponential BEM

130



[111, 142] is deployed to generate the basis function in (5.3), in which bq,m[n] =

ej2π(q−Q/2)
(n+(m−1)N)

PN for the considered packet with m ∈Mp and P being the number

of pilot symbols.

For the set of Mp pilot symbols, the matrix presentation of all equivalent channels

based on BEM functions, including intended and residual SI in (5.3), can be presented

as

h = Bc (5.4)

where h =
[︁
hT
d,Ih

T
d,Qh

T
SI,Ih

T
SI,Q

]︁T . For a ∈ {d, SI} and b ∈ {I,Q}, we have ha,b =[︂[︁
h1
a,b

]︁T
, ...,

[︁
hNr
a,b

]︁T]︂T , hr
a,b =

[︃[︁
h1,r
a,b

]︁T
, ...,

[︂
hNt,r
a,b

]︂T]︃T
, ht,r

a,b =

[︃[︁
ht,r,0
a,b

]︁T
, ...,

[︂
ht,r,L−1
a,b

]︂T]︃T
,

ht,r,l
a,b =

[︃[︂
ht,r,l,m1

a,b

]︂T
, ...,

[︂
ht,r,l,mP

a,b

]︂T]︃T
, ht,r,l,m

a,b =
[︂
ha,bt,r,m[0, l], ..., h

a,b
t,r,m[N − 1, l]

]︂T
. More-

over, B = I4LNtNr ⊗ B′, B′ =
[︂
[B′

m1 ]
T , ..., [B′

mP
]T
]︂T

, B′
m = [B′

m,1, ...,B
′
m,Q],

B′
m,q = [bq,m[0], ..., bq,m[N − 1]]. Furthermore, c =

[︁
cTd,Ic

T
d,Qc

T
SI,Ic

T
SI,Q

]︁T , ca,b =[︂[︁
c1a,b
]︁T
, ...,

[︁
cNr
a,b

]︁T]︂T , cra,b =
[︃[︁
c1,ra,b

]︁T
, ...,

[︂
cNt,r
a,b

]︂T]︃T
, ct,ra,b =

[︃[︁
ct,r,0a,b

]︁T
, ...,

[︂
ct,r,L−1
a,b

]︂T]︃T
,

ct,r,la,b =
[︂
ca,b1,t,r[l], ..., c

a,b
Q,t,r[l]

]︂T
, a ∈ {d, SI} and b ∈ {I,Q}. Note that IN is the N ×N

identity matrix and ⊗ is the Kronecker product.

For the set of Mp pilot symbols, the received signals corresponding to the Nr receive

antennas in (5.1), with the BEM expressions in (5.3), can be presented in the matrix

form as

yMp = ΓMpc+wMp , (5.5)

where yMp =
[︁
yT
m1
, ...,yT

mP

]︁T , ym =
[︁
yT
1,m, ...,y

T
Nr,m

]︁T , yr,m = [yr,m[0], ..., yr,m[N − 1]]T .

Moreover, ΓMp = [Γd,I ,Γd,Q,ΓSI,I ,ΓSI,Q], Γa,b =
[︂[︁
Γm1

a,b

]︁T
, ...,

[︁
ΓmP

a,b

]︁T]︂T , Γm
a,b =

INr ⊗
[︂
Γ1,m

a,b , ...,Γ
Nt,m
a,b

]︂
,

Γt,m
a,b =

[︂
Γt,m,0

a,b B′
m, ...,Γ

t,m,L−1
a,b B′

m

]︂
, Γt,m,0

a,b = diag
(︁[︁
xat,m[0− l], ..., xat,m[N − 1− l]

]︁)︁
,

a ∈ {d, SI} and b ∈ {I,Q}. Furthermore, wMp =
[︁
wT

m1
, ...,wT

mP

]︁T , wm =
[︁
wT

1,m, ...,w
T
Nr,m

]︁T ,

wr,m = [wr,m[0], ..., wr,m[N − 1]]T .
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5.2.1 LMMSE Algorithm

To estimate the unknown BEM coefficients in (5.5), an LMMSE algorithm is de-

veloped, which finds the matrix W to minimize the MSE between c and the linear

estimate ĉLMMSE = WHyMp , where W is given by

W =
(︁
σ2
nIPNNr + ΓMpRcΓMp

H
)︁−1

ΓMpRc, (5.6)

where Rc = E{ccH} and E{wMpw
H
Mp
} = σ2

nIPNNr . From (5.4), we have

Rc = ΛRhΛ
H , (5.7)

where Λ =
(︁
BHB

)︁−1
BH and Rh = E{hhH}. Furthermore, after straightforward

manipulations, closed-form Rh can be expressed as

Rh = blkdiag (Q⊗Md,Q⊗MSI)

Q =

⎡⎣|gT1 |2|gR1 |2 + |gT2 |2|gR2 |2 gT
∗

1 gT2
(︁
|gR1 |2 + |gR2 |2

)︁
gT1 g

T ∗
2

(︁
|gR1 |2 + |gR2 |2

)︁
|gT2 |2|gR1 |2 + |gT1 |2|gR2 |2

⎤⎦
Mi = INtNr ⊗ blkdiag

(︁
σ2
i,0N0, ..., σ

2
i,L−1NL−1

)︁
, i ∈ {d, SI}

Nl =

⎡⎢⎢⎢⎢⎢⎢⎣
U Sl . . . Sl

Sl U . . . Sl

...
... . . . ...

Sl Sl . . . U

⎤⎥⎥⎥⎥⎥⎥⎦ ,U [n1, n2] = e−|n1−n2|σ2
ϕ ,

Sl [n1, n2] = e−(n1+[n2−l])σ2
ϕ l = 0, ..., L− 1.

(5.8)

From the LMMSE estimated matrix, W, and ĉLMMSE, the estimated channel is

given by ĥLMMSE = BĉLMMSE as in (5.4).

5.2.2 DL Network

We next develop a DL network to enhance the performance of the proposed LMMSE

BEM coefficients estimator in Section 5.2.1. Indeed, we aim to improve the MSE of

estimated LMMSE BEM coefficients ĉLMMSE, which leads to enhancement in equiv-

alent channel estimation. To this end, we consider a fully connected feedforward
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DNN, which has LD layers including one input, LD− 2 hidden layers, and an output.

The l-th layer, 1 ≤ l ≤ LD, includes nl neurons and one bias unit. The input of

the designed DNN is the output of the LMMSE algorithm, which is the estimated

unknown BEM coefficients ĉLMMSE, and the output is the final estimated BEM coeffi-

cients ĉDL-LMMSE. This integrated estimator reduces the MSE. The input and output

size of the DL network is equal to length of the BEM coefficients vector c (5.4). The

relation between input and output of the developed DNN can be formulated as

ĉDL-LMMSE = f (LD−1)
(︁
...f (1) (ĉLMMSE; Θ1) ; ΘLD−1

)︁
, (5.9)

where Θ =∆ {Θl}LD−1
l=1 indicates the set of parameter values for the DNN and f (l) is

a nonlinear function of the l-th layer. Moreover, the parameters of the l-th layer are

indicated by Θl, which contains weight matrix Wl and bias vector bl, respectively.

The developed DNN parameters, Θ, are optimized through offline training by using

actual outputs and training sets. To do this, the MSE loss function is considered as

L(Θ) =
1

|C|
∑︂
c∈C

||ĉ-LMMSE − c||2, (5.10)

where C is the set of training BEM coefficient samples, |C| is the size of the training set,

and c is the actual BEM coefficients. Note that the actual BEM coefficients for the

training the DNN is derived by using (5.3) as c = Λh. By using the estimated BEM

coefficients through the DNN ĉDL-LMMSE, the estimated channel can be calculated as

ĥDL-LMMSE = BĉDL-LMMSE. We summarize the proposed DL-LMMSE algorithm in

Algorithm 7.

Algorithm 7 DL-LMMSE Equivalent Channel Estimator
Offline: Train the DL network by using training sets (estimated LMMSE BEM
coefficients ĉLMMSE) and actual outputs (actual BEM coefficients ĉ in (5.4)) .
Online: Consider packet of data and pilot symbols
1) Estimate BEM coefficients ĉLMMSE in (5.6) using the pilot symbols,
2) Input the estimated LMMSE BEM coefficients from stage 1 into the DL network
and derive the final estimated BEM coefficients ĉDL-LMMSE in (5.9),
3) Calculate the estimated equivalent channels as ĥDL-LMMSE = BĉDL-LMMSE.
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5.3 Numerical Results

Herein, the performance of the proposed estimator is evaluated. Each full-duplex

node in Figure 5.1 contains Nt = 2 transmit antennas and Nr = 2 receive antennas.

16-QAM (quadrature amplitude modulation) is considered. For the simulation, an

orthogonal GFDM waveform is considered with N = 256. Furthermore, frequency-

selective multipath Rayleigh fading channels with L = 4 paths are considered. The

SI channels have power profile of 0 dB, -35 dB, -40 dB and -45 dB for delays of 0, 1, 2

and 4 samples, and the intended channels have profile of 0 dB and -1 dB for delays of

0 and 3 samples [8, 60]. In addition, gT1 = gR1 = 1 and gT2 = gR2 = 0.0029−0.013i [111],

order of BEM is equal to Q = 4, length of packet is Nb = 7, and the length of pilots

is P = 2 (one at the beginning of the packet and one at the end) [112]. Moreover,

the variance of PN is equal to σ2
ϕ = 0.00001 (labeled as β1) and σ2

ϕ = 0.0001 (labeled

as β2) [143].

The DNN is implemented with Keras and Tensorflow using a GPU and contains

one hidden layer with 126 neurons. Moreover, to minimize the loss function (5.10),

an ADAM optimizer is deployed. Moreover, the training rate is set to 0.001, the

number of iterations is at most 300, and the batch size is 128. Furthermore, a group

of SNR values (20 dB, 30 dB) is used for training and 30,000 samples for each training

SNR [109, 130]. Moreover, the testing set comprises 4,000 samples for each testing

SNR[109, 130].

In Figure 5.2, thsi chapter compares the MSE of the BEM coefficient estimates, c,

for the proposed DL-LMMSE estimator (5.9), the proposed LMMSE estimator (5.6),

the adopted MAP estimator [112], and the LMMSE estimator without PN and IQ im-

balance impairments. From the figure, the proposed LMMSE estimator outperforms

the adopted MAP estimator, and specially, in low SNRs. The MSE of the former

is lower than that of the latter, which is because of the superiority of the LMMSE

algorithm in eliminating the power of noise [105]. Moreover, the integrated DL and
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LMMSE estimator (DL-LMMSE) reduces the MSE further. Indeed, the trained DL

network improves the MSE of the LMMSE estimated BEM coefficients. Moreover,

when the PN level is at β1, DL-LMMSE nearly compensates for the compound im-

pacts of PN and IQ imbalance and achieves an MSE near the LMMSE estimator

without impairments. However, as the variance of PN increases, all the estimators

perform poorly because of PN’s powerful effects.
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Figure 5.2: MSE of estimated BEM coefficients.

In Figure 5.3, this chapter compares the MSE of the estimated time-varying equiv-

alent channels, h, for the similar estimators in Figure 5.2. According to Figure 5.2,

the LMMSE estimator outperforms the MAP estimator by yielding higher quality

channel estimates since the MSE of LMMSE BEM estimates is lower than the MAP

ones. As expected, it achieves a lower MSE for channel estimation and outperforms

other estimators since DL-LMMSE decreases the MSE of BEM estimates. For PN

variance at β1, it nearly eliminates the impacts of the RF impairments, and its MSE

approaches that of the ideal case (i.e., the LMMSE estimator without impairments).

Therefore, the proposed DL-LMMSE accurately estimates the channels even with

the RF impairments. Thus, it can be an integral part of a receiver structure for SI
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cancellation and data detection.
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Figure 5.3: MSE of estimated time-varying equivalent channels.

Finally,this chapter analyzes and compares the computational complexities of DL-

LMMSE, LMMSE, and MAP estimators. Complexity is measured by the number

of floating point operations (FLOPs). For the LMMSE estimator, the total number

of FLOPs is equal to Ψ3
1 + 2Ψ1Ψ2(Ψ1 + Ψ2) + Ψ1Ψ2, where Ψ1 = PNNr and Ψ2 =

4LQNtNr. Moreover, the total number of FLOPs for the MAP estimator [112] is equal

to Ψ3
1 + Ψ3

2 + Ψ2
1(Ψ2 + 1). It is clear that the complexity of the MAP estimator is

higher than that of the LMMSE estimator. Moreover, the FLOPs of the DL-LMMSE

estimator arise from the LMMSE estimator and the DL network (5.9). Therefore, the

complexity of the DL-LMMSE estimator can be written as [105]

CDL-LMMSE ∼ O

(︄
Ψ3

1 +

LD−1∑︂
l=1

nlnl+1

)︄
. (5.11)

As expected, the complexity of the DL-LMMSE estimator is higher than the con-

ventional LMMSE estimator. However, the former outperforms the latter and pro-

vides accurate channel estimation and nearly eliminates impacts of the RF impair-

ments. This fact is really important for the SI cancellation stage in full-duplex nodes
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and data detection.

5.4 Conclusion

This chapter investigated the problem of the joint channel, PN, and IQ imbalance

estimation in multicarrier full-duplex MIMO wireless systems. The equivalent time-

varying channels were decomposed over a set of the elementary functions and time-

invariant BEM coefficients. For this system, this chapter first proposed a pilot-aided

LMMSE estimator and then enhanced it with a DNN network. The simulation results

illustrate that the resulting DL-LMMSE estimator achieves lower MSE for channel

estimations than the LMMSE and MAP estimators. Furthermore, it nearly eliminates

the impacts of the impairments. It thus provides desirable channel estimations for SI

cancellation and data detection.

This work has following limitations. First, optimal pilot designs that use the

MSE or a similar measure can be developed which has not been investigated in this

work. Second, this work is limited to PN and IQ imbalance impairments. However,

other RF impairments such as CFO and timing offset can be incorporated with the

proposed algorithm. Third, the number of antenna in the full-duplex transceivers can

be enhanced and channel estimation in the presence of RF impairments in massive

MIMO full-duplex systems is investigated.
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Chapter 6

Conclusion and Future Research
Directions

6.1 Summary of Contributions and Conclusions

Full-duplex radios, GFDM, cognitive radio and MIMO are promising technologies

for enhancing SE and thereby addressing the spectrum crunch. They enable 5G-

and-beyond wireless standards. However, their limitations include SI, ICI and ISI

and higher sensitivity to RF impairments. Therefore, this research aims to design

and analyze high SE non-orthogonal designs based on mentioned technologies in the

presence of RF impairments.

Chapter 2 investigates a GFDM full-duplex BS in the presence of three common

RF impairments – PN, CFO and IQ imbalance. This work considers a network of

a full-duplex BS and half-duplex uplink and downlink users. For both uplink and

downlink, the SIR, receiver filters for maximizing the SIR, the rates, and the closed-

form optimized rate region are derived. It is shown the optimal-filter based GFDM

outperforms full-duplex OFDM by 25 dB higher SIR and an uplink rate increase of

500%.

Chapter 3 investigates the performance of full-duplex GFDM transceivers operat-

ing over a spectrum hole (whose lower and upper adjacent bands are PU active) with

PN, CFO, IQ imbalance, and a nonlinear PA. Both analog and digital SI cancellation

techniques are considered, and the residual SI power is derived for two cases - (1) two
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independent oscillators per transceiver and (2) single shared oscillator per transceiver.

Moreover, the power allocation is determined to maximize the sum rate of the sec-

ondary link. For this, a series of successive convex approximations is deployed to

reach a common geometric programming problem. It is shown that the full-duplex

GFDM link achieves significantly higher rates than the full-duplex OFDM link. For

instance, the sum rate gains as high as 100% are sometimes achieved. Therefore,

given RF impairments, GFDM is a potential candidate for realizing full-duplex links

in secondary networks.

Chapter 4 investigates PN compensation for GFDM systems in both stages of

channel estimation and data detection. A NLS estimator is proposed for joint chan-

nel and PN estimation by using a block pilot GFDM symbol. Then, an iterative LS

and closed-form LS algorithms are developed for joint data detection and PN com-

pensation. The complexity of all algorithms is reduced by deploying interpolation

techniques and relating channel frequency and time responses. Moreover, a DL-based

algorithm is proposed for PN compensation which eliminates the need for extrane-

ous statistical information and avoids the iterations of conventional estimators. It is

shown that the proposed algorithms nearly compensate impact of PN and thus reduce

GFDM receivers’ sensitivity to RF impairments.

Chapter 5 investigates joint channel, PN, and IQ imbalance estimation in multi-

carrier full-duplex MIMO wireless systems. This chapter decomposes the equivalent

time-varying channels over a set of the elementary functions and time-invariant BEM

coefficients. A pilot-aided LMMSE estimator is developed and then enhance it with

a DNN network. The simulation results illustrate that the resulting DL-LMMSE

estimator achieves lower MSE for channel estimations than the LMMSE and MAP

estimators. Furthermore, it nearly eliminates the impacts of the impairments.
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6.2 Future Research Directions

In the following, some future research problems are provided which can be considered

as the extension of this thesis.

• In Chapter 2, the considered cellular BS communicates with two users, one

uplink and one downlink. It will be an interesting topic to extend this problem

to multi-cell multi-user scenario and investigate SE improvement of this system.

• In Chapter 5, channel estimation for full-duplex MIMO multicarrier systems in

the presence of RF impairments. It will be an interesting topic to investigate

channel estimation and data detection in massive MIMO multicarrier systems

given RF impairments.

• In Chapter 4 and Chapter 5, It is shown that DL networks can enhance the per-

formance of RF impairment compensation algorithms in both stages of channel

estimation and data detection. It will be an interesting to study DL algorithms

for RF impairment compensation in more practical scenarios like the multi-cell

multi-user networks.
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Appendix A:

A.1 Proof of Proposition 1

Let us define implicit function F (α, αs) = Rdown(α, αs)− Rc = 0 which maps α onto

αs implicitly. The derivation of Rup(α, αs) with respect to αs can be written as

dRup(α, αs)

dαs

=
∂Rup(α, αs)

∂αs

+
∂Rup(α, αs)

∂α

dα

dF (α, αs)

dF (α, αs)

dαs

. (A.1)

From algebraic fractions in (2.49), it can be readily proved that Rup(α, αs) is mono-

tonically increasing over αs and monotonically decreasing over α, while Rdown(α, αs)

is monotonically increasing over α and monotonically decreasing over αs. By exploit-

ing these properties, it can be shown that ∂Rup(α,αs)
∂αs

and dF (α,αs)
dα

are positive, while
∂Rup(α,α)

∂α
and dF (α,αs)

dαs
are negative. Thus, dRup(α,αs)

dαs
is positive and Rup(α, αs) is mono-

tonically increasing over αs, which transforms the objective function of optimization

problem (2.50) Rup(α, αs) to αs.

According to behavior of Rdown(α, αs) over α and αs, if Rdown(α, αs) = Rc ≤ Rth =

Rdown(Pmax, Pmax), it is required to α ≤ Pmax or αs ≥ Pmax. Thus, in this case, the

solution is αopt
s = Pmax and αopt < Pmax. Otherwise, when Rdown(α, αs) = Rc ≥ Rth,

αopt
s is derived by considering αopt = Pmax. The proof of Proposition 1 is completed.
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Appendix B:

B.1 Desired symbol

Based on the detected symbol model (3.10), the received signal from SU2 can be

written as a summation of desired symbol d2,sk′,m′ and interference d21k′,m′ . Thus, we

have

R21
k′,m′ = µs

k′,m′d2k′,m′ + d21k′,m′ (B.1)

where d2,sk′,m′ = µs
k′,m′d2k′,m′ . Since desired symbol and interference should be inde-

pendent, we can derive µs
k′,m′ by µs

k′,m′ = E[R21
k′,m′d∗2k′,m′ ]. It is defined that R21

k′,m′ =

R21,I
k′,m′ + R21,Q

k′,m′ + R21,PA,I
k′,m′ + R21,PA,Q

k′,m′ . Since complex data symbols are uncorrelated

(Ed[dk1,m1d
∗
k2,m2

] = δ[k1 − k2]δ[m1 − m2]), R21,Q and R21,PA,Q are independent from

d∗2k′,m′ , E[R21,Q
k′,m′d∗2k′,m′ ] = E[R21,PA,Q

k′,m′ d∗2k′,m′ ] = 0. Therefore, by using discrete GFDM

signal in (1.2) and expressions in (3.8)-(3.10), we have that

µs
k′,m′ = E[(R21,I

k′,m′ +R21,PA,I
k′,m′ )d∗2k′,m′ ] =

L1−1∑︂
l1=0

MK−1∑︂
n=0

hI21[n, l1](︃
a1E[x2[n− l1]d∗2k′,m′ ] + a3E[xPA,2[n− l1]d∗2k′,m′ ]

)︃
fm′ [n]e

−j2πk
′
n

K

(B.2)

where E[x2[n− l1]d∗2k′,m′ ] is derived as

E[x2[n− l1]d∗2k′,m′ ] =
√
p2gm′ [n− l1]e

j2πk
′
(n−l1)
K . (B.3)

Moreover, according to that xPA,2[n−l1] = x2[n−l1]|x2[n−l1]|2, E[xPA,2[n−l1]d∗2k′,m′ ]

is derived as
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E[x2,PA[n− l1]d∗2k′,m′ ] =
K−1∑︂

k1,k2,k3=0

M−1∑︂
m1,m2,m3=0

E
[︁
d1k1,m1

d1k2,m2
d∗1k3,m3

d∗1k′,m′

]︁
gm1 [n− l1]gm2 [n− l1]g∗m3

[n− l1]

ej2π
k1+k2−k3

K
(n−l1).

(B.4)

Since complex data symbols are uncorrelated (Ed[dk1,m1d
∗
k2,m2

] = δ[k1 − k2]δ[m1 −

m2]), for solving (B.4), we should consider two cases; 1) k1 = k3, m1 = m3, k2 = k′,

m2 = m′, and 2) k1 = k′, m1 = m′, k2 = k3, m2 = m2. Thus, by calculating these

two cases and after straightforward manipulation, (B.4) is simplified as

E[x2,PA[n− l1]d∗2k′,m′ ] =2p2
√
p2Ke

j2πk
′
(n−l1)
K gm′ [n− l1]

M−1∑︂
m=0

|gm[n− l1]|2.
(B.5)

Therefore, by substituting (B.3) and (B.5) in (B.2), µs
k′,m′ is derived. In result,

d2,sk′,m′ = µs
k′,m′d2k′,m′ is derived in (3.12).

B.2 digital cancellation symbols

By using detected symbol in (3.10), residual SI signal after active digital cancellation

can be derived as

dRSI,1
k′,m′ = R1

k′,m′ − µI
k′,m′d1k′,m′ − µQ

k′,m′d
∗1
k′,m′ (B.6)

where RDLC,I
k′,m′ = µI

k′,m′d1k′,m′ and RDLC,Q
k′,m′ = µQ

k′,m′d∗1k′,m′ . Since linear and conju-

gate active digital cancellation symbols should be independent from each other and

also dRSI,1
k′,m′ , we can derive µI

k′,m′ and µQ
k′,m′ by µI

k′,m′ = E[R1
k′,m′d∗1k′,m′ ] and µQ

k′,m′ =

E[R1
k′,m′d1k′,m′ ], respectively. Similar to Appendix A and using discrete GFDM sig-

nal in (1.2) and expressions in (3.8)-(3.10), µI
k′,m′ and µQ

k′,m′ and in result RDLC,I
k′,m′ =

µI
k′,m′d1k′,m′ and RDLC,Q

k′,m′ = µQ
k′,m′d∗1k′,m′ can be derived.
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B.3 Power of the desired symbol

By using desired symbol in (3.12), p2,sk′,m′ = E
[︁
|d2,sk′,m′ |2

]︁
can be written as

p2,sk′,m′ = E
[︁
|d2,sk′,m′ |2

]︁
= p2E[d2k′,m′d∗2k′,m′ ]

L1−1∑︂
l1,l3=0

MK−1∑︂
n1,n2=0

E[hI21[n1, l1]h
∗I
21[n2, l3]](a1 + 2Ka3p2γ[n1 − l1])

(a∗1 + 2Ka∗3p2γ[n2 − l3])fm′ [n1]f
∗
m′ [n2]gm′ [n1 − l1]g∗m′ [n2 − l3].

(B.7)

We know that E[d2k′,m′d∗2k′,m′ ] = 1. Moreover, by considering the autocorrela-

tion of phase noise in (3.14) and also E [|h21,l1|2] = σ2
21,l1

, l1 = 0, 1, ..., L1 − 1,

E[hI21[n1, l1]h
∗I
21[n2, l3]] can be derived as

E[hI21[n1, l1]h
∗I
21[n2, l3]] = σ2

21,l1
e−4|n1−n2|πβTs

(︃
|gTX,dgRX,d|2

e
j2π(n1−n2)ϵ

K + |gTX,IgRX,I |2e
−j2π(n1−n2)ϵ

K

)︃
δ[l1 − l3].

(B.8)

Therefore, by substituting (B.8) in (B.7), p2,sk′,m′ can be derived. Furthermore, p2,sk′,m′

can be written as a summation of three terms as p2,sk′,m′ = p2T
2,s,1
k′,m′ + p22T

2,s,2
k′,m′ + p32T

2,s,3
k′,m′

in (3.15)-(3.17).

B.4 Power of interference terms

By using detected symbol in (3.10), we rewrite R21
k′,m′ as R21

k′,m′ = χ1
k′,m′+χ2

k′,m′ , where

χ1
k′,m′ =

L1−1∑︂
l1=0

M−1∑︂
n=0

a1
(︁
hI21[n, l1]x2[n− l1] + hQ21[n, l1]

x∗2[n− l1]
)︁
fm′ [n]e−j2π k′

K
n

χ2
k′,m′ =

L1−1∑︂
l1=0

M−1∑︂
n=0

a3

(︃
hI21[n, l1]xPA,2[n− l1] + hQ21[n, l1]

x∗PA,2[n− l1]
)︃
fm′ [n]e−j2π k′

K
n.

(B.9)

Now, p21,tk′,m′ =
[︁
|R21

k′,m′|2
]︁

is equal to
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p21,tk′,m′ = E
[︁
|χ1

k′,m′ |2
]︁
+ 2ℜ

[︁
E
[︁
χ1
k′,m′χ∗2

k′,m′

]︁]︁
+ E

[︁
|χ2

k′,m′ |2
]︁
. (B.10)

Now each component is derived.

B.4.1 E
[︁
|χ1

k′,m′|2
]︁

derivation

According to (B.9) and this fact that E[x2[n1−l1]x∗2[n2−l3]] = E[x∗2[n1−l1]x2[n2−l3]],

E
[︁
|χ1

k′,m′ |2
]︁

can be formulated as

E
[︁
|χ1

k′,m′ |2
]︁
= |a1|2

L1−1∑︂
l1,l3=0

M−1∑︂
n1,n2=0

(︃
E
[︁
hI21[n1, l1]h

∗I
21[n2, l3]

]︁
+ E

[︁
hQ21[n1, l1]h

∗Q
21 [n2, l3]

]︁)︃
E[x2[n1 − l1]x∗2[n2 − l3]]

fm′ [n1]f
∗
m′ [n1]e

−j2π k′
K
[n1−n2].

(B.11)

Like as E
[︁
hI21[n1, l1]h

∗I
21[n2, l3]

]︁
derivation in (B.8), E

[︁
hQ21[n1, l1]h

∗Q
21 [n2, l3]

]︁
is de-

rived. The summation of these two terms can be summarized as

E
[︁
hI21[n1, l1]h

∗I
21[n2, l3]

]︁
+ E

[︁
hQ21[n1, l1]h

∗Q
21 [n2, l3]

]︁
=

σ2
21,l1

e−4|n1−n2|πβTs(|gTX,d|2 + |gTX,I |2)(︃
|gRX,d|2e

j2π(n1−n2)ϵ
K + |gRX,I |2e

−j2π(n1−n2)ϵ
K

)︃
δ[l1 − l3].

(B.12)

On the other hand, E[x2[n1 − l1]x∗2[n2 − l3]] can be derived as

E[x2[n1 − l1]x∗2[n2 − l3]] =p1
K−1∑︂
k=0

M−1∑︂
m=0

gm[n1 − l1]g∗m[n2 − l3]

ej2π
n1−n2

K
k.

(B.13)

Now by substituting (B.12) and (B.13) into (B.11), E
[︁
|χ1

k′,m′|2
]︁

can be derived. To

reduce complexity, it is considered that
K−1∑︁
k=0

e−j2π
k(n1−n2)

K = K
M−1∑︁
t=0

δ(n1 − n2 − tK).

Final derivation can be presented by E
[︁
|χ1

k′,m′ |2
]︁
= p2T

21,t,1
k′,m′ , where T 21,t,1

k′,m′ is given in

(3.18).
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B.4.2 E
[︁
χ1
k′,m′χ∗2k′,m′

]︁
derivation

According to that E[h21,l1h21,l3 ] = 0, It can be easily shown that E[hI21[n1, l1]h
∗Q
21 [n2, l3]] =

0. Therefore, according to (B.9), E
[︁
χ1
k′,m′χ∗2

k′,m′

]︁
can be derived as

E
[︁
χ1
k′,m′χ∗2

k′,m′

]︁
= a1a

∗
3

L1−1∑︂
l1,l3=0

M−1∑︂
n1,n2=0

(︃
E
[︁
hI21[n1, l1]h

∗I
21[n2, l3]

]︁
+ E

[︁
hQ21[n1, l1]h

∗Q
21 [n2, l3]

]︁)︃
E[x2[n1 − l1]x∗PA,2[n2 − l3]]

fm′ [n1]f
∗
m′ [n1]e

−j2π k′
K
[n1−n2].

(B.14)

By considering different cases like as what it has been done in (B.5) and utilizing

the mentioned equality for deriving E
[︁
|χ1

k′,m′|2
]︁
, E[x2[n1 − l1]x

∗
PA,2[n2 − l3]] can be

derived. Therefore, by using derivations in (B.12) and (B.14), the final derivation is

expressed as 2ℜ
[︁
E
[︁
χ1
k′,m′χ∗2

k′,m′

]︁]︁
= p22T

21,t,2
k′,m′ , where T 21,t,2

k′,m′ is presented in (3.19).

B.4.3 E
[︁
|χ2

k′,m′|2
]︁

derivation

Like as two previous subsections, E
[︁
χ1
k′,m′χ∗2

k′,m′

]︁
can be written as

E
[︁
|χ1

k′,m′ |2
]︁
= |a3|2

L1−1∑︂
l1,l3=0

M−1∑︂
n1,n2=0

(︃
E
[︁
hI21[n1, l1]h

∗I
21[n2, l3]

]︁
+

E
[︁
hQ21[n1, l1]h

∗Q
21 [n2, l3]

]︁)︃
E[xPA,2[n1 − l1]x∗PA,2[n2 − l3]]

fm′ [n1]f
∗
m′ [n1]e

−j2π k′
K
[n1−n2].

(B.15)

E[xPA,2[n1 − l1]x
∗
PA,2[n2 − l3]] is derived in [120]. By using derivations in (B.12)

and (B.15), E
[︁
|χ2

k′,m′|2
]︁
= p31T

1,t,3
k′,m′ , where T 1,t,3

k′,m′ is presented in (3.20)

B.5 Proof of (3.41)

The SINR of desired signal transmitted from SU2 to SU1 (3.32) at t iteration is writ-

ten as Γ21
k′,m′(t) = F (p2(t))/G(p2(t), p1(t)), where F (p2(t)) =

∑︁3
a=1 p

a
2(t)T

2,s,a
k′,m′ and

G(p2(t), p1(t)) =
(︁∑︁3

a=1 p
a
2(t)T

21,s,a
k′,m′ + pa1(t)T

11,s,a
k′,m′

)︁
+σn

k′,m′ . Now, the approximation of
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F (p2(t)) and G(p2(t), p1(t)) with affine functions at points p2(t−1) and p1(t−1) is cal-

culated as F̃ (p2(t)) = F (p2(t−1))+ ∂F
∂p2

(p2(t−1))(p2(t)−p2(t−1)) and G̃(p2(t), p1(t)) =

G(p2(t−1), p1(t−1))+ ∂G
∂p2

(p2(t−1))(p2(t)−p2(t−1))+ ∂G
∂p1

(p1(t−1))(p1(t)−p1(t−1)).

Therfeore, Γ̃
21

k′,m′(t) = F̃ (p2(t))/G̃(p2(t), p1(t)). The final approximated Γ̃
21

k′,m′(t) is

presented in (3.41), where

A2
k′,m′(t− 1) =

3∑︂
a=1

apa−1
2 (t− 1)T 2,s,a

k′,m′

B2
k′,m′(t− 1) =

3∑︂
a=1

apa−1
2 (t− 1)T 21,s,a

k′,m′

C1
k′,m′(t− 1) =

3∑︂
a=1

apa−1
1 (t− 1)T 11,s,a

k′,m′

E2
k′,m′(t− 1) = −

3∑︂
a=2

(a− 1)pa2(t− 1)T 2,s,a
k′,m′

F 2
k′,m′(t− 1) = −

(︃ 3∑︂
a=2

(a− 1)(pa2(t− 1)T 21,s,a
k′,m′ + pa1(t− 1)

T 11,s,a
k′,m′ )

)︃
+ σn

k′,m′ .

(B.16)

Similarly, Γ̃
12

k′,m′(t) in (3.41) can be calculated. Similar to (B.16 ), A1
k′,m′(t − 1),

B1
k′,m′(t− 1), C2

k′,m′(t− 1), E1
k′,m′(t− 1), and F 1

k′,m′(t− 1) are derived.
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Appendix C:

C.1 derivation of Γ in (4.29)

To obtain the matrix Γ derivation in (4.29), the cost function is written in (4.27) as

||z−T′
i−1F

′
c∆c̄′ − Ĵ

′
i−1XFh∆h̄||2 = ||ℜ{z} − ℜ{T′

i−1F
′
c∆c̄′} − ℜ{Ĵ′

i−1XFh∆h̄}||2

+ ||ℑ{z} − ℑ{T′
i−1F

′
c∆c̄′} − ℑ{Ĵ′

i−1XFh∆h̄}||2.
(C.1)

By using (4.28),

⎡⎢⎢⎢⎢⎢⎢⎣
ℜ{Fh∆h̄}

ℑ{Fh∆h̄}

ℜ{F′
c∆c̄′}

ℑ{F′
c∆c̄′}

⎤⎥⎥⎥⎥⎥⎥⎦ = Γ1Θ, (C.2)

where

Γ1 =

⎡⎢⎢⎢⎢⎢⎢⎣
ℜ{Fh} −ℑ{Fh} 0 0

ℑ{Fh} ℜ{Fh} 0 0

0 0 ℜ{F′
c} −ℑ{F′

c}

0 0 ℑ{F′
c} ℜ{F′

c}

⎤⎥⎥⎥⎥⎥⎥⎦ . (C.3)

Now, according to (C.1) and (C.2), Γ can be derived as

Γ = Γ2Γ1, (C.4)

where

Γ2 =

⎡⎣ℜ{Ĵ′
i−1X} −ℑ{Ĵ

′
i−1X} ℜ{T′

i−1} −ℑ{T′
i−1}

ℑ{Ĵ′
i−1X} ℜ{Ĵ′

i−1X} ℑ{T′
i−1} ℜ{T′

i−1}.

⎤⎦ (C.5)
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C.2 SINR (4.48) with ideal compensation

First, based on (4.4) and E{ddH} = σ2
dIN . Second, σ2

J,l = E{J [l]J∗[l]} is derived as

σ2
J,l =

1

N2

N−1∑︂
n1=0

N−1∑︂
n2=0

e−2|n1−n2|πβTse−j
2π(n1−n2)l

N . (C.6)

It can be easily shown that
∑︁N−1

l=0 σ2
J,l =

1
N

. Now,

E{xHHHJHJHx} = T{E{JHxxHHHJH}} = T{J
(︁
Rx ◦ E{hhH}

)︁
JH}, (C.7)

where Rx = E{xxH}, h = [H[0], ..., H[N − 1]] ∈ CN×1. Since the channel coefficients

H[l] are circularly symetric Gaussian distributed with mean zero and variance σ2
h,

E{hhH} = σ2
hIN . Thus,

T{J
(︁
Rx ◦ E{hhH}

)︁
JH} = σ2

hσ
2
d

N

N−1∑︂
l1=0

(︁
|γl′1|

2 + |γM+l′1
|2
)︁

, (C.8)

where {γ0, γ1, ..., γ2M−1} indicates the frequency response of the prototype filter and

l′1 = (l1)M .

C.3 Derivation of constant µ

We have

µ = ℜ{E{J [0]}} = 1

N
ℜ{E{

N−1∑︂
n=0

ejϕ[n]}} = 1

N

(︄
N−1∑︂
n=0

e−
1
2
E{|ϕ[n]|2}

)︄
. (C.9)

Since [ϕ[n+1]−ϕ[n]] ∼ N (0, 4πβTs), E{|ϕ[n]|2} = (n+1)4πβTs, n = 0, 1, ..., N−1.

Thus, µ is derived as

µ =
1

N

(︄
N−1∑︂
n=0

e−2πβTs(n+1)

)︄
=

{︄
1 β = 0
1
N

e−2πβTs−e−2πβTs(N+1)

1−e−2πβTs β > 0.
(C.10)
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C.4 SINR with the proposed algorithm

Similar to Appendix B and based on the SINR formulation (4.53) and using the SINR

for ideal compensation in (4.48),

SINRprop =
T{E{ĴĴH}}SINRideal

T{E{
(︂
J− Ĵ

)︂(︂
J− Ĵ

)︂H
}}SINRideal +

1
N

=
E{||j̃app||2}SINRideal

E{||j̃− j̃app||2}SINRideal +
1
N

.

(C.11)

Based on j̃app = Fcp̄ and Fc =
1
N
FNΥ, we have

E{||j̃app||2} =
1

N2
T{E{Υp̄p̄HΥH}} = 1

N2
T{ΥRp̄Υ

H}. (C.12)

Moreover, based on j̃ = 1
N
FN p̃, we have

E{||j̃− j̃app||2} =
1

N2
E{||p̃−Υp̄||2}

=
1

N2

(︃
T{E{p̃p̃H}}+ T{E{Υp̄p̄HΥH}}

− 2ℜ
{︃
T{E{p̃p̄HΥH}}

}︃)︃
=

1

N
+

1

N2
T{ΥRp̄Υ

H}

− 2ℜ
{︃

1

N2
T{Rp̃,p̄Υ

H}
}︃
.

(C.13)

By substituting (C.12) and (C.13) in (C.11), effective SINR for proposed method

in (4.53) is derived.

C.5 ∂SΘ/∂Θ derivation

Based on (4.8), we have SΘ = J′
appXFhh̄. Moreover, based on (4.12) and (4.25),

we have SΘ = T′F′
cc̄

′, where T′ is a circulant matrix formed by elements of H′x.

According to aforementioned expressions for SΘ and (4.28), ∂SΘ/∂Θ can be derived

in an element by element as
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∂SΘ

∂ℜ{h′[n]}
=
(︁
J′
appXFh

)︁
an+1, n = 0, ..., Lch − 1

∂SΘ

∂ℑ{h′[n]}
= j

(︁
J′
appXFh

)︁
an+1, n = 0, ..., Lch − 1

∂SΘ

∂ℜ{c′[n]}
= (T′F′

c) en, n = 1, ..., Q− 1

∂SΘ

∂ℑ{c′[n]}
= j (T′F′

c) en, n = 1, ..., Q− 1,

(C.14)

where an+1 is (n+ 1)-th columns of ILch
and en is (n)-th columns of IQ−1.
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